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Editorial 

 
dvances in Science, Technology and 
Engineering Systems Journal 
(ASTESJ) is an online-only journal 

dedicated to publishing significant advances 
covering all aspects of technology relevant to 
the physical science and engineering 
communities. The journal regularly publishes 
articles covering specific topics of interest.  

Current Issue features key papers 
related to multidisciplinary domains involving 
complex system stemming from numerous 
disciplines; this is exactly how this journal 
differs from other interdisciplinary and 
multidisciplinary engineering journals. This 
issue contains 208 accepted papers in 
Information System and Electrical 
Engineering domains. 

Editor-in-chief 
Prof. Passerini Kazmersk

A 



ADVANCES IN SCIENCE, TECHNOLOGY AND ENGINEERING 
SYSTEMS JOURNAL

Volume 5 Issue 6 November-December 2020 

CONTENTS 
Qualitative Properties of a Cell Proliferating Model with Multi-phase Transition 
and Age Structure 
Youssef El Alaoui, Larbi Alaoui 

01 

A Study on Intelligent Dialogue Agent for Older Adults’ Preventive Care – 
Towards Development of a Comprehensive Preventive Care System – 
Sho Hirose, Daisuke Kitakoshi, Akihiro Yamashita, Kentarou Suzuki, Masato 
Suzuki 

09 

Supervised Learning Techniques for Stress Detection in Car Drivers 
Pamela Zontone, Antonio Affanni, Riccardo Bernardini, Leonida Del Linz, 
Alessandro Piras, Roberto Rinaldo 

22 

Analysis of Green Building Effect on Micro grid Based on Potential Energy 
Savings and BIM 
Ihsan Mizher Baht, Petre Marian Nicolae, Ileana Diana, Nameer Baht 

30 

Effective Segmented Face Recognition (SFR) for IoT 
Fei Gao, Jiangjiang Liu 

36 

Business Intelligence for Generating Comprehensive Report in Electronic 
Completion and Handover 
Fadhillah Moulita Andiani, Faizal Abid, Hendri, Abba Suganda Girsang 

45 

Development of Group-Based Differentiated Learning (GBDL) Models 
Toto Ruhimat, Deni Darmawan 

52 

The COVID-19 Effect in Mexican SMEs 
Abel García-Villagrán, Patricia Cano-Olivos, José Luis Martínez-Flores, Diana 
Sánchez-Partida 

63 

Automated Extraction of Heavyweight and Lightweight Models of Urban 
Features from LiDAR Point Clouds by Specialized Web-Software 
Sergiy Kostrikov, Rostyslav Pudlo, Dmytro Bubnov, Vladimir Vasiliev, Yury 
Fedyay 

72 

Using TOST in Teaching Operating Systems and Concurrent Programming 
Concepts 
Tzanko Golemanov, Emilia Golemanova 

96 

Technology Adoption in Education: A Systematic Literature Review 
Kayode Emmanuel Oyetade, Tranos Zuva, Anneke Harmse 

108 



  
Understanding the usage, Modifications, Limitations and Criticisms of 
Technology Acceptance Model (TAM) 
William Ratjeana Malatji, Rene Van Eck, Tranos Zuva 

113 

  
The Impact Assessment of the Errors in Determining the Mass and Zero Lift-
Drag Coefficient on the Aircraft’s Performance Data 
Klyagin Viktor Anatolievich, Laushin Dmitry Andreevich 

118 

  
Infrared Uplink Implementation for Software Defined Visible Light 
Communication Systems 
Oswaldo René Banda-Sayco 

127 

  
Experimental Investigation of RC Footings Resting on Sand Strengthened with 
Concrete Jacketing 
Mohamed Attia Fouda, Mahmoud Elkateb, Tamer Elkateb, Ayman Khalil 

133 

  
Electro-tactile Stimulation for Augmenting Finger Motoric Learning 
Daniel Sutopo Pamungkas, Arjon Turnip 

143 

  
Aviation MRO: Impact of Physical Environment Factors on Job Performance in 
Aircraft Maintenance Organization 
Kamal Jaiswal, Serdar Dalkilic, Evangelos Papageorgiou, Balgopal Singh 

148 

  
Inferring Topics within Social Networking Big Data, Towards an Alternative for 
Socio-Political Measurement 
Khalid Ait Hadi, Rafik, Abdellatif El Abderrahmani 

155 

  
Research of the Effect of Rotation and Low-Frequency Vibration on the Robotic 
Assembly Process 
Mikhail Vladimirovich Vartanov, Trung Ta Tran, Van Dung Nguyen 

160 

  
A Novel Approach to Augment the Opto-Electronic Properties of Stannic Oxide 
(SnO2) Thin Films by Vanadium Doping 
A. Victor Babu, S. Murugan, D.C. Bernice Victoria 

169 

  
Applications of the Heuristic Optimization Approach for Determining a Maximum 
Flow Problem Based on the Graphs’ Theory 
Simona Kirilova Filipova-Petrakieva 

175 

  
A Toolkit for the Automatic Analysis of Human Behavior in HCI Applications in 
the Wild 
Andrea Generosi, Silvia Ceccacci, Samuele Faggiano, Luca Giraldi, Maura 
Mengoni 

185 

  
Real-Time Identification and Classification of Driving Maneuvers using 
Smartphone 
Munaf Salim Najim Al-Din 

193 



  
The Effect of E-Service Quality on Customer Satisfaction and Loyalty (Case 
Study at E-Marketplace XYZ in Indonesia) 
Hanny Juwitasary, Christian Christian, Edi Purnomo Putra, Hilman Baskara, 
Mohammad Wildan Firdaus 

206 

  
Trace-Driven Simulation of LoRaWAN Air Channel Propagation in an Urban 
Scenario 
Eugen Harinda, Hadi Larijani, Ryan M. Gibson 

211 

  
Multi-Directional Light Sensing Using A Rotating Sensor 
Hoang Anh Dung, Nguyen Manh Cuong, Nguyen Phan Kien 

221 

  
Vehicle Rollover Detection in Tripped and Untripped Rollovers using Recurrent 
Neural Networks 
Kailerk Treetipsounthorn, Thanisorn Sriudomporn, Gridsada Phanomchoeng, 
Christian Dengler, Setha Panngum, Sunhapos Chantranuwathana, Ali 
Zemouche 

228 

  
Hybridization of Improved Binary Bat Algorithm for Optimizing Targeted Offers 
Problem in Direct Marketing Campaigns 
Moulay Youssef Smaili, Hanaa Hachimi 

239 

  
IT GRC Smart Adviser: Process Driven Architecture Applying an Integrated 
Framework 
Meriyem Chergui, Aziza Chakir 

247 

  
Multi Operated Virtual Power Plant in Smart Grid 
Yevhen Fediv, Olha Sivakova, Mykhailo Korchak 

256 

  
A Fuzzy Controller Based SAPF for Power Quality Enhancement of Distribution 
System Integrated with Wind Energy Source 
Vikas Kumar Sharma, Lata Gidwani 

261 

  
Pre-University Students’ Learning Styles and Attitude towards Mathematics 
Achievements 
Nurhilyana Anuar, Nurashikin Abdullah, Sharifah Norasikin Syed Hod 

269 

  
A Comprehensive Review of Traditional Video Processing 
Helen Kottarathil Joy, Manjunath Ramachandra Kounte 

274 

  
Overmind: A Collaborative Decentralized Machine Learning Framework 
Puttakul Sakul-Ung, Amornvit Vatcharaphrueksadee, Pitiporn Ruchanawet, 
Kanin Kearpimy, Hathairat Ketmaneechairat, Maleerat Maliyaem 

280 

  
The Role of Promotion in Mobile Wallet Adoption – A Research in Vietnam 
Ha Hoang, Tan Trinh Le 

290 

  



Complex Order PI?+j? D?+j? Design for Surface Roughness Control in Machining 
CNT Al-Mg Hybrid Composites 
Ravi Sekhar, Tejinder Paul Singh, Pritesh Shah 

299 

Dense Deep Neural Network Architecture for Keystroke Dynamics 
Authentication in Mobile Phone 
Lubna Abdelkareim Gabralla 

307 

Emotion Recognition on FER-2013 Face Images Using Fine-Tuned VGG-16 
Gede Putra Kusuma, Jonathan, Andreas Pangestu Lim 

315 

Multi-Model Security and Social Media Analytics of the Digital Twin 
Jim Scheibmeir, Yashwant Malaiya 

323 

The Contribution of Wind Energy Capacity on Generation Systems Adequacy 
Reliability using Differential Evolution Optimization Algorithm 
Athraa Ali Kadhem, Noor Izzri Abdul Wahab, Ahmed Abdalla 

331 

Enhanced Power Utilization for Grid Resource Providers 
Tariq Alwada’n, Thair Khdour, Abdulsalam Alarabeyyat, Ali Rodan 

341 

DC-DC Buck Converter Driver with Variable Off-Time Peak Current Mode
Control 
Osvaldo Gasparri, Paolo Del Croce, Andrea Baschirotto 

347 

Blueprint Model: An Agile-Oriented Methodology for Tackling Global Software 
Development Challenges 
Andre Figliuolo da Cruz, Cristiano Pereira Godoy, Lanier Menezes dos Santos, 
Lucas Frota Marinho, Marco Santarelle Jardim, Elisangela Paiva da Silva, 
C?cero Augusto Pahins, Paulo Fonseca, Felipe Taliar Giuntini 

353 

Vietnamese Text Classification with TextRank and Jaccard Similarity Coefficient 
Hao Tuan Huynh, Nghia Duong-Trung, Dinh Quoc Truong, Hiep Xuan Huynh 

363 

Intrusion Detection and Classification using Decision Tree Based Key Feature 
Selection Classifiers 
Manas Kumar Nanda, Manas Ranjan Patra 

370 

Comparison of Gaze Points Among Viewing Conditions (Resolution, Display 
Size, Viewer Position) During Video Viewing 
Miho Shinohara, Yusuke Nosaka, Reiko Koyama, Riko Nakagawa, Takuya 
Sarugaku, Mitsuho Yamada 

391 

Method for Improving the Quality of the Product Obtained by Abrasive Treatment 
with Impregnated Tools 
Viktor Butenko, Liana Gusakova, Dmitry Durov, Boris Safoklov, Oleg Dolgov 

398 



Level of Resilience and Family Functionality in Adolescents of two Educational 
Institutions of a Vulnerable Area in Lima Province 
Rosa Perez-Siguas, Hernan Matta-Solis, Eduardo Matta-Solis, Melissa Yauri-
Machaca, Anika Remuzgo-Artezano, Lourdes Matta-Zamudio 

403 

To the Question of Multi-Criteria Optimization of Aircraft Components in Order 
to Optimize its Life Cyclee 
Sergey Alekseevich Serebryansky, Alexander Vladimirovich Barabanov 

408 

The Probe Mark Discoloration on Bond Pad and Wafer Storage 
Wen-Fei Hsieh, Henry Lin, Vincent Chen, Irene Ou, & Yung-Song Lou 

416 

A Simulation Based Proactive Approach for Smart Capacity Estimation in the 
Context of Dynamic Positions and Events 
Naeem Ahmed Haq Nawaz, Hamid Raza Malik, Ahmed Jaber Alshaor, Kamran 
Abid 

423 

Effective Learning of Tax Regulations using Different Chatbot Techniques 
Rafael Mellado-Silva, Antonio Faúndez-Ugalde, María Blanco-Lobos 

439 

Electronic Warfare Methods Combatting UAVs 
Miroslav Kratky, Vaclav Minarik, Michal Sustr, Jan Ivan 

447 

Fault-Tolerant Control of Permanent Magnet Synchronous Motor Drive under 
Open-Phase Fault 
Amr Saleh, Nada Sayed, Ghada Ahmed Abdel, Mona Nagieb Eskander 

455 

Extending the Classifier Algorithms in Machine Learning to Improve the 
Performance in Spoken Language Understanding Systems Under Deficient 
Training Data 
Sheetal Jagdale, Milind Shah 

464 

Reliability Improvement of Radial Distribution System by Reconfiguration 
Srividhya. P, Mounika. K, Kirithikaa. S, Narayanan. K, Gulshan Sharma, Girish 
Ganesan. R, Tomonobu Senjyu 

472 

American Sign Language Recognition Based on MobileNetV2 
Kin Yun Lum, Yeh Huann Goh, Yi Bin Lee 

481 

An Adaptive Nonlinear Sensorless Controller of Doubly Fed Induction Generator 
Driven By Wind Turbine 
Radouane Ourhdir, Mohammed Rachidi 

489 

An Economic Theory Perspective for the Fight Against Poverty in the Peruvian 
Andes 
Robert Antonio Romero-Flores 

497 



Microcontroller Based Data Acquisition and System Identification of a DC Servo 
Motor Using ARX, ARMAX, OE, and BJ Models 
Mokhlis Salah-eddine, Said Sadki, Bahloul Bensassi 

507 

Facebook Translation Service (FTS) Usage among Jordanians during COVID-
19 Lockdown 
Zakaryia Almahasees, Helene Jaccomard 

514 

Accelerating Decision-Making in Transport Emergency with Artificial Intelligence 
Alexander Raikov 

520 

Determinism of Replicated Distributed Systems–A Timing Analysis of the Data 
Passing Process 
Adriano A. Santos, António Ferreira da Silva, António P. Magalhães, Mário de 
Sousa 

531 

Variation Between DDC and SCAMSMA for Clustering of Wireless 
MultipathWaves in Indoor and Semi-Urban Channel Scenarios 
Jojo Blanza, Lawrence Materum 

538 

Interface for Visualization of Wireless Propagation Multipath Clustering 
Outcomes 
Jojo Blanza, Lawrence Materum 

544 

The Effect of Different Starches in the Environmental and Mechanical Properties 
of Starch Blended Bioplastics 
Adriana C. Neves, Tew Ming, Marta Mroczkowska, David Culliton 

550 

Proposal of a New Descriptive-Correlational Model of Population Lifestyle 
Analysis and Disease Diagnosis 
Selene Tamayo Castro, Kristian Aldapa Salcido, Linda García Rodríguez 

555 

sharpniZer: A C# Static Code Analysis Tool for Mission Critical Systems 
Arooba Shahoor, Rida Shaukat, Sumaira Sultan Minhas, Hina Awan, Kashif 
Saghar 

561 

Experimental Study on Mechanical Behavior of Polypropylene-based Blends 
with Talc Fillers 
Pham Thi Hong Nga, Van-Thuc Nguyen 

571 

Ontology-based Data Management Tool for Studying Radon Concentration 
Felix Fernandez-Pena, Alex Maigua-Quinteros, Pilar Urrutia-Urrutia, Diana 
Coello-Fiallos 

577 

Strategic Plan for the Achievement of the Competitiveness of Small Companies 
with Respect to Large Ones 
Alan Guadalupe Ochoa Navarro, Juan De Dios Cota Apodaca, Dario Fuentes 
Guevara 

584 



“Traffic Congestion Triangle” Based on More than One-Month Real Traffic Big 
Data Analysis in India 
Tsutomu Tsuboi 

588 

Effective Application of Information System for Purchase Process Optimization 
Pearl Keitemoge, Daniel Tetteh Narh 

594 

Fast and Efficient Maximum Power Point Tracking Controller for Photovoltaic 
Modules 
Khalid Chennoufi, Mohamed Ferfra 

606 

Inventory Management Practices during COVID 19 Pandemic to Maintain 
Liquidity Increasing Customer Service level in an Industrial Products Company 
in Mexico 
Ignacio Alvarez-Placencia, Diana Sánchez-Partida, Patricia Cano-Olivos, José-
Luis Martínez-Flores 

613 

Chatbot Developments in The Business World 
Azani Cempaka Sari, Natashia Virnilia, Jasmine Tanti Susanto, Kent Anderson 
Phiedono, Thea Kevin Hartono 

627 

Burnout Among Primary School Teachers in the Wazzane Region in Morocco: 
Prevalence and Risk Factors 
Abdeslam Amri, Zakaria Abidli, Mounir Bouzaaboul, Rabea Ziri, Ahmed Omar 
Touhami Ahami 

636 

Performance Analysis and Enhancement of Spline Adaptive Filtering based on 
Adaptive Step-size Variable Leaky Least Mean Square Algorithm 
Sethakarn Prongnuch, Suchada Sitjongsataporn 

642 

Automatic Stochastic Dithering Techniques on GPU: Image Quality and 
Processing Time Improved 
Giorgia Franchini, Roberto Cavicchioli, Jia Cheng Hu 

652 

Improved System Based on ANFIS for Determining the Degree of Polymerization 
Marcel Nicola, Marian Du??, Maria-Cristina Ni?u, Ancu?a-Mihaela Aciu, 
Claudiu-Ionel Nicola 

664 

Network Modeling with ANP to Determine the Appropriate Area for the 
Development of Dry Port in Thailand 
Jenjira Sukmanee, Ramil Kesvarakul, Nattawut Janthong 

676 

Social Influence Factor of e-Tourism Application Case Study University Student 
Kristianus Oktriono, Surjandy Surjandy, Meyliana Meyliana, Michele Carolina, 
Stephanie Stephanie 

684 



Hand-Based Biometric Recognition Technique – Survey 
Katerina Prihodova, Miloslav Hub 

689 

Automatic License Plate Detection and Recognition for Jordanian Vehicles 
Khalil Mustafa Ahmad Yousef, Bassam Jamil Mohd, Yusra Abd-Al-Haleem Al-
Khalaileh, Ahlam Hani Al-Hmeadat, Bushra Ibrahim El-Ziq 

699 

Adaptive Identification Method of Vehicle Model for Autonomous Driving Robust 
to Environmental Disturbances 
Yohei Yamauchi, Mitsuyuki Saito 

710 

Cognitive Cybernetics in the Foresight of Globalitarianism 
Zdenko Balaž, Krystian Wawrzynek 

718 

Ultra Wide Band-based Control of Emulated Autonomous Vehicles for Collision 
Avoidance in a Four-Way Intersection 
Jashandeep Bhuller, Paolo Dela Peña, Vladimir Christian Ocampo II, Julio 
Simeon, Lawrence Materum 

724 

Minimizing Collisions of Self-Driving Cars by a Control System Using 
Predetermined Two-Dimensional Grid Localization 
Jashandeep Bhuller, Paolo Dela Peña, Vladimir Christian Ocampo II, Julio 
Simeon, Lawrence Materum 

731 

Comparison of Support Vector Machine-Based Equalizer and Code-Aided 
Expectation Maximization on Fiber Optic Nonlinearity Compensation Using a 
Proposed BER Normalized by Power and Distance Index 
Mark Renier M. Bailon, Lawrence Materum 

738 

Analysis of Long-term Equilibrium Relationship Between KRW, RMB, JPY 
Exchange Rates and International Financial Market Variables: Comparative 
Analysis of KRW, RMB, JPY 
Moon-Kyum Kim, Woong Ryeol Kim, Moon-Kyum Kim 

744 

Optimization of Multi-user Face Identification Systems in Big Data Environments 
Majdouline Meddad, Chouaib Moujahdi, Mounia Mikram, Mohammed Rziza 

762 

Surge Protection Device for Ex Application 
Teik Hua Kuan, Kuew Wai Chew, Kein Huat Chua 

768 

Optimal Irrigation Strategy using Economic Model Predictive Control 
Luisella Balbis 

781 

Dependency Head Annotation for Myanmar Dependency Treebank 
Hnin Thu Zar Aye, Win Pa Pa 

788 

A Model-Driven Approach for Reconfigurable Systems Development 
Ismail Ktata, Naoufel Kharroubi 

801 



Algorithm Design for Accurate Steps Counting Based on Smartphone Sensors 
for Indoor Applications 
Hani Muhsen, Odeh Al-Amaydeh, Rakan Al-Hamlan 

811 

Roadmap for Industrial Engineering Education Sustainability  Withdrawn
Hani Shafeek

Polarity Switch within Social Networks 
Sara Abas, Malika Addou, Zineb Rachik 

817 

Towards a Smart Campus for Qassim University: An Investigation of Indoor 
Navigation System 
Mohammed Hadwan, Rehan Uallah Khan, Khalil Ibrahim Mohammad 
Abuzanouneh 

831 

Effect of Heat Retention Time and Pouring Temperature on Graphite Shape and 
Mechanical Properties of Gray Cast Iron 
Hong-Nga Thi Pham 

838 

Updated Analysis of Business Continuity Issues Underlying the Certification of 
Invoicing Software, Considering a Pandemic Scenario 
Nelson Russo, Leonilde Reis 

845 

An Enhanced Conceptual Security Model for Autonomous Vehicles 
Abdulla Obaid Al Zaabi, Chan Yeob Yeun, Ernesto Damiani, Gaemyoung 

853 

Low Power Fast Settling Switched Capacitor PTAT Current Reference Circuit for 
Low Frequency Applications 
Muhammed Mansoor C. B., Hanumantha Rao G., Rekha S. 

865 

Blockchain Application in Higher Education Diploma Management and Results 
Analysis 
Fernando Richter Vidal, Feliz Gouveia, Christophe Soares 

871 

Evaluating the Effectiveness of Query-Document Clustering Using the QDSM 
Measure 
Claudio Gutierrez-Soto, Marco Palomino, Arturo Curiel, Hector Riquelme 
Cerda, Fernando Bejar Rain 

883 

Method of Analysis and Classification of Acoustic Emission Signals to Identify 
Pre-Seismic Anomalies 
Marapulets Yury, Senkevich Yury, Lukovenkova Olga, Solodchuk Alexandra 

894 

A Fast Adaptive Time-delay-estimation Sliding Mode Controller for Robot 
Manipulators 
Dang Xuan Ba 

904 

Investigation of the Effect of FBG Profiles, Temperature and Transmission 
Distance for Environmental Sensing & Monitoring 
Muhammad Arif Riza, Yun Ii Go 

912 



Barriers and Supports in Engineering Career Development: An Exploration of 
First-Year Students 
Rosmery Ramos-Sandoval, Jano Ramos-Diaz 

920 

Prediction of Vessel Dynamic Model Parameters using Computational Fluid 
Dynamics Simulation 
Nu’man Amri Maliky, Nanda Pratama Putra, Mochamad Teguh Subarkah, 
Syarif Hidayat 

926 

Design and Implementation of DFT Technique to Verify LBIST at RTL Level 
Nagaraj Vannal, Saroja V Siddamal 

937 

Empathy in Nursing Students that do the Non-Medical Internship in Three 
Universities in Lima, 2019 
Liseth Acuña-Medina, Yumira Arias-Quispe, Yackeline Espeza-Veláquez, Brian 
Meneses-Claudio, Hernan Matta-Solis, Eduardo Matta-Solis 

944 

Investigating the Optical Behavior of Single/Multi-Dimensional Photonic Crystal 
Structures for Photovoltaic Applications 
Gehad Ali Alsayed, Zahraa Ismail, Sameh O. Abdellatif 

951 

Standalone Operation of Modified Seven-Level Packed U-Cell Inverter for Solar 
Photovoltaic System 
Kishan Bhushan Sahay, Pankaj Kumar Singh, Rakesh Maurya 

959 

Hand Gesture Classification using Inaudible Sound with Ensemble Method 
Jinwon Cheon, Sunwoong Choi 

967 

Docker-C2A : Cost-Aware Autoscaler of Docker Containers for 
Microservicesbased Applications 
Mohamed Hedi Fourati, Soumaya Marzouk, Mohamed Jmaiel, Tom Guerout 

972 

NPC five level inverter using SVPWM for Grid-Connected Hybrid Wind-
Photovoltaic Generation System 
Elamri Oumaymah, Oukassi Abdellah, Bouhali Omar, El Bahir Lhoussain 

981 

Mobile Money Wallet Attack Resistance using ID-based Signcryption 
Cryptosystem with Equality Test 
Seth Alornyo, Mustapha Adamu Mohammed, Francis Botchey, Collinson Colin 
M. Agbesi

988 

Advanced Design of Current-mode Pass-band Filter using Ant Colony 
Optimization Technique 
Kritele Loubna, Benhala Bachir, Zorkani Izeddine 

995 

Feature Gate Computational Top-Down Model for Target Detection 
Aarthi Ramachandran, Amudha Joseph, Shunmuga Velayutham 

1001 



Design of a Remote Real-time Groundwater Level and Water Quality Monitoring 
System for the Philippine Groundwater Management Plan Project 
Carlos M. Oppus, Maria Aileen Leah G. Guzman, Maria Leonora C. Guico, 
Jose Claro N. Monje, Mark Glenn F. Retirado, John Chris T. Kwong, 
Genevieve C. Ngo, Annael J. Domingo 

1007 

Determinants of Technological and Innovation Performance of the Nepalese 
Cellular Telecommunications Industry from the Customers’ Perspective 
Rewan Kumar Dahal, Ganesh Bhattarai, Dipendra Karki 

1013 

An Analysts’ Skills: Bespoke Software vs Packaged Software at Small Software 
Vendors 
Issam Jebreen 

1021 

Ozone, Nitrogen Dioxide, and PM2.5 Measurement at Three Urban Parks in 
Manila, Philippines using Portable Sensors 
Maria Cecilia Galvez, Daniel Paulo Tipan, Angelo Ashtin Valera, Edgar Vallar, 
Alma Nacua 

1027 

Evaluation of the Living Condition in Fishermen Settlement in the Coastal Area 
of Marisa City, Gorontalo Province 
Irwan Wunarlan, Sugiono Soetomo, Iwan Rudiarto 

1033 

Design of a Mobile Application for the School Enrollment Process in Order to 
Prevent Covid-19 
Alexi Delgado, Enrique Lee Huamaní, Alfredo Chiara-Sotomayor, Florencio 
Roman-Casahuamán 

1042 

Estimating LAI of Rice Using NDVI Derived from MODIS Surface Reflectance 
Rushikesh Kulkarni, Kiyoshi Honda 

1047 

Developing a Modular Material-Based Independent Training Model for Primary 
School Teacher Training 
Asep Herry Hernawan, Mustari Bosra 

1054 

Projection of Wireless Multipath Clusters Using Multi-Dimensional Visualization 
Techniques 
Aaron Don M. Africa, Emmanuel T. Trinidad, Lawrence Materum 

1064 

Review of Different Methods for Optimal Placement of Phasor Measurement Unit 
on the Power System Network 
Ademola Abdulkareem, Divine Ogbe, Tobiloba Somefun 

1071 

Human Emotion Recognition Based on EEG Signal Using Fast Fourier 
Transform and K-Nearest Neighbor 
Anton Yudhana, Akbar Muslim, Dewi Eko Wati, Intan Puspitasari, Ahmad 
Azhari, Murein Miksa Mardhia 

1082 



Experimental Analysis of Thin Layer Drying of Ginger Rhizome in Convective 
Environment 
Gbasouzor Austin Ikechukwu, Sabuj Mallik, Jude Ejikeme Ebem Njoku, Joshua 
Depriver 

1132 

A Novel Approach of Smart Logistics for the Health-Care Sector Using Genetic 
Algorithm 
Marouane EL Midaoui, Mohammed Qbadou, Khalifa Mansouri 

1143 

The Design of a Hybrid Model-Based Journal Recommendation System 
Adewale Opeoluwa Ogunde, Mba Obasi Odim, Oluwabunmi Omobolanle 
Olaniyan, Theresa Omolayo Ojewumi, Abosede Oyenike Oguntunde, Michael 
Adebisi Fayemiwo, Toluwase Ayobami Olowookere, Temitope Hannah Bolanle 

1153 

An Efficient Performance of OFDM-Shaped Symbol for 5G Green 
Communication Compared to FBMC 
Mohamed Yasin Ibrahim Afifi, El-Sayed Soliman Ahmed Said, Abd El-Hady 
Abd El-Azim Ammar 

1163 

PV Integrated Recursive Least Mean Square Estimation Based Shunt Active 
Power Filter 
Ragam Rajagopal, K. Palanisamy, S. Paramasivam 

1171 

Defeating Anti-Debugging Techniques for Malware Analysis Using a Debugger 
Jong-Wouk Kim, Jiwon Bang, Mi-Jung Choi 

1178 

Support Vector Machine Integrated with SASS-SM Approach for Parkinson's       Withdrawn
Disease Classification
Kadhem Al-Daffaie, Hadi Ratham Al-Ghayab

5G, Vehicle to Everything Communication: Opportunities, Constraints and 
Future Directions 
Boughanja Manale, Tomader Mazri 

1089 

Development of Secondary Processing Data Methods under Single Point 
Thunderstorm Activity Monitoring 
Anatoly Panyukov, Alexander 

1096 

Evaluation of the Physico-Chemical Properties of Soil and Apple Leaves (Malus 
Domestica) in Beni Mellal-Khenifra Region, Morocco 
Berrid Nabyl, Lougraimzi Hanane, El-Khabbazi Houda, Abidli Zakaria, Hamidi 
Otman, Keltoum Rahali, El Mahjoub Aouane 

1103 

Multi-Criteria Decision Analysis Coupled with GIS and Remote Sensing 
Techniques for Delineating Suitable Artificial Aquifer Recharge Sites in Tafilalet 
Plain (Morocco) 
Aicha Ousrhire, Hassane Oulidi Jarar, Abdessamad Ghafiri 

1109 



Development of a Technology and Digital Transformation Adoption Framework 
of the Postal Industry in Southern Africa: From Critical Literature Review to a 
Theoretical Framework 
Kgabo Mokgohloa, Grace Kanakana-Katumba, Rendani Maladzhi 

1190 

Evolution of Teaching Approaches for Science, Engineering and Technology 
within an Online Environment: A Review 
Rendani Wilson Maladzhi, Grace Mukondeleli Kanakana-Katumba 

1207 

Development and Performance Analysis of HRPL Using 6LoWPAN CC2538 
Module for IoT Ecosystem 
Nin Hayati Mohd Yusoff, Nurul Azma Zakaria 

1217 

Priority-based Scheduling Algorithm for NOMA-integrated V2X 
Ala Din Trabelsi, Hend Marouane, Faouzi Zarai 

1225 

Creativity in Prototypes Design and Sustainability – The case of Social 
Organizations 
Clara Silveira, Leonilde Reis, Vitor Santos, Henrique S. Mamede 

1237 

Computer Vision for Industrial Robot in Planar Bin Picking Application 
Le Duc Hanh, Huynh Buu Tu 

1244 

Crystallinity and Hardness Enhancement of Polypropylene using Atmospheric 
Pressure Plasma Discharge Treatment 
Oscar Xosocotla, Horacio Martinez, Bernardo Campillo 

1250 

LEACH Based Protocols: A Survey 
Nour Najeeb Abdalkareem Qubbaj, Anas Abu Taleb, Walid Salameh 

1258 

Towards a Documents Processing Tool using Traceability Information Retrieval 
and Content Recognition Through Machine Learning in a Big Data Context 
Othmane Rahmaoui, Kamal Souali, Mohammed Ouzzif 

1267 

Time Granularity-based Privacy Protection for Cloud Metering Systems 
Hesham Aly El Zouka, Mustafa Mohamed Hosni 

1278 

Analysis of the Operational Impact of ETC Lanes on Toll Station 
Alimam Mohammed Karim, Alimam Mohammed Abdellah, Seghiouer Hamid 

1286 

Empirical Probability Distributions with Unknown Number of Components 
Marcin Kuropatwi´nski, Leonard Sikorski 

1293 

Basic Study of 3-D Non-Invasive Measurement of Temperature Distribution 
using Ultrasound Images during HIFU Heating 
Ryosuke Sakakibara, Yasuhiro Shindo, Kazuo Kato, Pak Kon Choi, Akira 
Takeuchi 

1306 



Wideband Active Switch for Electronic Warfare System Applications 
Mahadev Sarkar, Gaurav Anand, Sivakumar Ramadoss 

1312 

  
Evaluation of Simple Space Interpolation Methods for the Depth of Precipitation: 
Application for Boyacá, Colombia 
Pedro Mauricio Acosta Castellanos, Alejandra Castro Ortegon, Hugo Fernando 
Guerrero Sierra 

1322 

  
SH-CNN: Shearlet Convolutional Neural Network for Gender Classification 
Chaymae Ziani, Abdelalim Sadiq 

1328 

  
Quality of Nursing Care in Hospitalized Patients of the Carlos Lanfranco La Hoz 
Hospital, 2019 
Amancio Izquierdo-Príncipe, Jaqueline Garcia-Núñez, Brian Meneses-Claudio, 
Hernan Solis-Matta, Lourdes Matta-Zamudio 

1335 

  
Quality of Life in Patients with Type 2 Diabetes of the Central Hospital of the 
Peruvian Air Force, 2019 
Jared Zavala-Izaguirre, Fanny Mego-Llanos, Sarita Cornejo-Quispitongo, Brian 
Meneses-Claudio, Hernan Solis-Matta, Lourdes Matta-Zamudio 

1340 

  
Social skills and Resilience in Adolescents of Secondary Education of the 
Kumamoto I 3092 Educational Institution, of the Puente Piedra District – Lima 
2019 
Evelyn Roncal-Cespedes, Gloria Castillo-Laban, Brian Meneses-Claudio, 
Hernan Matta-Solis, Lourdes Matta-Zamudio, Eduardo Matta-Solis 

1345 

  
Social Skills and Resilience in Adolescents of an Educational Institution in North 
Lima, 2019 
Lili Sifuentes-Gomez, Doris Vega-Davila, Betty Flores-Paz, Brian Meneses-
Claudio, Hernan Matta-Solis, Eduardo Matta-Solis 

1350 

  
Improved Design and Recommendations for Street Lighting in Gitega City 
Ntawuhorakomeye Noel, Ndayiragije Leonidas, Belov Mikhail Petrovich 

1356 

  
Investigating Students’ Computational Thinking through STEM Robot-based 
Learning Activities 
Sasithorn Chookaew, Suppachai Howimanporn, Santi Hutamarn 

1366 

  
Effect of Starch Oxidation Degree on the Properties of Hydrogels from 
Dialdehyde Starch and Polyvinyl Alcohol 
Jahel Desire Carrera, Daniela Alejandra Viteri Narváez, Marco Leon, José 
Francisco Alvarez-Barreto 

1372 

  
Image Tag Recommendation based on Ranked Categorical Nearest Neighbors 
and Weighted Tag Features 
Anupama D. Dondekar, Balwant A. Sonkamble 

1381 

  



Analysis of Physical and Mechanical Properties of Galvanic-Plasma Wear-
Resistant Coatings 
Mahmood Shaker Albdeiri, Sergey Sergeev, Vladimir V. Krasilnikov 

1387 

  
A prediction of Cutting Force, System Vibration, and Productivity in Five-Axis 
Milling Process of the Spiral Bevel Gear 
Nguyen Van Thien, Dung Hoang Tien, Nhu-Tung Nguyen, Nguyen Van Que, 
Do Duc Trung, Pham Thi Thieu Thoa 

1394 

  
A Study on the Tool Wear in Milling Process of the Gleason Spiral Bevel Gear 
Hoang Xuan Thinh, Pham Van Dong, Tran Ve Quoc 

1402 

  
Recommendation System for SmartMart-A Virtual Supermarket 
Poonam Ghuli, Manoj Kartik R, Mohammed Amaan, Mridul Mohta, N Kruthik 
Bhushan, Poonam Ghuli, Shobha G 

1408 

  
Solution of the Semiconductor-Device Equations by the Numerov Process 
Nicol`o Speciale, Rossella Brunetti, Massimo Rudan 

1414 

  
Handling Priority Data in Smart Transportation System by using Support Vector 
Machine Algorithm 
Sara Ftaimi, Tomader Mazri 

1422 

  
Fabrication and Optimization of High Frequency ZnO Transducers for Both 
Longitudinal and Shear Emission: Application of Viscosity Measurement using 
Ultrasound 
Hatem Dahmani, Ibrahim Zaaroura, Abbas Salhab, Pierre Campistron, Julien 
Carlier, Malika Toubal, Souad Harmand, Vincent Thomy, Marc Neyens, 
Bertrand Nongaillard 

1428 

  
Parameter Estimation for Industrial Robot Manipulators Using an Improved 
Particle Swarm Optimization Algorithm with Gaussian Mutation and Archived 
Elite Learning 
Abubakar Umar, Zhanqun Shi, Lin Zheng, Alhadi Khlil, Zulfiqar Ibrahim Bibi 
Farouk 

1436 

  
Comparative Study Between Three Methods for Optimizing the Power Produced 
from Photovoltaic Generator 
El hadji Mbaye Ndiaye, Mactar Faye, Alphousseyni Ndiaye 

1458 

  
An Investigation of the Effect of Optimal Plane Spacing Between Electrode 
Planes for the EIT Industrial Applications 
Yew Lek Chong, Renee Ka Yin Chin 

1466 

  
Social Engineering to Establish Digital Culture in Higher Education 
Tedi Priatna, Dian Sa’adillah Maylawati, Hamdan Sugilar, Muhammad Ali 
Ramdhani 

1474 

  



Simulation Based Energy Consumption Optimization for Buildings by Using 
Various Energy Saving Methods 
Omar Khaled Barakat, Ahmed El-Biomey Mansour, Mahmoud Mohamed Abd 
Elrazik, Ashraf Aboshosha, Amir Yassin Hassan 

1480 

Impact of Changing Microstructural Compositions of Lime Based Mortar on 
Flexibility: Case Study of Sustainable Lime-Cement Composites) 
Sule Adeniyi Olaniyan 

1488 

Comparative Analysis Spline Methods in Digital Processing of Signals 
Hakimjon Zaynidinov, Sayfiddin Bakhromov, Bunyod Azimov, Sarvar 
Makhmudjanov 

1499 

Impact of Salinity on Stabilized Leachate Treatment from Ozonation Process 
Iva Yenis Septiariva, I Wayan Koko Suryawan, Novi Kartika Sari, Ariyanti 
Sarwono 

1511 

Implementation of a Journalist Business Intelligence in Social Media Monitoring 
System 
Abba Suganda Girsang, Sani Muhamad Isa, Natasya, Megga Eunike Cristilia 
Ginzel 

1517 

Prophet Architecture in Normalized Meter Energy Consumption Prediction on 
Building 
Fernando Lioexander, Abba Suganda Girsang 

1529 

A Software-Defined Network Approach for The Best Hospital Localization 
Against Coronavirus (COVID-19) 
Bilal Babayigit, Eda Nur Hascokadar 

1537 

NemoSuite: Web-based Network Motif Analytic Suite 
Wooyoung Kim, Yi-Hsin Hsu, Zican Li, Preston Mar, Yangxiao Wang 

1545 

Application of Deep Belief Network in Forest Type Identification using 
Hyperspectral Data 
Xianxian Luo, Songya Xu, Hong Yan 

1554 

A Computational Modelling and Algorithmic Design Approach of Digital 
Watermarking in Deep Neural Networks 
Revanna Sidamma Kavitha, Uppara Eranna, Mahendra Nanjappa Giriprasad 

1560 

ESP2: Embedded Smart Parking Prototype 
Tarek Frikha, Hedi Choura, Najmeddine Abdennour, Oussama Ghorbel, 
Mohamed Abid 

1569 

A Framework for Adoption and Diffusion of Mobile Applications in Africa 
Chinedu Wilfred Okonkwo, Magda Huisman, Estelle Taylor 

1577 



Features Preference using Conjoint Analysis Method for E-marketplace Social 
Care System 
Angelina Ervina Jeanette Egeten, Harjanto Prabowo, Ford Lumban Gaol, 
Meyliana 

1593 

  
High-Performance Computing: A Cost Effective and Energy Efficient Approach 
Safae Bourhnane, Mohamed Riduan Abid, Khalid Zine-Dine, Najib Elkamoun, 
Driss Benhaddou 

1598 

  
Time-to-Event Analysis for Recovery from Coronavirus Disease (COVID-19): A 
Case Study on Wuhan and Elsewhere in China from Jan 1 to Feb 11, 2020 
Murtada Khalafallah Elbashir, Saleh N. Almuayqil 

1609 

  
Elasticity Based Med-Cloud Recommendation System for Diabetic Prediction in 
Cloud Computing Environment 
Karamath Ateeq, Manas Ranjan Pradhan, Beenu Mago 

1618 

  
On Design of IoT-based Power Quality Oriented Grids for Industrial Sector 
Nesma N. Gomaa, Khaled Y. Youssef, Mohamed Abouelatta 

1634 

  
FPGA-Based Homogeneous and Heterogeneous Digital Quantum 
Coprocessors 
Valeriy Hlukhov 

1643 

  
Type 2 Diabetes Risk and Physical Activity in outpatients treated in Health 
Centers in a District of North Lima, 2020 
Deisy Chipana-Collahua, Mariluz Chipana-Collahua, Rosa Villegas-Ortiz, Brian 
Meneses-Claudio, Hernan Matta-Solis 

1651 

  
A Novel Way to Design ADS-B using UML and TLA+ with Security as a Focus 
Pranay Bhardwaj, Carla Purdy, Nawar Obeidat 

1657 

  
Real-time Gradient-Aware Indigenous AQI Estimation IoT Platform 
Hasan Tariq, Abderrazak Abdaoui, Farid Touati, Mohammad Abdullah Al Hitmi, 
Damiano Crescini, Adel Ben Mnaouer 

1666 

  
Japanese Abstractive Text Summarization using BERT 
Yuuki Iwasaki, Akihiro Yamashita, Yoko Konno, Katsushi Matsubayashi 

1674 

  
Sentiment Analysis in English Texts 
Arwa Alshamsi, Reem Bayari, Said Salloum 

1683 

  
Analysis and Evaluation of Competitiveness in Medical Tourism Industry in 
Taiwan 
Yen-Hung Chen, Tin-Chang Chang 

1690 

  



Education Value Chain Model for Examination, Grading, and Evaluation Process 
in Higher Education based on Blockchain Technology 
Meyliana, Yakob Utama Chandra, Cadelina Cassandra, Surjandy, Erick 
Fernando, Henry Antonius Eka Widjaja, Harjanto Prabowo 

1698 

  
Analysis of Learning Difficulties in Object Oriented Programming in Systems 
Engineering Students at UNTELS 
Teodoro Diaz-Leyva, Omar Chamorro-Atalaya 

1704 

  
Efficient and Scalable Ant Colony Optimization based WSN Routing Protocol for 
IoT 
Afsah Sharmin, Farhat Anwar, S M A Motakabber 

1710 

  
Design of Power Efficient Routing Protocol for Smart Livestock Farm 
Applications 
Shahenda S. Abou Emira, Khaled Y. Youssef, Mohamed Abouelatta 

1719 

  
New Properties of Crimes in Virtual Environments 
Roman Dremliuga, Natalia Prisekina, Andrei Yakovenko 

1727 

  
A Machine Vision Approach for Underwater Remote Operated Vehicle to Detect 
Drowning Humans 
Yaswanthkumar S K, Keerthana M, Vishnu Prasath M S 

1734 

  
An Evaluation of Some Machine Learning Algorithms for the Detection of Android 
Applications Malware 
Olorunshola Oluwaseyi Ezekiel, Oluyomi Ayanfeoluwa Oluwasola, Irhebhude 
Martins 

1741 

  
Touristic’s Destination Brand Image: Proposition of a Measurement Scale for 
Rabat City (Morocco) 
Abdellatif Elouali, Smail Hafidi Alaoui, Noura Ettahir, Abderrazzak Khohmimidi, 
Nadia Motii, Keltoum Rahali, Mustapha Kouzer 

1750 

  
The Designing of Institute’s Educational Mascots for Brand Identity 
Nop Kongdee, Suparada Prapawong, Manissaward Jintapitak 

1759 

 
 



Advances in Science, Technology and Engineering Systems Journal
Vol. 5, No. 6, 01-08 (2020)

www.astesj.com
Special Issue on Multidisciplinary Innovation in Engineering Science &

Technology

ASTES Journal
ISSN: 2415-6698

Qualitative Properties of a Cell Proliferating Model with Multi-phase Tran-
sition and Age Structure
Youssef El Alaoui*,1, Larbi Alaoui2

1Faculty of Sciences, University Mohammed V - Agdal, Rabat, 10010, Morocco
2International University of Rabat, Sala Al-Jadida, 11100, Morocco

A R T I C L E I N F O A B S T R A C T

Article history:
Received: 30 August, 2020
Accepted: 18 October, 2020
Online: 08 November, 2020

Keywords:
Semigroup
Dual semigroup
Asynchronous exponential
growth

In this paper we study a cell division cycle modeled by a system of partial differential equations
with an age structure. This model translates the many regulatory mechanisms within the cell
cycle where it introduces the notion of phases. The individual cell can be either in I phases
where the transition between theses phases are ordered and unidirectional. The model is related
to the suns and stars caluculus via the dual semigroups of operators that are considered as
solution of an abstract integral equation equivalent to a Volterra type equation of the form
w(t) = Φ(wt). We will determine the core operator Φ and prove that the semigroup solution of
the model possesses the asynchronous exponential property. The model permits different types
of controls where the provided framework allows better control on the model parameters and
yields the characterization of the intrinsic rate of natural increase through properties of the
core operator Φ. Finally, we demonstrate that the asymptotic behavior of the model is governed
by the simple dominant eigenvalue and its associated eigenvector, that leads to the dispersion of
the cell structure through the future generations.

1 Introduction
This paper is considered as an extension of the work originally pre-
sented in 2019 International Conference of Computer Science and
Renewable Energies ICCSRE [1], that represents more refined work
where we investigated the long time behavior of a cell cycle model
using a well founded mathematical theory.
The cell cycle is an ordered set of molecular events that a cell under-
goes until it divides into two daughter cells. It has been recognized
that the cell cycle can be divided into two major phase: The in-
terphase and the mitosis phase denoted by M. The interphase is
commonly composed of three phases : G1, S , and G2. It is the
longest part of the cell cycle and is devoted to duplication of the
cell’s component. During the S phase, the chromosomes are du-
plicated. It is known that throughout the M phase, the cell split,
producing two daughter cells [2]. In each phase the progression in
the division cycle is reglemented by a serial of molecular regulation
events which are ordered, directional and punctuated by check-
points. These latter make use of some protein dephosphorylation
and degradation where they are under control of the molecular circa-
dian clocks. In fact, several animal experiments showed that the role
of these clocks are essential to exert a rhythmic regulating control
of each step [3], [4]. These steps are intracellular cascades which

ensures the smooth conduct of the proliferation. The extracellular
factors such growth factors play an important role in the controling
strategy which ensures the environmental requirements are adapted
to the proliferation of the cell. Thus, the regulation of the cell cycle
is a crucial process to the survival of the cell. It is known that there
exists two key classes of regulatory molecules: cyclins (regulatory
subunits) and cyclin dependent kinases (catalytic subunits) denoted
by CDKs where through phosphorylation activates or inactivates
target proteins to permit entry in the next phase of the cell cycle.

Through the cell cycle, there exists different restriction points. The
first one is called start checkpoint. It regulates the progression in the
G1 phase. The transition from G1 to S is regulated by CDK4/cyclin
D and CDK6/cyclin D where CDK is expressed in cells and cyclin
D is synthesized due to the growth factors. Various cyclins are
produced at each phase: S , G2 and M, resulting in the periodic
formation of distinct combinations of cyclin-CDK complexes that
trigger the cell cycle events [2, 5].

These various mechanisms of regulation are showed to be inefficient
in cancer cells. In addition, the disruption of circadian clocks is
showed to enhance the tumour growth [6]–[8]. In fact, the circadian
rhythms play an important role in the cell cycle control where they
contribute to the cell cycle regulation by the synchronisation of the
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control system. However, these dynamics have still to be understood
and investigated. Further, various speculation tried to explain this
phenomenon which give rise to the concept of synchronisation, that
is, to the speculation that less synchronised phases are within cell
population, the faster is proliferation. It is known that circadian
proteins control CDKs and theses latter control phase transitions.
In the following, we want to investigate the question if circadian
clocks control the proliferation of the cell population.
The paper is concerned with a system of partial differential equa-
tions (PDE) describing the case of a multi transition phases cycle
[9] in which cells can transit from one phase to the next one. The
cell cycle is assumed to be divided into I different phases where the
individual cell can be distinguished from one another according to
their age a. These cells can growth, die and transit to the next phase
where the rates describing the associated physiological process de-
pend only on the cell’s age. Then, the model read as follows (see
figure 1)

∂

∂t
pi(t, a) +

∂

∂a
pi(t, a) = −µi(a)pi(t, a) − Ki→i+1(a)pi(t, a)

pi(t, 0) =

∫ ∞

0
Ki−1→i(a)pi−1(t, a)da for 2 ≤ i ≤ I

p1(t, 0) = 2
∫ ∞

0
KI→1(a)pI(t, a)da

(1)

Here pi(t, a) is the density of the population of cells at the ith phase
of age a at the instant t, that is,

∫ a2

a1
pi(t, a)da is the number of cells

at the ith phase with an age in the interval (a1, a2) at the instant t.
The transition from the state i to the state j is given by the rate
Ki→ j(a), that is Ki→ j(a)dt is the probability that a cell having an
age a at instant t in the phase i transit in the time interval (t, t + dt)
to the phase j, in which they start with age 0, the last phase when
i = I refer to mitosis as it is expressed by the boundary conditions
in (1). At the ith state, the cells go to apoptosis at the rate µi(a),
that is µi(a)dt is the probability that a cell having age a at instant t
die in the time interval (t, t + dt) in the phase i. Since the effective
separation of the mother cell into two daughter cells, that is, since
the cell birth, the individual cell can quantitated by a continuous
variable corresponding to cell age.

Figure 1: Flow chart of the model describing the evolution of cells along each phase
of the cycle and the transition to the next phase between the cell densities. Here I=4,
this corresponds to G1-S-G2-M.

It is known that cells transit through the cell cycle with variabil-
ity in intermitotic times which correspond to different biological
processes such the proteic (G1 phase) or DNA (S phase) or mi-
crotuble (M phase) synthesis . As contrary to the model given in
[9], the progression speed is assumed to be constant, that is one
does not take into account the external growth factors. Indeed, the

progression speed can be enhanced by the external growth factors
in the early of the G1 phase.
The authors in [9]–[16] considered a partial differential equations
modeling a proliferating cell population with taking into consid-
eration their external controls which can be hormonal, circadian,
pharmacological . . . that leads to investigate the consequences of a
periodic control on these models. Their results assert that the effect
of circadian control on tumour proliferation is indirect.
Here, the death rates are supposed only age dependent. However,
the case time-periodic death rates studied in [10, 11], using the Flo-
quet theory, had shown a higher first eigenvalue and thus enhanced
proliferation of the population.
For the one phase cell transition model [16, 17], it has been proved
that if we influence the cell cycle with some control of a periodic
function, we obtain that cells with cell cycle duration slightly lower
than the control function period are selectively more advantageous,
in addition, they hypothetize that the effect of disruption of circadian
rhythms on tumour growth enhancement is indirect. The model for
I phases was first introduced in [9], where the authors studied the
long time behaviour of this model with the effect of a circadian
control using an entropy method. Their results show that it imposes
a circadian rythm to the cell cycle.
Mathematical cell cycle models have been treated since the 1960s by
authors such as Fredrickson, Bell, Sinko and Streifer. These models
were traditionally formulated as partial differential equations for the
age and/or size distribution of the cell population. Diekmann et al.
[18] used semigroup methods to give conditions for when there is,
and also when there is not, asynchronous exponential growth of the
population in a constant environment. More recently, Diekmann and
coworkers have argued in favour of using (abstract) integral equa-
tions for the birth rate instead of PDE, also, and in particular, for the
nonlinear models resulting from interaction via the environment.
The purpose of this paper is to create a mathematical framework for
the analysis of this type of models by using the theoretically well
established semigroup method based on the suns and stars calulcus
using the perturbed dual semigroups of operators on the spaces of
the form E := L1((−h, 0),F ). These semigroups are solutions of the
integral equation [19]–[21] of the type :

p(t) = P0(t) f +

∫ t

0
P�∗0 (t − τ)Φ(p(τ))dτ, for t ≥ 0 (2)

where h > 0, F is a Banach space and Φ : E → Z and Z is
some bigger Banach space. It has been proved that this method is
well suited for applications, in particular in the field of cell biology
models [22, 23].
In the following, the main result is to provide necessary and suffi-
cient conditions on the parameters building the cell division cycle
model (1) in order to yield the property of asynchronous exponential
growth.The asynchronous exponential property is explained mathe-
matically by the fact that a simple dominant eigenvalue govern the
spectrum of the infinitesimal generator of the semigroup solution of
the model. In the context of the semigroup theory, this operator will
be the associated infinitesimal generator. We can say that the asyn-
chronous exponential growth occurs when the following estimate
‖e−λ0t p(t, ·)−Pp0‖ decreases to 0 exponentially as t tends to infinity,
where the vector population is defined by p(t, a) = (pi(t, a))tr

1≤i≤I and
p0(a) is the initial given distribution of the population. This latter
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means that when the cell population is multiplied by an exponential
factor, know an asymptotic stabilization around a unidimensional
projection. It is noted that this projection is only dependent on the
initial structure of the concerned population.
We will use the theory developed in the works [19]–[21] to exhibit
the link between the solutions of the model and the perturbed dual
semigroups. First, we determine the operator Φ. Secondly, we
derive different results, only based on the properties of the operator
Φ ranging from existence to qualitative properties and particulary
give a characterization of the Malthusian parameter as a spectral
radius of some bounded operator.
Throughout this paper, the two parameters Ki→ j(a) and µi(a) are
supposed to satisfy the assumption

(
HK ,µ

)
:

(1) The rates Ki→ j, µi defined from (0, ā) to R are
continuous.
(2) K , µ ∈ L∞((0, ā),R) such that there exists

0 < K̄ < ∞ where 0 < Ki→ j(a) ≤ K̄ andK . 0
in addition there exists µ̄ > 0 such that 0 ≤ µi ≤ µ̄

2 Well posedness
In this section, the mathematical analysis of the multi phases prolif-
erating cell cycle model will be provided using the theory developed
for the perturbed dual semigroups [24]–[27] associated to the equa-
tion of Volterra type :

p(t) = φ(pt) (3)

where the Hale notation pt(s) := p(t + s) is used (see [28]–[35]),
and the operator φ : E := L1((−h, 0),F ) → F . Our construction
will permit to link the solutions of the model (1) to the solutions of
the integral equation

p(t) = P0(t) f + j−1
(∫ t

0
P�∗0 (t − s)Φ(p(s))ds

)
(4)

where P0 satisfies the properties of a semigroup of bounded linear
operators on E with E� ⊂ E∗(⊂ stands as the linear subspace) on
which P∗0 yields the strong continuity, that is,

E� = { f ∗ ∈ E∗ : lim
t↓0
||P∗(t) f ∗ − f ∗|| = 0}

It can be shown that this subspace is closed in the norm topology of
E∗ and weak* dense subspace on E∗ [24]. In addition, the semigroup
on E� is denoted by P�0 := P∗0|E� . It is obvious that this restriction
build a semigroup that is strongly continuous on the subspace E�.
Since we consider an element of E as a bounded linear functional on
E�. We can embed E into E�∗ via the map q of E into E�∗ defined
by :

< f �, q f >=< f , f � >, for f ∈ E, f � ∈ E�

It is obvious that q(E) ⊂ E��. When q(E) = E�� then E is said to
be �-reflexive with respect to P(t).

Go back to the study of the model (1). The state space considered is
E := L1([0, ã],RI). The parameter ã > 0 is the maximal age that an
individual cell can attain. This space is endowed with norm

|| f ||E =

∫ ã

0
|| f (a)||RI da, f ∈ E

Next, we introduce the operator χ(a) that yields the equation

χ′(a) = −χ(a)M(a)
χ(0) = Id( stands for identity)

(5)

with
M(a) = Dg (mi,i(a))i 1 ≤ i ≤ I (6)

where Dg stands for the diagonal matrix and the entries of the matrix
M hold

mi, j(a) :=
µi(a) + ψi→i+1(a) if i = j

0 else
(7)

The aim of the introduction of this transformation is to demonstrate
that {P(t)}t≥0 the semigroup solution of the model (1) is equivalent
to (Pφ(t))t≥0 the semigroup solution of (4). Thus, via this machin-
ery and under the properties of the operator φ, we will establish
the asynchronous exponential property only by handling with the
equivalent semigroup and go back to the original one by using the
cited transformation.
Before going to give the main results, we need some settings. First,
let set p(t, a) := (pi(t, a))tr

1≤i≤I . So via this vector, our initial model
(1) can be reformulated as an vector type Mckendrick Von Foerster
model

∂

∂t
p(t, a) +

∂

∂a
p(t, a) = −M(a)p(t, a) (8)

with the boundary condition at age 0

p(t, 0) =

∫ ã

0
B(a)p(t, a)da (9)

The matrix M is given above by (6) and (7) and the matrix B is
given by

B(a) =



0 0 0 · · · 0 2KI→1
K1→2 0 0 · · · 0 0

0 K2→3 0 · · · 0 0
... 0

. . .
. . .

...
...

...
. . .

. . . 0
...

0 · · · · · · 0 KI−1→I 0


After we gave a compact form to the original model (1). Now, we
consider the transformation

m(t, .) := Γp(t, .) (10)

where (Γg)(a) := χ(a)g(a) with a ∈ (0, ā) and the operator χ satis-
fies the first order differential equation (5). Via this latter, we arrive
at the equivalent system where it is more easily to handle than the
original one (8). The model is formulated as given

∂

∂t
m(t, a) +

∂

∂a
m(t, a) = 0

m(t, 0) =

∫ ã

0
θ(a)m(t, a)da

(11)

The kernel θ is given by

θ(a) = B(a)χ−1(a), for a ∈ (0, ã) (12)
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The diagonal matrix χ−1 is given by

χ−1(a) = Dg (z̃i,i(a))

z̃i, j :=

e−
∫ a

0 mi,i(τ)dτ if i = j

0 else

(13)

Definition 2.1 The strongly continuous semigroup {P(t)} is said
to be a translation semigroup on L1((−r, 0),F ) with r > 0 and F
is a Banach space if the following (P(t) f ) (x) = f (x + t) is satisfied
when x + t < 0.

Diekmann et al. have demonstrated in [20] that the space E is
�-reflexive with respect to P0, where the operator P0 is defined as
the translation semigroup to the right and 0 on R+. Its generatorA0
is given by

D(A0) = { f ∈ E : f ∈ AC and f (0) = 0}
A0 f = − f ′

where AC stands for the absolutely continuous space. We have the
following identification (see [19] and [20])

L1([0, ā],RI)� → C0((−ã, 0],RI)

L1([0, ā],RI)�∗ → NBV([0, ã);RI)

The semigroup P�∗0 is the translation to the right and 0 on R+. Its
generatorA�∗0 is given by

D(A�∗0 ) = { f �∗∈E�∗ : f �∗(a) =

∫ a

0
g(s)ds and g ∈ E�∗}

A�∗0 f �∗ = − f �∗ = g

Using integration and the natural embedding q from E into E�∗ and
taking into account the boundary condition, we arrive at

m(t) = P0(t)g + q−1
∫ t

0
P�∗0 (t − s)Φ(m(s))ds (14)

where the core operator Φ defined from E to E�∗ is given as a
perturbation with finite dimensional range

Φ(g) = φ1(g)H1 + φ2(g)H2 + . . . + φI(g)HI (15)

The Heaviside functionHi is given byHi(a) = ei if a ∈ (0, ã) else
Hi(a) = 0 where {e1, e2, . . . , eI} is the canonical basis of RI . The
canonical injection q is defined by (qx) (a) =

∫ a
0 x(s)ds, s ∈ [0, ã)

where the inverse is clearly differentiation.
The operator given in (11) is defined from E to RI and it is given by
the integral formula

Φg =

∫ ã

0
θ(s)g(s)ds (16)

the kernel θ is given by (12). In the following, we adopt the follow-
ing Hale notation

mt(a) := m(t − a), for all a ∈ [0, ã]

with
m0(a) = g(a) a ∈ [0, ã] (17)

In fact, the solutions of the formulation given by the integral equa-
tion (14) is proven to be equivalent to the solutions of the renewal
equation [20]

m(t) = Φ(mt), for t > 0
m0(a) = g(a), a ∈ [0, ã]

(18)

where the latter generates a translation semigroup [28] given by

TΦg(a) =

g(a − t) if a − t > 0
Φ(TΦ(t − a)g) if a − t ≤ 0

The following result gives us the existence and uniqueness of
the perturbed semigroup solution of the abstract integral equation
(14)

Theorem 2.2 Since the assumption (HK ,µ) holds. We obtain that
φ ∈ L(E,F ). Then for the initial data g ∈ E, the equation (14)
has unique solution m(t) on [0,T ) for some positive real number T
where the operatorAφ characterized as the following

D(Aφ) = {ϕ ∈ W1,1((0, ā),RI), ϕ(0) = φϕ}

Aφϕ = −ϕ′, ϕ ∈ D(Aφ)
(19)

is the inifinitesimal generator of the semigroup Pφ on E.

Proof. The hypothesis given by (HK ,µ) allows to us to obtain the
first assertion about the boundedness of φ. Then, by using regular
arguments on contraction mapping theory, we obtain the existence
of the perturbed semigroup (Pφ(t))t≥0 solution of (14) on E. �

3 Compactness and irreducibility
It is known that the eventual compactness result is often used to
determine the asymptotic behavior of semigroups. In fact, it implies
that the growth bound of the semigroup denoted by ω(T (t)) equals
the spectral bound denoted by s(A), where

ω(T ) = inf{w : ||T (t)|| ≤ Mewt,M ≥ 0}

and

s(A) =

 sup{<eλ : λ ∈ σ(A)} if σ(A) , ∅
− ∞ if σ(A) = ∅

Definition 3.1 We say that the semigroup {P(t)}t≥0 is eventually
compact if for some t0 ≥ 0 the operators P(t) are compact for all
t ≥ t0.

We will give a criterion to obtain the compactness of the semigroup.

Lemma 3.2 Since Φ ∈ L(X,RI) is with finite Range. The semi-
group {P(t)}t≥0 given by (14) is eventually compact.

Proof. The core operator Φ is spanned by the linearly independent
set {Hi}1≤i≤I in X�∗, that is, Φ is with Range(Φ)< ∞, where the core
operator Φ takes the form given by (15). We know that there exists
Φ∗i ∈ L∞([−ã, 0],RI) such that :

Φi(ζ) =

∫ ã

0
< ζ(a),Φ∗i (−a) > da, ∀ζ ∈ X
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We conclude that :

Φ(ζ) =

n∑
i=1

∫ ã

0
< ζ(a),Φ∗i (−a) > Hida, ∀ζ ∈ X

Let t > 2ã, we have ∀τ, τ′ ∈ [0, ã], τ′ < τ for all f in the unit ball
of X. Then,

||[P(t)ζ](τ) − [P(t)ζ](τ′)||Rn

= ||q−1
∫ t

0
P�∗0 (t − s)

{
(Φ(P(s)ζ)ds) (τ) − (Φ(P(s)ζ)ds) (τ′)

}
||Rn

= ||q−1
(
−

∫ t

t−max{t,τ}
Φ(P(s)ζ)ds +

∫ t

t−max{t,τ′}
Φ(P(s)ζ)ds

)
||Rn

= ||q−1
(∫ t−max{t,τ}

t−max{t,τ′}
Φ(P(s)ζ)ds

)
||Rn

= ||q−1

 n∑
i=1

∫ ã

0

∫ t−max{t,τ}

t−max{t,τ′}
< P(s)ζ(a),Φ∗i (−a) > Hids da

 ||Rn

= ||q−1

 n∑
i=1

∫ ã

0

∫ t−max{t,a+τ}

t−max{t,a+τ′}

< Φ(P(s)ζ),Φ∗i (−a) > Hids da

 ||Rn

Let α1 = t − τ and α2 = t − τ′

||[P(t)ζ](τ) − [P(t)ζ](τ′)||Rn

= ||q−1

 n∑
i=1

∫ ã+α1

α1

∫ a

0
< Φ(P(s)ζ),Φ∗i (α1 − a) > Hids da

−

n∑
i=1

∫ ã+α2

α2

∫ a

0
< Φ(P(s)ζ),Φ∗i (α2 − a) > Hids da

 ||Rn

= ||q−1

 n∑
i, j=1

∫ ã+α1

α1

∫ a

0
< Φ j(P(s)ζ)H j,Φ

∗
i (α1 − a) > Hids da

−

n∑
i, j=1

∫ ã+α2

α2

∫ a

0
< Φ j(P(s)ζ)H j,Φ

∗
i (α2 − a) > Hids da

 ||Rn

= ||q−1

 n∑
i, j=1

∫ a

0

{∫ ã+α2

α2

< Φ j(P(s)ζ)H j,Φ
∗
i (α1 − a) − Φ∗i (α2 − a) >

Hida +

∫ α2

α1

< Φ j(P(s)ζ)H j,Φ
∗
i (α2 − a) > Hida

+

∫ ã+α2

ã+α1

< Φ j(P(s)ζ)H j,Φ
∗
i (α2 − a) > Hida

}
ds

)
||Rn

≤ sup
1≤i, j≤n

||Hi|||H j||

n∑
i, j=1

(
sup

0≤s≤2ã
|Φ j(P(s))ζ)|×

{∫ α2+ã

α2

|Φ∗j(α1 − a) − Φ∗j(α2 − a)|da +

∫ α2

α1

|Φ∗i (α2 − a)|da

+

∫ ã+α2

ã+α1

|Φ∗i (α2 − a)|da
})

Hence, we obtain that {P(t)ζ}t≥0 is equicontinuous since |α2 − α1|

tends to zero uniformly for ζ in the unit ball of C([0, ã],Rn). The
rest of the proof is due to applying a famous result of Arzela-Ascoli,
we obtain then that {P(t)}t≥0 is eventually compact. �

Proposition 3.3 Let assume that (HK ,µ) is satisfied. Then the
strongly continuous semigroup P and TΦ are eventually compact.

Proof. The core operator Φ given by the formula (15) is a per-
turbation of finite rank. Then by using the following result [35,
Proposition 4], we obtain the eventual compactness of the semi-
group solution {TΦ(t)}t≥0. The perturbed semigroup {W(t)}t≥0 is
eventually compact by applying the result in Lemma3.2. �
In the follwing we define the family (Ψ̃λ)λ∈C of operators such that
their entries are defined by

Ψ̃λ,i, j :=< ∇λ, j,∇∗i >, λ ∈ ρ(A0) (20)

with
∇λ,i = q−1R(λ,A�∗0 )∇�∗i , λ ∈ ρ(A0)

{∇�∗i }1≤i≤I is a linearly independent set in X�∗

If we adopt this formulation to the integral equation given by (14)
such that

∇�∗i = Hi

∇λ, j =
(
q−1R(λ,A�∗0 )H j

)
(s) = eλse j

∇∗i = Θi, j

where Θ is given by

0 0 · · · 0 2ψI→1z̄I,I

ψ1→2z̄1,1 0 · · · · · · 0

0 ψ2→3z̄2,2
. . .

...
...

. . .
. . .

. . .
...

0 · · · 0 ψI−1→I z̄I−1,I 0


Therefore we obtain

Ψ̃λx = Φ(eλ· ⊗ x) for x ∈ RI

where the relation ⊗ is defined by

(eλ· ⊗ x)(s) := eλsx for s ∈ R.

Next we will give a characterization of the spectrum of the infinites-
imal generator AΦ associated to the perturbed semigroup WΦ by
using the family of operators defined above. This characterization
permits to show that the spectrum is a point spectrum and there ex-
ists a characteristic equation, the roots of which are the eigenvalue
of the infinitesimal generator of the associated perturbed semigroup.
Furthemore, we will give a criterion which assure the simplicity of
these eigenvalues.

Proposition 3.4 λ belongs to σ(AΦ) if and only if λ belongs to
σp(AΦ) if and only if

I∏
i=1

∫ ã

0
exp

(
−

∫ x

0
λ + mi(τ)dτ

)
Ki→i+1(x)dx =

1
2

(21)

Proof. By transforming the integral equation (14) using the Laplace
transformation, we obtain the following resolvent equation

(I − q−1R(λ,A�∗0 )Φ)R(λ,A) = R(λ,A0), for λ ∈ ρ(A0)

Then it is clear that λ belongs to the spectrum of AΦ if and only
if the operator I − q−1R(λ,A�∗0 )Φ is not invertible. By straight-
forward computation it is turn out that it is satisfied if and only if
det(I − Ψ̃λ) = 0 that is equivalent to the assertion (21) since the
term q−1R(λ,A�∗0 )Φ is bounded and σ(A0) = ∅. By the eventual
compactness of the semigroup the spectrum ofAΦ is ponctual. �
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Proposition 3.5 The spectral bound ofAΦ equal to the growth
bound of WΦ, that is,

s(AΦ) = ω(WΦ)

such that there exists a real dominant eigenvalue λ̃ ofAΦ solution
of

λ̃ = s(AΦ)
I∏

i=1

∫ ã

0
exp

(
−

∫ x

0
λ + mi(τ)dτ

)
Ki→i+1(x)dx =

1
2

(22)

Proof. Since our semigroup solution of (14) is eventually com-
pact, the result given in [20, Theorem 2.7] provides to us that
s(Aφ) = ω(Wφ) . The map given by the spectral radius of the
operator Ψ̃λ is continuous. In addition, the operator Ψ̃ decreases
and it satisfies

r(Ψ̃λ) tends to +∞ as λ tends −∞

r(Ψ̃λ) tends to 0 as λ tends +∞

Then there exists a unique real root λ̃ that holds (22) where λ̃ is an
eigenvalue of Aφ. Using the fact that the spectral radius of Ψ̃ is
monotone, we have the result

λ̃ = sup{<eλ : λ ∈ σ(Aφ)} = s(Aφ)

Finally, since the semigroup is eventually compact, the real eigen-
value λ̃ solution of (22) is dominant.�
We can say from the above result that less control on the transition
and mortality rates, the higher the growth rate, that is the prolifera-
tion is faster within cells with less synchronised phases.

Proposition 3.6 The operator Ψ̃λ is irreducible such that λ̃ is a
pole of order 1.

Proof. The irreducibility is a strong positivity property for the semi-
group that provides to us a convenient criterion about the simplicity
of the poles. Let g, g∗ ∈ RI we have

< Ψ̃λg, g∗>=

∫ ã

0
exp(−λa)

I−1∑
i=1

Ki→i+1g∗i+1z̄i,igi+2KI→1g∗1z̄I,IgIda > 0

�
Next, we investigate the behavior in the long term of the perturbed
semigroup solution of (14), where we show that the property of
asynchronous exponential property is fufilled

Theorem 3.7 The solution semigroup {Pφ(t)}t≥0 of (14) holds

|| exp(−λ0t)Pφ(t) − Q|| ≤ βe−γt for γ > 0, β ≥ 1,∀t ≥ 0

such that Q given by

Qg = α(g)(eλ0. ⊗ ϕλ0 )

and

α(g) =
< ψ∗λ0

, φ(θ 7→
∫ θ

0 exp(λ0(θ − s))g(s)ds >

< ψ∗λ0
, φ(θ 7→ θ exp(−λ0θ) ⊗ ψλ0 >

, ψ ∈ E (23)

where ψλ0 > 0 (ψ∗λ0
> 0) is the eigenvector of Ψ̃λ0 (respectively of

Ψ̃∗λ0
) such that < ψ∗λ0

, ψλ0 >= 1.

Proof. Our state space X can be decomposed as the following

X = Nλ̃ ⊕ Rλ̃

where 
Nλ̃ = ker(AΦ − λ̃I) = eλ̃. ⊗ ker(I − Ψ̃λ̃)

= {αeλ̃. ⊗ ψλ̃ : α ∈ R}
Rλ̃ = Range(AΦ − λ̃I)

where ϕλ̃ is the positive eigenvector of Ψ̃λ̃ associated to the
eigenvalue λ̃ solution of (22). The projection of g on the subspaces
Nλ̃ and Rλ̃ gives us

g = α(g) exp(−λ̃.) ⊗ ψλ̃ + ρ

Then our semigroup solution of (14) can be rewritten as

PΦ(t)g = α(g) exp(−λ̃(t − .))ψλ̃ + (PΦ(t)|R)(ρ)

Using the fact that ω(PΦ(t)|R) < λ̃. Then we obtain that

PΦ(t)g = α(g) exp(−λ̃(t − .))ψλ̃ + o(exp(λ̃t))

Then we obtain

|| exp(−λ̃t)PΦ(t)g−Qg||E ≤ β exp(−δt)||g||E for γ > 0, β ≥ 1, g ∈ E

where Qg = α(g) exp(−λ̃.)ψλ̃. Then

α(g) =
< ψ∗

λ̃
, φ(θ 7→

∫ θ

0 exp(λ̃(θ − s))g(s)ds >

< ψ∗
λ̃
, φ(θ 7→ θ exp(−λ̃θ) ⊗ ψλ̃ >

, g ∈ E

such that ψ∗
λ̃

is a positive eigenvector of Ψ̃∗
λ̃

that yields the condition
< ψ∗

λ̃
, ψλ̃ >= 1. �

Proposition 3.8 The semigroup solution of (1) possesses the
asynchronous exponential property.

Proof. Using the relation (Γ f )(s) = χ(s) f (s),∀s ∈ (0, ã) we obtain
the similar semigroup

P(t) f = Γ−1(PΦ(t)Γ f ), ∀ f ∈ E

Then by considering the formula Q̃ f = Γ−1(Q(Γ f )) we obtain the
estimate

|| exp(−λ̃t)P(t) f − Q̃ f ||E = ||Γ(exp(−λ̃t)P(t) f − Q f )||E
≤ || exp(−λ̃t)(PΦ(t)Γ f ) − (α(Γ f ) exp(−λ̃.)ψλ̃)||E
≤ β exp(−γt)|| f ||E

We can conclude that the solution of (1) yields the asynchronous
exponential property. �
As generations follow one another, the synchronisation between
phases are less expressed within the evolving cell population, that is
we observe a variability in the structure when a cell transition from
the ith phase to the (i+1)th phase, and becomes fully desynchronised.
In the following a threshold phenomenon appear and it can be for-
mulated as the spectral radius of some integral operator
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Proposition 3.9 Let r(Ψ̃λ) be the spectral radius of Ψ̃λ defined
by (20). Then the following holds :

1. If
∫ ã

0 exp
(
−

∫ x
0 mi(τ)dτ

)
Ki→i+1(x)dx < 1

2 the trivial equilib-
rium state is asymptotically stable.

2. If
∫ ã

0 exp
(
−

∫ x
0 mi(τ)dτ

)
Ki→i+1(x)dx > 1

2 the trivial equilib-
rium state is unstable.

Proof. We have shown that λ̃ = s(Aφ). Due to the monotonicity of
the operator Ψ̃λ we have that the spectral bound s(Aφ) < 0 if

r(Ψ̃0) =

∫ ã

0
exp

(
−

∫ x

0
mi(τ)dτ

)
Ki→i+1(x)dx <

1
2

which corresponds to the trivial equilibrium state. Then, since from

||P(t) f ||E ≤ eλ̃t || f ||E

we have lim
t→∞

P(t) f = 0 and it is unstable when

∫ ã

0
exp

(
−

∫ x

0
mi(τ)dτ

)
Ki→i+1(x)dx > 1/2 �

4 Conclusion
The study of the cell population dynamics by taking into account the
proliferation process and generations overlapping take an important
part in the mathematical modeling and analysis. Various analytical
and probabilist methods were performed to this aim. In particu-
lar, the semigroup method, that demonstrate it is theoretically well
established combining between different theories such as operator
theory, functional analysis, spectral theory . . .

In this paper, the dual semigroup theory provide a useful frame-
work to examine these processes. In particular, the context of the
control of the cell cycle where many complex regulatory processes
are involved where the structuration by age permits to us to track
the individual cell position through the multiple generations. We
proved the asynchronous exponential property that consists as an
important trait within the cell populations. In fact, the synchronisa-
tion or desynchronisation is essential in tumour therapy in which
drugs can synchronize cell phases and others can destroy cells in
the same phases.

Here, we investigated the role of the circadian clock in the con-
trol of the proliferation within the cell population. Mathematically,
we can conclude that the disruption of the circadian clock, in par-
ticular the desynchronisation between the transition from a phase
to another one has a major effect on the proliferation of cells. In
addition, we demonstrate that as time evolves, the cells are more
desynchronised than the younger generations. In this context, natu-
ral questions arise about the differences in synchronisation between
healthy and cancerous cells. This question is essential in order
to understand the cell cycle and to use such knowledge to make
optimisation methods for cancer therapy.

In this paper, we consider only age dependent parameter, in
perspective we want to examine the effect of time dependent and
different periodic controls on the cell proliferation and to compare
theses controls between them.
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progression in mice, Cancer Research 64, 7879-7885, 2004, doi:10.1158/0008-
5472.CAN-04-0674.

[8] E. Filipski, P.F. Innominato, M.W. Wu, X.M. Li, S. Iacobelli, L.J. Xian,
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Preventive care approaches have attracted much attention in Japan, which is one of the
world’s most super-aged societies. These approaches aim to decrease the number of people
who require nursing care or other human support. Our research group has developed several
kinds of preventive care systems, including a fall prevention system, a cognitive training
system, and an Intelligent Dialogue Agent (IDA). In this paper, we focus on familiarizing
older adults with the IDA – a conversational agent that encourages older adults to engage it
in natural conversations, while monitoring their health in the process – and we introduce a
Speech Content Coordinating Function (SCCF) to the IDA to further improve older adult’s
familiarity with and interest in the agent. We also have a plan to develop a Comprehensive
Preventive Care System (CPCS) which can encourage proactive conversation and provide
effective monitoring of older adults as well as habitual cognitive training. To evaluate the
basic characteristics and impressions of the CPCS, a prototype version that consists of the
IDA and the Mechanism for Cognitive Training (MCT) is developed. The results of the
experiments indicated that the SCCF can adequately adjust speech content depending on
the user’s circumstances. We also confirmed that the prototype CPCS achieves synergistic
effects (e.g., more detailed monitoring of older adult’s health condition, increased frequency
of cognitive training) when its components are used together.

1 Introduction

This paper is an extension of work originally presented at the
2019 International Conference on Technologies and Applications of
Artificial Intelligence [1].

Japan is currently known as the most advanced super-aged soci-
ety. In 2018, Japanese people aged 65 and older accounted for 28.1%
of the total population [2]. As the aging demographic increases,
the number of people requiring long-term care also increases, as
does the number of people who need nursing care or other human
support, and that number in Japan has reached 6.41 million, as cer-
tified by the Long-Term Care Insurance Act [3]. Preventive care
approaches, which aim to decrease the number of people who re-
quire nursing care or other human support by reducing the decline
in individuals’ mental and/or physical functions, have attracted a
lot of attention. These approaches also aim to control increasing
medical costs and the associated burden because the number of

older adults is increasing while the working population is expected
to decline due to declining total fertility rates. In recent years, many
researchers in various fields have focused on the prevention not only
of dementia but also of fall, one of the causes of the need for nursing
care, and have shown a certain degree of effectiveness in preventive
care [4]– [12]. However, some older adults experience physical
and/or psychological distress due to preventive care activities, and
therefore have trouble engaging in these activities on a regular basis.

At the same time, in the past decade, various voice-interaction-
based devices and softwares (Dialogue Agents) such as smart speak-
ers (e.g., Google Home and Amazon Echo) and voice assistants
(e.g., Siri and Cortana) [13] have been developed and employed to
provide useful information and a variety of services in response to
users’ prompts. In addition, there has been much research into the
use of Dialogue Agents for older adults with dementia and mild
cognitive impairment [14]– [17]. However, it should be noted that
these devices and the Dialogue Agents generally do not talk to users
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without a specific request or prompt. However, we believe that
introducing a function that makes it possible for Dialogue Agents
to speak to users spontaneously in order to elicit a reaction will play
an important role in endowing the agents with a sense of humanity
and familiarity.

Against these backgrounds, previous studies examined Intelli-
gent Dialogue Agents (IDAs) that allow natural and flexible com-
munication with and monitoring of older adults by using a Smart
Speaker, a friendly interface, to investigate older adults’ impressions
of the Smart Speaker and the basic characteristics of the IDA [18].
The IDA employed a Spontaneous Talking Function (STF) that
allows the IDA to talk to older adults without users’ requests to
encourage them to actively dialogue. Our research group has shown
that the STF is effective in some ways, particularly in providing
increased convenience and familiarity to older adults. Our research
group is also developing a cognitive training system based on a
memory game on a tablet device [19] and a Fall Prevention Sys-
tem for regular preventive care exercise [3] to prevent dementia
and fall, one of the main factors leading to a need for nursing care.
Additionally, our research group is conducting a study to estimate
the behavior of older adults who live alone from data gathered by
supervision sensors installed in their homes [20]. In this paper, we
introduce a Speech Content Coordinating Function (SCCF) into
the IDA in order to further improve the user’s familiarity with and
interest in the IDA. The SCCF determines the content of speech by
using a reinforcement learning algorithm according to the user’s
preferences and condition. In order to investigate the basic charac-
teristics of the SCCF and users’ impression of it, and to evaluate
whether the SCCF was able to acquire appropriate policy depending
on its users, several experiments were conducted. In the experi-
ments, we developed a text-based agent in the form of a chat-bot
and introduced the SCCF into it.

In addition, this paper considers the feasibility of a Comprehen-
sive Preventive Care System (CPCS). Although we aim to develop
the CPCS by integrating our preventive care systems, it is currently
in the conceptual phase. Once fully developed, the CPCS will
contribute to the encouragement of active conversation and the pro-
vision of not only effective monitoring of the health condition of
older adults but also regular cognitive training and fall prevention
exercise. As the first step to examine the adequacy and impressions
of the CPCS, we conducted the experiment with a prototype version
of the CPCS using both the IDA with a sensor and the Mechanism
for Cognitive Training (MCT) which is at present equivalent to the
cognitive training system.

At present, neither the IDA nor the prototype CPCS has been
tested by older adults, because their basic characteristics and im-
pressions have not been evaluated. Therefore, we enrolled students
as participants in the experiments as the first phase to confirm the
future applicability of the IDA and CPCS for older adults.

2 Preliminaries (Reinforcement Learn-
ing)

Before describing our study, we will first introduce the con-
cept of Reinforcement Learning (RL). RL is a machine learning
method [21]. An RL agent attempts to acquire an appropriate policy

(a state-to-action map) based on observations and trial-and-error
interactions with its environment. A policy characterizes an agent’s
behavior and is described using the function:

π : S ×A → R, (1)

where S andA denote sets of states and actions, respectively. The
pair (s, a)(∀s ∈ S,∀a ∈ A) is referred to as a rule, which states that
“if an agent observes a state s, it outputs an action a”. At each time
step t, an agent observes state st, and selects action at using π.

RL algorithms are roughly classified into two approaches,
exploration-oriented and exploitation-oriented approaches. The
former approaches, which include Q-leaning, Sarsa, and so on, aim
to optimize the total discounted reward typically in environments
modeled by Markov Decision Process (MDP). The latter ones, such
as Bucket Brigade and REINFORCE, are based on the notion of
credit assignment and aim to increase learning speed and to acquire
reasonable policies even in non-MDP environments although it is
not ensured to acquire the optimal policy by using them. Because
the environments we treat in this study seem to be non-MDP ones,
the exploitation oriented RL algorithms are applied. Brief explana-
tions about REINFORCE and Bucket Brigade, which are employed
in the IDA and MCT (described later), respectively, are presented
below.

2.1 REINFORCE

REINFORCE [22] is an exploitation-oriented approach based
on a policy-gradient reinforcement learning algorithm. Policy-
gradient reinforcement learning algorithms such as natural policy
gradients [23], and stochastic gradient methods [24] learn policies
directly by updating parameters θ that characterize a policy πθ, as
opposed to many conventional reinforcement learning algorithms
such as Q-learning [25] or Sarsa [26]. The values of θ are related to
conditional probabilities p(a|s). In other words, the policy-gradient
reinforcement learning algorithms aim to acquire a probability dis-
tribution that selects the optimal action to take in each state so as to
maximize the sum of the rewards. The goal of these algorithms is
thus to obtain the parameters θ, which characterize the probabilistic
policy πθ that maximizes the sum of rewards, updated according to
the following formula (2):

θ ← θ + η∆J(θ), (2)

where η is the learning rate. REINFORCE updates θ by ∆J(θ) shown
below:

∆J(θ) =
1
M

M∑
m=1

1
T

T∑
t=1

∂

∂θ

(
rm,t − b (θ)

)
ln πθ(am,t |sm,t), (3)

where sm,t, am,t, and rm,t are state, action and reward at the t-th time
step in the m-th episode (t = 1, ...,T ; m = 1, ...,M), respectively.
In the above formula, an episode denotes the sequence of rules
selected between rewards, and one time step is counted when the
agent selects a rule. The term b(θ) reduces the variance of the esti-
mate and serves to stabilize the policy learning process, called the
baseline (b(θ) = ΣM

m=1ΣT
t=1rm,t), and πθ denotes the agent’s policy. In

the present study, the probability that the IDA will select its action
a given a state s is computed by the softmax function (4) with the
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inverse temperature parameter β, because both the state and action
spaces are discrete.

πθ(a|s)(= p(a|s)) =
exp (βθ(a|s))∑
a′ exp (βθ(a|s))

(4)

REINFORCE is used to coordinate the IDA’s speech content
depending on the user’s circumstances in this study.

2.2 Bucket Brigade

In the Bucket Brigade algorithm [27], a policy is characterized
by rule-weights w(st, at), which are used as an agent’s policy π.
When an agent acquires reward R after it selects rule (st, at) at time
step t, the weights of rule w(st, at) and w(st−1, at−1) are reinforced
as follows:

w(st, at) = w(st, at) −Cbid × w(st, at) −
Ctax × w(st, at) + R, (5)

w(st−1, at−1) = w(st−1, at−1) +

Cbid × w(st, at), (6)

where Cbid and Ctax denote a “bid” parameter specifying a degree of
propagating the weight w(st, at) to the weight w(st−1, at−1), in which
the rule (st−1, at−1) plays a role of “trigger” to select the next rule
(st, at), and a “tax” parameter which determines a discount rate for
the weight of the rule selected at step t, respectively.

As described earlier, the Bucket Brigade is one of the algo-
rithms categorized as an exploitation-oriented approach. The above
formulae mean that this algorithm updates a rule weight at each
step, even when no reward is given, and also that this algorithm is
relatively easy to implement compared to other conventional RL
methods. Moreover, the agent with the Bucket Brigade can acquire
reasonable policies in many cases even if the agents do not have
a sufficient number of trials because it actively employ rewarded
past experience. This study applies the algorithm to the function
for adjusting the difficulty level of cognitive training for respective
users in the mechanism providing the users with cognitive training,
which is described in the next section.

3 Preventive Care Systems
In this section, we present the preventive care systems that are

currently under development or about to start development. We first
overview the Intelligent Dialogue Agent (IDA), which our research
group is currently developing, then introduce the Mechanism for
Cognitive Training (MCT) as another preventive care framework,
and finally provide brief outline of the Comprehensive Preventive
Care System (CPCS), which will consist of the above two compo-
nents and will be developed as our final goal.

3.1 Intelligent Dialogue Agent (IDA)

We have developed the Intelligent Dialogue Agent (IDA) with
the aim of encouraging natural and flexible conversation with its
users (older adults) and of monitoring older adult’s health condition

based on their behavior and dialogue history. The IDA talks spon-
taneously, using a variety of contents such as notification of daily
routines (e.g., taking medicine, walking), trivia, news, weather and
traffic information, and food information. The sensor mounted on
the IDA also can monitor older adults within its detection area.

3.1.1 Architecture of the IDA

Figure 1 shows the final design of the IDA. The IDA consists pri-
marily of an input/output (I/O) unit, a learning unit, and a database.

Figure 1: Final design of the IDA

(1) I/O Unit
The I/O unit is composed of a microphone, a speaker and a

sensor. The user’s motion is recorded by the sensor in order to
track his or her characteristic behavior, such as lifestyle activities
(e.g., waking and sleeping times, regular exercise). The pyroelectric
sensor we adopted in this study, and which is embedded in the IDA,
is both inexpensive and easy to use. Moreover, our research group
has already employed a similar type of sensor and confirmed that it
worked effectively to capture the motions of individuals [20]. This
sensor can detect objects separate from the user, as well as even
the slightest movement of people separate from the user. Although
the IDA currently employs a microphone and speaker which are
implemented by the included smart speaker (Google Home Mini) as
its I/O unit, these components have certain limitations; for example,
the smart speaker cannot acquire the user’s response and dialogue
history in real time. We thus plan to develop and implement an IDA
that includes the highly desirable speech recognition and synthesis
functions without using a smart speaker.
(2) Database

The database stores logs of the user’s activity as detected by
the sensors, and the history of dialogue between the IDA and the
user, which is converted from speech information into text data
by the Speech Recognition Function, a component of the Learn-
ing Unit. The data stored in the database are used to estimate the
user’s condition and to adjust the behavior of the IDA. We adopted
a NoSQL cloud-hosted database known as the Firebase Realtime
Database (https://firebase.google.com) for this component because
it is compatible with Google Home Mini, which we employed in
the IDA.
(3) Learning Unit
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The learning unit has four functions: the Spontaneous Talking
Function (STF), the Speech Recognition Function, the Response
Function, and the Speech Content Coordinating Function (SCCF).
A brief explanation of the four functions is as follows. The IDA
can output its speech content without prompting by the user at the
appropriate time by using the STF. The STF triggers speech to the
user based on the user’s daily routines and behavioral logs stored
in the database. The Speech Recognition Function converts voice
information obtained from the microphone, such as questions from
the user or the user’s responses to the IDA’s speech, into textual
information. The Response Function transforms the next speech
content into voice information and transfers it to the speaker. In
addition, the SCCF provides appropriate speech content depending
on the user’s preferences and condition. We expect that introducing
the SCCF into the IDA will improve the convenience and familiarity
of the IDA and hence the user’s willingness to continue using the
IDA. In order to adjust the content, timing, and frequency of speech,
the following history information should be taken into account:

1. The behavioral history of the user (i.e., the frequency and
number of times the user is detected) obtained by sensors on
the I/O unit.

2. The history and frequency of dialogue between the user and
the IDA.

3. What kinds of speech content were previously produced by
the IDA and at which time slots.

4. Basic information about the user (e.g., age, gender, address,
preferred topics for conversation)

3.1.2 The Speech Content Coordinating Function (SCCF)

The results of the experiments and questionnaires conducted in
our previous study confirmed that the provision of appropriate in-
formation by the IDA increases the willingness of users to continue
participating in dialogue with the IDA [1]. In the present study,
we introduced the SCCF into the IDA and investigated its basic
characteristics and performance.

In order to acquire the adequate behavior (policy) to determine
natural responses depending on the particular user’s preferences
and/or circumstances, we apply the REINFORCE algorithm de-
scribed in Section 2.1 to the SCCF as the policy learning algorithm.
To conduct policy learning, we defined state, action, and reward
for the IDA. The IDA’s action is defined as the speech category
c ∈ C that the agent employs to talk to the user (C: A set of speech
categories). There are 13 different speech categories: C = {time
signal, greeting, today’s weather, weekly weather forecast, today’s
trivia, domestic news, international news, economic news, technol-
ogy news, science news, entertainment news, sports news, and each
user’s daily routine work}. The state of the IDA is defined as the pair
of speech categories (c1, c2) that constituted the agent’s output in the
last two time steps. This state definition is based on the assumption
that there is some relationship between past speech content and
current content in human-to-human conversation (c1 ∈ C, c2 ∈ C).
The user’s feedback on the speech content spoken by the IDA is
employed as the reward. All feedback is classified into one of three
categories: positive (e.g., good, useful, beneficial), negative (e.g.,

bad, not useful, detrimental), or uninteresting, and the reward values
obtained by the IDA are determined according to the feedback cate-
gories. Before establishing the reward setting, we asked a speech
therapist at a long-term care insurance facility for older adults to
comment on “how older adults come to have a good impression of
speech content”. She responded as follows:
[Comments of speech therapist]

“Even if older adults express negative responses to the informa-
tion provided by the agent’s speech, they may not necessarily have
a negative evaluation of the corresponding speech (i.e., any user’s
reaction to the speech is evidence of being interested in the speech
content).”

Based on this information from the speech therapist, we set up
our SCCF to have two reward settings, one employing the speech
therapist’s comments and the other based on another assumption
under which “the users’ interest in speech directly corresponds to
interest in the content of the speech.” When the IDA acquires a
reward, the weight parameter θ for each state and action are updated,
and the probabilities for selecting actions are changed.

We substituted the softmax function (4) into the REINFORCE
updating equation ((2), (3)) and the number of time steps T was set
at one because we defined one episode as ending with one instance
of speech. The following formula derived from (2), (3), and (4) is
applied to the policy learning (parameter update) in the SCCF.

θ ← θ + η′
1
M

M∑
m=1

(rm,t − b(θ))(1 − πθ(a|s)) (7)

3.2 The Mechanism for Cognitive Training (MCT)

Our research group has developed the Mechanism for Cogni-
tive Training (originally proposed as the cognitive training system)
that encourages older adults to engage in cognitive training to help
prevent dementia [19]. As shown in Figure 2, the MCT provides
older adults with a brain-twister-based memory game as cognitive
training, provided in such a way that they can regularly perform
this memory game through repetitive interactions with a software
agent on a tablet device. The software agent also serves as both
an opponent who plays the game with the older adult users and a
conversation partner; the goal of the latter function is to increase the
familiarity of older adults with the MCT. Our system is expected
to prevent dementia by preserving and improving cognitive func-
tions such as short-term memory and encouraging and improving
the user’s motivations to use them. Furthermore, the MCT has a
difficulty adjustment function that can set the appropriate game
difficulty level according to differences between users and each
individual user’s current circumstances in order to create an envi-
ronment that makes it easier for users to continue cognitive training
for long periods of time, since they neither get bored because the
game is too easy nor give up because it is too difficult. The database
stores information on each user’s game-playing conditions, such as
memory time, response time, accuracy rate, and difficulty, and uses
these data to adjust the difficulty level and provide feedback on the
memory game results to the users.

The difficulty adjustment function employs the Bucket Brigade
algorithm described in Section 2.2 in order to coordinate the game
difficulty level. The Bucket Brigade algorithm is known to have two
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characteristics: (i) advancing policy learning even when no reward
is given; and (ii) additionally acquiring reasonable policies in many
cases, even if the agents do not have a sufficient number of trials, by
actively employing rewarded past experiences.

The software agent in the MCT is based on the concept of
Human-Agent Interaction (HAI), which aims to design an appro-
priate framework of interactions between humans and agents. The
MCT currently has a function to coordinate speech content depend-
ing on the game-playing frequency and/or time interval between
bouts of gameplay so that a user can play the game (engage in
the cognitive training exercise) comfortably. However, since it is
intended that the software agent will be implemented on a tablet
device, its functional and performance limitations may prevent it
from fully achieving the desired functionality. Therefore, both func-
tions for coordinating speech content and sensors for detecting the
user’s motions will be implemented in the IDA. In addition, the
functions currently embedded in the software agent on the MCT
will be implemented in the CPCS as functions of the IDA.

As a result of several experiments, we have confirmed that older
adults were able to increase the difficulty level and the accuracy of
the cognitive training by using the MCT. Furthermore, introducing
the difficulty adjustment function made it possible to appropriately
coordinate the training difficulty depending on the circumstances of
the older adult playing the game. Although the use of MCT clearly
had a positive effect on maintaining/improving the short term mem-
ory and cognitive function of older adults, we also confirmed that
experiments over a longer period with a much large number of par-
ticipants will be needed in order to make a detailed assessment of
the MCT’s effectiveness in dementia prevention.

3.3 Comprehensive Preventive Care System (CPCS)

The Comprehensive Preventive Care System (CPCS) aims to
allow older adults to enjoy engaging in cognitive training while
being monitored by their family and friends through active conver-
sation. The CPCS consists of an IDA, which can carry out natural
conversation with users, and an MCT (detailed in section 3.3) which
provides users with a memory game on a tablet device as a kind of
cognitive training (Figure 2).

Our research group is carrying out research on and development
of each component with a view towards their eventual integration
into the CPCS. Because the integration of the IDA and the MCT
will allow the CPCS to employ the data stored in both in parallel,
this system will be able to produce a synergistic effect between
the cognitive training and monitoring functions. For example, the
cognitive training status obtained by the MCT will be combined
with the dialogue/behavior history acquired by the IDA, making
possible a more detailed understanding of the user’s condition (e.g.,
the user’s degree of fatigue, whether he or she has taken a break
while engaging in cognitive training, and so on). One of the final
purposes of the CPCS is to notify family and friends of the circum-
stances of an older adult user obtained by the system, which also
aims to accomplish the following three goals:

1. To maintain and improve the cognitive function of older
adults;

2. To promote active conversation between older adults and their
family, friends and the IDA; and

3. To create an effective environment where older adults and
their families and/or community groups can be mutually in-
volved to better monitor the older adult’s health condition,
and promote their care and dementia prevention.

Figure 2: the Diagram of the CPCS

4 Experiments

As described in Section 1, we have not yet had an opportunity
to employ older adults in the evaluation of the SCCF and the CPCS.
In addition, many aged households lack a Wi-Fi environment which
would be needed in order to use and evaluate the CPCS at home.
For these reasons, we conducted several experiments with students
to confirm that the SCCF can appropriately coordinate the speech
content depending on the user’s circumstances and to evaluate the
basic characteristics and impressions of the CPCS. Moreover, we
used the prototype version of the CPCS (described in a later section)
in these experiments, because at present we have not evaluated the
full version of the CPCS, but only its respective components (the
IDA and the MCT).

Before conducting the experiment, a simple written question-
naire was administered to older adults in order to confirm their
awareness of smartphones, the internet environment at their home,
and the degree of interest/expectation in regard to spontaneous talk-
ing by the IDA (smart speaker). The questionnaire results showed
that (i) older adults’ degree of recognition of smart speakers was low;
(ii) the majority of them did not have an internet (Wi-Fi) connection
that would permit the use of a smart speaker at home; however,
(iii) they had a high level of interest about conversation with the
IDA (smart speaker), particularly its spontaneous talking function.
Regarding item (iii), the older adults had on average 2.3 topics that
they wanted the IDA to talk about, and no older adults answered
that the talking function was “unnecessary” or that they had “no
topics which they wanted to make the smart speaker talk about”.
The detailed results of the questionnaire are presented in Appendix
(A).
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4.1 Evaluation of the SCCF

In our first experiment, we aimed to evaluate the basic charac-
teristics of the SCCF by employing a prototype of the IDA (hence-
forth referred to simply as the IDA) developed as a chat-bot using
the Slack message application. The chat-bot periodically talks to
provide information and learns from its users’ feedback. The exper-
iment was conducted for six days and our subjects were 10 students
(average age: 18.9).

As the speech content of the chat-bot, six out of 13 categories
were randomly selected before starting the experiment. The total
number of states was 6 × 6 = 36 because the chat-bot had up to
two previous categories (c1, c2) as pairs. From the set of selected
speech categories C′ (|C′| = 6), the chat-bot selects speech category
c according to the current policy. The initial value of the param-
eters θ which characterize a policy πθ equals θ0. Therefore, the
chat-bot chooses a speech category with uniform probability at the
first stage of the experimental period. Each participant responded
to the speech content provided by the IDA with one of three kinds
of feedback (P/N: positive/negative impression; U: uninterested).
Reward values were determined by the collective feedback of users.
The following two types of reward settings were utilized based on
comments received from the speech therapist.

[Setting RA]
Under this setting, in accordance with the speech therapist’s

assumption that “older adults would be interested in a topic if their
evaluation was not U,” a positive reward (+1) was assigned if the
participant’s feedback was P or N, and no reward was given other-
wise.
[Setting RB]

Under this setting, positive (+1) reward, negative (-1) reward,
or no reward was given if the user’s evaluation of a topic was P, N,
or U, respectively.

The participants gave feedback for approximately 300 speech
contents for each setting. To avoid any influence of the order of the
participants’ evaluations in settings RA and RB, the participants were
grouped into two equally sized groups, and the order was changed
in different groups. The parameters used in the policy learning and
action selection are shown in Table 1.

Table 1: Parameters used in reinforcement learning

Parameter Value
η′ 0.22
M 3
θ0 10
β 15

In addition, subjective evaluations was conducted after the end
of the experimental period (three days) for each reward setting and
after the end of the experiment to examine the participants’ impres-
sions of the SCCF. We also administered the questionnaire regarding
the level of interest in each category at the end of the experiment
because we did not want it to affect the participants’ evaluation of
the chat-bot’s speech.

Which speech categories provided by the IDA were most pre-
ferred varied among users. The favorite speech categories and/or
favored order of talking could also vary within the same user de-
pending on the current circumstances (e.g., on holiday, at work,
while eating, before bedtime, and so on). For these reasons, it was
difficult to acquire a policy for providing optimal speech contents in
the experiments; however, we can say that we were able to acquire a
policy better expressing the user’s preference by the learning in the
SCCF if the speech categories preferred by the user were easy to be
provided from the IDA compared to the other categories. The exper-
iment thus confirmed the probability of the IDA generating speech
for each category after learning the preferences of users while in-
vestigating the favorite categories of users via the questionnaire. By
comparing the above results, we discuss the adequateness of the
SCCF by evaluating whether the SCCF can learn the preference
of users and how accurately the learning result matches the actual
preference of users.

4.2 Preliminary Experiments with the CPCS

Several experiments were conducted to investigate the synergis-
tic effect of using the MCT in conjunction with the IDA. As part
of our preparation for conducting the experiment with older adults,
we asked 10 students (the same as the participants in section 3.1) to
participate in our preliminary experiments. However, after exclud-
ing one participant (participant F) due to an equipment malfunction
that resulted in incomplete sensor data, a total of nine participants
were included in these experiments.

A prototype version of the CPCS was employed for these exper-
iments. The system consists primarily of the MCT and the IDA, but
does not have functions that allow the two mechanisms to commu-
nicate or that allow either of the components to use data collected
by the other. Using both mechanisms in parallel would contribute to
the combined use of the log data obtained by each. We conducted
two kinds of experiments to investigate differences in impressions
of the CPCS when the IDA talked spontaneously and when it did
not. This experiment was conducted in two periods, a speech period
and a nonspeech period, of three days each for a total experimental
duration of six days. However, to ensure that the order of the two
periods did not affect the subjects’ impressions of the CPCS, the
order was randomized for each participant. The IDA employed
in the experiment had a simple STF consisting of a smart speaker
(Google Home Mini) and a pyroelectric sensor without introducing
the SCCF, and provided information (speech content c ∈ C′′ = C\
{each user’s daily routine work}) selected randomly every 15 min
between 9:00 and 23:00 during the speech period. Additionally, we
asked participants to listen to the IDA’s speech at least eight times
a day. Sensors detected the participants’ behavior throughout the
experimental period (sampling interval: 1 s; detection range: 115◦

within a 2-m view range). The difficulty adjustment function was
included in the MCT. We asked the participants to play a 10-min
memory game every day near the location where the sensor was
installed.

Written questionnaires were also administered after the first half
of the experiment and at the end of the experiment to inquire about
the number of times participants heard the IDA speaking, whether
the difficulty level of the memory game was appropriate, and their
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Table 2: The actual speech probability of the chat-bot’s speech at the end of the experiment for each participant.

Reward setting RA RB

Participant / ranking 1st place 2nd place 3rd place 4th place 5th place 6th place 1st place 2nd place 3rd place 4th place 5th place 6th place
A 0.680 0.040 0.050 0.060 0.080 0.090 0.300 0.280 0.180 0.090 0.040 0.110
B 0.505 0.257 0.040 0.099 0.059 0.030 0.310 0.380 0.140 0.030 0.070 0.070
C 0.030 0.000 0.050 0.416 0.040 0.455 0.300 0.180 0.210 0.150 0.120 0.040
D 0.198 0.139 0.208 0.238 0.079 0.129 0.416 0.069 0.238 0.079 0.079 0.109
E 0.108 0.206 0.235 0.157 0.118 0.167 0.168 0.218 0.129 0.139 0.139 0.208
F 0.109 0.059 0.327 0.119 0.218 0.168 0.168 0.149 0.208 0.099 0.267 0.099
G 0.300 0.260 0.100 0.180 0.080 0.080 0.139 0.287 0.119 0.257 0.119 0.069
H 0.000 0.000 0.000 0.020 0.980 0.000 0.149 0.129 0.228 0.277 0.099 0.119
I 0.190 0.170 0.120 0.100 0.250 0.170 0.304 0.127 0.147 0.196 0.157 0.069
J 0.240 0.256 0.112 0.096 0.088 0.208 0.160 0.260 0.080 0.070 0.200 0.230

Average 0.236 0.139 0.124 0.148 0.199 0.150 0.241 0.208 0.168 0.139 0.129 0.112

willingness to continue to use the CPCS.
Similarly to the case of IDA, how efficiently the CPCS prototype

can monitor a user’s behavior would be influenced by its installation
site and the daily habits of the user. However, synergistic effects
are also expected through the concomitant use of the IDA and the
MCT, and could have a positive impact on the frequency with which
users engage in cognitive training. To clarify these issues, we evalu-
ated and discussed the impressions of users, the effectiveness of the
system at monitoring users, and the relationships between dialogue
with the IDA and the frequency of cognitive training by examining
data such as the sensor log, the result of the questionnaire/interview
with the participants, and the training frequency in parallel.

5 Results and Discussion
This section describes our experimental results and discusses

our investigation of the basic characteristics and performance of the
SCCF as well as the effectiveness of the CPCS prototype presented
in Section 4.

5.1 Performance Evaluation of the SCCF

Let us first discuss the performance and adequacy of the SCCF
in providing appropriate information according to the user’s pref-
erences and condition. Table 2 lists the probability of the chat-bot
talking about each category over the last 100 times in the three-day
experimental period. This table shows the results for all participants.
In this table, “ranking” corresponds to the participants’ interest lev-
els for each speech category obtained by the questionnaire adminis-
tered after the experiment. This table revealed that the probability
of talking acquired by the learning tends to be high when the rank of
the interest level is high, especially under the reward setting RB. The
bold digits in the table indicate areas in which probability increased
from its initial value (16.66...%). Table 3 represents the results of the
questionnaire concerning the participants’ interest levels for each
category on a five-point scale (the other questionnaire results are
shown in Appendix (B)). Digits in boldface indicate areas with an
interest level greater than 3. Table 2 shows that, for reward setting
RB, the probabilities of the top three speech categories tend to be
larger than the initial probability value while the probabilities of the
bottom three categories tend to be smaller. Additionally, the results
presented in Tables 2 and 3 show that, under reward setting RB, there
is a positive correlation between the probabilities of speech from

the chat-bot at the end of the experiment and interest in the actual
content of the speech under reward setting RB. In other words, the
probability that the chat-bot provides the participants with topics of
interest increased throughout the experiment, while the probability
that it provided topics for which many participants’ feedback was U
(no interest) decreased. Therefore, we believe that the chat-bot with
reward setting RB was able to provide information that reflected the
users’ thoughts and states.

On the other hand, the chat-bot with reward setting RA failed to
acquire the appropriate policy. An important feature in the chat-bot
with setting RA was that the probability of a particular category
being provided was too large (up to 98%) when targeting a specific
participant compared to the results obtained with setting RB (up
to 41%). Critically, reward setting RA does not include negative
rewards; regardless of whether the user’s feedback is positive or
negative, a positive reward is given. Thus, it is much more likely
that the chat-bot with the reward setting RA will be given a posi-
tive reward than the chat-bot with reward setting RB. However, it
seems that the speech probability was changed too drastically for
the chat-bot with reward setting RA under the current parameter
settings.

Table 3: Degree of interest in participants’ speech categories (on a 5-point scale).

Participant / ranking 1st place 2nd place 3rd place 4th place 5th place 6th place
A 5 4 4 3 2 2
B 5 4 3 3 3 2
C 4 4 4 3 1 2
D 5 5 4 1 2 1
E 5 3 3 4 3 2
F 5 5 4 3 2 1
G 4 4 4 4 3 2
H 4 4 3 2 1 1
I 5 4 4 2 1 1
J 4 4 5 4 3 3

Average 4.6 4.1 3.8 2.9 2.1 1.7

5.2 Basic Characteristics of the CPCS

This section discusses whether the prototype version of the
CPCS can monitor and/or understand a user’s circumstances in de-
tail using the log data collected by the IDA and MCT, and evaluates
users’ impressions of the system as well. The sensor data of partici-
pant F were incomplete due to an equipment malfunction and are
therefore not included in these results.
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5.2.1 Differences in the Participants’ Amounts of Activity

Let us consider the amount of activity detected by the pyroelec-
tric sensor on the CPCS. A participant’s amount of activity Actx is
defined as the number of times the sensor detects his/her motion
for x min. The maximum and minimum values of Actx equal 60x
and 0, respectively. Since the sensor may also detect objects other
than the user, the value of Actx must be corrected depending on the
experimental circumstances. Table 4 shows the maximum amount
of activity per 30 min for each participant over the course of the
experiment. As shown in the table, Participant B had the greatest
amount of activity (number in red) while Participant A had the low-
est amount (blue). Figure 3 also shows sketches of the rooms usually
used by Participants A and B, and the location and orientation of
the sensor in those rooms.

Installation of the sensor in a location where it can detect the
participant’s motion appropriately is essential in order for behavior
to be estimated accurately. Since Participant B answered in the
interview after the experimental period that she often reads for long
periods of time at her desk, we believe that this caused her amount
of activity to be greater than that of the other participants because
she was active within the detection range of the sensor. These results
suggest that environmental factors, such as the location and direc-
tion of the sensor, may influence the recorded amount of activity
(some noise and error in sensing may also influence the results).

Therefore, in the case that the CPCS in its current form would
be employed in practice by older adults, it is necessary to consider
in advance where the sensors should be installed to effectively track
the older adults’ amount of activity. At the same time, if the CPCS
could be installed at the appropriate location, we can expect to
properly understand their behavior.

Table 4: Maximum amount of activity per 30 min for each participant.

Participant Act30 Participant Act30

A 1210 G 1301
B 1800 H 1353
C 1312 I 1711
D 1386 J 1503
E 1672

Figure 3: Diagram of the rooms where the experiment was conducted for Participants
A and B

5.2.2 Sensor Logs and Time Spent on the Memory Game

Figure 4 depicts the average number of cognitive training mem-
ory games played every 30 min on weekdays (bar graph) and activity
patterns (i.e., transition in the amount of activity) recorded by the
sensor (line graph). The results shown in this figure are the aver-
age values for seven participants who showed similar behavioral
trends. Participant I was excluded because his academic year and
life patterns were different from those of the others. Here, interval
(b) in Figure 4 is characterized by low activity because the partic-
ipants were at school and not near the CPCS installation site. In
addition, as can be seen at interval (c), there was an overall tendency
for the participants to play the memory game more often at night,
increasing their activity level at the same time. In contrast, interval
(a) shows a larger amount of activity compared to interval (b), but
almost no gameplay history except for Participant E. This result
indicates that the participants were preparing to go to school during
the corresponding period.

Figure 4: Average amount of game playing and activity patterns on weekdays.

Figure 5: Weekend activity patterns for Participants A and G

At the same time, we can also see significant differences be-
tween the participants’ behavior on weekday vs. weekends in terms
of their life rhythms, such as sleeping hours and daily habits. Fig-
ure 5 shows the weekend activity patterns for Participants A and
G, which were particularly distinctive. These patterns allow us to
estimate the participants’ awakening time and bedtime. For exam-
ple, Participant A’s activity decreased early Sunday morning ((d)
in Figure 5) and increased around 15:00 ((e) in Figure 5). In the
interview after the experiment, Participant A confirmed that this
activity pattern corresponded to his sleep pattern. Similarly, the
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other participants’ sleep patterns could also be estimated from their
activity logs. These results demonstrate the usefulness of the users’
stored behavioral log data.

On the other hand, it was not possible to fully estimate Partici-
pant G’s weekend sleep pattern. Figure 5 suggests that Participant
G’s bedtime was 3:00 on Saturday, and her waking time was around
19:00. However, in the interview after the experiment, we learned
that she was awake but not in the room with the sensor at certain
times of the day, such as from 7:30 to 17:00 (interval (f) in Figure 5)
on Saturday and from 8:00 to around 18:00 (interval (g) in Figure 5)
on Sunday. The fact that Participant G spent less time in the room
where the CPCS was installed may have contributed to her lower
amount of activity.

These results demonstrate that the use of sensor logs and game-
play histories obtained by the CPCS allows us to estimate not only
daily habits such as waking and sleeping times but also whether
users go out for long periods of time.

5.2.3 Using Sensor Logs to Capture Users’ Lifestyle Habits

This section focuses on the sensor logs obtained in the IDA, a
component of the CPCS, while playing the memory game on the
MCT, and before and after playing. Figure 6 shows the amount of
activity recorded every one minute for about 20 min while Partici-
pant B was playing the memory game. The memory game has 13
levels of difficulty and records three degrees of fatigue: 0, Bad; 1,
Normal; 2, Good. Figure 7 shows the transitions in difficulty level
and degrees of fatigue during the time that Participant B played the
memory game. Note that all the intervals in Figure 7 correspond to
interval (h) in Figure 6. The red circles on the red line plot in Figure
7 indicate the times at which the memory game was started. In Par-
ticipant B’s interview after the experimental period, she noted that
she played the memory game at her desk (near the location where
the CPCS was installed). During and after the gameplay (interval
(h) and the second half of (h) in Figure 6), the amount of activity
increased compared to the period of time before play, while after
22:12 (interval (i) in Figure 7), the participant temporarily stopped
playing the memory game. Figure 6 confirms that the amount of
activity remains high. We can speculate that the cause of this pattern
was that Participant B was feeling fatigued from the memory game
and may have stopped playing the game to do some other task or
take a break.

Figure 8 depicts the amount of activity recorded every one min
for about 20 min while Participant E was playing the memory game.
In contrast to the results obtained for Participant B, Participant E’s
activity tended to decrease during the game-playing time ((j) in
Figure 8) compared to his activity before and after playing. The
interviews revealed that Participant E tended to play memory games
on the bed. We inferred that this position was responsible for the
low activity levels recorded by the system, since the location of the
sensor would have made it difficult to detect someone on a bed. The
interviews of the other participants indicated that the sensor logs
adequately expressed their behaviors. It was clear from these results
that the data obtained from the IDA and the MCT can be used to
extrapolate detailed information about the user’s circumstances.

Figure 6: Activity before, during, and after Participant B’s game playing.

Figure 7: Changes in difficulty and fatigue during the memory game (Participant B).

Figure 8: Activity patterns for Participant E.

5.2.4 Questionnaire Investigation of the CPCS

Next we will discuss the participants’ impressions of the CPCS
and the synergistic effects of combining the IDA and the MCT based
on the results of subjective evaluations of the nine participants (col-
lege students) conducted after the experimental period. Among the
nine participants, five stated that they felt there was a need to use the
CPCS; however, there was only one participant who wanted to use
both the IDA and the MCT as individual components of the CPCS.
Thus, although in some cases the student participants expressed
interest in the components of the CPCS, it can be said that, on the
whole, they did not have a positive impression of the prototype
version of the CPCS. One reason for this may be that students attend
classes on a daily basis and have frequent opportunities to talk with
the people around them. Further research needs to be conducted to
investigate differences in the trends across age groups.

Table 5 shows the average number of times the memory game
provided by the MCT was played per day by each participant with
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Table 5: Differences in the number of times the memory game was played with and without speech from the IDA.

Participant A B C D E G H I J Average
Not talking 14.7 5.0 23.0 21.0 0.0 37.0 21.0 31.0 30.0 20.3

Talking 20.7 10.0 26.7 31.0 15.7 41.0 29.0 40.3 41.3 28.4
Difference (talking - not talking) 6.0 5.0 3.7 10.0 15.7 4.0 8.0 9.3 11.3 8.1

and without speech from the IDA. When the IDA spoke, the number
of times each participant played was greater than that when the IDA
did not speak (average: 8.1 times). We consider that the above result
was caused by the synergy of the combination of the IDA and the
MCT, because the dialogue between the IDA and the participant
promoted their habitual game playing. The other questionnaire
results can be seen in Appendix (C).

6 Conclusion
In the present study, we introduced the Speech Content Coordi-

nating Function (SCCF) into the Intelligent Dialogue Agent (IDA),
and developed a prototype version of the Comprehensive Preventive
Care System (CPCS) consisting of the IDA and the Mechanism
for Cognitive Training (MCT). The SCCF was developed as a text-
based agent in the form of a chat-bot that employed reinforcement
learning based on the policy gradient method. This system was
tested in an experiment with student participants. The experimental
results confirmed that the SCCF acquires appropriate policies based
on the user’s preferences and conditions. Furthermore, the results of
experiments using the prototype version of the CPCS confirmed that
taking advantage of data obtained from both the IDA and the MCT
can lead to synergistic effects to monitor users in greater detail,
better understand their circumstances, and increase the frequency of
cognitive training.

In future research, we will further improve the convenience
and familiarity of the SCCF by determining not only the content
of speech but also the appropriate frequency and timing of speech
based on the user’s circumstances at any given time. At the same
time, because this improvement may cause an exponential increase
in the number of states and actions compared to the learning environ-
ment of the experiments conducted in the present study, we plan to
improve the current learning algorithm or apply more powerful ones,
such as deep reinforcement learning algorithms. The adaptability
and familiarity of the improved SCCF will need to be evaluated
through more practical experiments with older adults in a setting
that more closely replicates real-life circumstances.

We also expect that further synergistic effects will occur by
allowing the components of the prototype CPCS to communicate
and share their data. It will also be necessary investigate the effects
of the CPCS on older adults and their impressions of this system
by fully examining the different trends in people of different age
groups. We also plan to integrate a fall prevention system, which is
currently being developed in parallel by our research group, into the
CPCS; however, since this system involves physical exercise and a
certain risk of injury, we will proceed with its integration in stages,
starting with older adults who are at little risk of injury. Similarly,
we will continue to work on the introduction of other preventive
care systems and expect to see synergies similar to those obtained

in the present study.
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Appendix
We administered three questionnaires concerning (A) older

adults’ impression of the smart speaker and the IDA, (B) the eval-
uation of the SCCF, and (C) the preliminary experiments with the
CPCS, before, during, or after the experiments described in Section
4. Several major results were already given in Section 4, and other
results related to the discussion in Section 4 are shown below. Ta-
bles A1 - A4, B1 - B3, and C1 - C8 list the questions and typical
answers for each.

(A) A questionnaire administered to investigate older adults’
impression of the smart speakers and the IDA

Affiliation of the participants
A preventive care circle for older adults and a senior citizens’
club

Number of participants
28 (9 from a preventive care circle, and 19 from the senior
citizens’ club)

Gender and age
male: 12; female: 16; average age: 76.6 (male: 76.4; female:
77.4)

Table A1: Items in the questionnaire administered to older adults.

Item Question
Awareness of
smart speakers.

(1) Are you familiar with smart speakers?
(2) What kind of speech content would you like the IDA
to spontaneously talk about? (multiple choice allowed)
(3) Would you want to use a smart speaker
if one was in your home?

Impression of
the spontaneous talking
function

(4) If a smart speaker talked to you spontaneously,
what would be your reaction?
Could you select all items applicable to you?
(5) If a smart speaker could talk to you spontaneously,
what would you like to talk about?

Information about
the environment (6) Do you have a Wi-Fi environment at home?

Information about (7) Could you tell me your daily routine?
the participant (8) Could you tell me your hobbies?

Table A2: Answers to question (1) in Table A1 (Answerer: 9 older adults in preven-
tive care circle).

Answer Percentage of respondents (%)
I know about them. 0.0

I have heard the name. 11.1
I don’t know about them. 77.8

No answer 11.1

Table A3: The number of contents the older adults selected for question (2) in Table
A1.

Index Number of responses
Maximum 6.0
Minimum 1.0
Average 3.4

Table A4: Answers to question (6) in Table A1.

Answer Percentage of respondents (%)
I have Wi-Fi. 35.7

I don’t have Wi-Fi. 46.4
I don’t know. 7.1

No answer 10.7

(B) A questionnaire administered to evaluate the SCCF

Affiliation of the participants
National Institute of Technology, Tokyo College

Number of participants
10
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Gender and age
male: 8; female: 2; average age: 18.9

Table B1: Items in the questionnaire administered after the experiment to evaluate
the SCCF.

Item Question

Effect of
the learning

(1) Comparing the first and third of these 3 days,
did you feel the speech contents from the chat-bot changed?
(2) The IDA’s setting to learn your preferences for
its speech content was different between
the first 3 days and the last 3 days.
In which period do you think the IDA provided more
interesting speech contents, the first 3 days or the last 3 days?
(3) Could you tell me the reason for
your answer to the above question?

Impression of
the chat-bot’s
speech content

(4) Which of the following
best describes your impression of the IDA’s speech content
on this particular day?

Participants’ interest
in the chat-bot’s
speech content

(5) Could you rank the topics provided by the chat-bot
in terms of how much they interested you?
(6) Could you rate each topic provided by the chat-bot
during the experiment on a 5-point scale?

Participants’
interest
in the topics
in daily life

(7) Could you rank the topics provided by the chat-bot
in order according to how much they usually interest you?
(8) Could you rate the topics provided by the chat-bot
on a 5-point scale based on how much they interest
you in your daily life?

Table B2: Older adults’ impression of the chat-bot at each reward setting (answers to
questions (1) and (2) in Table B1, 3-point scale, with 3 being best).

Item / Reward setting RA RB

Changes in speech content from chat-bot 2.3 1.9
Impression of the chat-bot’s speech content 2.4 2.3

Table B3: Which reward settings RA or RB was preferred by older adults (answers to
question (6) in Table B1).

Reward setting Number of choosers
RA 3
RB 6

Neither 1

(C) A questionnaire administered regarding the preliminary ex-
periments with the CPCS

Affiliation of the participants
National Institute of Technology, Tokyo College

Number of participants
10 (As for the questionnaires during and after the preliminary
experiment, the number of participant equals 9.)

Gender and age
male: 8; female: 2; average age: 18.9

The parts of Tables C7 and C8 expressed as red-colored text are
the questions and the answers discussed in Section 5.2.4.

Table C1: Items in the questionnaire administered before the preliminary experiment

Item Question
Information (1) Please place a check mark beside the following
about the items if they were located at the system installation site.
environment
Information (2) Could you tell me your daily routine?
about the (3) Could you tell me the approximate time
participant when you go home?

(4) Could you tell me your schedule after going home
on mm/dd?

(5) Could you tell me how many people you live with?
Awareness of (6) Do you know about smart speakers?
smart speakers (7) Do you have a smart speaker?

(8) Would you want to use a smart speaker if you had
one at home? (If you already have one, do you want to
keep using it?)

Table C2: Equipment in the participant’s home. Answers to question (1) in Table C1.

Equipment The number of people with the equipment.
Display that can
be connected with HDMI 9

HDMI cable 9
Wired/Wireless keyboard. 8
Wired mouse. 7

Table C3: Awareness of smart speakers. The number of respondents by choice for
each question ((6), (7), (8) in Table C1).

Question Answer
The number of
respondents

(6)
I know about them. 5
I only know the name. 5
I don’t know about them. 0

(7) Yes. 2
No. 8

(8)

I want to use one. 6
I’m not sure. 2
I don’t want to use one. 0
I have one and I want to keep using it. 2
I have one, but I don’t want to keep using it. 0

Table C4: Items in the questionnaire administered during the preliminary experiment

Item Question
Frequency of listening (1) Could you tell me the average number of times per day
to the IDA’s speech you listened to the speech from the IDA?
Impression of (2) Which of the following best describes your impression of the
the spontaneous spontaneous talk from the IDA?
talking function (3) What is your impression of the IDA’s spontaneous talk?

(4) Could you tell me the reason you chose that item as
the answer to the above question?

(5) Could you tell me the contents that you want the IDA
to talk about? (if any)

Willingness to keep (6) Do you want to keep using the cognitive training mechanism
using the CPCS and the IDA?
Impression of (7) Which of the following best describes your impression
the CPCS of the prototype of the CPCS (the cognitive training

mechanism and the IDA)?
(8) Could you tell me the reason for your answer?
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Table C5: The number of times each older adult listened to the IDA’s speech during
the experimental period (answers to question (1) in Table C4).

Index Value
Maximum 16.0
Minimum 1.0
Average 7.0

Table C6: The number of respondents by choice for each question ((2), (3), (6), (7)
in Table C4)

Index Answer
The number
of
respondents

(2)

I’d like the IDA to talk more frequently. 3
The frequency of speech from the IDA is high. 2
I’d like the IDA to increase its amount of speech. 3
I’d like the IDA to decrease its amount of speech. 1
The IDA provides useful information. 3
The IDA provides uninteresting information. 4

(3)

Very good. It would be useful. 0
A bit good. 3
No opinion. 5
Usually not good. 1
Very bad. Unnecessary. 0

(6)

Yes, both of them very much. 0
Yes, both of them a little. 1
Yes, only the cognitive training mechanism very much. 2
Yes, only the cognitive training mechanism a little. 1
Yes, only the IDA very much. 0
Yes, only the IDA a little. 4
I don’t want to use either of one of them very much. 1
I don’t want to use either one of them at all. 0

(7)

I thought it was interesting and a necessary part of the system. 4
I thought it was interesting, but not really necessary for the system. 0
I didn’t feel the necessity of the IDA. 3
I didn’t feel the necessity of
the cognitive training mechanism. 1

I thought it was not interesting at present,
but the system would be needed in the future. 1

I thought it was not interesting and
I do not feel that it is necessary. 0

Table C7: Items in the questionnaire conducted after the preliminary experiment

Item Question
Impression of the training (1) The cognitive training mechanism has a function to
difficulty adjustment function coordinate training difficulty.

How did you feel the difficulty of training (memory game)
was coordinated by the function?

(2) How would you like to the training
difficulty to changed?

Required functions in the (3) Could you tell me your opinion about the functions
cognitive training mechanism you want us to add and/or your requests for improvement?
Willingness to keep (4) Which of the following systems
using the CPCS would you want to use on a regular basis?
Impression of (5) Could you tell me your impression of the IDA having
the spontaneous the spontaneous talking function compared to that
talking function without the function?

(6) Could you tell me the reason for your
answer to the above question?

Required functions (7) Could you tell me your opinion about the functions
in the CPCS you want us to add and/or your requests for improvement

in the CPCS?

Table C8: The number of respondents by choice for each question ((1), (2), (4), (5)
in Table C7).

Index Answer
The number
of
respondents

(1)

It was easy throughout the game. 0
It was appropriate. 8
It was difficult throughout the game. 0
It was sometimes easy, sometimes difficult. 1

(2)

I want to be able to change the difficulty by myself. 3
It is better that the cognitive training
mechanism changes the difficulty. 3

Both are OK. 0
It depends on the situation. 3

(4)

The IDA and the cognitive training mechanism. 1
The IDA. 3
The cognitive training mechanism. 5
I don’t want to use either of them. 0

(5)

I thought it was interesting and felt
that it was a necessary part of the system. 3

I thought it was interesting, but didn’t feel
that it was necessary. 2

I didn’t feel the necessity of the IDA. 2
I thought it was not interesting at present,
but the function will be needed in the future. 2

I thought it was not interesting and also
not necessary. 0
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In this paper we propose the application of supervised learning techniques to recognize stress
situations in drivers by analyzing their Skin Potential Response (SPR) and the Electrocardiogram
(ECG). A sensing device is used to acquire the SPR from both hands of the drivers, and the
ECG from their chest. We also consider a motion artifact removal algorithm that allows the
generation of a single cleaned SPR signal, starting from the two SPR signals, which could be
characterized by artifacts due to vibrations or movements of the hands on the wheel. From both
the cleaned SPR and the ECG signals we compute some statistical features that are used as
input to six Machine Learning Algorithms for stress or non-stress episodes classification. The
SPR and ECG signals are also used as input to Deep Learning Algorithms, thus allowing us to
compare the performance of the different classifiers. The experiments have been carried out in
a firm specialized in developing professional car driving simulators. In particular, a dynamic
driving simulator has been used, with subjects driving along a straight road affected by some
unanticipated stress-evoking events, located at different positions. We obtain an accuracy of
88.13% in stress recognition using a Long Short-Term Memory (LSTM) network.

1 Introduction

Lately1, the assessment of stress in car drivers is getting more atten-
tion, because a highly stressed driver could be less focused, more
likely to drive in a risky way [1], and/or to get involved into ac-
cidents [2]. The emotional state, corresponding to a condition of
tension and pressure in an individual, causes reactions of the sympa-
thetic nervous system. These are defined as stress in literature [3].

Different approaches have been proposed to detect stress in indi-
viduals, using physical or physiological parameters [4]. Machine
Learning (ML) algorithms are often employed [5]– [8]. In [9], a
Support Vector Machine (SVM) classifier is used, with Skin Con-
ductance Response (SCR), Electroencephalogram (EEG), and Heart
Rate (HR) as inputs. In [10], various signals are utilized, such as
Blood Volume Pulse (BVP), Skin Conductance (SC), Skin Tem-
perature (ST), Electromyography (EMG), and Respiration (RESP).
Deep Learning (DL) algorithms have also been successfully applied
for stress recognition. Physiological signals are used, such as Elec-
trocardiogram (ECG) [11] and Electrodermal Activity (EDA) [12],
or facial expressions [13], or a collection of physiological and mo-
tion data, including ECG, EDA, EMG, RESP, Temperature (TEMP),

and Acceleration (ACC) [14]. The system described in [15] uses
the time differences between consecutive R-waves of QRS com-
plexes, also called RR intervals, for mental stress identification in
firefighters. In several works, a comparison between ML and DL
methods for stress recognition has been carried out, also showing
that Convolutional Neural Networks (CNNs) can outperform ML
conventional methods [16, 17].

There are various stress analysis approaches when we consider
car driving scenarios as well. Many use physical characteristics,
e.g., facial or eye images [18, 19]. In others, physiological charac-
teristics are considered [20–22]. Among these, EDA can be used
jointly with different signals [23, 24]. Authors in [25] study the
relation between the vehicle’s acceleration and the driver’s heart
rate in elders. In [26], EEG patterns, belonging to different driving
conditions, are classified using an SVM, a Neural Network (NN),
and a Random Forest (RF). Some DL algorithms have also been
successfully applied for stress recognition in the driving context
as well, and are particularly relevant to this work. Authors in [27]
present an end-to-end architecture, composed of convolutional lay-
ers, that uses ECG signals for stress detection. Their experiments
are designed for identification of mental fatigue and for discrimina-
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tion between driving and resting conditions. A multimodal system
based on CNNs and Long Short-Term Memory (LSTM) networks,
using ECG, vehicle data, and contextual data has been proposed
in [28]. In [29], CNNs are considered to detect a driver’s braking
intention, in different driving conditions, using EEG data.

In this work we present a system that allows the recognition
of the emotional and stress conditions of subjects while driving.
The main features of our system, which differentiate our work from
others in the literature, are the relative simplicity of the sensors
used, the possibility of being used nearly in real time on 15 s signal
blocks, and the ability to discriminate stressful events of short dura-
tion during driving. The experiments are organized in a company
that designs professional driving simulators. We use a simulator
that reproduces a road track in a 3D environment. Along the track
we place different tasks to go through, which are expected to cause
a reaction in the subjects. Two different signals are considered, the
Skin Potential Response (SPR) and the ECG. We have proven that
these signals are suitable for the analysis of the emotional condition
of a driver and that can be acquired with an acceptably intrusive
setup, with no intervention on the vehicle [30].

We analyze the SPR signal instead of the widely utilized SCR,
because it can be logged in a more straightforward way, with no
electric current in the skin. In addition, the electrode impedance
and skin impedance changes have a lower impact on this signal [31].
In detail, our objective is to compare the performance of several
ML algorithms in recognizing the stress responses of the drivers
that undergo various stress situations. To do this, some features are
extracted from both the SPR and ECG signals. In addition, we con-
sider deep learning techniques for driver stress recognition. These
require the raw recorded signals as input, contrary to what happens
in traditional machine learning techniques, where a feature extrac-
tion process is needed. Specifically, we use a CNN and an LSTM
network. Compared to other similar studies cited above [24, 27],
we apply machine and deep learning techniques for detecting stress
during short tasks in a controlled and simulated environment.

The paper is structured as follows. In the next section, a descrip-
tion of the fundamental blocks of the proposed system is provided.
We introduce the sensing device utilized for both SPR and ECG
recordings, the Motion Artifact (MA) removal algorithm developed
to reduce motion artifacts, and the learning algorithms implemented
for classification. Section 3 reviews the experimental setup. Sec-
tion 4 presents the results of our comparative study, using different
classification algorithms, on drivers’ stress recognition. Finally, in
Section 5 we draw some conclusions.

2 Description of the system

The block diagram of the developed system is shown in Figure 1.
The inputs are the two SPR signals, recorded from the hands of
a test subject (s1(t) and s2(t) in the figure), and the ECG signal
recorded from the chest of the subject. The signals are acquired
synchronously through a sensing device that uses a textile garment
with electrodes, in addition to other electrodes placed under the
gloves on both hands.

The two SPR signals can exhibit some artifacts that can be gen-
erated when the subject is driving, e.g., due to the hands movements

or vibrations. To overcome this problem, we designed a MA re-
moval algorithm that, taking into account the local energy of the
two SPR signals, picks the smoother one, with the aim to remove
spurious peaks and asymmetric signal spikes, possibly related to
MA. As a matter of fact, the SPR component due to the sympathetic
nervous system activity in the two hands is highly correlated. In
the end, a learning classification algorithm is used to recognize the
presence of stress in certain time intervals. In detail, every single
time interval is classified into two possibile classes, which are the
stress class (or “1”) and the non-stress class (or “0”). In case of ML
algorithms, this is carried out by selecting some statistical features
from the cleaned SPR signal (s(t) in Figure 1) and from the ECG
signal. These features have been picked out, among others, since
they well represent the stress signal peculiarities. In case of DL
algorithms, instead, the raw SPR and ECG recordings are directly
processed. In the next subsections, we will describe in detail each
one of these fundamentals blocks.

2.1 The sensing device

The sensor used for data acquisition is the VI-BioTelemetry sys-
tem (https://www.vi-grade.com/en/solutions/vi-biotelemetry/). This
commercial sensor, shown in Figure 2, has been designed in our
group and engineered by the VI-grade company. Its detailed descrip-
tion can be found in several recent scientific papers (e.g., [31, 32]).

Summarizing its features and specifications, the sensor is bat-
tery operated and transmits data to a laptop via WiFi connection.
It acquires two SPR channels and three ECG channels. The SPR
signals are acquired from the hands of the tested subject (through
Ag/AgCl wet electrodes positioned on the palm and the back of
each hand) and the ECG data are acquired using a commercial vest
having textile electrodes in contact with the chest of the subject
(using an adhesive conductive gel). The analog front end conditions
the SPR and ECG signals with proper bandwidth and gain. Analog
signals are converted using a 12-bit A/D and an on board DSP which
acquires the signals at 1 kSa/s rate. The A/D converter is charac-
terized by an Integral Nonlinearity (INL) lower than 1 LSB (Least
Significant Bit) and an Effective number of bits (ENOB) equal to
11.1. The DSP sends the acquired signals to the WiFi module which
is responsible to send all the time-aligned data to a server in the
local area network.

Regarding the ECG channels, they are basically designed as
band-pass differential amplifiers with maximum input range ± 5 mV
(i.e., gain 370) and bandwidth in the [0.03, 160] Hz range. The
input impedance of each channel is 100 MΩ, in order to reduce the
load error to less than 1%, since the skin impedance is lower than
1 MΩ. The resolution of the ECG signals acquired on the chest skin
results to be in the order of 2.5 µV and the accuracy of the ECG
readout has been characterized in the past [32] to be as low as 0.1%.
As for the ECG signal, we first detect the R-peak locations using
the Pan-Tompkins algorithm [33].

The instantaneous RR signal is obtained by converting the RR
interval time series with cubic spline interpolation at 100 Sa/s. Sim-
ilarly to what is done in [34], where RR values and DL are used for
Congestive Heart Failure (CHF) detection, interpolation is needed
to synchronize signal segments, in our case with the SPR signal
blocks. Note that this can be important to preserve correct time and
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Figure 1: Block diagram of the presented system.

frequency information (see [35] and references therein), which the
DL classifiers can possibly extrapolate from the data.

Regarding the SPR channels, the sensors acquire the electro-
dermal signals on both hands as differential voltages between the
palm and the back of each hand. The SPR signals are supposed to
be in the ±10 mV range. They are amplified with a gain equal to
160. The acquisition bandwidth is in the [0.08, 40] Hz range; the
input impedance of each channel is 100 MΩ. The resolution of the
SPR data acquired on the hands results in the order of 5 µV and the
accuracy of the SPR readout has been characterized in the past [31]
to be in the order of 0.2%. The SPR signals are subsampled at
100 Sa/s before further processing.

ECG vestSensor

SPR electrodes

Figure 2: The VI-BioTelemetry sensor used in the experiments. The system is
composed by an acquisition box, a vest with textile electrodes for ECG acquisition
on the chest and Ag/AgCl electrodes for SPR acquisition on the hands.

2.2 Motion artifact removal block

As introduced above, some artifacts due to the movements and ac-
tions of the subject’s hands while driving can become visible on
the SPR signals, and could alter their shape. To take this issue into
account, we propose an MA algorithm (see also [36, 37]) that is
built on two assumptions: the first being that motion artifact en-
hances the local energy of the signal. The second being that the
motion artifacts rarely appear simultaneously in the SPR signal of
both hands. We observed this behaviour in our testing most of the
time, and the proposed solution appears to be a good compromise to
lessen the MA. Considering the RMS values σ1 and σ2 of the SPR
input signals s1 and s2 on a L = 100 samples wide moving window,
corresponding to 1 s at a sample rate of 100 Sa/s, we establish a
smoothing threshold function f (x) in order to obtain f (x) ≈ 0 when

0 ≤ x � 1 and f (x) ≈ 1 when 1 � x ≤ 2, namely,

f (x) =
1

1 + e−2(x−1) (1)

This function is employed in a correction term β, that enables us to
reduce motion artifacts. At the nth sample, this correction term is
calculated as:

β(n) =


f
(
σ1(n)
σ2(n)

)
if σ2(n) , 0

1 if σ2(n) = 0
(2)

We can deduce that β → 0 when σ1 < σ2 and β → 1 when
σ1 > σ2. The correction term β, as in (2), is then used to determine
the clean single output s(n) of the procedure as

s(n) = β(n) · s2(n) +
[
1 − β(n)

]
· s1(n) (3)

In the end, the output in (3) imitates the signal characterized by
the lower energy in the 1 s examined interval.

2.3 Classification algorithms

In the proposed system, we utilize a classification technique to de-
tect the presence (or absence) of a driver’s stress condition in a given
time interval during a car driving simulation. For this classifica-
tion task, we utilize and compare six different supervised machine
learning algorithms: an SVM classifier, a Naı̈ve Bayes classifier,
a k-Nearest Neighbors (k-NN) classifier, a Decision Tree (DT), an
RF classifier, and an Artificial Neural Network (ANN). All these
algorithms have been widely used in the literature for classification
purposes. We also use two deep learning algorithms, in particular a
1D CNN and an LSTM network.

Our goal is to classify all of the time intervals in two possible
classes: the stress class (or “1”) and the non-stress class (or “0”).
For this, we use the processed and cleaned SPR signal, and the
ECG signal, with the latter one processed to remove the ectopic
beats similarly to what is proposed in [35]. In addition, a further
normalization preprocessing step is applied to both SPR and RR
signals, because they can differ considerably among the individuals.
This step consists of the standardization of each signal, based on the
mean and variance of the preceding 5 minutes of the current signal
value. We decided to process a 15 s long interval at a time, and we
take a new interval every 5 s. In this way each interval covers the
preceding one by 10 s. We do this to keep a reasonably low process-
ing delay. The overall number of features extracted from these time
intervals is nine: five from the SPR signal and four from the ECG
signal. The five statistical features considered for the SPR signal
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are: the interval variance, the energy, the mean absolute value, the
mean absolute derivative and the max absolute derivative. The four
statistical features from the ECG signal are: the mean value of RR
intervals, the standard deviation of RR intervals (SDNN), the root
mean square of subsequent RR interval differences (RMSSD) and
the mean value of the Heart Rate [38]. We gather the features of the
two signals together to construct the feature vectors. Each feature is
then normalized in the range [0, 1]. All of the ML classifiers have
been set up using Matlab (2017.a), except for the ANN that has been
set up using Python. Hyperparameters are optimized automatically
by the Matlab routine functions used for classification. In addition,
for the SVM classifier, a Radial Basis Function (RBF) kernel has
been used. The Bayesian optimization has also been used during
the training procedure. For the ANN, we implement a four-layer
perceptron trained with the back-propagation algorithm. We utilize
Keras and the optimization package called “hyperopt” [39], allow-
ing the use of the Bayesian optimization in this case as well. The
optimization process also allows us to select the number of nodes
in the two hidden layers (ranging from 16 to 128). The drop-out
percentage has also been computed by the optimization package.
Regarding the cross validation methodology, the 10-fold cross vali-
dation is used for all of the ML algorithms. For the ANN classifier
we set the batch-size equal to 128.

The DL algorithms are also set up using Python. In detail, the
architecture of the CNN used for classification has been inspired
by the one proposed in [28], and its parameters are briefly reported
in Table 1. The CNN contains two identical sequences of four op-
erations: a convolutional layer, an Exponential Linear Unit (ELU),
a batch normalisation layer and a max pooling layer. These are
followed by a fully-connected layer (of 128 nodes), and the output
layer where the softmax activation function is used. As anticipated,
the inputs of the CNN are no longer the feature vectors, but the
unprocessed samples of both the SPR and RR signals recorded from
the subject at the same moment, in time intervals 15 s long. For
each time interval, the values of the SPR and the RR signals must be
arranged side by side. Since each 15 s long time interval is made of
N = 1500 samples, with a sample rate of 100 Sa/s for both the SPR
and RR signals, we obtain an input matrix with a size of 1500 × 2,
to be sent as input to the network. We proceed picking a new inter-
val every 5 seconds and applying the same procedure. The labels
corresponding to each interval are the same already derived for the
ML algorithms. Other details about how the CNN model is defined
are the following: we use the Adam optimizer, the learning rate
has been set equal to 0.001, the categorical cross-entropy has been
chosen as loss function, the number of epochs has been set equal to
20 and the batch-size to 64 (https://keras.io).

Another DL algorithm, i.e., an LSTM network, has been used
in the experiments. This is a particular type of Recurrent Neural
Network (RNN) that overcomes the issue of the short-term mem-
ory of the RNNs (also known as the vanishing gradient problem).
The LSTM internal gates keep the relevant information in a long
sequence of data, throwing away the non-relevant data, and this can
help us recognizing stress with a long dynamic temporal behavior.
The architecture of the implemented LSTM network is reported
in Table 2. The same settings introduced before for the CNN (the
learning rate, the number of epochs, etc.) have been used for the
LSTM as well, with batch-size 128. Regarding this network, we

also consider a variant of it which uses the hyperopt optimization
package (it will be denoted as LSTM2 in Section 4). In this case the
number of nodes (ranging from 16 to 128) and the dropout value
(varying between 0 and 1), for each layer, have been computed by
the optimization package.

Table 1: Architecture of the implemented CNN

CNN
Convolutional layer Filters = 20, Kernel size = 10, Stride = 2
Exponential Linear Units (ELU) Alpha = 0.1
Batch norm. + dropout (0.15)
Max pooling Pool size = 2, Stride = 2
Convolutional layer Filters = 20, Kernel size = 10, Stride = 2
Exponential Linear Units (ELU) Alpha = 0.1
Batch norm. + dropout (0.15)
Max pooling Pool size = 2, Stride = 2
Flatten
Dense + dropout (0.5) Nodes = 128, Activation = ReLU
Dense Nodes = 2, Activation = Softmax

We employ the “leave-one-person-out” technique for all of the
learning algorithms, such that the training of each classifier is per-
formed using the data of all individuals, except one, on which the
classifiers will be tested. This process is carried out for each indi-
vidual, and in the end the overall system performance is determined
by computing the average of the results originated from all of the
individuals.

Table 2: Architecture of the implemented LSTM network

LSTM
LSTM layer Nodes = 128, Activation = ReLU
Dropout 0.4
LSTM layer Nodes = 128, Activation = ReLU
Dropout 0.4
Dense Nodes = 2, Activation = Softmax

3 Experimental setup

The experiments, as introduced above, are carried out in a firm
that develops professional driving simulators, both in hardware and
software. For our tests, we use a dynamic driving simulator that
allows the reproduction of the same movements of a real car. In fact,
it provides motion feedback to the drivers through a nine degrees-
of-freedom moving platform. We enrolled 16 healthy individuals,
22-47 years old, some from the University of Udine and some from
the University of Padua. The subjects were asked to drive on a 28
km long straight highway track, with four stress-inducing obstacles
demanding some concentration to get over. These four obstacles are
shown in Figure 3. From left to right and from top to bottom, they
are: Sponsor block (from right to left), Tire labyrinth, Double lane
change (right to left) and Sponsor block (from left to right).

All subjects prepare themselves before entering the simulator.
They wear the sensing devices both on chest and hands. They gave
consent having their physiological signals recorded, and the test
were performed according to the principles of the Declaration of
Helsinki.
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Figure 3: The four stress-inducing events located along the road.

Figure 4 displays the cleaned SPR signal, after the MA removal
block, and the instantaneous HR signal of a subject (derived from
the RR signal) during the simulation. The start of an event is sig-
naled with a vertical line with a circle marker, and the end of an
event with a vertical line with a square marker. We also assume an
event starts when the obstacle enters the field of view of the subject
(and this happens approaching a distance of 800 meters from the
obstacle), and ends 30 seconds after surpassing the obstacle. Passing
each obstacle takes approximately 65 seconds. The peculiar stress
peaks shape in the SPR signal during the stress event can be seen
evidently in the figure, just as the distinctive rise in Heart Rate.

4 Experimental Results

The classifiers, which allow the recognition of stress in each 15 s
long interval, are built using the cleaned SPR signal and the ECG
signal of each subject. For the traditional ML algorithms the fea-
tures of the signals are extracted from each interval. For the DL
algorithms there are no features to be extracted, and the raw sig-
nals themselves are considered for each interval. In all cases, the
intervals overlap each other by 10 s as already specified.

We assume that all the intervals happening in a stretch of the
road where obstacles are present, to have the value “1”, with stress,
and that all the intervals happening in a stretch of the road with-
out obstacles to have the value “0”, with no stress. As already
mentioned, we employ the “leave-one-person-out” method in the
classification process. So, for the training, we examine 15 sub-
jects at a time out of the 16 in total. In this way, we obtain a total
number of intervals ranging from 1176 to 1209, for both stress and
non-stress classes. The total number of intervals for training is not
fixed because each individual overcomes the obstacles with slightly
different timing and speed. During the test we obtain approximately
187 intervals to analyze for each individual (this is an average value
taking all of the subjects into consideration), where the majority of
them, about two thirds, belong to the non-stress class.

According to the assumed ground-truth, the True Positives (TP),
the False Negatives (FN), the True Negatives (TN) and the False Pos-
itives (FP) can be computed, as well as the performance indicators

like Accuracy, Sensitivity and Specificity:

Accuracy (%) =
TP+TN

TP+TN+FP+FN
· 100 (4)

Sensitivity (%) =
TP

TP+FN
· 100 (5)

Specificity (%) =
TN

FP+TN
· 100 (6)

Due to the fact that our test data are unbalanced (in fact we
have less stress intervals than non-stress intervals), two additional
indicators are also important, the Balanced Accuracy (BA) and the
Geometric Mean (GM), defined as

BA (%) =
1
2

( TP
TP+FN

+
TN

FP+TN

)
· 100 (7)

GM (%) =

√
TP

TP+FN
·

TN
FP+TN

· 100 (8)

Table 3 presents the overall performance of our system (MEAN
± STD), calculated by averaging the results of the 16 subjects, for
all of the considered ML algorithms. The accuracy and balanced
accuracy values among the classifiers are close, even if the ANN
classifier is slightly better than the other ones in terms of accuracy,
and the RF in terms of balanced accuracy. Moreover, the sensitivity
of the RF is higher than the others, as it is the specificity of the
Naı̈ve Bayes classifier. The GM values are similar for all of the ML
algorithms, with the RF classifier still performing marginally better
than the others.

As introduced before, as a first attempt to use a deep learning al-
gorithm to recognize stress and non-stress episodes in our scenario,
we set up a 1D CNN and an LSTM. We compute the overall perfor-
mance of the CNN and the LSTM using the test set, and we obtain
the values reported in Table 3. So, comparing the results of the
DL algorithms with the ones obtained applying the aforementioned
ML algorithms, we can notice that the CNN architecture performs
similarly to the other ML architectures. In particular, the accuracy
of the ANN and the specificity of the Naı̈ve Bayes classifier exceed
the values corresponding to the CNN classifier, whereas the CNN
sensitivity is better than that obtained with the other ML classifiers.
However, when looking at the LSTM, we can see that it works
well in detecting the stress episodes, outperforming all the other
algorithms in terms of accuracy, sensitivity, balance accuracy and
geometric mean. The specificity of the LSTM, instead, is lower than
the Naı̈ve Bayes one. The variant LSTM2 performs even better, and
all of the performance indicators are higher than the other DL and
ML algorithms.

The overall performance of the system looks favourable. It
should be noted that some of our hypotheses are critical and can
affect the performance indicators. The first hypothesis we make is
that all the time intervals happening during the overcoming of an
obstacle by a driver should originate stress, even if it is possible
that the driver is not constantly stressed during the manoeuvre. The
second one is that a driver is not stressed when not overcoming an
obstacle. This might not be true at all times, since a driver can be in
a condition of stress during those time intervals for causes unknown
to us.
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Figure 4: SPR and HR signals (at the top and the bottom, respectively) for a subject during the driving simulation. Each event onset is evidenced with a red vertical line with
a circle marker, and each event offset with a yellow vertical line with a square marker.

Table 3: Performance of all the supervised learning algorithms

Accuracy (%) Sensitivity (%) Specificity (%) BA (%) GM (%)
SVM 72.86 ± 8.77 86.69 ± 7.79 66.46 ± 13.02 76.57 ± 6.91 75.40 ± 7.85

Naı̈ve Bayes 74.04 ± 6.53 82.83 ± 8.04 70.27 ± 10.85 76.55 ± 4.65 75.81 ±5.01
k-NN 72.07 ± 6.01 86.60 ± 8.30 65.99 ± 8.77 76.30 ± 4.96 75.26 ± 5.23
DT 70.76 ± 8.88 85.16 ± 6.61 64.80 ± 13.13 74.98 ± 5.98 73.69 ± 7.20
RF 74.25 ± 6.17 87.05 ± 7.60 68.83 ± 8.83 77.94 ± 5.03 77.11 ± 5.35

ANN 74.45 ± 8.65 86.19 ± 8.13 69.00 ± 13.38 77.59 ± 6.50 76.56 ± 7.30
CNN 73.97 ± 6.23 87.99 ± 6.40 67.76 ± 8.30 77.87 ± 4.82 76.99 ± 5.27

LSTM 82.56 ± 3.04 88.61 ± 7.55 69.79 ± 17.61 79.20 ± 5.96 77.46 ± 9.23
LSTM2 88.02 ± 0.97 93.60 ± 1.92 76.26 ± 4.22 84.93 ± 1.55 84.43 ± 1.78

Another possible critical aspect of our hypotheses is that part
of the signal responses may be due to the increased physical effort
during the events. However, in some previous works, e.g., [40], we
observed that the intensities of the signals during designated stress
events were significant, and could not be confused with the levels
recorded during non-stress intervals, even if a comparable physical
activity was required for driving. In [41], we also evaluated a car
driver’s stress condition in a simulated autonomous driving scenario.
In that experiment, we submitted questionnaires to the drivers and
evaluated other parameters such as the User Experience (UX) mea-
sure and the NASA Task Load Index. Questionnaires supported
our findings derived by analyzing the SPR and ECG signals (see
also [42]).

To account for these considerations, and enhance the stress
recognition ability, we apply a re-label step to the output of the
classifiers (see Figure 5). To do so, we assume stress is happening
if a minimum of four consecutive intervals are marked as positive
(thus covering a time span of 30 s). In the end, the blocks of four
or more consecutive positive intervals are kept, whereas blocks of
up to three consecutive positive intervals are instead re-labelled as
negative.

Figure 5: The re-label method applied to the output of each classifier.

In Table 4 the performance indicators applying the re-label
method are presented. The values are slightly higher than the ones
in Table 3. On the other hand, sensitivity is a little smaller for all
of the classifiers, since we noticed that a number of stress intervals,
which were correctly detected before, are now discarded by the
re-label step. The performance indicators of the LSTM2 are clearly
higher, when compared to the other algorithms, in this scenario as
well.
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Table 4: Performance of all the supervised learning techniques when the re-label method is applied to the output of each classifier

Accuracy (%) Sensitivity (%) Specificity (%) Balanced Accuracy (%) Geometric Mean (%)
SVM 77.61 ± 8.14 85.11 ± 8.82 74.05 ± 11.67 79.58 ± 6.89 79.00 ± 7.30

Naı̈ve Bayes 77.39 ± 6.69 82.83 ± 8.04 70.27 ± 10.85 76.55 ± 4.65 75.81 ±5.01
k-NN 75.86 ± 5.84 83.85 ± 11.04 72.61 ± 8.95 78.23 ± 5.47 77.56 ±5.63
DT 76.17 ± 7.87 82.42 ± 8.09 73.69 ± 11.41 78.06 ± 5.85 77.50 ±6.16
RF 77.15 ± 6.39 86.16 ± 7.42 73.32 ± 8.89 79.74 ± 5.35 79.22 ±5.59

ANN 78.17 ± 9.13 84.73 ± 9.72 75.16 ± 14.23 79.94 ± 6.88 79.15 ± 7.50
CNN 79.47 ± 6.45 85.31 ± 8.33 77.09 ± 8.48 81.20 ± 5.79 80.87 ± 5.90

LSTM 83.21 ± 3.27 88.23 ± 7.78 72.62 ± 17.39 80.42 ± 5.94 78.91 ± 9.00
LSTM2 88.13 ± 0.87 93.30 ± 1.92 77.20 ± 4.05 85.25 ± 1.42 84.83 ± 1.60

5 Conclusions

We presented a scheme to recognize individuals’ stress while driv-
ing in a car driving simulator. The proposed system uses relatively
simple sensors, with an acceptably intrusive setup. Due to the short
signal block analysis, it can be used nearly in real time and can
discriminate stressful events of short duration. In our system, we
record two SPR signals for each individual, one for each hand,
and the ECG signal. We then apply an MA removal algorithm to
remove the artifacts that could appear in the SPR signals during
the drive, so that the output is a single cleaned SPR signal. Some
features are extracted from both the cleaned SPR signal and the
ECG, and sent as input to an ML algorithm. The raw signals are
instead directly used as input to DL algorithms. In particular, we
evaluate the performance of an SVM classifier, a Naı̈ve Bayes clas-
sifier, a k-NN classifier, a DT, an RF classifier and an ANN. The
performance of all the ML classifiers are similar one to each other,
however, the ANN classifier performs better than the others in terms
of accuracy. The RF classifier outperforms the others in terms of
sensitivity, balanced accuracy and geometric mean, while the Naı̈ve
Bayes classifier in terms of specificity. We also report the results
obtained with a 1D CNN and an LSTM. The CNN outperforms the
other ML classifiers in terms of sensitivity. The LSTM, when some
parameters are selected by the optimization procedure, outperforms
all the other learning algorithms. A re-labelling procedure is also
considered, and the performance indicators of all of the algorithms
are compared again in this case. We obtain the highest accuracy,
equal to 88.13%, using the optimized LSTM.

Some critical aspects of the proposed experiment are due to the
assumption that stress is present only during the arranged events,
and that part of the signal responses may be due to the increased
physical effort while driving through the events. We have observed
that these issues still allow us to interpret the results with a good
level of confidence. We conclude that the overall performance of
our system is encouraging, showing that by using the SPR and ECG
signals we can identify the stress in drivers, deriving from some
demanding driving activities, with acceptable accuracy.
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 In this paper we are demonstrating the importance of building and achieving a renewable 
electrical power system that works in synchronization with the grid. The average of 
consumption, generation and the negative environmental effect of generating power were 
analyzed. This paper is divided into three parts, one was analyzed with Green Building 
Studio software and the other with Building Information software. Using BIM software, the 
levels of energy consumption were analyzed for a building in Baghdad – Iraq and in 
Craiova _ Romania, alongside pollution levels produced, and the possibility of energy 
generation utilizing PV cells and wind, the output power that can be achieved in respect to 
temperature and irradiance levels. Using Green Building software, energy consumption 
system was analyzed in the level of green building. 
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1. Introduction  

The concept of power and energy management refers to the 
use of highly effective and reliable blueprints of managing the 
available power and energy in such a way that the outcomes are 
optimized while also preventing wastage. Despite the fact that 
there are many factors and issues that cause power and energy loss, 
the absence of an effective management blueprint is one of the 
main contributors [1]. When an effective blueprint is absence, it 
then follows that the framework of power loss is heighted. 
Following is an evaluation of the distinctive factors and issues 
affecting the management of power and energy. It is vitally 
important to accentuate the fact that there are numerous issues and 
factors that impact the management of power and energy. While 
some of the factors are preventable in the short-term, others can 
only be addressed in the long-term. Unless these factors are 
identified in the first place, the blueprint for management of 
power and energy cannot be enhanced. Over the years, many 
problems have characterized power and energy systems in 
different parts of the world because such systems were not aligned 
towards an effective management blueprint [2]. There is thus the 
need to identify the distinctive issues and factors that play a direct 
role in the framework of power and energy management. 

2. Factors Effecting Power and Energy Management 

As far as the factors affecting the management of power and 
energy are concerned, one of the most important issues of 
emphasis pertains to location. Depending on the location, a given 
blueprint for management of power and energy can either be 
effective or ineffective [3]. In line with this attribute, there is 
always the need to ensure that the process of management of 
power and energy is strongly aligned towards the specific needs 
and priorities of a given location. Such an approach is essential 
towards the prevention of potential problems such as power and 
energy loss. The factors affecting the framework of management 
of power and energy also encompass the source of power. 
Different sources of power are characterized by distinctive 
attributes and issues. It then follows that the specific source must 
be determined in order to develop a framework of management of 
power and energy that is effective in the short-term as well as in 
the long-term [4]. A notable way in which the source of power 
impacts the framework of management of power and energy is 
that it determines whether a given management strategy can help 
in the reduction of energy wastage or not. This goes a long way 
towards determining the quality of outcomes in the long-term as 
well as in the short-term. 

Competence of personnel is a major issue that determines the 
approach used within the context of management of power and 
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energy. For instance, the competence of staff members in a power 
grid determines the manner in which they approach decision 
making processes concerning power management [5]. 
Additionally, it is also notable that the competence of personnel 
goes a long way towards determining whether they understand the 
technical elements of management of power and energy or not.  

As far as the factors influencing the blueprint of management 
of power and energy are concerned, another notable aspect of 
emphasis pertains to the availability of resources. In some 
instances, the scarcity of resources can compromise the extent to 
which the management of power and energy is aligned towards 
the intended goals. This is because there are extensive resource 
requirements at any stage of managing energy and power. It is 
also vitally important to highlight the fact that the availability of 
resources impacts the manner in which planning is actualized into 
the blueprint for management of power and energy [6]. In view of 
these stipulations, it is hence evident that the availability of 
resources is always a notable aspect of emphasis that determines 
the manner in which the blueprint for management of power and 
energy is actualized. The engineering vision of analyzing and 
constructing green buildings is a foundation for energy 
management such as to guarantee the achieving of great economic 
benefits [7, 8]. 

3. Building Performance Analysis (BPA) and Optimization 
Energy (OE) in Green Building Studio (GBS) 

The Green building studio (GBS) which powers the energy 
analysis through (cloud-based service), the GBS with Insight 360 
Revit Autodesk is able to test daily and weekly then make review, 
comparing with the previous results, there are two types of testing 
in green building studio (GBS): 

Service side: energy results from GBS compare against the    
baseline. Analytics: written the energy results as simulation and 
compared    with the baseline. The green building studio analyze 
the performance of the building as total annual energy 
consumption (electrical, fuel, CO2), total annual cost and 
potential energy savings.                                                            

The GBS analyzes automatically 37 separate energy 
simulations that can run in the cloud through the weather data 
station (in Baghdad use for analyzing the weather station 
GBS_06M12_12_002295). 

The performance factors of analysis are: 

• Light efficiency (from 0.7w/sf-1.9w/sf) 
• Plug load efficiency (from 0.6w/sf-2.6w/sf) 
• Building orientation (0 degree, 135 degree….etc.)  
• Operations schedule (24/7, 12/7, 12/5 ….etc.). 
• Daylighting occupancy and non-control. 
• Infiltration load. 
• HVAC. 
• Other (civil and mechanical parameters). 

3.1. Green Building Analysis Based On Bulding Orientation 

The first effective factor before creating the green building, 
the Building orientations, selects the optimum degree to the 
building construction to provide the best energy use intensity, 

total annual cost and total annual energy. Table 1 represents the 
orientation of a green building in Baghdad city. 

Table 1: The Total Annual Energy Cost (Building   Orientations) 

Degree EUI 
MJ/M2 
/YE. 

Total annual cost $ 

Electrical Fuel Energy 

0 1030 7233 120 7354 

135 1054 7201 130 7332 

180 1026 6752 136 6889 

225 985 6401 134 6535 

270 1024 6976 127 7104 

315 1016 7057 121 7178 

45 1012 6982 123 7106 

90 1060 7346 127 7473 

 
From the Table 1 at 225 degree building orientation, the 

energy use intensity (EUI) 985 MJ/m2 /year, total annual cost 
electric 6401 and the energy cost for one year 6535. The solar 
irradiance, temperature, flow air, infiltrations etc. at 225 degree is 
the optimum point for construction of green building to save the 
cost of energy and fuel. 

Table 2 represents the annual energy consumptions at a green 
building with the different degree orientation at the same location. 
At 225 degree the total annual energy consumption in kWh 
46.590(minimum consumptions), and at 90-degree orientation 
53.465(maximum consumptions) 

Table 2: The Total Annual Energy Consumptions (Building   Orientations) 

Degree Total annual 
energy 

Electrical 
kWh 

Fuel 
MJ 

0 52.649 87.929 

135 52.416 95.127 

180 49.146 99.485 

225 46.590 97.616 

270 50.777 93.077 

315 51.362 88.650 

45 50.822 89.573 

90 53.465 92.914 
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From the results (Table 1, Table 2) the minimum energy 
consumption, minimum EUI, and minimum energy fuel cost is at 
the 225 degree. Green Building Studio (GBS), Insight 360 is able 
to analyze the weather effect on the building to provide the best 
benefit from the environment and the effects of climate, 
wind …etc.  

The parameters analysis extensions a scope of possibilities to 
find very active building as a green building, for example the 
climate can determine the type and capacity of the lighting 
installation depending on the degree of the building orientations.   

Figure 1 and Figure 2 Represent the total annual energy 
consumption MJ and total annual electrical consumption. The Y- 
axis total energy (MJ), X-axis time (year) for example in Jan the 
red bar shows the space heat ,yellow bar area light, blue bar space 
cooling.    

 
Figure 1: The Total Annual Energy Consumption (Mj) 

 

 
Figure 2: The Total Annual Electrical Consumption (Kwh) 

3.2.  Green Building Analysis Based On Daylighting 

The second factor effect on the energy consumption in green 
building is daylighting analysis, the daylighting analysis is 
divided into four parts: 

• Daylighting and occupancy control daylighting & occupancy 
control. 

• Daylighting and occupancy control daylighting control. 

• Daylighting and occupancy control none. 

• Daylighting and occupancy control & occupancy control. 

Table 3 presents the amount of total annual cost and total 
energy consumption for the four parts of daylights control 
regarding to GBS weather station (cloud-based service).  

Table 3: The Amount of Total Annual Cost and Total Energy Consumption 

 Total Annual  Cost 
$ 

Total Annual 
Consumptions 
Energy 

Day 
Light  

Eui 
Mj/M2/Y 

Ele. 
 

Fue. Ener. Elec. 
Kwh 

Fuel 
Mj 

1 1016 7.020 123 7.143 51.04 89.58 
2 1021 7.105 122 7.227 51.710 88.89 
3 1030 7.233 120 7.354 52.649 87.92 
4 1023 7128 121 7250 51.883 88.74 

 
From the Table 3 the green building studio analysis improves 

the maximum energy potential savings in Daylighting and 
occupancy control daylighting & occupancy control. 

Figure. 3 and Figure. 4 represent the total energy (MJ), 
electrical consumption kwh for Daylighting and occupancy 
control daylighting & occupancy control for the one-year period. 

 
Figure. 3: The Total Energy (Mj) 

  
Figure 4:  Electrical Consumption (Kwh) 
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3.3.  Green Building Analysis Based On potantial energy 
(cost)savings 

For the design of a green building and an existing building 
analysis, the reduce of the energy used is one of the main targets 
of the GBS, potential energy savings (PES) analyze all buildings 
energy performance (more than 37 separate energy simulations).  

For the photovoltaics analysis (in Baghdad, weather station 
GBS_06M12_12_002295) at 225-degree orientation building, 
installed on the roof of the building, the panel type single 
crystalline -13.8 efficiency, installed panel cost 8$ per watt, 
applied electric cost 0.14$, the maximum payback period 50 years, 
installed panel cost 162.266$, installed panel area 147m2, the 
annual energy production 36 kWh. 

Table 4 presents the potential cost saving and annual energy 
with payback per surface per year, the annual energy produced 
depends on two factors, the panel area and solar exposure %, for 
example at the annual energy produce of 984(kWh), the panel area 
4 m2, solar exposure 69.9%. 
Table 4: Potential Cost Saving and Annual Energy with Payback Per Surface Per 

Year 

Potential cost savings  $ 
Annual energy 
 kWh 

Per year/m2 Per year  payback per 
surface per years 

984 36.04 133 23.9 
2914 36.04 408 23.9 
364 36.04 51 23.9 
447 36.04 63 23.9 
16.703 32.23 2.338 26.1 
3.251 32.14 455 26.2 
3.207 31.80 499 26.3 
3.563 31.8 499 26.3 
2.767 31.80 387 26.3 

3.4. Implications of Power and energy management 

In view of the various factors and issues affecting the process 
of management of power and energy, there is also the need to 
identify the distinctive implications of management of power and 
energy [9]. These implications re essential in that they influence 
the planning process especially when it  comes to decision making 
as well as allocation of resources [10]. Additionally, clarity of the 
implications helps in determining the best possible strategy to 
apply within the confines of management of power and energy. 

The specific implications of management of power and 
energy also encompass sustainability. This refers to the use of 
energy resources in such a way that the needs of the future 
generations are considered even while scarce resources are being 
utilized by current generations [11]. Despite the fact that there are 
many factors and issues that contribute towards the sustainable 
use of power, the framework of management is always important. 
Additionally, the fact that the process enhances the extent to 
which energy and power is is optimized is also indicative of the 
manner in which the blueprint for management of power and 
energy enhances suitability. 

 

3.5. Evaluation of CO2 emissions when only fuel is used for 
power generation 
One of the most important criteria for creating a system that 

depends on improving the environmental levels is the effect of 
CO2 gas that is a by-product of electrical energy production. 

Figure 5. Depicts the effect of energy production. Fuel 
consumption in Baghdad – Iraq is up to 6 tons [12] [13]. 

 
Figure 5: Energy and CO2 Consumptions (Baghdad) 

Figure 6 depicts that fuel consumption is 4 tons in the city of 
Craiova – Romania. The generation system above was analyzed 
using BIM software for the same area, utilization and population. 
But the average effect in Craiova is less than Baghdad [12] [13]. 

 
Figure 6: Energy and CO2 Consumptions (Craiova). 

 
The table 5 below states the expected average electrical 

power generation if renewable energy (PV) is utilized, where 
these data were analyzed and average temperature and irradiance 
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were calculated for both cities of Baghdad and Craiova for several 
types of solar panels and also for wind turbine. The average 
production in Baghdad is higher than that in Craiova because of 
the nature of weather and intervals of sun energy availability and 
higher levels of irradiance [12] [13]. 

Table 5: Estimations energy produce by  Pv cells And Wind 

Energy Estimation  BGW(kwh/yer) CRA. (kwh/yer) 

PV cells (low efficiency) 12,377  9,009  
PV cells (medium 
efficiency) 24,755  18,017  

PV cells (high efficiency) 36,132  27,026  
wind turbine Single 

15’   1,956  691   

4. Analysis by using BIM software 

BIM software functions through analyzing of buildings and 
stating the effects of civil and mechanical works on the electrical 
power consumption. BIM software includes several criteria, in 
total 26 factors which improve grid performance and decrease 
consumption. Figure 7 illustrates the average annual energy 
consumption of the buildings taking into consideration building 
utilization, for example as a school, hospital or residence. 

 
Figure 7: Energy Consumption 

 
Figure 8: Costs Analysis 

We can observe that average energy consumption reaches 
376 kW, while when using BIM software analysis system 
consumption may be 218 kW/m3 at the same efficiency. Estimated 
cost changes also from $24.5 to $13.6 (Figure. 8). 

Figure 9 represents a comparison in analysis of a building in 
Baghdad where average consumption is highest through normal 
analysis, but when Green Building software is utilized as 
represented in yellow color which reaches a consumption of 
310kwh/m3, and green color when analyzed using BIM software 
with an annual consumption of up to 120kwh/m3 [12], [13]. 

 
Figure 9: Analysis Performance  

5. Conclusions 

In this paper, the work was divided into three parts, first part 
analyzes a building and the effect of weather using Insight 
software. In the second part an analysis is done via Green Building, 
where a total cost was calculated to build a solar energy 
generation system to reduce electrical power consumption, and 
utilization of building angle which serves to better usage of 
weather. Third part is an analysis of the systems above. And 
depicting the economic value that BIM software provides to 
building efficiency, decrement of consumption, and decrement of 
costs 
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 Face recognition technology becoming pervasive in the fields of computer vision, image 

processing, and pattern recognition. However, face recognition accuracy rates will 

decrease if training is done on disguised images with covered objects on a face area. This 

paper aims to propose a state-of-the-art face recognition methodology which could be 

applied in Internet of Things (IoT) devices as an input source; then face segmentation and 

training process will be executed in the cloud via internet; the recognition result will be 

sent to the connected applications which determines a safety check for personal or public 

security. This paper focuses on implementation of face segmentation and training process 

for IoT. Face extraction from the background and disguised part is applied by Fully 

Convolutional Networks (FCN), and then deep convolution neural network is employed for 

face training and testing process. This algorithm has been experimented on a challengeable 

face dataset. The proposed face recognition system is applied to IoT services which have 

multiple applications, such as, personal home security and public library space 

management. Compared to recognition without face segmentation, the results of proposed 

methodology indicate a better accuracy regarding recognition rate. 
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1. Introduction 

IoT is the combination of hardware environment, software 

services and Internet. It is composed of sensors, servers, hardware 

equipment, software equipment, and Internet connections [1]. With 

the fast improvement of sensors and devices, IoT could be applied 

to multiple fields such as wearables, smart home, and city. Face 

recognition is one of the popular personal security topics for IoT 

system, which could be widely used in personal home and public 

places security fields. Also, it has been used as an identification 

task in different areas, especially in corresponding with computer-

based security and safety systems in homes, criminal 

identification, and smart phone devices’ face identification. For 

instance, cameras were used for image capturing and IoT 

processing devices, and Raspberry Pis, were used for comparing 

captured images with server database to provide directions over the 

GSM module and alert mobile phones [2]. Similar IoT systems 

with face recognition components were also proposed for security 

purposes in various applications, such as libraries and banks [3,4]. 

In this paper, we propose an effective segmented face recognition 

for IoT (SFR-IoT) shown in Figure 1.  

Face recognition means recognize a specific person with a 2-D 

or 3-D face image or video base on available face data sets. If a 

camera is utilized to capture a suspect’s face image, that image can 

then be used to identify the suspect by using biometrics. The 

application of biometrics technology such as face recognition 

could reduce crime rates. Instead, the lack of effective skills in 

capturing biometric data from face images will potentially increase 

the opportunity for criminal activity [1]. 
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Figure 1: Segmented Face Recognition Architecture (SFR-IoT)  

 

Figure 2: FCN-8Ss-VGG-16 System Architecture 

Recently, a few researchers have published work related to 

crime detection. One study introduced a framework that first 

detects facial key points and then uses them to perform face 

recognition [2]. They mentioned that a larger number of images 

and camouflage images available in a data set can improve the 

training of the learning network and avoid the need to perform 

transfer learning. Results show that their framework outperforms 

the most advanced methods in critical point detection and facial 

camouflage classification. 

For past investigation techniques, there are a few popular 

algorithms in regards to face cognition which include the 

geometric features method: principal component analysis (PCA) 

[3], linear discriminant analysis (LDA) [4], hidden Markov 

strategy (HMM) [5] and regular LBP features [6]. However, there 

are evident disadvantages in terms of utilizing these techniques. 

For instance, the accuracy rate of PCA will diminish significantly 

with lightness and a state of image change. Also, the strategy for 

inadequate data requires strict arrangement of information 

pictures, which is not applicable for basic application. 

Due to the important factors of the accessibility of public data 

sets, as well as the improvement of Graphics Processing Unit 

(GPU) computation, neural networks has achieved a large 

renaissance, resulting in a significant increase in accuracy rates [7]. 

This leads to a major improvement in image recognition and 

finally in face recognition. For instance, Convolutional Neural 

Network (CNN) [8,9] is a popular model in neural networks. It is 

a state-of-the-art technique that has replaced the traditional 

algorithms on face recognition and consequently taken the network 

by storm, fundamentally enhancing the cutting edge in numerous 

applications. Several studies have applied CNN for face 

recognition purposes, such as Deep Face [10], DeepID3 [11] and 

Face Net [12]. They have achieved around 97%, 99.6%, and 99.5% 

success rates, respectively. 

     Recent studies that combined face segmentation and face 
recognition technology have provided an important concept for our 
research. For example, one study extracted face-like regions by 
using the extracted color information of an image in HSV color 
space, and the RHT algorithm is then applied to find face region 
[13]. Samantha proposed a technology of segmentation skin color 
through YcbCr as well, then applied artificial neural network 
classified face and non-face classes [14]. However, these 
researches did not integrate deep learning study for face 
segmentation and recognition, so this paper would like to propose 
a new methodology that improve the deficiency.  

Even though current automated face recognition systems can 
recognize individual faces in controlled environments with a 99% 
accuracy, the accuracy drops to below 60% when images are in 
unconstrained environments [15].   

This is caused by rich facial expressions and changing gestures; 
face movements with lights; angle; and distance [2]. 

In addition, disguised faces with glasses, scarves, and 

accessories will become challenging elements in face recognition 

tasks. Hence, in order to explore a more effective method to solve 

this problem, this study proposes a new system called FCN-8s-

VGG-16, which is used for the segmentation technology face 

recognition before classification. The system contains two 

procedures, as shown in Figure 2. The process of this research is 

to build a training set of segmentation of the face area with FCN 

as an input of Convolution Neural Network (CNN), and then train 

the CNN network from VGG-Face with transfer learning. Lastly, 

the classification function SoftMax is applied for face probability 

distribution. The first step is to  segment the original image for 

extracting face parts (eyes, nose, mouth, and skin) from the 

background, which applies a pre-trained FCN-8s model [16]. 

Secondly, the output images are fed into the network applying 

transfer learning [10] based on VGG-16 [8] with our fine-tuned 
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technology on face recognition task. Finally, the Softmax function 

calculates the probability distribution of the test image and 

generates the accuracy rate while comparing it to the label box.   

2. Related Work  

2.1. General Segmentation and Face Segmentation 

Segmentation refers to the process of separating an image or 

frame into groups of pixels which are identical with respect to 

some standard. A few papers have applied segmentation for their 

research topic. 

In [17], the author proposed a food calorie estimation model, 

which was applied on a smartphone to predicate calories of the 

food in images taken by a phone camera. Firstly, they estimated 

approximate positions of dishes by edge detection. Secondly, k-

means based clustering was applied on the color pixels, thereby 

extracting a bounding box of a food area. Next, they used GrabCut 

[18] to obtain an accurate food area within the estimated bounding 

box. Then, they employed CNN as a calorie estimation task. They 

prepared 120-calorie annotated food photos as the data for the 

experiments. Finally, 60 test images with real food calories are 

estimated with the relative average error of 21.3%, regarding food 

calorie prediction achieved, and it is higher than the Japanese 

government definition. 

In [19], the author applied different segmentation techniques in 

the aim of reorganization of the left ventricle in a VEF image. He 

compared two segmentation approaches: region-based 

segmentation and edge-based segmentation. The first detects 

homogeneities and the common features by simultaneously 

applying the chan_vese model and the thresholding techniques. In 

the second approach, he applied a certain algorithm such as Sobel, 

Canny, and Perwitt to obtain the interim between two related 

regions. Results showed that region-based segmentation using the 

chan_vese model in conjunction with thresholding gives a better 

performance. 

Since Convolution Neural Network (CNN) has been widely 

researched by the scholarly field, various models and systems with 

different purposes are dramatically increased. Fully Convolution 

Network (FCN) [20] is one of most popular image segmentation 

technology that is widely used in studies. FCN extracts pixels from 

CNN layers of mixed scales, enlarges them to the size of the 

original image, and then applies a convolution layer to classify all 

this information. 

There are research works pertaining to FCN for segmentation 

purposes that have achieved excellent results. One study presented 

a One-Shot Video Object Segmentation (OSVOS) based on the 

FCN network architecture, with transfer learned on ImageNet then 

fine-tuned on one training sample [21]. The performance was 

tested on DAVIS database, which consists of 50 full-HD video 

sequences and YouTube objects. The result shows that OSVOS is 

fast and improves the state-of-the-art technology by a significant 

margin (79.8% vs 68.0%). Based on these outstanding results, this 

paper chooses FCN as our face extraction segmentation tool. 

In [22], the author proposed a method to achieve the 

segmentation of skin, hair, and background by applying FCN-8s 

and fully-connected CRF. Next, matting algorithm was facilitated 

in their experiment in order to receive clear hair and skin alpha 

masks. Finally, they demonstrated that state-of-the-art 

performance on LFW Parts dataset [23] holds more accurately than 

other approaches. The defect of the FCN algorithm influences our 

decision to apply Transfer Learning in our experiment, which we 

will talk about it in Chapter 3.   

2.2. Face Recognition 

Another study has shown that choosing an appropriate model 

in CNN architecture is vital for face recognition. This study 

evaluated two popular CNN architectures, Alex-Net [9] and VGG-

16 [8], on face recognition. They accomplished their task by 

transferring learning idea to the networks trained for various 

classifying purposes. One study [24] used Alex-Net model to train 

the CASIA-WebFace [25] database, and the research shows that 

VGG performs better than Alex-Net. This paper inspired us to 

employ VGG-16 [8] as a face recognition model for our own 

experiment. 

In [26], the author conducted face recognition by applying a 

CNN for feature extraction. First, they randomly selected patches 

from the STL-10 [27] database and used them to train a linear 

decoder and obtain a 400 × 192 learned weights matrix. The 64 × 

64 RGB images are used to train the identifier through a 

convolutional layer, and then training features are extracted using 

these learned weights. Results show the proposed method reached 

a high rate of excellent sorting, ranging from about 80% to 100%. 

There is another study [28] that has proposed a modified 

Convolutional Neural Network (CNN) architecture with the 

addition of two batch normalization operations on two of the 

layers. CNN architecture was utilized to separate particular face 

features, and Softmax classifier was utilized to recognize faces in 

the completely associated layer of CNN. The training and test 

process were tested on a Georgia Tech face database. After pre-

processing, the researchers changed the sizes of input to 16×16×1, 

16×16×3, 32×32×1, 32×32×3, 64×64×1, and 64×64×3 in order to 

receive the best result. Finally, 64x64x3 surpasses other sized 

images regarding the lowest Top-1 error rate. Our paper applied a 

similar strategy with this research, through altering the size of 

input in order to obtain the best result in our experiment. 

However, to our knowledge, segmentation technology is not 

used in the face recognition field so far, except in our initial work 

[29]. This paper is an extension of work originally presented in the 

2019 18th IEEE International Conference on Machine Learning 

and Applications. The accuracy rate will increase due to the 

interference decrease from unrelated face pixels, such as glasses. 

In order to decrease the useless effect pixels of disguised face parts, 

this study would like to propose an FCN-8s-VGG-16 system with 

segmented technology before classification. It only keeps face 

sections, and the other parts will be taken off. For the purpose of 

examination both before and after the change, the face section is 

sent to the classification model and accuracy will be tested for 

comparison. 

3. The Proposed Approach  

3.1. Methodology (CNN) 

3.1.1. VGG-16 

The core idea of convolutional networks is classifying target 

data samples to the different distances between classes. The 
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network structure includes three convolutions (conv1, conv2, 

conv3), two pooling layers (Pool1, Pool2), and a fully connected 

layer [8].  

3.1.2. Convolution Layer 

The input data is trained by employing a set of trainable 

neurons. The output of each of the feature maps corresponds to an 

image filter of the same size as the input of the convolution layer. 

The primary function of the convolution layer is to extract features 

from an image. Every convolution layer is trained on a feature map 

of the past layer, sequentially, and then it usually adds a bias 

parameter in order to increase accuracy by activating the function 

to translate results from linear to non-linear function. After that, 

the feature maps are fed into the next convolutional layer as input 

data. 

3.1.3. Pooling Layer 

Pooling layer decreases the dimensionality of each activation 

map but keeps the most vital data information. The input images 

are separated into a set of non-covering square shapes. Each field 

is downsampled by a non-linear function. For example, average or 

maximum is used the most. This layer accomplishes a better 

speculation and robust result for system. 

3.1.4. ReLU Layer 

Rectified linear units (ReLU) is a non-linear operation. It is an 

important function because it ends up with 0 if the input is less than 

0. However, if the input is greater than 0, the output will be an 

original number. Research studies show that ReLU results can 

implement faster training for a huge network.                     

3.1.5. Fully Connected Layer 

The output from convolution layer, pooling layer, and ReLU 

layer is high- level features of input data. The purpose of applying 

the Fully Connected Layer (FCL) is to sum these features for 

classifying the input data into different classes based on the 

probability of each class of each feature map. Next, FCL supports 

the features to a classifier, which is Softmax function. This 

function will conclude the probabilities of every target class over 

all possible target instances. Afterwards, the calculated 

probabilities will decide the target class for the given inputs. 

3.1.6. Why VGG 

There are a few CNN architectures, such as LeNet, AlexNet, 

Reset, and so on, which have been widely used since CNN was 

invented. Recently, the most state-of-the-art model [10] 

outperforms in the localization and recognition tracks, 

respectively, the ImageNet Challenge 2014 among them. 

This VGG model is described by its simplicity, applying only 

3×3 filters stacked over each other in increasing depth. Reducing 

parameter numbers and model size is employed by max pooling, 

two fully-connected layers, each with 4,096 nodes followed by a 

Softmax classifier. 

3.1.7. Transfer Learning 

Transfer learning is an area of artificial intelligence, which 

centers around the capacity for a machine learning calculation to 

enhance learning limits on a target data set through past exposure 

to an alternate way. The measured quality of a CNN implies that 

we can easily apply the weights from a pre-trained model and only 

re-prepare most elevated layers. In particular, we re-prepare all 

linear layers in the model and replace parameters of the highest 

layers in VGG-16 [8]. To get rid of the lack of geometric 

invariance of these approaches, fine-tuning [30] with an external 

data set can be utilized. The primary distinction between picture 

arrangement and picture recovery is the measure of information 

and its fluctuation. In classification, it is important to use huge data 

sets with high variability for different categories. However, in 

image recognition, the geometric invariance of an image is less 

essential for a training model. As the purpose of image recognition 

is to recognize the instance of example, less variability data will be 

needed. 

In this paper, to use CNN functionally, we fine-tune the pre-

trained CNN [10] a face data set for image recognition. Fine- 

tuning usually focuses on the higher layers while fixing the lower 

layers of a CNN. We use FCN-8s-VGG [16] architecture, which 

has been pre-fine-tuned for segmentation on PASCAL [31]. As the 

CNN model [16] is pre-trained on face dataset and performs an 

excellent result, we don’t consider it for Fine-tuning while we are 

doing the same object segmentation purpose. 

Table 1: The Architecture of VGG-Face Refined 

Layer Layer Type Filters Input Training 

1 Conv. 64 3x3x3 False 

2 Conv. 64 3x3x64 False 

3 Max-Pool - 2x2 - 

4 Conv. 128 3x3x64 False 

5 Conv. 128 3x3x128 False 

6 Max-Pool - 2x2 - 

7 Conv. 256 3x3x128 False 

8 Conv. 256 3x3x256 False 

9 Conv. 256 3x3x256 False 

10 Max-Pool - 2x2 - 

11 Conv. 512 3x3x256 True 

12 Conv. 512 3x3x512 True 

13 Conv. 512 3x3x512 True 

14 Max-Pool - - - 

15 Conv. 512 3x3x512 True 

16 Conv. 512 3x3x512 True 

17 Conv. 512 3x3x512 True 

18 Max-Pool - 2x2 - 

19 FC - 4096 True 

20 FC - 4096 True 

21 FC - 85 True 

22 Softmax - - - 

 

3.1.8. VGG-FACE 

VGG-Face [10] is a model that was pre-trained based on the 

VGG-16 structure and set up on a face data set acquired by the 

Visual Geometry Group that is comprised of more than 2.5 million 

pictures and 2,622 different labels. Detailed information in terms 

of VGG-16 model was shown in Table 1, including layer types, 

number of filters, and input image size. 
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The architecture of VGG-face contains a total of 22 layers: 13 

convolutional layers for image and filter calculation, 5 max 

pooling layers for keeping feature information, 3 fully connected 

layers for summing up all previous features, and later a Softmax 

layer for classification [10]. The normal image resolution of the 

input layer is 224x224. Table 1 shows the detailed architecture of 

the VGG-face, including filter numbers and input size at each layer 

applied in our research. In this experiment, we have fixed the 

previous 10 layers and changed 21 fully connected layers from 

1,000 to 85, since we have 85 classes in the experiment, which 

means 85 labels will be generated. Additionally, we fixed the 

parameters of the lower convolutional layers from 1-9 but trained 

the higher convolutional layers from 11-17 and the FCN layers 

from 19-21. Applied changes are highlighted in the table. 

3.2. Methodology (FCN) 

FCN [16] uses the identical convolutional network based on 

VGG-16 layers [8] and converts the fully connected layer to a 

convolutional layer. In the traditional CNN structure, the first five 

layers are convolutional layers, and the sixth and seventh layers are 

a one-dimensional vector with a length of 4096. The eighth layer 

is a one-dimensional vector with a length of 1,000, corresponding 

to 1,000 different probabilities of the category. Instead, FCN 

represents these three layers as a convolutional layer whose size 

(number of channels, width, height) is (4096, 1, 1), (4096, 1, 1), 

(1000, 1, 1), respectively. There does not seem to be any difference 

in numbers, but convolution is not the same concept, and 

calculation process as a fully-connected layer. The convolutional 

layer uses the weights and biases that CNN has pre-trained, but the 

difference is that the weights and offsets are their own scope and 

belong to their own convolution kernel. Therefore, all layers in the 

FCN network are convolutional layers and are called fully 

convolutional networks. 

3.2.1. Upsampling 

Upsampling is also called deconvolution at some points, as 

both of their operations are multiplication and addition. The 

upsampling of the accompanying factor f is a convolution 

operation on a fractional input with a step size of 1/f. 

Backward convolution is called deconvolution. Meanwhile, the 

forward and backward propagation of upsampling can only be 

achieved by reversing the forward and backward propagation of 

the convolution. Consequently, it performs well no matter the 

optimization or backward propagation. Deconvolution can enlarge 

input size by learning parameters while training [20].                                                                                    

3.2.2. Skip Layers 

Now that we have a 1/32 size, a 1/16 size, and a 1/8 size feature 
map, after upsampling the 1/32 size heatmap, the image restored 
by this operation is a convolutional kernel of conv5. The features 
are limited to the accuracy, so they cannot restore the features in 
the image well; consequently, forward propagation will be applied. 
Detailed information could be complemented by upsampling the 
conv4. Afterwards, conv3 does the exact same calculation as 
conv4. Finally, the process completes the restoration of the entire 
image. According to different strides with 32, 16, and 8, FCN splits 
into three kinds of results: FAC-32s, FCN-16, and FCN-8s [20]. 
Obviously, FCN-8s combined previous FCN-32s and FCN-16 

results, which gives FCN-8s more accuracy. We decided to choose 
FCN-8s in our experiment. 

3.2.3. Why choosing FCN 

The reason why this research employs FCN are below: 

• Traditional segmentation method segmented the image into 

similar sections, including coherent area-independent, low-

level clues based on categories, such as pixel color or 

proximity. Semantic segmentation, on the other hand, 

assigned each pixel of the image to a semantic tag. This 

usually means classifying each pixel (for example: the pixel 1 

belongs to the glass, the pixel 2 belongs to the hair). Pixel-

level classification seems more efficient than cutting out each 

patch [32]. The FCN-8s model brings state-of-the-art 

performance on PASCAL VOC in 2011 and 2012 [20].  

• No fully connected layer is used in this kind of architecture, 

which reduces the number of parameters and the computation 

time. In addition, the network works regardless of the original 

image size. It could be trained from small and big images, and 

it does not require any particular number of units at any stage. 

Additionally, all connections are local [20]. FCN brought 

great breakthroughs on semantic segmentation tasks when 

implemented on image segmentation [20]. 

It is tough to obtain millions of diverse images with ground 

truth segmentation labels, which could be difficult and mostly 

performed manually. However, it is convenient to use a pre-trained 

model for research purposes. Our method applies the FCN segment 

to the visible parts of faces from their specific circumstance and 

impediments, which is a fine-tuned system for face segmentation 

on PASCAL [20] on the data set of IARPA Janus CS2 [33] with 

9,818 segmented faces achieved.  

 

Figure 3:  FCN-8s-VGG-16 System 2 

This research has achieved an excellent segmentation 

performance that could be obtained with a standard FCN trained 

on plenty of rich and varied examples. FCN-8s combined previous 

FCN-32s and FCN-16s results, which gives FCN-8s more 

accuracy. We decided to choose FCN-8s in our experiment. Figure 

3 shows the process of our experiment. 

3.3. Methodology  

3.3.1. Data selection  

The ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC) [34] was dominant in giving this information to the 

general picture classification task. Moreover, analysts have made 

data sets accessible for object recognition [35]. Labeled Faces in 

the Wild (LFW) [36],  as the most popular benchmark data set has 

dominated in the field of face recognition for many years. It is a  
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Figure 4:  Gallery Images 

huge scale open data set and the benchmark database of face 

photos intended for concentrating the issue of unconstrained face 

recognition, which has been widely applied in numerous research 

studies [10,12]. The data set contains more than 13,000 images of 

face pictures gathered from online.  

Each face has been labeled according to the name of the 

individual envisioned. However, due to the shortage of obvious 

challenging face images, such as block face, tilt the head, wrinkle 

the eyebrows, and so on, it is not an ideal image set in terms of the 

purpose of the paper, which is to compare face recognition 

performance with and without segmentation. Furthermore, FRGC 

[37] MS-celeb-1M [38] and MOBIO [39] are other benchmark 

face data sets used to identify face images though various 

experiments with the same problem as LFW. 

3.3.2. Applied Data Set 

In this research, we decided to employ the Celebrity-Face-

Recognition-Dataset, which consists of 1,100 famous  celebrities 

with 8,000 images [40] in each. In this dataset, the total size of the 

data set is 172 GB with 800*800*3 pixels in each. Due to the 

limitations of our hard drive and memory, this research randomly 

and manually selected 85 individuals with 100 images for each as 

classes for the face recognition task. 

Since accuracy difference along with and without 

segmentation face section from the background is in a significant 

index for the research, the images with obvious covers such as hats, 

accessories, or different poses and hairstyles, are our preferred 

selection among the 8,500 figures from the Celebrity-Face-

Recognition dataset. Figure 4 shows partial data processed in our 

experiment. 

3.3.3. Data Augmentation 

Image recognition technology focuses on the work of few data 

sets and small variability in object images. This results in very few 

images that can train a particular CNN model, even with fine-

tuning. One way to solve this problem is to augment the data, by 

randomly applying transformations, color perturbations, and other 

random transformations. Randomly rotating and flipping the 

images can make up the deficiency of diversity pixels of the model. 

In the experiment, the following values are applied: 

• Brightness: Images are randomly changing brightness [-0.1, 

0.1) [41]. 

• Flipping: Images are horizontally flipped from left to right. 

• Scaling: The pixel values are scaled to the range [0, 1]. 

• Contrast: Images are randomly adding contrast to the range 

[0.2, 1.8]. 

The result shows below as Figure 5.  

 

Figure 5:  Pre-processing Result with FCN-8s Segmentation 
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3.3.4. Cross Validation 

 We found that in using the same data set, both training and 

model error estimation, the error estimation is mostly inaccurate, 

which is called the optimism of the model error estimation. To 

overcome this problem, cross-validation was proposed. According 

to Kohavi [42], cross-validation is a technology used to access 

predictive systems by dividing the original data set into a training 

set for training the parameters, with a test set for assessing the 

trained model. There are three more popular methods: leave-one-

out, leave-P-out, and K-fold. Compared to the previous two 

technologies, K-fold only needs to calculate k times, which 

dramatically decreases code complexity. In K-fold cross-

validation, the input data is split into k same size subsets, which is 

called folds as well. K-1 subset data will be trained into a system 

afterward, assessing the model on the subset that was not utilized 

for preparing. This procedure is repeated k times (the folds) until 

each subset has been used for evaluation purposes (and prohibited 

from training) each time finished. The results from k times 

calculation of K-folds can then be averaged (or joined) to receive 

a final estimation. The advantage of this method is that all data 

information is used for both training and evaluation, and each sub-

dataset is used for validation exactly once. Based on the advantage 

of cross-validation, this paper has applied the 10-folds cross- 

validation on a data set. 

3.3.5. Hardware Utility 

Our implementation is based on Tensorflow Framework. AWS 

as a service platform that support the measurement of runtimes and 

performance. We implemented the experiment on the 16 GB 

memory of Nvidia Tesla 100V GPU. 

4. Experimental Results 

During this examination process, the implementation of the 

proposed method has been evaluated based on the percentage 

recognition rate of the identities on the testing data set. Initially, 

we set the learning rate as 0.001 for the CNN system, and a total 

of 10,000 steps are required for every k times calculation. Then for 

each step, 10 images (batch size) and 20 images (batch size) are 

sent for training through the network individually. At the same 

time, a 50% dropout was also been used in the experiment. 

Rectified Linear Unit (ReLU) as activation functions and Cross 

Entropy Loss function are applied to guide CNN training. The 

Adam algorithm calculates the gradient of entire data sets and 

updates values in the opposite direction to the gradients until a 

local minimum is found. Top-1 accuracy is applied to measure the 

performance of processes. This entire test experiment will be 

repeated ten times until the average of performance is obtained. 

The results of our experiment are used to compare with the 

performance of others. To check and analyze the implementation 

of the proposed method, 10 image samples from each category are 

collected into the test set. 

According to the outstanding performance of our experiment, 

we took the best parameter as the final performance and compared 

it with the model consisting of original images. We performed 

various experiments by altering the image size. For example, we 

drafted the size of each picture after pre-processing as 350x350x3, 

500x500x3, and 800x800x3. Among the data set, 90% of the data 

are the training set and 10% are the test set. 10,000 steps were 

applied for CNN training process ten times.  Based on Top-1 error 

calculation, the result of the proposed system was acquired. 

According to whether the prediction is the same as the target 

category, the Top-1 error rate returns a Boolean value.  

Table 2: Performance Comparison with Various Parameters 

Input Image 

size 

Numbe

rs steps 

Learnin

g rate 

Batch 

size 

(VGG-

16 
System) 

Top1      

Error 
 

(Proposed    

FCN-8s-
VGG-16 

system) 

Top1 
Error 

350x350x3 10000 0.001 10 82.69% 92.15% 

350x350x3 10000 0.001 20 84.34% 93.21% 

500x500x3 10000 0.001 10 92.43% 97.25% 

500x500x3 10000 0.001 20 93.54% 98.33% 

800x800x3 10000 0.001 10 99.84% 99.57% 

800x800x3 10000 0.001 20 99.88% 99.69% 

     Table 2 shows the comparison performance of various 

parameters. As seen from Table 2, the input size of 350x350x3 and 

500x500x3 of the FCN-8s-VGG-16 system obtained a higher 

accuracy rate than the VGG-16 System which is trained without 

segmentation technology. Meanwhile, the accuracy rate of 

800x800x3 input size achieved the closest result with the VGG-16 

System. Furthermore, the running time has reduced on average 

4.52% than the VGG-16 System in all three experiments owing to 

reduced pixel with segmentation technology. Figure 6 

demonstrates the relationship between the batch size, image size 

and the system. We can conclude that as the batch size increased, 

both accuracy rate of VGG-16 System and FCN-8s-VGG-16 have 

increased slightly. 

Figure 6: Performance Comparison with various Parameters  

However, this will expand running time as well. Therefore, the 

batch size and running time could be a future trade off work for us.  

Above all, we could gather that image input size with high pixels 

will have a higher accuracy rate for recognition. 

5. Conclusion and Future Work 

In this paper, we proposed the FCN-8s-VGG-16 system to 

segment face images and recognize segmented images with high 

precision. Our face recognition system, FCN-8s-VGG-16 is 

composed of face image segmentation with FCN-8s [16] and  
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VGG-Face fine-tuning model recognition. Experiments were 

conducted on Celebrity-Face-Recognition dataset [40] for training 

and testing purposes. Compared with the original face recognition 

without segmentation accuracy, the effective classification rate 

using different parameters has been significantly improved from 

92.15% to 99.69%, reaching a level of 82.69% to 99.88%. It also 

demonstrates that increasing the size of the input and batch 

number, while keeping the learning rate and number of steps 

constant, will improve the accuracy rate in certain situations. 

However, such observation is not completely ensured for other 

systems. 

Accuracies on Top-1 in face recognition results means that 

some limitations happened in our algorithm, especially when 

applied to a wild data sets: First, even though FCN-8s has 

successfully segmented most face images, there were still a few 

images that did not achieve ideal results. For example, some small 

black areas occur after segmentation, which will affect the 

accuracy of performance. There are a few things that have 

triggered these failures. First, it takes three training processes to 

get the FCN-8s, which is not sensitive enough to combine the 

details of the image. This is because when the decoding is 

performed, that is, when the original image is restored, the label 

map of the input upsampling layer is too sparse. Secondly, FCN-

8s does not consider the relationship between pixels during 

classification, and it lacks spatial consistency. Additionally, we 

only computed limited image input size, batch sizes, and learning 

rate, so it is very possible that we will receive a better accuracy 

rate if there are more parameters to choose from, with time 

allowed. Lastly, with the fine-tuning FCN model [16], the model 

will be more robust [43]. Only one recognition model processed 

in the experiment is limited. Some other CNN model has achieved 

an excellent performance in recent competition. For example, 

Google Net [44] is a winning architecture on ImageNet 2014. We 

will be applying it as our recognition system in future research for 

comparing with VGG-16. Besides, in reality, a human face is made 

of a 3D model; it’s more realistic to segment and recognize images 

based on 3D faces. [45] has proposed a system of face recognition 

3D based on segmentation by classifying fields of facial images 

before and after fusion of color and depth images. It brings us a 

potential research in face recognition study that we could 

investigate more about 3D image segmentation technologies 

instead of 2D.  

Additionally, we will develop a mobile app such as [5], to 

complete the SFR-IoT architecture that could receive notification 

from our system though IoT devices when recognizing face in 

order to make contribution in real world application. In the future, 

data encoding and decoding will be applied to untrusted devices 

and servers to protect privacy data to make software more 

powerful and trustworthy [46]. 

Above all, the comparison reveals significant improvement in 

performance. Further experiments can be done by improving 

segmentation technology or by changing the recognition model. 
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 Project completion is a common and best practice for oil and gas and construction industry. 
It provides a comprehensive completion approach and gives total confidence to asset owner 
to operate the facility handed over by construction contractors. While the nature variation 
of asset hierarchy is unique from one type of asset to another, a project completion software 
must have prominent ability to adapt wide range of variations with unlimited level of 
hierarchy. One of the approaches to overcome this is implementing a tree-model concept 
to accommodate flexible hierarchy. Unfortunately, the package is loaded with complexity 
to retrieve data and takes longer join operation. This paper proposes a business intelligence 
approach to analyze and make an optimum reporting retrieval using data warehouse. This 
is implemented in 4 steps following Kimball methods. The objective of this paper is to 
generate model by using data warehouse starting the extract, transform and load process 
on the flexible tree model hierarchy. It can be used to generate report and comprehensive 
dashboard especially progress report of project and work schedule as needed in the oil and 
gas and construction industry. 
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1. Introduction  

Project completion or commonly known as commission are 
one of critical activities for heavy industrial construction project. 
It gives total confidence for handing over the full facility from 
contractor to the operator or owner [1] . To support this activity, a 
project completion software is implemented. It is used to help the 
contractor’s construction team to ensure that the facility is 
physically complete and made ready for handover to the 
commissioning team. Using the construction check sheets agreed 
by both parties (construction and commissioning), project 
management team can track, report and control all inspection and 
testing of workmanship and materials [2].   

The barcoded, scanned documentation stored in the system 
helps to prove the complete and correct execution of all fabrication 
and installation work in accordance with the project specifications 
and design drawings. The phase of construction to 
Commissioning, eventually is continued to Commissioning to 
Operation provided that each phase requirements are fulfilled, 
completed, and verified by all related parties  

The initial activity with respects to the system completions 
process is the installation and commissioning of the Electronic 

Completion and Handover (ECHO) as shown Figure1. An 
implementation plan should be produced to schedule all key 
activities necessary to deliver a commissioned PCMS. 

The next process is to define the type of equipment or tag type 
deployed on the project, examples of tag types are: Compressor, 
Pump, Turbine, Filter, Heat Ex-changer, etc. When a Tagged Item 
is defined, check sheets can be allocated and generated in a form 
of Tag Type Matrix. Lead Discipline Engineers and 
Commissioning Engineers review the project’s Piping and 
Instrument Diagram (P&ID)s and drawings to define by Discipline 
and assigned to the related folder, subsystem and eventually by 
system. 

P & IDs structure are then represented in the ECHO system as 
shown Figure 2. Due to wide variety of both facilities and assets, 
ECHO is required to be flexible to adapt its level of hierarchy with 
no limitation, one project can consist of three (3) levels of 
hierarchy, another can be ten (10) levels as shown Figure 3. Most 
companies focuses in analysing its business mostly on structured 
data, and use a relational database  [3]-[5].  To generate one report 
from that flexible hierarchy is such a tedious task, since the 
Structure Query Language (SQL) joint operation can be as many 
as required. One example of tree concept is illustrated as in Figure 
4. ETL process is also used in some companies for processing data 
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warehouse, ETL processes extract data from various sources, 
transform the data to fit analytical needs and then load it into the 
database [6]. ETL Process as a part of the Data Warehouse 
implementation maybe a perfect solution for this and boost the 
performance of information retrieval of the ECHO system. An 
ETL tools can be used to extract data and uses business rules to 
transform the data into new formats [7]. It helps many companies 
to monitor its  performance [8], [9]. 

This paper implements data warehouse system to the current 
system and propose a data warehouse model that can be used to 
make an online analytical processing through an interactive 
dashboard that can be drilled down, up and across [10]. The goals 
are to monitor the trend of the project completion and to get insight 
of the construction inter dependency between systems, disciplines 
and data-driven coordination among the contractors. It also can be 
used to obtain the strategy information for decision makers. 

 
Figure 2: P&ID Structure in ECHO 

 
Figure 3: Project’s level of hierarchy 

Figure 4: System and Subsystem Tree Structure 
 

2. Literature Review 

Since the amount of stored data is growing faster continuously, 
and the data processing brings many complications, the analytical 
databases (OLAP) based on the data warehouses rapidly gain 
popularity in analytical data processing  [11]. The research of data 
warehouse is currently also developed by combining machine 
learning [12], [13]. The data warehouse is a preformatted data 
repository that consists of data collection from various format and 
structure in a particular way to expedite the information retrieval 
for analytical purposes [14] .  Data warehouse is then loaded into 
a Business Intelligence (BI) platform which is then utilized as 
decision support technologies that aim to assist in a quick and data-
driven decision making [15]. 

 
Figure 1: System Setup 
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3. Proposed Method  

As our guideline to develop a complete data warehouse system 
for ECHO, we are referring to industry widely known as Kimball 
four-step dimensional design process. Kimball presents a different 
vision of data warehouses. Kimball considers that the data 
warehouse be a set of consistent data marts and based on shared 
conformed dimensions. 

Select the Business Process. The first step is to identify the 
business process. A business process is defined as a major 
operational process in an organization. Process in business is 

defined as a natural business activity in an organization supported 
by legacy source data-collection system (in this project database 
is used as data-collection). The business processes of this research 
are: 1. adding completion check sheet based on equipment’s 
discipline into the project’s scope of work and 2. Technician 
assigned to the project completes the work and turn the status of 
its check sheet to complete as shown Figure 5 

Declare the Grain. The next step is to declare the grain. The goal 
of this step is to define the lowest detail on the fact table. The type 
of the fact table for this research is factless fact table which 
provide the status of one check sheet assigned to a tag or 
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equipment in a project hierarchy, system-wise and discipline-wise. 
It also shows the addition and its completion by technician from 
various contractors. 

Identity the Dimension. With the business process selected and 
the declaration of the grain, we then observe and analyze the 
supporting information within the granularity of the data, which 
is called by a dimension, by defining it is a classification tables in 
original database that have correlation to each other into one table 
dimension. All the table in original database must be analyzed can 
classified into dimension tables. We observed that eight 
dimensions are identified, they are: dim_system, dim_checksheet, 
dim_technician, dim_date_add, dim_date_complete, dim_status, 
dim_date, dim_technican, dim_folder and dim_tag. 

Identity the Fact. The last step is identifying the fact tables, the 
fact table normally store the transaction data, and it holds 
something that measurable. In our case, the fact table is indeed 
stores transaction data, the transaction of adding a completion 
check sheet into a project, and completing its work by assigned 
technician, by definition: A factless fact table is a fact table that 
does not have any measures. It is essentially an intersection of 
dimensions (it contains nothing but dimensional keys). There are 
two types of factless tables: One is for capturing an event, and one 
is for describing conditions, according to the definition above, we 
can conclude that the type of our fact table is factless. Figure6 
shows the star scheme of the project completion progress where; 

• system_key referred to DIM_SYSTEM,  
• status_key referred to DIM_STATUS, 
• date_add_key referred to DIM_DATE_ADD, 
• checksheet_key referred to DIM_CHECKSHEET, 
• technician_key referred to DIM_TECHNICIAN, 
• date_complete_key referred to DIM_DATE_COMPLETE, 
• folder_key referred to DIM_FOLDER, 
• tag_key referred to DIM_SYSTEM,  

They are respectively assigned into fact_progress as foreign 
keys. 

4. Result and Discussion 
In this section, we explain the ETL process for dimensions and 

for OLAP analysis. In brief, the process is getting data from csv 
exported from ECHO System, transformed as required then load 
them into dimensions and fact table, the transformation process is 
done by Pentaho Data Integration. ETL process consists 
converting some dimensions and fact process. It can be detailed as 
follows. 

Dimension Add Date. This dimension is to store the addition 
check sheet date to the project as shown Table 1.  

Table 1: Table structure of DIM_DATE_ADD 

 Field Name Type Description 

DATE_ADD_KEY INT This is a surrogate 
key in a sequential 
number 

DATE_FULL DATE Date with format: 
“dd-mm-yyyy” 

MONTH INT Month index, i.e: 
1,2,3,..12 

YEAR INT Year value, i.e: 2015, 
2016, … 2019 

DATE_VALUE INT Date index in a 
month, i.e: 1,2,…30 

MONTH_NAME VARCHAR(20) Month Name, i.e 
January, February, .. 
December 

QUARTER_NAME VARCHAR(2) Quarter name, with 
the concatenation of 
Q and the number of 
Quarter, i.e: Q1, Q2, .. 
Q4 

 
Dimension Complete Date. This dimension is to store the 
complete date of check sheet to the project as shown Table 2. 

Table 2: Table structure of DIM_DATE_COMPLETE 

Field Name Type Description 
DATE_COMPLETE_K
EY 

INT This is a surrogate 
key in a sequential 
number 

DATE_FULL DATE Date with format: 
“dd-mm-yyyy” 

MONTH INT Month index, i.e: 
1,2,3,..12 

YEAR INT Year value, i.e: 2015, 
2016, … 2019 

DATE_VALUE INT Date index in a 
month, i.e: 1,2,…30 

MONTH_NAME VARCHAR
(20) 

Month Name, i.e 
January, February, .. 
December 

QUARTER_NAME VARCHAR
(2) 

Quarter name, with 
the concatenation of 
Q and the number of 
Quarter, i.e: Q1, 
Q2, .. Q4 

The ETL process of Dim_Complete_data can be shown as shown 
in Figure 7. 

 
Figure 7: Dimension Complete Date 

Dimension Check Sheet.  This dimension is to store the dimension 
of check sheet to the project as shown Table 3. 

Table 3: Table structure of DIM_CHECKSHEET 

Field Name Type Description 
CHECKSHEET_K
EY 

INT This is a surrogate 
key in a sequential 
number 

DISCIPLINE VARCHAR(20) Code discipline of 
check sheet 

CHECKSHEET VARCHAR(95) Description of 
discipline check 
sheet 
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The ETL process of Dim_CheckSheet can be shown as shown in Figure 
8. 

 
Figure 8: Dimension CheckSheet 
 

Dimension Status. This dimension is to store list of status in the 
project as shown in Table 4 

Table 4: Table structure of DIM_STATUS 

Field Name Type Description 
STATUS_KEY INT This is a surrogate key 

in a sequential number 
STATUS VARCHA

R(20) 
Detail of status, i.e: 
Outstanding, 
Completed, Accepted, 
etc. 

 

 
Figure 9: Dimension Status 

Dimension Tag. This dimension is to store the information tag in 
the project as shown Table 5 

Table 5: Table structure of DIM_TAG 

Field Name Type Description 
TAG_KEY INT This is a surrogate key 

in a sequential 
number 

TAG_CATEGOR
Y 

VARCHA
R (20) 

Consist of category 
tag, i.e: Building, 
Electrical cables, etc. 

TAG VARCHA
R (100) 

Detail of tag category, 
i.e: 1 phase 
transformer, AC Ups, 
etc. 

 
The ETL process of Dim_Complete_data can be shown as shown 
in Figure 10. 
 

 
Figure 10: Dimension Tag 

Dimension Technician. This dimension is to store the information 
of technician and contractor in the project. It consists of: 

Table 6: Table structure of DIM_TECHNICIAN 

Field Name Type Description 
TECHNICIAN
_KEY 

INT This is a surrogate 
key in a sequential 
number 

TECHNICIAN VARCHAR 
(50) 

Full name of 
technician  

CONTRACTO
R 

VARCHAR 
(50) 

Name of contractor  

The ETL process of Dim_Technician can be shown as shown in 
Figure 11. 

 
Figure 11: Dimension Technician 

Table 7: Table structure of DIM_SYSTEM 

Field Name Type Description 
SYSTEM_KEY INT This is a surrogate key in 

a sequential number 
SYSTEM VARCHAR 

(20) 
Description of system 
key, i.e: Water Spray 
System, Mooring 
Equipment 

SUB_SYSTEM VARCHAR 
(20) 

Key of subsystem 

SUBSYSTEM_ 
DESC 

VARCHAR 
(100) 

Description of subsystem 
key, i.e : Mooring 
Equipment for Marine 
Terminal Control Shelter 

TARGET_DATE DATE Target date with format: 
“dd-mm-yyyy” 

The detail of Fact progress can be seen in Table 8. 
Table 8: Table structure of FACT_PROGRESS 

Field Name Type Description 
CHECKSHEET_KEY INT cheecksheet_key is a key 

from dim_checksheet 
TECHNICIAN_KEY INT technician_key is a key from 

dim_techncian 
SYSTEM_KEY INT system_key is a key from 

dim_system 
DATE_ADD_KEY INT date_add_key is a key from 

dim_date_add 
DATE_COMPLETE_KE
Y 

INT date_complete_key is a key 
from dim_date_complete 

STATUS_KEY INT status_key is a key from 
dim_status 

FOLDER_KEY INT folder_key is a key from 
dim_folder 

TAG_KEY INT tag_key is a key from 
dim_tag 
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Figure 12: Dashboard Example 

Report Generation. Once the star schema and its ETL Processes 
are defined, we then generate the report based on the new 
transformed table structure. One of the critical information 
required by the project is figuring the total number of check sheets 
required to be completed based on the project’s system. We use 
Pentaho Report Generator as it is a dynamic and easy to use tool 
to generate dynamically from the database.  

We can conclude in the project, that most of the work is in 
the Civil Onshore system which covered more than fifty percent, 
sixty six percent to be precise, and followed by the Dehydration 
System. Setting up the Dashboard. Beside report, dashboard can 
also be generated from tables in database. For data visualization 
and interactive dashboard, Tableau is used. Tableau’s main 
products offered by Tableau are Tableau Desktop, Tableau Public, 
and Tableau Online, all offer Data Visual Creation and choice 
depends upon the type of work [16]. 

Figure 12 is an example dashboard that can be generated from 
all table in database. Bar chart shows how many folders that have 
been used. Bottom left is treemap, to select tenant name. And next 
to it is pie chart that shows which protocol is used. By clicking 
one of the charts, it will change the whole dashboard information 
based on the clicked condition. For example, if February is clicked 
tree map of tenant name will adjust which tenant sent bytes in 
February. The pie chart will do the same thing, it will show the 
protocol that is used in February. 

From interactive dashboard, we instantly see the proportion 
of contractors assigned to a system as shown Figure 13. In this 
way we can see the interdependency between integrated project 
team with the contractors who are supporting the team on 
delivering their scope of work in an ordered manner.  

5. Conclusion 

By implementing data warehouse, ECHO with the dynamic 
tree table structure improves significantly to provide progress 
report and helps to provide informed decision making in 
managing the project completion by prioritizing on the work 

schedule and chasing the deadline by analyzing the best resource 
allocations. 

 
Figure 13: Progress Contractor Dashboard 

For future research, the data warehouse then can be used to be 
analyzed with another method like projection on for another 
business process such as trend prediction, certificate completion, 
decision making on the resource allocation etc. 
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 The ability to think and the social abilities of junior high school students is a potential 
ability developed through learning based on the optimization of differences in learning 
abilities. For this reason, appropriate learning design and implementation model is needed 
in realizing this, especially in one of the social group subjects. This study uses research and 
development methods that begin with a preliminary study, develops a draft model, tests, 
and experiments to test model validation. Data collection techniques with observation, 
experimentation, and interviews. The results showed that aspects of the model of 
differentiated learning design based on groups put forward the process of analyzing the 
characteristics of students about readiness, interests learning profile, flexibility for 
curriculum elements of content (content), process (process), and results (product). 
Learning objectives are developed in the form of measurable and specific abilities that 
describe student behavior. In particular, the learning design components include; (a) 
Analysis of characteristics and curriculum elements; (b) Learning objectives or 
competencies to be achieved; (c) Essential material; (d) Learning Process, and (e) 
Learning Evaluation. The Implementation Model is carried out through learning syntax, 
namely: orientation, general exploration, learning techniques, investigation, evaluation, 
and follow-up. Group learning model, in which students learn individually to collaborate 
in the first group after completing the second group, after the second group rejoining the 
first group. 
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1. Introduction   

Improving quality in the National Education System should be 
in line with globalization, which has an impact on changes in social 
life, political science, and technology in various countries quickly. 
Globalization has several impacts, including free markets, 
cooperation and competition between countries, democracy, and 
the implementation of human rights. This is in line with [1], which 
focused on Intelligence, Globalization, Complex, and Multi-Level 
Society. These forces have implications for national education, 
particularly in the effectiveness and relevance of the education 
system. It also relates to the need for efficiency, innovative, and 
creative movements in improving education quality. 

To realize the education quality, schools need to develop 
attitudes, abilities and provide essential knowledge and skills 

needed to live in a global society. Learning needs to be pursued 
based on an individual approach, though it does not neglect the 
students' social abilities (sociability), such as relationships with 
peers, cooperative, tolerance, and respect the opinion of others. 
The learning characteristics are in line with the concept of a 
democratic education that uses a scientific approach both in groups 
and individually [2], [3]. According to [4], individuals have 
differences in intelligence diversity, and student's potential needs 
attention [5].   

Learning methods need to be developed based on the 
characteristics that accommodate student differences. Their 
implications need to be flexible and oriented towards the formation 
of diverse competencies in students. Learning should focus on 
optimizing students' abilities individually and prioritize their 
differences. Moreover, learning activities should be flexible and 
dynamic, democratic, fun, and active [6]. Essential material that 
needs to be developed in diverse learning can be classified based 
on the level of learning, such as the classification of facts, 
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concepts, principles, attitudes, and skills [7]. In the selection of 
subject matter, it is necessary to pay attention to the balance of 
ethics, logic, aesthetics, and kinesthetic. It is vital to ensure that the 
subject matter is developed as expected.  

The preliminary study on learning with the above 
competencies in the Social Sciences established that most junior 
high school students felt the learning process was not optimal, 
especially the method used, development of learning materials, the 
use of time, and the utilization of media as learning resources. The 
learning process tends to be expository or informative, and 
therefore students are more positioned learning objects.     

Learning should prioritize the needs and differences of students 
based on the desired outcomes. This relates to the aspects of 
readiness, interests, needs, and learning profiles of students [7]. 
These aspects can be used as a basis for student differences. The 
results of these aspects are useful in developing education 
programs and determining learning materials and approaches, such 
as group learning, which develops students' social abilities, 
including cooperation, tolerance, and understanding the opinions 
of others. Additionally, it provides opportunities for students to 
recognize and develop their abilities based on multiple 
intelligences [8]. In this context, [9] established that learning 
involves 4 variables, including presage, context, process, and 
product.  

Based on the background description, it is necessary to 
research and develop learning models that optimize the thinking 
and social abilities of students corresponding to differences in 
individual potential. This means that the resulting learning model 
needs to appreciate, accommodate, and facilitate the potential of 
students individually without neglecting social abilities. Therefore, 
this study focuses on the following questions (1) What kind of 
group learning design model optimizes students' thinking and 
social abilities based on their potential? ; (2) What kind of learning 
implementation model optimizes students' thinking and social 
abilities based individual potential ?; and (3) What kind of learning 
environment standards can optimize students' thinking and social 
abilities based on individual potential?. 

2. Theoretical Review 

2.1. The Essence of Student Differences 

Students are individuals with unique differences from each 
other. [2] identified individual differences based on the multiple 
intelligences. The pattern of multiple intelligences is a form of 
curriculum organization that can be independently developed and 
guided by each individual. It can as well be perceived as an 
essential ability of each individual, which needs to be developed 
early for future survival. The characteristics of gifted students[10] 
can be identified from the abilities possessed, such as (1) general 
intellectual, (2) specific academic aptitude, (3) creative or 
productive thinking, (4) leadership skills, (5) visual and 
performing arts, (6) psychomotor abilities. According to Renzulli, 
a minimum of 3 to 5 percent of the students in schools have this 
ability. 

2.2. Learning Procedures for the Development of Social Ability  

The development of effective social abilities can be carried out 
using group or cooperative learning. [11] established that the 

teaching model can be grouped into 4, including information 
processing, personal, social, and behavioral groups. All student 
activities in learning programs have to be democratic, meaning that 
the learning process should develop the ability as individuals and 
have a beneficial social ability, which is beneficial for students. 
According to [12], social ability [13], including interpersonal 
intelligence, involves understanding and interacting with others.   

The group learning approach is an alternative that can be 
developed in this regard. The stages of group investigation 
learning include (1) Students encounter puzzling situation 
(planned or unplanned); (2) exploring reactions to the situation; (3) 
formulating study tasks and organize for study (problem definition, 
role, assignment); (4) independent and group study; (5) analyzing 
progress and process and recycle activity [14]. 

Stages of learning are developed in ways that demand problem-
solving and inquiry in learning. In general, students are organized 
into democratic problem-solving groups that attack academic 
problems and are taught procedures and scientific methods of 
inquiry [15]. This is in line with the concept of the group 
investigation approach, which involves placing students in the 
context of a social system with democratic and cooperative 
processes and provides opportunities for individuals to learn 
optimally. According to [16] students are provided the opportunity 
to learn based on higher-order thinking processes such as 
analytical, hypothesis, and scientific, especially in the learning 
process through problem-solving and inquiry. Cooperative 
learning is organized to conduct student activities in small groups 
in collaboration between students in learning [12]. 

3. Research Method 

This study used research and development methods in 
education [17]. The implementation started from a preliminary 
study, developing a draft model, and testing and conducting 
experiments for model validation. Data collection techniques used 
include observation, experimentation, and interviews, while 
Relevant, Observable, useful, Realizable, Understandable, and 
demand by teachers and students tests were used for analysis.  

Table 1: Research Samples Size 

No Name of School Status Size 
1 State Junior High 

School 15 
Experiment class 46 

2 State Junior High 
School 10 

Experiment class 46 

3 State Junior High 
School 11 

Control Class 46 

4 Nugraha Junior High 
School 

Control Class 46 

                                  Total Sample 184 
There were several reasons for choosing and using the junior 

high school level, including 1) according to the level of cognitive 
ability development, junior high school students ( between 11-15 
years old) have learned to think scientifically or rationally; 2) 
based on the level of social ability development, junior high school 
students can be independent, collaborate, socialize, lead and be 
responsible in groups; 3) junior high school students can carry out 
group activities; 4) their curriculum contains social science 
subjects especially geography; 5) in the social science curriculum 
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objectives, students need to develop the ability to reason, 
understand and solve problems; 6) social sciences allow variety, 
flexibility, and modification of learning content, process or 
product; and 7) junior high school already has a Subject Teacher 
Forum. Assessment technique of thinking and social abilities 
referred to the [18] model. The analysis data was used 
throughquantitative techniques with correlations, t-tests, and 
percentages. 

4. Result and Discussion 

4.1. Differentiated Group Learning Model Design  

From the testing results conducted during the Research & 
Development [19], a learning design model matrix for 
Differentiated Group learning is formulated as follows.

Table 2: Syntax of Learning Design Stage 

Component Development Aspects Criteria 

Learning 
Purpose 

 

- Able to identify and study the patterns of economic activity based 
on land use and region 

- Able to identify the distribution of forestry in Indonesia  
- Able to identify obstacles of forestry preservation in Indonesia 
- Able to identify the responsibility of the government in 

preserving forestry in Indonesia  
- Able to identify the responsibility of the community in preserving 

forestry in Indonesia  
- Able to identify problems and obstacles of forestry in Indonesia 

- The design of learning purpose in 
the form of competencies 

- The purpose is developed in 
stages and flexibility 

- The purposes are oriented towards 
general learning programs 

Learning 
Material  

 

- Patterns of economic activity based on land use and region 
- Distribution of forestry in Indonesia 
- Constraints on forest preservation in Indonesia 
- Responsibility of the government in preserving forestry in 

Indonesia 
- Responsibility of the community in preserving forestry in 

Indonesia 
- Forestry issues and constraints in Indonesia 

- Facilitating the choices of subject 
matter 

- Use various sources 
- Problem-based content 
- The material tends to be sought, 

built, or compiled by students 
- Contextual  

Learning 
Activity  

 

Development of Learning Design with Stages  
- Orientations :  

o The teacher creates the initial conditions for learning Social 
Sciences 

o The teacher conveys topics or sub-problems to be 
discussed on the patterns of economic activity based on 
land use and region 

o The teacher implements apperception, and students are 
allowed to ask questions or answer related to patterns of 
economic activity based on land use and region 

o The teacher provides a stimulus to be active in studying, 
discussing, and learning individually or in groups 

- General exploration 
o The teacher conveys a general description of the patterns of 

economic activity based on land use and region, explained 
in general to the sub-topics discussed 

o The teacher provides stimulus, motivation, and attention to 
students 

- Mastery of Learning Techniques 
(If students have mastered the learning technique, then this 

stage the teacher does not need to explain again unless deemed 
necessary) 
o The teacher explains learning techniques individually and 

in groups (cooperative) 
o The teacher explains effective learning individually and 

cooperatively 
o The teacher explains the stages of problem-solving or 

inquiry or group study. 
 

The design of learning activities 
applies to the following principles  : 
1. Competency-oriented: the 

design of student activities is 
aimed at achieving competence 
in learning purpose 

2. Problem-based learning: the 
design of student activities 
should be based on problems 
and issues to be studied. 

3. Individual learning in a group. 
Student activities are designed 
individually and collaborate in 
groups 

4. Students understand individual 
and group learning techniques. 
The teacher designs the 
implementation of activities, 
students should understand the 
learning techniques to be 
pursued 

5. Flexibility. Both individual and 
group studies should be clear to 
students but can be flexible and 
modifiable 

6. Position of teacher activity: 
facilitator and resource person 
collaborating 
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Learning 
Activity  

 

o The teacher explains how to use the worksheets or find 
learning resources related to Social Sciences, especially the 
topics discussed 

o The students are already in their respective groups.  
- Investigation 

(This is the core stage that needs to be carried out individually 
and cooperatively in assessing or solving problems) 

o Using groups and using student worksheets, students 
formulate general problems on "what is the pattern of 
economic activity based on land use and territory in 
Indonesia"? 

o The teacher restates the sub-topics in the form of problems 
that should be solved by students as follows 

• How is the distribution of forestry in Indonesia? 
• What are the obstacles to forestry preservation in 

Indonesia? 
• What effort needs to be carried out by the government in 

preserving forestry in Indonesia? 
• What efforts need to be carried out by the community in 

preserving forestry in Indonesia? 
• What are the problems and obstacles of forestry in 

Indonesia? 
o After understanding a general problem, students individually 

choose one or more sub-topics to solve or study the problem 
in the group. 

o Continuously monitored, guided, and assessed by the teacher, 
students follow the stages of learning Scientific thinking 
(problem-solving) according to the worksheet guidelines 

o After individual studies and problem-solving are completed, 
the results of individual work are discussed in groups (with 
discussions equating concepts, complementing each data and 
information) 

o Students individually process the results of the study of other 
members in the group and individually answer other sub-
questions. 

o Each student makes a report (portfolio) of answers to 
common problems and all sub-problems.   

- Evaluations  
(Assessment is carried out continuously in the learning process) 
• Provide an essay or filling-gap test  
• Each group under the teacher's guidance summarizes the 

results of the discussion 
• Collecting the results of individual and group work. 

- Follow-up 
• Give assignments or enrichment individually to students 

deemed necessary 
• Announce the topics to be discussed in the next meeting 

 

Learning 
Outcomes 

 

Assessment Procedure The assessment is carried out continuously 
IInnitial, process, and final tests Types of Assessment Forms, The 
assessment uses observation, written, oral, and portfolio forms. 

 

 

- The assessment design prioritizes 
to assess the learning process 
apart from the input and results. 

- Assessment is designed as a basis 
for improvement, enrichment, and 
diagnostics. 

- The results of the assessment as a 
modifiable elements. Portfolio 
assessment. 

- Group and individual activities  
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The Group-Based Differentiated Learning Design was developed 
based on the aspects of Learning syntax as follows; (a) Analysis 
of students' characteristics of interest, readiness, and learning 
profile; (b) Analysis of curriculum elements (content, process, 
and product) that can be modified; (c) Conditions of the learning 
environment; (d) Assessment is designed continuously and 
integrated; (e) Objectives formulated and developed in the form 
of abilities; (f) Development of learning activities refers to the 
stages of orientation, general exploration, mastery of learning 
techniques, investigation, evaluation, and follow-up; (g) The 
curriculum components in learning design prioritizes the 
components of objectives, the content of subject matter, learning 
activities, and evaluation of learning developed systematically 
and systemically; (h) The format of the learning design can be 
developed flexibly depending on the needs of developing learning 
programs and the applicable curriculum. This finding is in line 

with [16], which focused on the balancing acts of building 
positive relationships with students. 

 Student Grouping Design was carried out in 2 stages, the first 
and the second groups. The first group resolves general problems 
with individuals who collaborate, and the product is a general 
problem-solving portfolio. This finding is supported by[16], 
which stated that learning outcomes serve as references for 
preceding teaching and assessment activities that help students 
construct learning. Furthermore, students in the first group choose 
one or two sub problems to be studied more deeply in the second 
group whose members chose the same sub-problem. The product 
of this second group is the portfolio of individual studies on 
selected sub-problems. Once the second group is completed, 
students return to join the first group to study and formulate more 
profound conclusions on the general problems. 

Table 3: Syntax of Learning Implementation 

Procedure Details Teacher's Scenario 

Orientation 
(1) 

Creating conditions for 
effective learning 

- It starts from the beginning of learning by creating a 
conducive classroom atmosphere for readiness to take 
lessons. 

- Direct the concentration of students and encourage them 
to be interested in learning. 

- As a teacher, show attitude and enthusiasm with full of 
motivation. 

Apperception 
 

- Observe the students' initial abilities on the topic to be 
studied 

- Allow students to ask questions and express opinions 
related to the topic. 

Delivering learning purpose - Deliver the topics or purpose to be discussed in learning. 

General 
exploration 

(2) 

Delivering general explanation - Deliver to the students the general description of the topic 
with or without learning media. 

Conducting question and 
answer (dialogue) about the 
topics to be discussed 

- Give stimulus to students to make them respond, ask 
questions (dialogue), or give opinions on topics to be 
discussed. 

- Invite students to understand or discuss the topics briefly 
on the problem to be solved. 

Mastery of 
learning 

techniques 

(3) 

(this stage should not always be conducted in case students master the learning techniques to be 
used or carried out at previous meetings. The teacher's task is only to provide an operational 
understanding of the learning techniques ) 
Explain learning techniques 
 
 

- Explain the techniques to be used, operational procedures, 
and an overview of learning outcomes.  

- Give stimulus to students for them to ask questions related 
to the learning method used. 

- Give direction and guidance to students on how to learn in 
groups, the importance of collaboration and 
responsibilities in groups. 

Explain students worksheet - Briefly discuss the operational use of students worksheet 

Explain group - individual 
learning techniques 

- Briefly explain the individual learning in groups. 
- Form groups using the jigsaw method 

Investigation 

(4) 

(this stage is the core learning activity and should be carried out individually by students 
collaborating in groups) 
Preparation of learning 
activities 

- Observe that students are ready in the 1st group to start 
learning. 
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 - When students discuss worksheets, re-explain to students 
about the problems that should be answered individually 
or in groups. 

Conditioning problem solving 
and collaboration activities 

- Motivate students to be serious in solving the problem 
individually in a group. 

Implement the learning 
techniques and the process of 
mastering lesson content 

- Guide students individually in the 1st group to solve 
problems with scientific thinking procedures (formulate 
problems and sub-problems, collect data, study data, and 
formulate conclusions). Individual student work is written 
in portfolio sheet 1  

- Conditioning help students choose one sub-topic or 
problem to be studied with other groups (second group) 

- With the teacher's direction, students join the second 
group studying the same sub-topic or problem. The results 
of individual studies are written in portfolio sheet 2  

Monitor the learning process - Walk around each group to observe, and give individual or 
group direction. 

Helping students difficulties - Help students if they need learning resources that are 
necessary for the class. 

Process / performance 
evaluation  

- Conduct a process assessment of the activities carried out 
in groups. 

 - Remind them in case time for the activity is almost up. 
- After completing the study in the second group, direct 

students to rejoin the 1st group to answer general 
problems. Make the group study results in portfolio sheet 
3 

Evaluation and 
follow up 

(5) 

Carry out the final test - Give questions to several students as a final oral test 
Collect the results of individual 
and group work 

- Collection of student work individually or in groups 

Deliver the topic of the next 
subject 

- Deliver the topic to be studied in the next meeting 

 

4.2. Implementation Model  

Learning Implementation Model with Differentiated Group 
Learning in social science subjects at junior high schools can be 
described as follows; (a) Teacher and student activities have 
increased compared to conventional learning; (b) Procedures to 
be carried out in implementation include orientation, general 

exploration, mastery of learning techniques, investigation, 
evaluation, and follow-up; (c) The flexibility of curriculum 
elements (content, process, and results) is likely to be more 
dominant during the learning process; (d) Eliminating the 
weaknesses of both individual and group approaches; (e) Students 
are more confident.

Table 4: Syntax of Learning Implementation 

Procedure Details Teacher's Scenario 

Orientation 
(1) 

Creating conditions for 
effective learning 

- It starts from the beginning of learning by creating a conducive 
classroom atmosphere for readiness to take lessons. 

- Direct the concentration of students and encourage them to be 
interested in learning. 

- As a teacher, show attitude and enthusiasm with full of 
motivation. 

Apperception 
 

- Observe the students' initial abilities on the topic to be studied 
- Allow students to ask questions and express opinions related to 

the topic. 

Delivering learning purpose - Deliver the topics or purpose to be discussed in learning. 
Delivering general explanation - Deliver to the students the general description of the topic with 

or without learning media. 
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General 
exploration 

(2) 

Conducting question and 
answer (dialogue) about the 
topics to be discussed 

- Give stimulus to students to make them respond, ask questions 
(dialogue), or give opinions on topics to be discussed. 

- Invite students to understand or discuss the topics briefly on the 
problem to be solved. 

Mastery of 
learning 
techniques 

(3) 

(this stage should not always be conducted in case students master the learning techniques to be used 
or carried out at previous meetings. The teacher's task is only to provide an operational 
understanding of the learning techniques ) 
Explain learning techniques 
 
 

- Explain the techniques to be used, operational procedures, and an 
overview of learning outcomes.  

- Give stimulus to students for them to ask questions related to the 
learning method used. 

- Give direction and guidance to students on how to learn in 
groups, the importance of collaboration and responsibilities in 
groups. 

Explain students worksheet - Briefly discuss the operational use of students worksheet 

Explain group - individual 
learning techniques 

- Briefly explain the individual learning in groups. 
- Form groups using the jigsaw method 

Investigation 

(4) 

(this stage is the core learning activity and should be carried out individually by students collaborating 
in groups) 
Preparation of learning 
activities 
 

- Observe that students are ready in the 1st group to start learning. 
- When students discuss worksheets, re-explain to students about 

the problems that should be answered individually or in groups. 
Conditioning problem solving 
and collaboration activities 

- Motivate students to be serious in solving the problem 
individually in a group. 

Implement the learning 
techniques and the process of 
mastering lesson content 

- Guide students individually in the 1st group to solve problems 
with scientific thinking procedures (formulate problems and 
sub-problems, collect data, study data, and formulate 
conclusions). Individual student work is written in portfolio 
sheet 1  

- Conditioning help students choose one sub-topic or problem to 
be studied with other groups (second group) 

- With the teacher's direction, students join the second group 
studying the same sub-topic or problem. The results of 
individual studies are written in portfolio sheet 2  

Monitor the learning process - Walk around each group to observe, and give individual or 
group direction. 

Helping students difficulties - Help students if they need learning resources that are necessary 
for the class. 

Process / performance 
evaluation  

- Conduct a process assessment of the activities carried out in 
groups. 

 - Remind them in case time for the activity is almost up. 

 - After completing the study in the second group, direct students 
to rejoin the 1st group to answer general problems. Make the 
group study results in portfolio sheet 3 

Carry out the final test - Give questions to several students as a final oral test 

Collect the results of 
individual and group work 

- Collection of student work individually or in groups 

Deliver the topic of the next 
subject 

- Deliver the topic to be studied in the next meeting 
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4.3. Learning Environment Model 

The environmental condition contributes to the effectiveness 
of learning. The scope of the learning environment that supports 
starts from the conditions of the group, classroom, school, and 
community. Environmental standards and learning conditions that 
need attention include; 1) pleasant atmosphere in class; 2) activity 
and motivation in groups and class; 3) democratic class 
atmosphere; 4) discipline in the classroom; 5) effective school 
management; and 6) conducive community conditions. This 
finding is in line with [16] which detailed the support for learning 
environments, including a) pre-lesson conferences for joint lesson 
planning, b) core issues for lesson designs, c) both elements, or d) 
another educational topic (control group), effects on the quality of 
collaborative exchange in lesson conferences, student teachers' 
competency gains, and instructional quality. 

Learning Environment Models [20] established in the 
differentiated group shows the existence of media empowerment 
and maximum learning resources support its success. Students are 
guided to search for and study data and information related to the 
topic, based on[21]. During the experiment class, especially at the 
second meeting, the data and information were obtained not only 
from textbooks but also from various sources. In general, the 
information contained in geography textbooks at that time tended 
to be less appropriate to the latest developments, such as charts, 

distribution maps, growth charts, and factual data [22]. During the 
second meeting, students and teachers were gradually encouraged 
to complete data and information that suits the latest 
developments. 

4.4. Model Testing Results in measuring Students' Thinking and 
Social abilities  

• Cognitive Ability 

The level of students' ability to solve issues is evident in the 
process, and the results of problem-solving described in Using 
Metaphors to Aid Student Meta-Learning [16]. The results of 
problem-solving are classified by categories, including (1) 
knowledge ability, such as remembering data and information, (2) 
the ability to understand data and information, and (3) analysis 
and synthesis aptitude. From the first to the third learning on the 
large-scale testing of students' abilities, there was progress 
towards a higher level. In the first learning, students' ability 
mainly involved knowledge (cognitive; memory), while the 
ability of analysis, synthesis, or application was very little. In the 
subsequent learning, the analysis ability gradually increased. 
Many students showed an increase in the analysis and application 
ability in the third learning. This finding was in line with[16], 
which established that critical thinking is essential for success in 
all human endeavors. The details are shown in the table below. 

Table 5: Recapitulation of Student Cognitive Ability Results Based on Study Large Scale Learning Testing Results   

 
Ability level 

Learning Stage 
The First The Second The Third 

Knowledge 62.16 % 39.61 % 22.86 % 
Understanding 28.4 % 37.83% 48.98 % 
Analysis & application. 9.42 % 22.5 % 28.15 % 

 

 
Figure 1: Student’s Cognitive Ability Results Based on Experiment and Control Groups 
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Figure 2:  Student’s Social Ability Results Based on Experiment and Control Groups 

Table 6: Recapitulation of Students' Social Ability Results Based on the Study of Large Scale Learning Testing Results   

Ability level 
Learning Stage 

The First The Second The Third 
Less  50% 36% 18% 
Sufficient  30% 40% 49% 
Good  15% 17% 25.24% 
Very Good 5 7 7.86 

Table 7: Objective Test Results in Experiment and Control Groups 

 N Minimum Maximum Mean Std. Skewness Kurtosis 

Statistic Statistic Statistic Statistic Deviation 
Statistic 

Statistic Std. 
Error 

Statistic Std. 
Error 

Pretest-Experiment 92 2.80 5.20 3.9641 .52927 -.063 .251 -.485 .498 
Pretest-Control 92 2.80 5.00 3.7935 .61301 .404 .251 -.843 .498 
Post Test-Experiment 92 6.00 8.40 7.4196 .50758 -.170 .251 -.683 .498 
Posttest-Control 92 5.80 8.00 6.8717 .53807 -.030 .251 -.394 .498 
School 92 1 2 1.50 .503.503 .000 .251 -2.045 .498 
Gain-Experiment 92 .20 .71 .4891 .11282 -.600 .251 .153 .498 
Gain-Control 92 .37 .74 .5693 .09251 -.283 .251 -.813 .498 
Valid N (list wise) 92         

Table 8: Descriptive Test Result in Experimental and Control Groups 

 N Mean Std. Variance Skewness Kurtosis 

Statistic Statistic Deviation 
Statistic 

Statistic Statistic Std. 
Error 

Statistic Std. 
Error 

Pretest-Experiment 92 4.2239 .57919 .335 -.027 .251 -.295 .498 
Pretest-Control 92 4.1185 .64124 .11 .145 .251 -.893 .498 
Post Test-Experiment 92 7.2978 1.0059 1.012 -.604 .251 -.009 .498 
Posttest-Control 92 5.9793 1.04729 1.097 -.264 .251 -1.049 .498 
Gain-Experiment 92 .5319 .15943 .025 -.359 .251 .263 .498 
Gain-Control 92 .3179 .16273 .026 -.117 .251 -.188 .498 
Valid N (list wise) 92        
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Table 5 and figure 1, shows that in the first learning, the 
results of problem-solving by the student (individual) were more 
on knowledge (remembering) (62.16%). The ability to analyze 
was only around 39%. This finding was in line with (Savage 2019), 
which focused on student achievement and [23] on high-level 
thinking and learning outcomes of learners who have been 
analyzed using N-Gain. 

• Social Ability 

The table above shows that in learning, the level of social 
ability of some students was less (50%). Students with excellent 
social abilities were only 15%. In contrast to the third learning, 
the level of social ability of students was high. 

The table.7 above shows that the averages for the pretest, 
posttest, and gain for the experimental group were 3.9641; 7.4196, 
and 0.5693, while the control groups had 3.7935; 6.8717, and 
0.4891 respectively. Based on these results, the average ability of 
the experimental group both at pretest and posttest was slightly 
higher than the control group. Another aspect that should be 
considered is data dissemination. Data (pretest, posttest, and gain) 
in the control class tended to be more spread than in the 
experimental group. The description of learning outcomes data is 
shown in the following table 8. 

Analysis of learning outcomes through tests with description 
is almost the same as the tests with an objective form, showing 
the consistency of students' abilities in learning outcomes. Based 
on the size of the central tendency, the average ability of the 
experimental group was higher than the control group, both in the 
pretest, post-test, and gain.  

This research and development were meant to produce a 
learning model that could serve students' differences and optimize 
individual learners' potential in thinking and social abilities. The 
essence of the model was learning based on students' and 
cooperative differences. Several assumptions underlie this 
learning, including 1) Individual development is a matter that 
needs to be considered in teaching, in this case, the position of  
students as individuals and social beings who need to socialize 
[24], [25];  2)  in  learning  it  is  necessary to develop democratic 
processes that can be carried out by students through scientific 
methods, [26]; 3) through group study, students can exchange 
knowledge, experience, and views, develop feelings, attitudes, 
and beliefs, working together and increasing motivation[14]; 4) 
11-15 years old children, including those in the formal operation 
phase, have stages of intellectual development that need problem-
solving techniques in learning (Piaget); 5) learning 
implementation needs to recognize and develop students 'abilities 
based on their multiple intelligence [13]. 

This learning model can be implemented in regular classes or 
the Class of Excellence. It can optimize students' abilities through 
acceleration, escalation, or enrichment, and can serve learning 
activities that are compatible with the diversity of students' 
interests. It can assist teachers to develop and improve students' 
abilities in regular classes, this result support from [27]. This is 
proven by students who participated in the learning model. Many 
students (> 50%) gained improvement and deepening from the 
ability of basic level knowledge to analyze and synthesize, [28], 

[29].  The formation of rational abilities can be developed through 
problem-solving activities in teaching and learning events 
adjusted to the level of student progress, this result support by [30]. 
The problem-solving activities by investigating (reviewing) data 
and information from the media and learning resources,[31] were 
appropriate and can be implemented to junior high school students.  
The investigative approach in learning is an integral part of 
problem-solving activities that implement the principles of 
democracy to the scientific method and inquiry as a learning 
process,[32]. The characteristics of learning activities developed 
further provide opportunities for individual learning that 
synergizes with groups to be carried out optimally according to 
student potential. This finding was in line with [33], which 
discussed how to support learning for measurable positive 
impacts on teaching quality and teacher morale. Therefore, it is 
necessary to implement the principles of democracy, competitive,  
and cooperative developed in the learning process, which leads to 
the formation of higher-order thinking skills and social abilities. 

5. Conclusion and Recommendation  
GBDL models which optimize students' thinking and social 

abilities based on an individual potential focus on aspects of 
competency; Problem based learning and individual learning in 
groups. Students understand the individual and group learning 
techniques, as well as the teacher design. The learning objectives 
are developed in the form of measurable and specific abilities 
describing student behavior. The design of the learning process is 
developed in stages systematically and follows several activities, 
including orientation, general exploration; practice (mastery) of 
learning techniques; investigation, evaluation, and; follow-up. 
Learning design components of GDBL include (a) Analysis of 
characteristics and curriculum elements; (b) Learning objectives or 
competencies to be achieved; (c) Essential material; (d) Learning 
Process; (e) Learning Evaluation. Learning implementation 
models of GBDL which optimizes students' thinking and social 
abilities are developed in the following stages, (a) Learning syntax 
procedures; (b) An integrated manner guided by student worksheet 
(SW) and the teacher; (c) The group approach is implemented into 
2 models, the first and the second groups. The process requires 
students to learn individually, collaborating in groups; (d) 
Alternative effective learning strategies used in this learning 
include problem-solving, inquiry, and group study. Learning 
environment standards that optimize students' thinking and social 
abilities based on an individual potential focus on the standard 
conditions of the learning environment relating to students, 
teachers, and essential subject matter. This makes the learning 
environment to be oriented to the activities of the study and the 
creation of relevant learning resources.  

The findings of the GBDL model are expected to be used by 
teachers when teaching with the group learning method. Especially 
in social science learning which refers to the use of natural learning 
resources at the junior high school level. 
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 This article presents a literature review on how the COVID-19 pandemic changed the way 
of managing risks in the supply chains of Mexican SMEs. Research was carried out in the 
most important scientific research databases. The spread of the pandemic in 2020 has 
affected public health and the world´s companies, including micro, small and medium 
enterprises (SMEs). The impact on business activities is tremendous, and stringent 
government policy and response to curb the disease are necessary. SMEs are more 
vulnerable to internal and external events and depend on the capacity of their owner-
manager to run the businesses. The Coronavirus is already considered a factor that 
requires attention on the behalf of Mexican companies. It is now difficult to imagine a world 
that isn't permanently changed, and organizations need to adapt. The normality of 2019 is 
not going to return, and Mexico has a fragile economy and a low-budget health system. The 
SME supply chains contain many links. At the moment of being struck by a crisis such as 
the present one, we are experiencing that disruption is likely to occur at the weakest link.  
Supply chain resilience is the adaptive capacity to prepare for unexpected events, respond 
to disruption, and recover. A Mexican SME that wishes to be resilient must know all the 
risks that can affect it. An opportunity for SMEs due to the coronavirus refers to the 
possibility for continuous innovation through the development of new or better products, 
processes, and business models. Resilience and risk thinking are life-saving phenomena for 
Mexican SME´s.  
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1. Introduction   

The coronavirus (COVID-19) is a viral infection that emerged 
at the end of 2019 in Wuhan, China,  and has spread to all regions 
of the planet. It is highly transmissible and causes severe 
respiratory problems. The signs and symptoms are somewhat 
similar to influenza and seasonal allergies. There is no clinically 
approved antiviral drug or vaccine available at this moment. Many 
companies are working on the development of an effective cure 
[1]. The coronavirus outbreak is a tragedy that is affecting millions 
of the world's inhabitants. The pandemic also had negative impacts 
on the global economy, industries, corporations, and small and 
medium-sized businesses [2]. Many thousands have died, others 
have lost friends or family members, and many businesses have 
ceased to exist [3]. 

The World Health Organization (WHO) declared the problem 
a health emergency and classified it as a pandemic at the 
international level. Containment measures were put in place, such 

as the closing of factories and offices, cancellation of trips, and a 
mandatory at-home quarantine was even imposed, leading to an 
unprecedented economic crisis [4]. In all countries, people are 
asked to choose privacy and health, that is, protecting their health 
and staying home to stop the spread. When the population trusts 
the public authorities, they do the right thing and do not need to be 
monitored to comply with the quarantine. A motivated, well-
informed society is often much more powerful and effective than 
an ignorant, government-monitored population [5].  

The methodology used for this article was a literature review. 
The theme was the risks in SMEs with the appearance of COVID-
19 and its impact in Mexico. Research was carried out in the 
databases of: Google Scholar, SpringerLink, and Elsevier, among 
others. Related topics were searched for in books, theses, and 
lectures. Research started with search formulas and the selection 
of keywords such as SMEs, COVID-19, Risks, Resilience, and 
Supply chain.  

This situation affects not only the health of the planet but also 
the structure of the world economic order. As a result, many 
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economies are in crisis and on the verge of a recession [2]. 
Although policies to contain the expansion of the pandemic such 
as quarantines and temporary closures are necessary, they cause a 
reduction of international trade, interruptions in supply chains, 
lower productivity, contraction of economic activity, less 
investment, closure of businesses and loss of jobs [6].  Coronavirus 
crudely shows us the limits of the system in which we live, the 
inequalities that we have wanted to ignore, and the urgent need to 
revalue and strengthen the public, frequently and collectively [7]. 
Small and medium-sized enterprises (SMEs) are organizations 
with fewer than 250 employees, and are the backbone of the 
world's economy. SMEs have characteristics that support them 
when there is a crisis. Being small organizations helps them to be 
flexible when new opportunities arise [8]. COVID-19 is a highly 
infectious and lethal virus; people's sense of insecurity is 
significant and may include feelings of severe panic. Fear and 
anxiety probably force consumers to avoid purchases in shops, 
restaurants and entertainment facilities, changing their lifestyle and 
behaviour. SMEs are not immune to this current and future 
situation [9]. 

With the disruptions caused to the world's SMEs, a great deal 
of research has been carried out by various authors on how these 
companies could successfully face this global crisis. In the case of 
Eggers [8], he investigated how SMEs had faced crises and 
disasters before COVID-19 to turn them into opportunities. In the 
case of authors Omar, Ishak, & Jusoh [2], they investigated how 
the pandemic affected SMEs in Malaysia to identify strategies to 
survive risks, based on the experiences of business owners. 
Thorgren & Williams [10] carried out a study in several SMEs in 
Sweden. They analyzed what actions they took to survive and 
prevent a major disaster, looking for how they could have a 
"better" or "critical" long-term impact. In this way, researching to 
understand the risks that affect SMEs in Mexico helps us to expand 
our knowledge of how these companies manage disruptions, 
seeking to be resilient to this pandemic that has changed the 
normality of how the world works.  
2. Methodology 

To prepare this research, a literature review was carried out. 
The search was guided by risks in the supply chains in Mexican 
SMEs with the appearance of COVID-19. The information 
investigated consisted mainly of articles published between March 
and September 2020.  The methodology combined a systematic 
literature review with the most relevant articles. The literature 
review was augmented by the use of online computerized search 
engines including Google Scholar (350 articles), SpringerLink 
(105 articles), and Elsevier (252 articles). Information was also 
sought in books, theses, and lectures, using Keywords such as 
SMEs in Mexico, COVID-19, Risks, Resilience, and Supply 
Chains. Approximately 700 sources were retrieved and analyzed. 
In a careful analysis, the articles that contained the best 
information were selected. Based on this review,  the main risks in 
Mexican SMEs and their effects during the COVID-19 pandemic 
were found.or the preparation of this investigation, a literature 
review was carried out.  

3. Supply Chain in Mexican SMEs 

The focus of a supply chain is to provide the right product to 
the consumer, at the right cost, with the correct quality and 

quantity. This network includes the manufacturing of a product or 
service, suppliers, retailers, transportation, and customers on both 
sides [11]. Supply chains work the same way our bodies do to fight 
the COVID-19 virus. If we imagine the human body as a medieval 
city to be defended, the immune system would be the army with 
all its strategies to take care of the safety of the inhabitants. The 
first line of defence is the wall. In the case of our body, it is the 
skin. But, there are other possible entrances, such as doors, cracks, 
water outlets, which are essential for the city to function. In our 
body, those entrances that are related to the outside are the nose, 
eyes, ears, mouth, and small wounds, which are the places through 
which the virus can enter to attack and end the person's life [12]. A 
supply chain contains many links. At the moment of being struck 
by a crisis like the present one, the weakest link is the place where 
the disruption that causes the failure or stoppage of the flow of 
materials, causing a drop in production, customer dissatisfaction or 
economic losses. If not corrected on time, these affect the chain 
and may cause the closure or weakening of any of the companies 
involved. 

Our society seeks efficiency and economic benefit more than 
safety, a mindset that must change after the current outbreak. Many 
companies have closed, disrupting trade in most industrial sectors. 
Entrepreneurs and brands face many short-term challenges in areas 
such as health, safety, supply chains, workforce, cash flow, 
changes in demand, sales, and marketing [13]. The pandemic has 
several characteristics: it is a global phenomenon, with impacts on 
public health and the economy. It is spread between people, but 
also in commerce. The world economy is connected by value 
chains and international movements of people, capital, goods, and 
services [3]. The prolonged closure of companies in the world 
economy reduces inventory stock in supply chains. Companies 
must minimize disruption and adapt quickly to this new business 
landscape [14]. 

For Latin America, an increase in unemployment and poverty 
is anticipated as a result of the global economic slowdown, tourism 
decline, reduced remittances from immigrants, the interruption of 
value chains, and the lack of international investment [6]. As to the 
effects of COVID-19 on the real economy, there are already 
projections that assume an employment crisis in Mexico. Forecasts 
for negative growth rate are estimated to be between -3.9% (the 
most optimistic) and -9.6% (the most pessimistic). Therefore, the 
extent of the crisis and the duration of recovery depend on 
strategies implemented by the Mexican government at its three 
levels [15]. The Coronavirus crisis is projected to be a considerable 
economic crisis and the greatest challenge since the Great 
Recession. Unlike the 2008 crisis, it is not in the financial markets, 
but is now in the real economy, consisting of companies, mainly 
SMEs and their workers. Demand is expected to affect durable 
goods more than non-durable products, especially the 
manufacturing sector [4]. 

One characteristic of the crisis is that people have been 
confined to their homes. The population is trying to determine the 
best way to protect themselves and their loved ones. Many are 
fearful of losing their jobs or work around people who may be 
infected. Each country has adopted different actions to manage 
stress at work and supports its citizens in different ways [13]. Right 
now, we are in the hands of the decisions that people and 
governments will be making in the coming weeks that will shape 
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the world for years to come. And not only health systems, but also 
the economy, politics, and culture. What world will we inhabit 
once the storm passes? Even when all of this endsand we survive, 
the world we live in is going to be different [5]. Mexico, like the 
rest of the world, is at a crucial moment, in which the response of 
government and society will shape the future of the country. The 
challenge is enormous for a country which, in addition to having 
great inequalities, has received COVID-19 in a situation of great 
economic fragility, with a fragmented health system, little 
investment and a government that has not shown itself able to 
understand the magnitude of this crisis [16]. 

Contagion in supply chains leads to direct supply shocks 
among the countries least affected by the pandemic. It is more 
difficult and expensive to acquire the industrial materials necessary 
for manufacturing, and the most affected countries sell these inputs 
at a higher price due to the shortage of units [4]. Ways of 
consumption and purchase are going to change. We are having 
supply versus demand shocks. Companies and individuals are 
changing their consumption habits as regards many products. The 
demand for non-essential consumer goods is falling, even without 
supply restrictions [3]. Even if small manufacturers close their 
businesses temporarily, they continue to face payments such as 
rent and bank loans, in addition to debts for supplies they had 
ordered before the pandemic [17]. Despite these difficulties, 
supply chains are not broken. The global pandemic has been an 
opportunity to integrate a new set of skills, strategies, and 
innovations to develop a new chain model, one that is more 
resilient, more flexible, and with much less dependence on the 
Asian market [18]. 

Supply chain risk management only applied to first-tier 
suppliers, leaving companies blind and vulnerable to crises 
affecting their lower-tier "invisible" suppliers. Reality shows us 
that all suppliers are significant, and interruptions at any level can 
cause disruptions throughout the chain [14].       

4. SMEs and the COVID-19 pandemic 

In a globalized economy, small and medium-sized enterprises 
(SMEs) are the main source of dynamism, innovation, and 
flexibility in developing countries, as well as in industrialized 
nations. The economic development and job creation of a country 
are a consequence of the proper functioning of SMEs [11]. The 
spread of the COVID-19 pandemic has affected various sectors of 
the economy, including the micro, small and medium enterprises, 
which are usually resilient when economic problems occur. 
Currently, SMEs are at the forefront of crises becausemany 
employees are limited to doing activities outside the home. The 
disruption of business activities reduces business performance. 
Therefore, companies make layoffs and threats of bankruptcy, or 
they are unable to survive [19]. 

SMEs face the liability of being small. If a company is small, 
it controls fewer resources, which makes it more vulnerable to 
internal and external events, such as the resignation of an 
employee, a decrease in its finances, a reduction in demand, or a 
global economic crisis. [8]. Small businesses depend on the 
intelligence and ability of the owner to run them properly. The 
owner is a fundamental part of the organization, can develop the 
supply chain, alliances, performance indicators, and business 
vision [11]. 

 Survival is difficult for small businesses, even under the best 
of circumstances. SMEs have limited cash and few reserves. They 
generally do not have access to credit or capital markets. A 
temporary interruption can mean the closure of the business. It is 
not surprising that the restrictions imposed by governments to 
combat the spread of the pandemic have become a risk for many 
of them [17]. The effect of the coronavirus on the business 
activities of SMEs around the world is tremendous. Governments 
have to put strict policies in place to curb the disease. These 
decisions cause challenges for SMEs such as cash flow, closure of 
the operation, dismissal of workers, changes in business strategies, 
and the search for new sources and opportunities [2]. In recent 
weeks, purchases of cleaning products have increased, and the 
population is recycling more garbage by staying at home. At the 
same time, they accumulate goods, make panic purchases, and 
some leave the cities to go to the countryside [13]. 

SMEs have to respond on multiple fronts. They must work to 
protect the safety of their workers and take care of the operations 
they perform. They are having an impact on the supply chain and 
need to move forward in these times of crisis [20]. The most 
common concern in SMEs we heard was a need for assistance in 
covering fixed operating costs: rent and mortgage payments, but 
also utilities and insurance [17]. Micro and small companies are 
less productive than large companies and have few financial 
resources to face this crisis. At this time of slowdown and possible 
loss of jobs, they must be prioritized as compared to large 
corporations. Forced to close in order to contain the contagion of 
COVID-19, some companies have announced layoffs and seek a 
way to reduce their costs during the suspension of activities [7]. It 
is essential to take action to ensure that fewer jobs are lost and to 
distribute subsidies to companies and workers to protect the most 
vulnerable.  

The virus does not discriminate, but its economic impact does, 
so it is necessary to guarantee policies that have the following three 
priorities:  

• Guaranteeing minimum income for the people most 
vulnerable to the crisis. 

• Providing employment protection. 

• Encouraging consumption, demand, production, and 
economic growth.       

In Mexico, we had a fragile economy and a low-budget health 
system even before the health emergency caused by COVID-19 
[16]. The President of the Republic, on two different dates, 
presented the list of welfare programs that minimize the economic 
and social effect of the pandemic. On April 23, a decree 
establishing austerity policies for the Secretariats and entities of 
the Republic until December 31, 2020, was issued [15]. In the case 
of SMEs, they receive benefits with the following points: 

a) 3 million credits are granted to individuals and small family 
businesses. 

b) Two million jobs are created. 

c) Fuel prices and taxes are not to be increased. 

The government has a very important role in disaster recovery.  
It manages aid and assistance programs, which provide a basis for 
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a faster recovery, and the economy should return to normal [21]. 
Predictions show us that the contagions will continue. It is the 
government's responsibility to have an adequate policy for the 
containment of COVID-19, in addition to ensuring that the country 
has better precautionary measures and preparations before the 
reopening of its borders [22].  

The job loss trend from the first case of COVID-19 detected in 
Mexico on February 29 is as follows [15]: 

• As of March 13, there has been a drop in the number of jobs 
covered by the IMSS (Mexican Institute of Social Security). 

• 346,878 jobs were lost from March 13 to April 6, of which 
62% no longer have access to health services, and the 
remaining 37.7% lose access after seven weeks. 

• 47.5% of the jobs lost from March 13 to April 6 occurred in 
medium-sized companies with 51 to 500 workers. 

5. SMEs Disruptions. 

No supply chain is infallible; they are subject to different 
factors that affect their regular operation. Among the possible 
reasons for this are the closure of plants, the lack of supplies, a lack 
of information, unforeseen situations such as natural disasters, and 
epidemics that not only curtail supply but also affect demand [23]. 
There is a great difference between large companies and SMEs. 
Large companies have plans for almost all eventualities. It is 
commonly accepted that SMEs can be disproportionately impacted 
by extreme events [24]. With technological advances in 
information processing, there is a greater dependence on networks 
in supply chains. Companies must incorporate actions to mitigate 
risks, guaranteeing the safety of the chains and being able to 
compete effectively [25]. 

Organizations must be flexible to change. They need to have 
strategies as to managing the volatility, and ambiguity of the world. 
Knowing how to manage business risks improves resilience and 
can be useful for any organization. By knowing the most 
significant risks, companies implement actions that allow them to 
act early [26]. The ISO 9001: 2015 standard explicitly addresses 
the identification and intervention of risks as a preventive 
mechanism of the management system. This norm helps eliminate 
potential causes, preventing their occurrence, and minimizing 
disruptions. Organizations must determine the risks and 
opportunities to fulfil the purpose of the quality system and thereby 
increase the trust and satisfaction of the interested parties [27]. 

Speaking of higher risks, we have to refer to the events of 
greatest danger for an organization, which are those of High   
impact / low probability. The reason is that such activities are 
unimaginable or of such rare incidence that they have never 
happened in recent memory, and they are not on the "radar" of risk 
managers. These so-called black swans are events that were 
thought impossible or that had never been imagined until they 
happened; experts mistakenly assume that the probability of a 
black swan is zero, when in fact it is not [28]. 

Any disruption has consequences on the performance of SMEs, 
whether in sales, production level, or profits. The authors divide 
disruptions into eight different phases: Preparedness, Disruptive 
Event, First Response, Initial Impact, Total Impact, Preparedness 
for Recovery, Recovery, and Long-Term Impact. The 

measurement of business resilience to disruptive events should be 
carried out before the event so we can act more quickly and with 
distinct guides to the problem [29]. For successfully managing 
disruptions, both pre-disruption and post-disruption approaches 
are necessary and need to be taken into consideration [30]. 

Disruptions allow organizations to have experiences that help 
them to have answers to future problems. Analyzing an incident 
helps to identify lessons learned and to understand supply chain 
risks. In this way, future outages will be managed efficiently, and 
partners will have to collaborate to obtain better results [31]. In 
recent years, the manufacturing of companies has been disrupted 
by earthquakes in New Zealand, air traffic closures due to 
terrorism in France, and volcanic eruptions in Iceland. Researchers 
are concerned about the increase in disruptions of the supply chain 
and its implications [32]. Many SMEs cannot survive after a 
disaster, so ensuring their survival during and after crises is 
essential. Governments should also learn from past disasters [33]. 
On March 11, 2011,  a great earthquake occurred in Japan and a 
tsunami that destroyed many houses and buildings. This event 
caused a 15% reduction in industrial production in the following 
months. Although the heaviest damage was on the east coast of the 
Tohoku and Kanto regions, companies in other parts of Japan were 
affected by supply chain disruptions [34]. 

Historically, many diseases, such as the plague, syphilis, 
smallpox, or influenza, have caused millions of deaths and caused 
panic in the world. In recent decades, the appearance of new 
diseases has created alarm and anxiety across the globe, affecting 
public health and the world economy. Countries with these 
problems must carry out inspections of all people at international 
airports, seaports, and land crossings [35]. In addition to human 
losses, epidemics threaten the free movement of people and goods 
in global supply chains. Contagious events almost always include 
medical and financial problems. They spread through human 
networks that are very often closely linked to supply chains. They 
affect several countries and multiple industries simultaneously. 
The weakest and least prepared companies are the most damaged 
[28]. 

Cholera in Peru, SARS in Vietnam, Ebola in Africa, and now 
COVID-19, which emerged in 2019 in China, are examples of 
global diseases that affect the economy of SMEs and cause fear 
among the population. The spread of the Coronavirus from China 
and its expansion to northern Italy, Korea, and the rest of the world, 
affects the industry in various ways. Mexican SMEs could be 
affected by the impact of the Chinese slowdown. Another risk 
factor is the possible shortage of products that affects the prices of 
many goods worldwide, so the Coronavirus is already considered 
a factor that Mexican companies have to pay attention to [36]. It is 
hard to imagine a world that is not changing because of 
coronavirus. The success of scientists, together with the political 
and social leadership, will determine the future. It is time to think 
about what we can do to help. It is a battle that tests our mutual 
responsibilities, our strengths, and our compassion [37]. 

Transportation risks are also a potential cause of disruption for 
SMEs in the supply chain. However, exporters (packers and 
wholesalers) are more vulnerable than other nodes in the supply 
chain [38]. Logistics is the engine of world trade; safety in the 
transport of goods appears as a critical element in its consolidation. 
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The World Customs Organization (WCO) developed a regulatory 
framework, to adopt the necessary measures to guarantee the 
integrity of transport throughout the supply chain against theft, 
piracy or terrorism [39]. In Mexican SMEs, the transportation of 
goods is a crucial element for the success of operations. 
Unfortunately, trucking theft has become a problem for 
entrepreneurs and a disruption for supply chains. According to the 
report of the Executive Secretariat of the National Public Security 
System [40] from January to September 2018, more than 8,727 
thefts of carriers were registered, which meant an increase of 
4.10% compared to the previous year, and 87% of these events 
were violent. These facts directly affect the competitiveness of 
SMEs, and managers must think about how to deal with it because 
now it is a risk every time their trucks hit the road to deliver to their 
customers. 

The first research on the impact of natural disasters on business 
appeared in the 1980s. The first was carried out in the United States 
after the 1989 Loma Prieta earthquake. SMEs are more vulnerable 
to natural disasters and can be affected in many ways. There are 
also interruptions related to public services such as electricity, 
water supply, sewage, lack of fuel, transportation, and 
telecommunications. Failures in public infrastructure make 
companies look for alternative logistical support that allows SMEs 
to function after disruption of this type [41]. Risks from natural 
disasters in Mexico are many; the National Center for Disaster 
Prevention (CENAPRED) [42] mentions in its report for 2017 that 
the estimated damages and losses amounted to 73,862 million 
pesos, a figure that was 400% higher per year, which impacted 
0.34% on GDP. The phenomena that most impacted the country 
were those of a geological type, with an earthquake of a magnitude 
of 7.1 degrees on September 19, representing 90.7% of the losses, 
and hydrometeorological events caused by cyclonic activity in the 
Pacific and Atlantic, representing 8.2 % of disasters. 
Manufacturing SMEs that were close to the epicenters were 
affected directly or indirectly without being able to do anything 
about it. 

It may be that each of the causes that initiates a disruption is 
unique. Still, they may have some aspects in common, so that 
understanding them helps orient collective action towards efficient 
and effective situations. What is lacking for SMEs to remain is to 
create conditions for permanence, growth, and transformation into 
mature companies [43]. These different causes are similar to what 
happened on January 19, 2019, in which teachers from the 
Mexican state of Michoacán blocked in six different points and for  

more than eighteen consecutive days the railroad tracks that 
connect the main ports of the Pacific: Lázaro Cárdenas and 
Mazatlan. Eleven states of the Republic were affected, and results 
included 252 stopped trains, 10 thousand immobilized containers, 
and 2.1 million tons of cargo affected, leaving many SMEs without 
supplies for several days [44]. 

Many lessons can be learned, but one of special concern is that 
most companies fail to recognize high-impact risks and as a 
consequence are not able to respond adequately [45]. After a 
disruptive event, companies must react and control the situation to 
stop the effects of the disruption as much as possible, and preserve 
the business structure and the most valuable assets [46]. 
Disruptions usually occur suddenly, and their impact is 

experienced over a long period, requiring much effort and 
sometimes the help of others [33].   

The design of a risk management strategy is the key to a well-
functioning value chain. This strategy must identify the potential 
sources of risks and the appropriate actions to prevent them or 
reduce the impact of a disruption. As long as the risks are better 
known, entrepeneurs can identify and prioritize actions to have 
greater resilience, sustainability, and profitability [47]. SMEs face 
constant risks that negatively impact all areas, causing losses and 
endangering their survival in the market. Risk management in the 
different stages of an SME supply chain should not be an isolated 
program, but part of the business strategy. The magnitude of the 
efforts required to control them will depend on the complexity of 
the operational activities and the size of the company. Most of the 
time, Small Business owners do not pay attention to this issue 
because of their company’s success in the market. 

Risks are interconnected with each other. For example, factors 
such as natural disasters that affect the supplier increase the 
producer's risk of not receiving the raw material he needs. 
Logistics operators can be affected by lower demand, which 
translates into wasted production capacity with lower sales, 
increasing their risk of liquidity. Finally, distribution and 
transportation can be affected by the need to lower their 
inventories. It is essential for the operation and performance of 
SMEs’ supply chain, to develop management strategies that 
identify the risks to which they are exposed, their probability of 
occurrence, and the effects they may have in a disruption such as 
COVID-19. In (Figure 1), a summary of the risks found in the 
literature review of each stage of the supply chain of SMEs in 
Mexico is made. The risks were classified into three areas: Inbound 
Logistics, Internal Logistics, and Outbound Logistics. In this way, 
it is easy to identify where outages may occur and take the 
necessary precautions. 

6. Resilience in SME's in times of COVID-19. 
In recent decades, resilience has become globally significant as 

the ability of a system to respond to change and continue to 
develop. This term has been used to describe and explain various 
life situations in different disciplines, and resilience is something 
that must be developed in the ecosystem, in humans, and therefore 
in organizations and specifically in supply chains [48]. The need 
for an "Antifragile" property is an imperative to ensure the 
business continuity and future success of SMEs in times of 
disruptive events. This concept originated from philosophy, and  

builds upon the Black Swan Theory, which describes unexpected 
and unpredictable events having a high impact in a world in which 
everyone believes that only white swans exist [9]. 

The word resilience comes from the English language and 
expresses the ability of a material to regain its original shape after 
being subjected to high pressure [49]. In the business world, 
resilience is understood as a crisis management and business 
continuity, as well as responding to all types of risks that 
organizations may face, ranging from cyberspace threats to natural 
disasters and many others [19]. Supply chain resilience is the 
adaptive capacity to prepare for unexpected events, respond to 
disruption, and recover from them by maintaining continuity of 
operations at the desired level of connectedness and control over 
structure and function [38].
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The elements to measure business resilience are the adaptive 
capacity of the company, vulnerability, probability of occurrence 
of disruption, time, level of recovery, commitment, and 
responsibility of the supply chain [50]. Companies seek to become 
stronger and find the formula to continue despite adverse 
circumstances [46]. Therefore, they assume two primary missions: 

1) Implementing strategies to face and overcome the adverse 
effects produced by those unexpected situations and, 

2) Developing protective barriers to face eventual future 
circumstances. 

Resilient companies are those that, in times of constant change 
such as economic-social crises or business globalization, perform 
better than others, and obtain benefits from adverse or unforeseen 
circumstances. Some companies are expected to emerge from 
intense crises, while others could weaken or even go bankrupt. In 
all these possibilities, those organizations that maintain a tendency 
to renew and perform better during the crisis are resilient [51].     
An organization with these characteristics has a set of capabilities 
aimed at carrying out robust actions in the face of a specific 
condition generated by unexpected and powerful events that 
endanger the survival of the organization [49]. The majority of 
business resilience risks come from internal factors in the supply 
chain, thus requiring strong collaboration. The level of resilience 
risks and barriers varies in SMEs according to their size [19].  

Many firms are struggling to survive during the pandemic, 
which focuses attention on the apparent failings of their business 
models and on how to build greater resilience in the future. There 
are new business opportunities [3]. Many questions that we could 
ask ourselves about the rapid closure of companies due to the 
pandemic have arisen. For example, how can we take better care 
of employees in such situations? Why weren't companies ready? 

How can companies and countries use this situation to improve 
their competitiveness? [13]. 

Diversified supply-chains across companies and geographies 
significantly reduce exposure. If firms are tied to single suppliers, 
the risk from disruptions should be carefully measured and 
contingency plans considered [14]. In most companies, inventories 
are stored for two to five weeks, with no additional deliveries. Each 
company has a different supply-chain strategy and ensures their 
delivery times. If the components do not arrive or their delivery is 
interrupted for a longer time, production stops. A resilient supply 
chain must align its strategy and operations to adapt to the risks 
that may affect it. Therefore, networking with providers is the key 
to resilience [20]. An SME that wishes to be resilient must carry 
out the following actions: recruit resilient personnel, define clear 
and precise positions and functions, have business strategies 
known by all members of the organization, establish quality 
systems, have an organizational culture with solid values, be 
attentive to economic trends, review consumer trends, and promote 
initiative and creativity among its staff [43]. 

Business certifications ensure that a business meets the 
requirements of governing industry standards. The pursuit of these 
certifications reinforces the commitment to continuous 
improvement, thus reducing risk in production and demand 
disruption and reducing trade barriers for firms. There is a positive 
impact of business certifications on firms' resilience. Certifications 
could be Hazard Analysis and Critical Control Point (HACCP), 
Good Manufacturing Practices (GMP), ISO 9000, among others 
[38]. Some Resilience Models have been used in SMEs 
worldwide. One of them is: "Healthy and Resilient Organization, 
HERO", a heuristic model that describes the functioning of healthy 
and resilient organizations. It is made up of three elements: 
Healthy organizational resources and practices, Healthy 
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employees, and Healthy corporate results. This model was created 
from the global context that refers to organizations that survive and 
adapt to crises, becoming more robust in the face of these negative 
experiences [52]. When evaluating risks in a Supply Chain, the 
SCOR (Supply Chain Operations Reference) reference model 
provides a common language in the areas of planning, 
manufacturing, distribution, and return. It includes a methodology 
that allows an analysis of the operations of the chain, helping them 
communicate company information, measure performance, and set 
improvement objectives. Being a reference model, it does not have 
a mathematical description or a specific method. Its usefulness lies 
in providing a standard of chain terms and processes to a model 
using performance indicators [25]. 

Using information technology during extreme interruptions 
can help people stay connected and ease their work situation. 
Lessons from the use of information technology by SMEs to 
support business continuity during COVID-19 help us minimize 
some of the risks of information flow throughout the supply chain 
[53]. The normality of December 2019 is not going to return. In 
many countries, the concept of omnichannel networks accelerated. 
People now work, buy, spend, and see their families digitally. 
Unexpectedly, COVID-19 has done more for digital acceleration 
than possibly anything seen in the last decade [18]. COVID-19 
showed the weaknesses of the business model that existed. Some 
of the changes that are being experienced are: People involved in 
the physical distribution of goods can become infected with the 
virus and stop global value chains. International air travel is 
limited, but most ports and sea routes remain open. Social 
distancing and controls for the flow of people create delays. 
Companies and governments have a shortage of critical goods and 
services because foreign suppliers are looking for their products 
with local customers [3].  

Some of the problems of lack of supply thanks to COVID-19  
indicate that if there had been a previous study on these issues, 
many problems could have been foreseen: A lack of laws to control 
price increases due to a crisis; mapping the supply chain and 
ensuring certified suppliers and products. Government 
procurement of health products. International supply assessment, 
trade barriers, and market capacity [54].  

Owners/managers must make the right decisions, which 
promote flexibility in SMEs and the ability to react rapidly in their 
markets. Another opportunity provided by COVID-19 refers to the 
possibility for continuous innovation through the development of 
new or better products, process and business models suggested by 
employees, customers and partners after the emergency. Also, 
SMEs could be redesigning and defining new strategies to meet the 
rising global demand for disinfectants, medical masks and other 
anti-Covid19 products [9].     

In June the SoyLogístico Association of Mexico [55] shared 
some recommendations based on the experience of its partners and 
executives from different supply chains to return to the new 
normal. They issued a document called: "Ten Operational Tactical 
Actions towards the New Normal”, in which some of the points 
that can support the logistical resilience and continuity of 
operations in Mexican SMEs are the following: 

• Define health and safety protocols so that employees work 
safely. 

• Analyze demand, align supply by adjusting sales and financial 
plans. 

• Analyze the financial situation of the company, and also 
eliminate or reduce inventories. 

• Review supply, and return to local suppliers instead of global 
suppliers. 

• Define an operating strategy throughout the supply chain. 

• Analyze the distribution of merchandise, review delivery 
restrictions, and ensure the requirements of distribution 
centres. 

• Analyze the transport of goods and last-mile deliveries. 

• Guarantee clear and continuous communication with 
collaborators, clients, suppliers, partners, and authorities. 

• Have a leadership focused on the achievement of objectives 
and results of collaborators, seeking to "humanize" 
operations. 

• Promote savings plans throughout the chain and define actions 
to digitize activities. 

7. Conclusion 

      World political and economic scenarios in this century are 
leading us to collapse. Economic downturns, competition, corrupt 
governments, damage to the environment, natural catastrophes, 
and now global pandemics are leading the world into uncontrolled 
free fall. Disruptions are not only increasing but are also more 
potent; the possibility of bankruptcy or closure of companies is 
escalating. Resilient thinking is not a game; it is a life-saving 
phenomenon for organizations large and small [56]. Although 
viruses like COVID-19 have the potential to do much damage, 
they are very simple invaders. When a large number of them enter 
our body, our defences go into action to attack them and keep the 
person alive [12]. The global pandemic is striking Mexican supply 
chains, more than ever before, communication, timely 
information, innovation, best logistics practices, and the resilience 
of the most robust links help them to resist this time of crisis. 

       In the short term, the effects of the Coronavirus on the global 
economy are substantial. The temporary suspension of production 
and supply chains has also had an impact on the evolution of 
various financial indices. If the adverse effects of the epidemic 
persist, countries must adopt fiscal, monetary, and economic 
actions that support consumers and small businesses that are most 
affected. The COVID-19 emergency reminds the world that it 
must be prepared for a crisis with risks to the health of the 
population [6]. It was clear that SMEs’ resilience requires 
partnerships and cooperation among firms, government, and other 
private organizations. It cannot be achieved by the business entity 
alone or by the government on its own [41]. 

     In current conditions where demand is changing and customers 
are more interested in digital commerce, having the right 
information technologies is important for the sustainability of 
company operations. SMEs must make efforts to be part of the 
digital economic ecosystem and use social networks to promote 
products or businesses. By promoting their brands effectively, 
they create online communities, knowing the preferences of their 

http://www.astesj.com/


A.G. Villagrán et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 63-71 (2020) 

www.astesj.com     70 

customers effectively and directly [57]. In these times of staying 
at home, consumer behavior has changed. Consumers are 
becoming more and more comfortable with digital technology and 
digital commerce. SMEs need to invest in data analysis 
technologies in order to know their customers effectively and 
offer them what they need [58]. The time has come for Mexican 
micro, small, and medium-sized companies to think about starting 
operations online. This option is the only way to guarantee their 
survival and development in the future. According to the Mexican 
Online Sales Association (AMVO), electronic commerce will 
grow by 59% due to the pandemic. If the benefits of electronic 
commerce are expected to be real in Mexican companies and 
consumers, some challenges have to be overcome, especially in 
logistics. The first is a lack of capacity of logistics infrastructure 
under normal conditions, and the second is the issue of the 
pandemic because demand continues to exceed expectations [59].  

     The Mexican government is in a race against time to 
implement a solid economic rescue plan. If it is not successful, the 
recession will be complicated, and access to financial markets will 
be restricted. The signs of President López Obrador are disturbing, 
placing the social and work life of citizens whose life has been 
altered by the pandemic at risk [16]. The priority must be to 
support individuals and small businesses urgently. Large 
companies are able to assume part of the cost of the crisis, 
especially those that are in sectors that may benefit. Companies 
with direct links to high government positions should be 
prevented from receiving financial support [7]. 

      The challenges resulting from the COVID-19 are not 
disappearing quickly, and government policies for assisting small 
businesses and managing a return to some version of typical 
activities continue [17]. A global effort is needed for the 
production and distribution of medical equipment, test kits, and 
respirators. Rather than each country trying to achieve this locally, 
a coordinated effort could accelerate production and ensure that 
life-saving equipment is distributed fairly [5]. Recent articles 
debate what the future holds, considering questions such as how 
long social distancing needs to continue, the social and political 
consequences of lockdown, and implications for supply and 
demand chain structures [54].  

      Future expectations are anyone's guess. The COVID-19 crisis 
has consumers and companies in continuous uncertainty [4]. 
Articles published in the popular press or social media discuss 
how the crisis is changing the way we live and work, and this is 
driven mainly by small and medium-size organizations that create 
innovative solutions for problems. SMEs have a unique role in the 
macro-environment when it comes to creating a path forward [8]. 

Many changes have affected the supply chains of 
manufacturing SMEs in Mexico. One has to discover new ways 
of managing them if one wants to survive in the modern world 
context. The delivery times and availability of materials and 
goods are changing due to COVID-19 because no one is 
manufacturing them. The risks of diversifying with more 
suppliers globally or developing existing suppliers have to be 
considered. SMEs are increasing their inventory levels to face 
future disruptions. Electronic commerce is a new way of selling 
their products, forcing SMEs to strengthen electronic platforms 
and their information systems. The distribution, reception, and 

delivery of orders must be reinvented, so as to avoid any risk when 
inspecting or arranging products in the warehouses. What seemed 
unlikely to happen is happening now, and logistics managers, 
company staff, and researchers on these issues have to reinvent 
models to make companies resilient. It is necessary to consider 
every risk encountered throughout the supply chain. 
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 3D city modeling may be considered as one of the key applications, that are provided by 
the Automated Feature Extraction (AFE) techniques from LiDAR data. The authors attempt 
to prove that with growing availability of LiDAR surveying methods the resulted 3D city 
models become the most significant modeled features for any urban environment. Our 
paper represents the conceptual multifunctional approach within the AFE frameworks, that 
has been introduced through consequent steps of the phased methodological flowchart with 
its two branches: High Polyhedral Modeling (HPM) and the Low Polyhedral Modeling 
(LPM) of buildings. Both branches result in the heavyweight models, and in the lightweight 
ones, correspondingly. The research purpose of this paper is to outline our multifunctional 
approach (functionalities of Building Extraction, Building Extraction in Rural Areas, 
Change Detection, and Digital Elevation Model Generation) to the fully automated 
extraction of urban features, and present our original contributions to the relevant 
algorithmic solutions within both HPM, and LPM pipelines, as well as represent desktop, 
web-, and cloud-based software elaborated for these intentions. Original enhancements 
and optimizations of the adopted AFE-techniques have been bounded to the phases of the 
methodological flowchart, while some derivative results have been presented not only as 
the software description, but also in the discussion chapter. Joint implementation of various 
functionalities in a web-based application (the Server) is presented with several interface 
samples of research in urban block and district scopes, while a cloud-based application 
(the Geoportal) is an Internet-toolbox for solutions in the scope of a whole city.  
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1. Introduction 

This text is a significantly changed extension of the work firstly 
presented as a conference paper [1].                       

The global world has been already transferring into the 
information society for several recent decades. It is quite 
acceptable to consider a Geographic Information System – GIS as 
one of the core tools of such transfer together with the relevant 
technologies of remote sensing, including LiDAR (Light 
Detection and Ranging) technique. It has been remarkable for few 
recent decades that exactly this period also has been featured by 
the continuing urbanization process, that still takes place 

nowadays in many developing countries. Numerous facts and 
phenomena indicate, that we may face the largest urban growth 
wave within the whole human history, which also concurs with 
prompt development of information technologies, remote sensing, 
computer sciences, geoinformatics, and GIS-platforms / modules. 
All listed entities could and should be involved in resolving of 
those drastic problems arisen within the urbanized areas, for 
example, by considering these territories as the hierarchical 
urban geosystems and making the corresponding decision support 
recommendations [2, 3]. Thus, even several highly challenging 
issues relevant to the Smart City development can be met in this 
way [4]. Moreover, the rapid growth of both remote sensing 
technique and GIS-technological involvement in surveying 
environmental consequences of the urbanization process has been 
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clear evident over the past few decades [5], while quite a few both 
approaches, and methods, as well as user interfaces have been 
developed [6-15].     

Urban features can be accepted as the core constituents of any 
virtual presentation for each digitally simulated city. A 3D City 
Model is the key formalized entity of the mentioned city content, 
and it enables effective and accurate 3D modeling of the 
urbanized environment with respects to housing sets and 
infrastructures [16-23]. Within the urban studies perspectives it 
can be possible to accept a 3D object / feature model as a work-
flow key issue of the GIS output completed from the urban remote 
sensing input. This assumption may be even more evident, while 
the discrete objects are considered as those modeled results, which 
are intended for a customized solution within the framework of 
one only, or several urban applications. In this meaning 3D 
modeling appears to become a key component within the common 
geoinformation paradigm [24]. It is considered be possible to 
accept a 3D city model of urban area as that entity, which 
corresponding environmental analog is placed within 3D urban 
environment described by routine urban features and structures 
with buildings as the dominant objects among them.   

Exactly for a couple of latest decades LiDAR (Lidar) data 
collecting processing technique has become an alternative (to 
areal imageries) data source for generating a 3D representation of 
natural landscapes and housing environments as well as the 
overall human-environment intercourse [25, 26]. Being able to 
collect directly the accurate 3D point clouds of various density 
over urban territories, the LiDAR technique proposes an effective 
and beneficial data source in this meaning. By the way, this is 
illustrated further in this text.     

There are Airborne (ALS), Terrestrial (Mobile - MLS), and 
UAV-LS (Unmanned Aerial Vehicle Laser Scanning) LiDAR 
techniques within the common remote sensing technology, that 
measures distances on the base of the time intervals between the 
laser signal transmitting / receiving. All ALS / MLS /UAV-LS 
mapping are surveying and mapping tools based on hardware 
platforms and software solutions [27-30]. The ALS lidar normally 
completes low-average density measurements of the underlying 
topographic surface, that result in the georeferenced, but 
unstructured set of points – lidar Point Clouds, while the MLS 
technique usually captures the walls – with a high resolution of 
façade details for buildings of different sizes. The UAV-LS lidar 
accomplishes high density measurements and can provide surveys 
that may be considered as hybrid ones, since it combines those 
output data, which can be provided by both ALS, and MLS Lidars.  

The automated feature extraction (AFE) methods are the 
derivatives of ALS / MLS / UAV-LS Lidar remote technique. 
AFE-procedures produce 3D city models mentioned above, that 
are positioned in three dimensions just because of the AFE-
method implementation. Since a common three-dimensional 
urban model may be a subject of more, than one hundred 
applications in various industrial domains [24], the AFE-
methodology itself can be hardly overvalued. Municipal 
management, urban emergency services, noise and other hazard 
mapping, visibility analysis city infrastructure inventory, 
population and energy demand estimation with building models 
are those key urban applications, in which 3D models obtained 

from LiDAR data through AFE procedures are in an evident 
growing marketing demand according to the obvious reasons. To 
meet this demand requirements an AFE-model should be of high 
accuracy [31], what in some cases implies a hybrid data source. 
The latter means either a “LiDAR + areal image” hybrid [32], or 
additional involvement of MLS / UAV-LS data processing 
procedures for detailed extractions of building façades [33].  

The main research purpose of this text is to outline with the 
phased methodological flowchart our conceptual multifunctional 
approach to the fully automated extraction of urban features, and 
present the original contribution to relevant algorithmic solutions 
within the modeling pipeline, as well as represent the web- and 
cloud-based software elaborated for these intentions.  

2. Previous Works Done due to Building Detection, 
Extraction, and 3D Reconstruction from LiDAR Data 

Fully Automated Feature Extraction, building Point Cloud 
segmentation, rooftop modeling, and 3D reconstruction of 
buildings, all have been among the main topics of thematic 
discussions in the remote sensing community through the relevant 
papers and on forums of various scales especially for the latest 
decade [26, 32, 34-42].   

Now, AFE is still a vitally crucial part of what is being done 
and what researchers and other professionals are attempting to do 
better within the LiDAR surveying / processing domain. How has 
it further been progressed with its technique recently? We may 
consider as a key issue for efficient AFE-results a provision of a 
bridge between MLS / UAV-LS lidars, from one side, and ALS 
lidar, from another, one and vice-versa. Without any further 
explanations just in this paper section, we may only express a 
somewhat trivial idea, according to which the composite models 
of urban features extracted may be considered as the most 
effective ones [43]. 

2.1. Overall AFE issues 

Because of ALS / MLS / UAV-LS joint surveying methods 
the automated feature extraction as a generating procedure for 3D 
urban models has become an evident alternative to the urban 
photogrammetry. It is a well-known fact, that besides various 
direct processing of aerial images, the Urban Remote Sensing 
(URS) (e.g., multispectral, hyperspectral ones [44]) traditionally 
provides the 3D building model generation from airborne-mobile-
drone photogrammetric point clouds, but the lidar surveying / 
processing approach deals with similar dataset structures. 
Moreover, the novel sensor technology with its lower cost in 
comparison with previous hardware has expedited Lidar 
involvement in urban studies. Significant pros for such solution 
may be that fact, according to which ALS / MLS / UAV-LS 
sensors can deliver point datasets with densities of huge range 
(from one up to several thousand points per sq. meter). Even with 
the lower edge of this density range, it is feasible to detect urban 
structures, their approximate boundaries, and other various man-
made features. Those models can be generated, which correctly 
resemble both wall, and roof structures. Many relevant methods 
for ALS / MLS / UAV-LS surveyed data processing have been 
proposed due to building extraction, detection, and 3D 
reconstruction [45-54]. 
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Once we already commonly classified the automated feature 
extraction approaches on the base of an input data source [1]. The 
first approach means processing the high-resolution airborne 
imageries with additional including of digital elevation models 
(DEM) into an AFE-pipeline [7, 55]. Although some significant 
results have been obtained, the “only aerial imagery” approach 
may be considered as that one, which does not perform well 
enough in the densely built-up urban areas, primarily because of 
shadows, landscape gaps, and unsatisfactory contrasts in various 
urban configurations. According to this, the AFE procedures 
based exclusively on the first approach may not be fully reliable 
for the robust practical usage [33, 56]. The second approach 
straightforwardly employs LiDAR data and produces improved 
AFE-results, if compared to the imagery-only methods [31, 35, 37, 
56]. What is more, this second approach implies an employment 
of very different techniques for processing ALS point clouds [57-
59]. Methods applied within the third approach combine in a 
common case both aerial imageries, and all kinds of LIDAR data 
(ALS / MLS / UAV-LS) so that to employ the complementary 
information from all data sources [33, 60]. 

The AFE complete algorithmic content implies the ground and 
vegetation detection, while the man-made feature AFE-technique 
has to use either single-, or multi-return ALS / MSL / UAV-LS 
range and intensity information with application of the various 
thematic algorithms, e.g., as: neural networks [61]; RANSAC (the 
RANdom SAmple Consensus algorithm) approach for extraction 
of feature plains [62] with its key modifications [63, 64], that have 
been successfully employed by the Polygonal Surface 
Reconstruction  method (the PolyFit) for feature reconstruction 
[65]; 3D Standard / Randomized Hough Transform (SHT / RHT) 
methodology that generally consists of three main steps: building 
points’ detection, detection of building planes, and these planes’ 
refinement [66-68]; implementation of knowledge-based entities 
[69]; the multi-scale approach [70].     

Besides all algorithmic solutions mentioned above it may be 
reasonable to emphasize the hierarchical terrain recovery 
algorithm, that may robustly provide distinguishing between 
ground and non-ground points within an input point cloud by 
implementing the “adaptive and robust filtering” method [50]. 
Within this approach it is necessary to consider the whole range 
of input data to evaluate a DEM of high resolution for further 
feature extraction steps using this relevant hierarchical strategy. 
Thus, road linear features can be identified by classifying signal 
intensity and elevation data. Not only discrete building boxes, but 
also network features can be detected and extracted then. For 
example, man-made features of the road networks can be derived 
using a customized transformation technique, and then validated 
with road lines and topographic shapes obtained from an initial 
Lidar point cloud. Further one can obtain the attributes of road 
segments such as their widths, lengths, and slopes by computing 
some derivative information and enhancing existing metadata in 
this way. Other man-made features, firstly, building models are 
created with the higher level of accuracy, which would correspond 
to various Levels of Detail (LODs), beginning from LOD1 
simplified box models and up to the models with internal 
partitions [71]. City Geography Markup Language (CityGML) is 
employed as a geoinformation data standard for presentation of 
the geometry and geographical data in digital models related to 
city buildings.  

We have already presented the High Polyhedral models (HPM) 
of buildings and the Low Polyhedral ones (LPM) [1]. These two 
categories not only are the components of the authors’ Lidar data 
processing methodology but also they are mentioned in the 
surveying section of this text only because HPM / LPM 
definitions reflect two significant mainstreams in the existing 
automated feature extraction. Obviously, these two dominant 
trends can be named with other titles by different authors.     

Mostly a literature survey already completed above concerns 
exactly the HPM issues. The latter imply the generation of 
building models consisting of numerous polyhedrons, and 
because of this the relevant modeled entities can be accepted as 
“heavy ones” – the heavyweight (HW) models, which are 
produced by the High Polyhedral Modeling approach. It means, 
an HPM-building model may be generated from up to more, than 
one hundred thousand of Lidar points. It may be reasonable to 
state that the HPM-procedures are primarily based on the Lidar 
point classification that one, which is not directly associated with 
clustering, while the LPM-operations – on the Lidar point cloud 
segmentation through clustering.   

The common work-flow of the HPM building model 
generation can be outlined as follows on the base of those 
literature sources that we have already referred to.  

At its first stage, the building footprints (building base 
boundaries) are detected by segmenting DEM data obtained from 
LiDAR for two general classes: ground class and non-ground 
ones. The bare ground as a grid is delineated upon this step. A 
well-known, so called “sequential linking technique” is often 
suggested to reconstruct building footprints into regular polygons. 
These polygons then are improved so that to reach the 
cartographical standards [52, 72].  

The so-called prismatic models are generated for those urban 
structures, which roofs are flat, and polyhedral models are created 
for those structures, which roofs are non-flat, at the second stage. 
At last, at the third stage, the vertical wall rectification operations 
should be applied, if there are sufficient MSL / UAV-LS or other 
correcting data in a relevant geodatabase for processing of this 
area-of-interest (AOI).  

These three introduced stages may overlap almost any LiDAR 
data processing workflow. Most urban attributes of these building 
models are obtained from ASL / MSL / UAV-LS data. All 
corresponding HPM AFE-algorithms, that conclude the three 
stages workflow referred to above, should be tested using several 
geodatabases of varying earth surface type, vegetation coverage 
type, urban area type and LiDAR point density. Afterwards, 
normally the most effective algorithm should be chosen.    

If we complete the general summary even for several 
overviewed HPM AFE-algorithmic results, this summary may 
demonstrate that in many urban territories the derivative DEMs 
accumulate most topographic details and remove non-ground 
features reliably enough. The transportation infrastructural 
network features are also depicted mainly satisfactorily even 
within densely built-up city districts. The extracted building 
footprints demonstrate to have enough positioning accuracy. 
Their estimated values may be equal to the accuracy obtained 
from data surveyed in field monitoring, while this traditional 
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surveying technique in many cases is a routine procedure of Lidar 
processed result accuracy evaluation [73, 74].  

2.2. Detection, Segmentation, and Reconstruction of Building 
Roofs 

The relevant modeling software tools can provide by a Point 
Cloud segmentation and clustering procedures of building 
detection and extraction the models of low-rise buildings 
preferably through rural areas and suburbs [1]. Simulating 
procedures stay within the Low Polyhedral Modeling approach, 
which is based on procedures of planar segmentation of Lidar 
point clouds rather, than on their classification (the case of HPM). 
The LPM building models produced are composed of not many 
polyhedral facets, and the number of points intended for a single 
model generation is limited approximately by a range from five 
and up to thirty thousand points maximum. Thus, the low 
polyhedral models can be considered as the lightweight (LW) ones. 
Overall low polyhedral modeling frameworks adapted to our 
LPM methodological approach proceed from the series of seminal 
papers in roof segmentation and reconstruction, therefore we have 
named this algorithmic technique as the SAS-methodology (the 
title has been abbreviated according to the authors of the initial 
approach) [35, 37, 75-77]. 

Methodologically we can reasonably define HPM as the 
automated extraction of a whole building, while LPM – the 
automated extraction of this building roof. A segmentation 
procedure of roof plains may be a key one within a corresponding 
AFE-pipeline titled for this section of our paper. This data-driven 
procedure was initially adapted for Lidar data from imagery 
processing [78]. Segmentation normally starts with applying 
clustering methods to Lidar point clouds [37, 76, 77].   

The automated extraction of a whole building can be normally 
fulfilled by three similar sub-procedures outlined above for roofs, 
i.e., building detection, building segmentation, and building 
reconstruction [50, 59, 70, 79]. Although, contrary to roof 
extraction, all three sub-procedures, which are related to a whole 
building, may not be evidently less distinguishable. The case is a 
completely automated process of a whole building extraction may 
not yet be reliable enough from a practical point of view, because 
of the great complexity of actual urban environment with 
tremendous variety of its configurations. Thus, a whole building 
fully automated processing may need to pass a longer distance to 
provide wider usage of available supplementary data sources, for 
instance, city ground plans or municipal architecture schemes, so 
that to significantly enhance an ultimate processed result.  

Somewhat more simplified methods, which provide roof 
extraction as equal to roof detection, are based on a Digital 
Surface Model (DSM). This model contrary to a DEM includes 
not only the ground, but the discrete features also. According to 
existing references, the DSM is calculated using an imagery and 
feature pyramids [80]. The finalized surface is refined then on the 
base of local adaptive regularizations. The roof detection step is 
grounded on the fact that a roof should be higher, than the 
neighboring ground – the topographic surface. This is normally 
estimated applying tools of the mathematical morphology to this 
DSM. The sliding window size technique involves the input 
information about the maximum roof size in its existing 
geographical extent.  

This “only DSM involved” method has been further specified, 
when the building roofs are segmented depending on their 
estimated complexity, and in the same way finally reconstructed 
[81]. Usually, two types of parametric models are used for simple 
building roofs in those cases, when a building possesses either a 
flat, or a symmetrically sloped roof [50, 82]. Within other variants 
prismatic models are applied for complex separate roof structures 
or to connected building roof sets.   

Two general classes of the roof extraction approaches are 
either the data-driven technique (e.g., SaS-methodology already 
mentioned above, and this technique also known as a generic of 
polyhedral technique), or the model-driven one (also known as a 
parametric technique). The latter implies some assumptions about 
topological and geometrical properties of a whole building model, 
generally, and due to a roof model, particularly. Two 
methodologies can contrast one to another in a categorical 
perspective: the data-driven method can be accepted as the 
geometrical approach (due to creating the roof geometry from the 
points of a given cloud), and the topological one. It is necessary 
to emphasize, that there is no a clear boundary between these two 
approaches [83]. Some researchers report the Hough transform 
technique within the model-driven segmentation methods [37], 
while other scientists recall it as one from the key data driven 
approaches together with region growing and RANSAC [66]. By 
the way, in the opposite case some fully automated approach has 
been clearly defined as a model-driven one, which applied for the 
3D model reconstruction with prototypical roof templates 
(CityGML LOD2) [84].     

The invariant moment technique has been applied for 
generation of the roof template library according to various 
building classes [46]. It is a quite known fact, that the model-
driven approach may fail, when the inhomogeneity of feature 
distribution within a point cloud leads to biased parameters. 
Therefore, extracted models of complicated, not ordinary building 
roofs are produced by using data-driven algorithms. These 
algorithms are normally based on segmented intersecting planes 
and operate with triangulated point clouds [35-38, 62-68, 85].   

It is a commonly known fact for the data driven approach, that 
most critical errors occur upon the determination of a total 
building roof outline, when trees are placed near a building box 
[62, 64, 66-68]. To avoid this issue various algorithmic 
approaches have been modified independently based on the 
detection and outlining of planar facets, e.g. [46]. A facet plane is 
normally determined by the point clustering procedure. A roof 
scheme is outlined by a connected component analysis. A key 
related assumption is that all the geometric model boundaries for 
roof segments are either parallel, or perpendicular to the main 
building disposition.   

Thus, it is necessary to emphasize onсe more, that it may be 
not reasonable at all to distinguish whole building modeling from 
its roof reconstruction, while only ALS data are involved. It can be 
the same or, at least, very similar procedure, if only façades are not 
generated from MSL / UAV-LS data sources. Also, this procedure 
may be both within the HPM, and the LPM frameworks.  In the 
mentioned context various researches suggested a boundary-based 
building / its roof extraction and corresponding TIN-based 
modeling and reconstruction [50, 86]. The buildings and their roofs 
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are reconstructed within this approach by triangulating each point 
cluster of identified facet candidates and clustering those 
fragmentary triangles into small patches, concluding piecewise 
planar fragments. Finally, the reciprocal intersections of the 
summarized planar facets are employed for extraction of building 
corners and for definitions of corresponding extracted feature 
orientations. A quite resembling technique have been used in our 
high polyhedral modeling for the building extraction [1].  

It may sound reasonable to conclude this literature review by 
mentioning again, slightly more in details, the Hough transform 
and RANSAC algorithms and making references to so-called 
“global solutions to building extraction and reconstruction” [87]. 
Most earlier reports of the Hough transform (HT) applications 
mainly concerned 2D mapping of point clouds, until the 
“extending generalized HT” was proposed that provided detection 
of 3D features in a point cloud [88]. Standard and Randomized 
Hough Transform methods are ones among the most popular 
techniques of plane detection [68], and it can be employed for the 
determination of more, or less precise roof plane parameters – the 
triplets selected are accepted as possible roof planes [89]. 
Comparison of one of the Hough methods – RHT with RANSAC 
demonstrates a significant advantage of the RHT in the processing 
accuracy versus computing time tradeoff [68]. 

The classic RANSAC (FB81 according to [65]), as it was 
already mentioned above extracts primitives from point datasets 
[62]. The high-quality geometric instances extracted are a subject 
for further polygonal surface reconstruction of various features 
with 3D geometry. Nonetheless there are still no proved evidence 
that either Hough, or RANSAC optimizations have been 
successfully applied for modeling urban areas [68], but even 
optimized RANSAC methods may lead to the numerous false 
plains [37]. Probably it would be right to affirm that RANSAC is 
that approach, which has faced almost the greatest number of its 
optimizing solutions among other point cloud detecting / 
segmenting methods. Even early optimizations of this algorithms 
provided the removal of up to a half the outliers resulted from a 
given data set [90]. Probably the best overview of this algorithm 
improvements together with one more original optimization has 
been given in [63].     

Despite all optimizations followed by rising algorithmic 
efficiencies, both HT, and RANSAC still hardly could be applied 
to more, or less significant urbanized areas, e.g. to the city district 
scope. To meet such challenge among number of other purposes 
sophisticated methods have been elaborated within the paradigm 
of “global solutions to building segmentation and reconstruction” 
[87, 91]. Roof segmentation and reconstruction have been 
consequently developed within the frameworks of this 
methodology. Both these two stages should be recognized as a 
solution of the appropriate energy functions’ minimization 
problem. Firstly, after an initial segmentation completed, every 
Lidar point has been accurately assigned to its optimal plane by 
minimization of a global energy function [87]. It was named “a 
global solution”, because the method could define multiple roof 
plains concurrently. After it, on the base of the segmented in this 
way roof planes another “global solution” has been developed and 
applied already for the roof reconstruction stage. The building box 
has been partitioned into volumetric cells, what allows to construct 
the roofs of the sustainable topology and the correct geometry [91].   

2.3. Generalizing LiDAR-Based Solutions in 3D Building 
Modelling  

We have finalized with building reconstruction reviewing 
AFE steps in the previous subsection of the text, while shortly 
mentioning in subsection 2.1 processing integrated data sources. 
According to number of references, reconstruction of buildings 
can be accepted as a complicated procedure of the digital 
presentation generation for those physical urban features, that can 
be extracted from Point Clouds and transformed into effectively 
structured 3D models with various attributes, while the quality of 
these models should be evaluated further [58, 86, 92, 93]. 
Generalizing or hybrid solutions in the mentioned extent mean not 
only the data fusion involvement [94, 95], but also using this basis 
for footprint extraction in the automated mode and its boundary 
regularization, since both operations are the basis for a roof 
reconstruction, and even for wall raising, when MSL data are not 
available.   

Four following groups of authors almost independently 
developed some interesting hybrid approach lied within the 
following workflow of five major algorithmic steps [37, 38, 96-
98]: A density-based algorithm of clustering for the individual 
building segmentation, which begins with footprint delineation; A 
rectified boundary-tracing algorithm is applied; A hybrid method 
for footprint planar patches segmentation developed; these 
methods select so-called “seed points” in the parametric space and 
generate the regions in usual (spatial) space; A boundary 
regularization approach that examines point outliers; Finally, 
reconstructing procedures are accomplished due to the topological 
and geometrical information about building roofs and using the 
intersections of footprint planar patches. 

This hybrid approach proceeds from that fact, according to 
which there are two main classes of methods applied to trace 
building footprint boundaries: raster-based method and vector- 
based one. By the raster-based technique, the point clouds are 
usually transformed into a regular grid, after it the image 
processing methods are employed to indicate, trace, delineate, and 
regularize the boundary and footprint edges [99, 100]. Upon the 
vector-based approach, that was developed quite long before, a 
simple string delimits the exterior boundary, while other 
parameters, representing the inner boundaries, are extracted from 
raw LiDAR data [101]. 

3. Original Methodological Approach 

3.1. Phased Methodological Flowchart 

While introducing the methodological basis of our complete 
R&D cycle (from raw ALS data processing to solutions of use 
cases with building models),  we stand on that broadly accepted 
point of view, according to which LiDAR remote sensing can be 
defined as the research and technological approach primarily used 
to obtain for further processing the information about the 
topographic surface, vegetation, and various features of the human 
infrastructure at a certain distance from an observer’s point 
(buildings, bridges, roads, powerlines, etc.) [25-27, 31].   

Due to the options and the necessities to cover large areas in the 
cities the ALS surveys obtain data from very different urban 
configurations,  that  can  be  distinguished,  initially,  by  building  
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Figure 1: Phased flowchart of the overall methodological approach 

geometries and by densities of sets of buildings. Probably two key 
types of the mentioned urban configurations are high-rise buildings 
of city downtowns and other central districts, on the one hand, and 
low-rise buildings of city suburbs / outskirts and neighboring rural 
areas, on the other hand. Two methodologically different AFE-
techniques outlined in the previous chapter of literature review – 
the High Polyhedral Modeling of buildings and the Low Polyhedral 
Modeling – should be applied to these two urban configuration 
types exclusively – HPM to high-rise building sets, and LPM – to 
low-rise ones. We can emphasize as a strong point of our overall 
R&D approach just this joint employment of these two technically 
different methods within the united building detection, extraction, 
and modeling methodology, what is resulted further in the relevant 
software elaboration with two different tools – Building Extraction 
(BE, for a case of HPM), and Building Extraction Rural Area 
(BERA, for a case of LPM). Some common features of both 

approaches and relevant software tools have been already presented 
in some of our previous publications, although we have not made 
yet an emphasis on an allocation of both HPM, and LPM within a 
unified workflow [1, 4, 43, 102]. Since in many cases Airborne 
LiDAR survey relies on existing territorial regularities of urban 
areas, it is often provided consequently – from city central parts to 
outskirts. According to this, if presenting our general approach as a 
phased methodological flowchart, it would be reasonable to accept 
the HPM as Previous AFE-Phase and the LPM - as Subsequent 
AFE-Phase (Figure 1): 

It is shown in Figure 1, that an activity diagram combines both 
HPM, and LPM issues, while an input is a raw LiDAR Point Cloud 
(Phase 0). Analyzing & Preprocessing phase implies evaluating 
point densities, survey induced and filtering induced errors, as well 
as checking a for a point cloud proper georeferencing. Two key 

Phase 0: Initial LiDAR 
Point Cloud Analyzing & 

Preprocessing  Phase 1: Choosing either 
HPM (by default), or LPM 

due to conclusions on 
Phase 0    

 

Phase 2: Provision of HPM with DEM generation by processing 
only ALS data and with the building footprint extraction for the 

relevant heavyweight (HW) models (Figure 2)  

Phase 4: If Phases 2, 3 are skipped, provision of 
LPM by processing only ALS data and using the 

third-party footprints for lightweight (LW) models  

Is heavyweight model 
quality acceptable? 

yes 

Phase 3: HPM 
with both ALS, 
and MLS data 
involved (Figure 3) 

no

Phase 5.HW: If Phase 4 is skipped, 
placing smoothed multilevel LOD2 

HW-models to a configured dataset in 
a proper location on the Geoportal   

Phase 4.1.: Roof Point Cloud segmentation either 
with restructured SaS- , or with optimized 

RANSAC-technique  

Phase 4.2.: Provision of roof planar segments’ 
adjacency with optimized SaS-technique  

Phase 4.3.: Building reconstruction from adjacent 
planes using either SaS building reconstruction, 

or PolyFit approach for generation of LW models 

Is lightweight model 
quality acceptable? 

Phase 5.LW: placing LOD2 gable and 
pitched roof models to a configured 
dataset in a proper location on the 

Geoportal   

no

yes 

Phase 6: Solution of 
thematic use cases on the 
Geoportal with HW- / LW -

building models 
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factors, that determine a solution to be made on Phase 1 (either 
HPM, or LPM chosen) are the territories of specific urban 
configurations, that are overlapped by .LAS files, and if the third-
party (OpenStreetMap, Microsoft, etc.) footprints are available for 
a given area.  

Phase 2 implies a provision of the phased flowchart HPM-
branch by processing only ALS data with extraction of the original 
footprints and with generation of HW-building models, which 
surfaces consist of numerous polyhedral facets. The output model 
quality is estimated by several algorithmic evaluating parameters, 
and in the web-software UI (a user interface of the Detailed Viewer 
tool) by comparison of building surfaces’ allocation in 3D space 
with their neighboring Lidar points. A procedure of such 
evaluation is illustrated further in this text. If model quality is 
accepted as either good, or satisfactory, it may be necessary to go 
directly to Phase 5.HW, since both Phase 3 (involvement of MSL 
data in addition to ALS ones), and Phase 4 (a whole LPM-branch) 
have to be skipped in this phased flowchart scenario. Phase 3 is 
accomplished, if MLS data employment can substantially 
contribute to the quality of HPM-building models with not only 
precise reconstruction of their facades, but also with increasing of 
overall sustainability of the high polyhedral model of a building 
by adding supplementary facets of its minor surfaces. Phase 5.HW 
is also a further target, if acceptable model quality is obtained on 
Phase 3, and, in general, if the most of HW-models are of 
acceptable quality. Then on Phase 5.HW these models are place 
to a configured dataset to a proper location on our Geoportal. A 
digital elevation model is generated within the HPM branch only.    

Phase 4 provides the LPM-workflow, which starts from Phase 
4.1, within which surface normal determination as an initial step 
of roof surface reconstruction within the SaS-approach, is 
accomplished. It is followed by a roof point cloud segmentation 
either in the updated SaS-methodological frameworks, or by a 
segmentation provided with the optimized RANSAC-technique. 
Both these choices are described further in the text. Phase 4.2 
represents preliminary solutions for the LPM-building 
reconstruction stage with our original contribution to building a 
matrix of roof planar segment adjacency. Phase 4.3 finalizes the 
building reconstruction stage by combining a building from 
geometric primitives extracted from a point cloud on the previous 
stages. If the most of LW-models of buildings with gable and 
pitched roofs are of acceptable quality, upon Phase 5.LW they are 
placed to a configured dataset of models to the Geoportal (it is 
defined further in this text). If the quality of the LPM output results 
is not acceptable, the HPM-pipeline is attempted as an alternative, 
and a repeated workflow starts again from Phase 2. The LPM 
branch of our overall methodological approach does not support 
the DEM generation functionality. 

An accomplishment of the overall approach is normally 
finalized on Stage 6 by solutions with HW- / LW- models of the 
thematic use cases on the Geoportal, what is briefly illustrated 
further in our paper.                    

Optimal LiDAR point density values that were empirically 
defined for processing techniques involved on Phases 2 and 4 are 
between 5 and 140 ALS points per sq. m. If MSL / UAV-LS data 
are added to our HPM AFE-pipeline, these data are thinned out to 

acceptable values by sophisticated thinning algorithms, although 
Phase 3 deals with up to several hundred of MSL points per sq. m.   

A sketch of our core algorithmic workflow of High Polyhedral 
Modeling is depicted in two flowcharts below (Figures 2, 3).  It has 
been elaborated within the frameworks of the integrated Building 
Extraction (BE) / Change Detection (CD) / Digital Elevation 
Model-Generation (DEM-G) pipeline of ALS / MLS / UAV-LS 
data processing. The complete algorithmic workflow depicted on 
the first flowchart (Figure 2) intends to extract both topographic 
surface, and urban features from ALS data arrays only, what 
corresponds to Phase 2 of the overall methodological flowchart 
(Figure 1).  

 

3.2. High Polyhedral Modeling for Building Extraction – 
Heavyweight Models  

Thus, a flowchart depicted in Figure 2 does explain the 
thematic content of the Phase 2 block of the phased 
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methodological diagram (Figure 1). Detailed consideration of this 
phase shows that initially the necessary preprocessing is 
accomplished within the first algorithmic block (ALS Range…). 
Then all Lidar points are separated for those, that belong to ground, 
and for other ones, that belong to non-ground features (block 
Ground detection…).  

Delineation of the original building footprints (as a valuable 
alternative to the third-party ones) is a crucially important 
component of the HPM pipeline (Phases 1-3, 5 Figure 1), and it 
is completed within the third block of the HPM ALS algorithmic 
flowchart (Footprint boundary detection) – Figure 2. The 
footprints extracted are a self-sufficient entity for a whole HPM-
ALS pipeline of Phase 2, and the following block (Building 
footprint boundary reconstruction) predefines modeling of a 
whole building, but the preliminary to this reconstruction 
procedures of footprint boundary optimization and more precise 
allocation have to be accomplished according to three sub-blocks 
of this block indicated by the bulleted records (Reconstruct 
footprint rectangles, Reconstruct footprint polygons, Simplify 
complex footprint boundaries). Thus, through processing upon 
this fourth algorithmic block building footprints are determined 
as quadrangles, rectangles, or routine polygons. Then “pretended” 
walls are arisen from the defined boundaries of footprints 
(Vertical walls…block). 

With the next algorithmic block (Building roof 
reconstruction….) the rooftops of buildings may be raised from 
these delineated boundaries and then corrected by the data of the 
same ALS point cloud used upon all five previous blocks of this 
flowchart (Figure 2). A building which has a flat roof is modeled 
in prismatic geometries (a bulleted record for a subblock 
Prismatic modeling – flat roof reconstruction). If a building 
possesses some complicated shape of its rooftop, it is modeled as 
a polyhedron (a bulleted record for a subblock Polyhedral 
modeling: non-flat roof reconstruction). As it was already 
mentioned above “HPM” means that initially reconstructed 
building facets consist of many polyhedrons and represent HW- 
models contrary to that solution (“LPM”), while LW-models can 
consist of few polygons only. According to the understandable 
reasons, HW-models are normally constructed and visualized as 
comparably heavier entities (from 20 to 150 thousand of points 
are processed per model). Thus, mandatory smoothing and noise 
removing should be evidently provided. For these aims our 
original contribution to a Delaunay refinement algorithm [100] 
has been employed. The corresponding “covering Delaunay TIN” 
is involved to algorithmic sub-blocks Polyhedral modeling: non-
flat roof reconstruction, then – to a subblock Remedy building 
walls.  

In the presented way we have just introduced the thematic 
content of Phase 2, which is in our methodological flowchart 
(Figure 1). As it has been emphasized above, if the output model 
quality (the finalized algorithmic block Models of 3D buildings 
with many polyhedrons) for the results based on the ALS data only 
is not acceptable Phase 3 of the phased methodological diagram 
should be involved.     

The initial input data for the HPM ALS / MLS / UAV-LS    
algorithm, which is core content of Phase 3, and which flowchart 
is presented in Figure 3, are as follows: 

• The points that have been received by ALS (x, y, z 
coordinates and RGB color attributes) Lidar survey. It is 
geoprocessed as a set of 3D point layers; 

• The points that have been received by either MSL, or by 
UAV-LS scanning, or by both (x, y, z coordinates and RGB 
color attributes). It is also geoprocessed as a set of 3D points 
layers;  

• The regular earth surface (a grid layer - a DEM), that has been 
generated upon the first algorithmic steps with existing gaps 
within those locations, where ground data are absent, is also 
accepted as an initial input for further processing;  

• The smoothed regular earth surface (a refined grid layer) as a 
DEM with gaps removed by chosen algorithmic procedures, 
therefore this surface is a continuous one.   

On the base of points’ distance to a smoothed DEM the HPM 
ALS / MLS algorithm of Phase 3 (Figure 3) separates raw Lidar 
points into two categories, as it is done in those procedures 
completed by the HPM ALS algorithm of Phase 2 (Figure 2). The 
first one contains the ground points that form “a ground level of 
this building footprint”. The second category contains non-ground 
points that are clustered with this building footprint. The relevant 
point cluster normally represents a single building or a tree. The 
upper blocks of the ALS / MLS algorithmic flowchart display all 
preliminary pre-processing / classifying steps that are provided 
(Detection of non-ground and ground points; Pre-processing; 
Classifying based on points’ coplanarity; Delineation of 
preliminary footprints) (Figure 3). On further classifying steps 
any Lidar point is assigned to be either a building point, or a non-
building one. According to this binary labeling the primary 
footprint extraction is implemented as a technique of obtaining 
building footprint polygons from ALS data exclusively, thus this 
procedure is completely the same in both algorithmic workflows 
(Figures 2 and 3). This operation is normally performed in two 
steps: generating preliminary footprints from existing grid gaps 
and extracting the exact finalized footprints from these 
preliminary ones. The preliminary footprints are extracted as No 
Data holes in a grid. It is reasonable to examine this extraction 
slightly more in details in comparison with other components of 
both algorithmic workflows. It is the content of the flowchart 
block ALS footprint (preliminary, exact) model (Figure 1). The 
following modeling-extracting steps are performed for 
preliminary footprints: 
1) An initial grid is divided into the blocks of a size not more 

than 4’000’000 cells. Neighboring blocks possess an 
intersecting part of the size, that is specified by the Max 
building size parameter. After this step each building block is 
processed detachedly;  

2) Each cell either is marked as a ground (where the surface grid 
contains some value), or not classified at all (where a grid has 
no data); 

3) Thus, assuming expandCount = (params-> 
MaxCorridorSize / (2 * cellSize) + 1; We expand the ground 
class on expandCount units in the urban metrics. Afterwards 
we expand No Data class on expandCount; This step 
separates single long buildings in their ribbon sets connected 
by urban corridors; 

4) Assuming expandCount  = params-> MaxCorniceSize / 
cellSize + 1, we expand No Data class on expandCount to 
join semi-attached buildings; 
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5) Consequently, we find gaps in a grid through 1)-4) and each 
of these gaps retrieves its own index. In this way, only those 
holes that are completely isolated, i.e. surrounded by the bare 
ground, are expected to be found; 

6) Afterwards, we should check each of gaps and store only 
those ones, that possess an area larger, than a certain 
threshold value specified in the preferences; 

Thus, we obtain the areal boundary for each gap considered to 
be a preliminary footprint. The exact footprints are generated 
proceeding from the preliminary ones and from some 
supplementary information of this point cloud. For every “exact 
footprint” several following steps are provided. 

1) All the points delineated by a geographical extent of some 
boundary (its size is the algorithmic parameter, which is 
equal to MaxCorniceSize) are selected for processing;  

2) All Lidar points, that are above the ground surface, but lower 
than 2 m above are classified as the ground points; 

3) After this, through all points the triangulated network is being 
built. Within this network all edges, which possess at least 
one junction, that has been classified as the ground, should be 
deleted.  

4) This triangulated network is divided for several connected 
segments by removing all the edges, that are longer than 
MinDistanceBetweenBuildings. All network segments that 
have an area more, than a minimal building footprint value 
(that is the algorithmic parameter), are assumed to be the 
footprints or building parcels;  

5)  The next algorithmic step is filtering trees. There are three 

possible customized options in this procedure:  
a) Tree filtration is turned off. In such a case this step is skipped; 
b) Applying preliminary filtration. The information about trees 

or non/trees is obtained from the classified source Lidar file; 
c) Applying to a point cloud our own classifying technique. 

Upon this fifth algorithmic step, the triangulated network is 
normally built through all points that are located inside those 
previously created footprints (preliminary ones). Then all vertical 
edges associated with this extracted from a point cloud entity are 
removed. The edge is supposed to be vertical, if its horizontal 
slope is more, than a certain threshold – a minimal angle, that is a 
parameter of the algorithm. After this procedure completed, the 
triangulated network is partitioned for several connected 
components. Then the points from components, which area is less 
than MinBuildingPartArea, are designated as non-building points, 
and are removed from the footprint entity. 

6) At the next algorithmic step, a new triangulated network is 
built through the points that belong to building parcels only; 
moreover, those vertical edges, which 2D length is longer 
than MinWallSize (the key algorithmic parameter) should be 
removed. The jointed polyhedrons with their aggregated 
areas, which are more than minimal building parcel area, are 
accepted as the footprints. 

7) The final step of the exact footprints extracting is expanding 
of their preliminary templates obtained through 1)-6). This 
step is necessary, since some building and infrastructural 
units, that are above the ground or above other constructive 
parts, are filtered out on the previous algorithmic step. To 
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expand a footprint template the iterative algorithm is applied. 
Upon every step of this algorithm those points, that have not 
been classified yet as a constructive building or the ground, 
are classified as a building in a case, when this point is nearer 
to a footprint, than some assigned threshold distance. 
Afterwards, all these points are added to a footprint, and the 
new expanded footprints are built as an external boundary, 
that crosses all points that were previously classified as 
building points. 

After all exact footprints are extracted from the preliminary 
ones (footprint templates), each of them should be checked for 
intersection with a source preliminary footprint so that to avoid 
topology errors. All those ones that do no intersect have to be 
filtered out. At the end of the block ALS footprint (preliminary, 
exact) model all Lidar points, that are located inside the examined 
parcels, and that do intersect, should be marked as the building 
points (in this way avoiding an extraction of other footprints that 
may be located within the same area). Finally, we accept the exact 
footprints as some planar parcels. The algorithmic step of their 
refinement is completed at the next algorithmic block A complete 
ALS model. The procedure of the planar segment refinement is 
quite lengthy therefore it may be a subject of description in 
another text. Thus, summarizing all stated above, we should 
emphasize that a preliminary footprint is an entity, which is 
extrapolated through the ground points without filling 
corresponding gaps at perspective footprint locations.  The exact 
footprints are built proceeding from preliminary ones and by 
providing outlined algorithmic steps.  

Just as in the HPM ALS algorithmic pipeline of Phase 2 
(Figure 2) our update of a Delaunay refinement algorithm has 
been employed. The relevant “covering Delaunay TIN” creation 
is completed in the flowchart blocks of Planar segment 
refinement, Footprint model / Pyramidal model, A complete ALS-
model (Figure 3). All algorithmic blocks mentioned above are 
provided for processing ALS data only and reconstructing only 
HPM-building roofs and some other supplementary constructive 
components.   

 The HPM AFE results of both Phase 2, and Phase 3 obtained 
by the Building Extraction software tool is a set of building 
models, each of them, as a rule, consists of few façades. The 
textures may be placed on these façades. Each of these 
heavyweight models is stored by .OBJ /.B3DM (“Batched 3D 
Model”) /.KML formats, but in the relevant software environment 
the main inner format is .OBJ. Each HW-model has its six 
mandatory components: 

• A footprint. It represents a smoothed 2D polygon, which 
allocates a building footprint; 

• A pyramidal model that is not draped. This model consists of 
several horizontal polygons at different levels. From every 
layer a vertical building wall is dropped to the previous level. 
From the lowest level the walls are dropped to the ground 
level; 

• A draped pyramidal model. This model is  the previous one, 
but each of its polygons has a texture. ALS points are only 
used for creating textures due to quasi-horizontal polygons 
(“roofs”). As far as creating textures for vertical polygons 
(“walls”) is concerned, preferably the MSL points should be 

applied to support a desirable level of details (LOD); 
• A complete model. This model is generated either by using of 

the detailed TIN techniques on the Airborne Lidar points only 
(A complete ALS model block – Figure 3), or by combining 
ALS results with the wall segments reconstructed on the base 
of MSL data and obtaining a combined model (ALS-MLS 
models merged); 

• Texture Mapping: draping textures on an ALS-MLS merged 
model; 

• Detailed and precise reconstruction and visualization of the 
finalized model with 3D building façades. 

The reconstructing operation for building façades is exposed 
by the MLS model completion block of the flowchart in Figure 3. 
The latter provides a necessary “noise clipping” procedure for 
building wall surfaces.Since if the distance threshold value, that 
means a metric length from a given Lidar point to an extracted 
façade, is either lower, or approximately equal to the points’  
density value, the reconstructed planar surface may be a set of 
outliers, e.g., small peaks. Exactly in this case a procedure of noise 
clipping should be provided.  

As it has been aforementioned already, the ALS models, on 
the one hand, and the MLS models, on the other hand, are merged 
at a certain point of the flowchart in Figure 3, just after the Planar 
segments refinement and the MSL model completion blocks, and 
before the Texture mapping block. This block means the 
penultimate  algorithmic step – texture draping on a merged 
model. In this way, for each modelу component, every polygon in 
the pyramidal model, the textures are being built. All those Lidar 
points that are located near the texture extent can be found. These 
points are projected on the roof / façade plane, and the coloring of 
the texture pixel is initiated.  All predeccor algorithmic blocks in 
the flowchart of are ended by the Detailed 3D reconstruction of 
building façades one. Finally, the results are being delivered into 
.OBJ and .B3DM formats, and a composite high polyhedral model 
can be displayed by the relevant visualizing software tools 
developed by the authors (Figure 4). It can be seen, that the HPM 
AFE  results in numerous polygonal segments, which represent 
quite a rough surface, only while zoomed in. Even a model of 
numerous polyhedrons can be impressively displayed by our 
provided visualizing technique. 

After completing the HPM-algorithmic workflow, a user 
obtains building models for display either in the ElitCore desktop 
application, or in the web-based  ELiT (EOS LiDAR Tool) Viewer 
with three levels of detail (LODs): LOD 0 represents a model 
footprint as its projection on the plane;  LOD 1 is a 3D object that 
exposes a building as a set of prisms - a pyramidal model;  
LOD 2 displays smoothed multilevel models in minute details 
(Figure 5). We have expressed an idea in the introduction to this 
text, that the composite (ALS / MLS-UAV-LS) model of 
extracted features may be the most effective one, primarily, with 
respect to user’ various applications in many industrial domains. 
Such a typically smoothed multilevel model of LOD2, a HW- 
model, may be like follows in the ElitCore desktop UI (a user 
interface) (Figure 5). Thus, despite visualizing rough building 
surfaces, if significantly zoomed in, while applying to the LiDAR 
data intentionally selected and refined by the ALS / MLS 
algorithmic workflow on Phase 3 of the overall methodological 
flowchart (Figure 3).   
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Figure 4: Results of the HPM ALS / MLS workflow displayed in the viewer of the web-based applications – building roofs of many polygonal segments.                             
The downtown of New Orlean, USA (a dataset from the EOS LIDAR Tool landing page: https://eos.com/eos-lidar) 

 
Figure 5: Model of one the historical buildings from the Ottawa downtown in the ElitCore desktop user interface 

The presented methods of the HPM on Phases 2, 3 is a 
completely original AFE-methodology elaborated by the authors. 
It has been implemented in Building Extraction (BE) (Figures 4, 
5) and Change Detection (CD) (Figure 6) functionalities of our 
both desktop, and web-based applications.  

3.3. Low Polyhedral Modeling for Building Extraction in Rural 
Areas – Lightweight Models  

3.3.1. Common issues 

Oppositely to the High Polyhedral Modeling technique our 
another AFE-approach is the Low Polyhedral Modeling method,  
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Figure 6: Results of the CD functionality application: new buildings (labeled as Changes in dark green color) as urban changes that appeared within one year’s time. 
Models of both new, and old buildings (labeled as Models in light grey color) are placed on a DEM generated. An area of Indianapolis, Indiana, USA (a dataset from 

the EOS LIDAR Tool landing page: https://eos.com/eos-lidar)   

On the finalizing building reconstruction stage theoretical 
basics of the PolyFit [65] have been effectively implemented in 
the applied solutions with web-software (Phase 4.3).  

We have mentioned already, that initially the LPM is intended 
to extract low-rise buildings in either rural areas, or city suburbs.  
Nonetheless, it has been successfully applied to various urban 
configuration even within central parcels of the large city areas. 
Because of the segmenting / clustering procedures that drastically 
decrease a number of polyhedrons as constituents of a model 
extracted, such model is titled as ”low polyhedral” one. We 
emphasized already, that these models are extracted, 
reconstructed, and visualized as the LW-models (approximately 

from 5 to 40 thousand of Lidar points processed per one entity). 
After completion these models are composed of only few 
polygonal planar segments. Models are reconstructed in this way, 
and each of them represents a lightweight modeled feature as a 
final solution.  

 Building reconstruction of low-rise constructive features is 
implemented as a finalizing procedure of building modeling (Phase 
4.3). This algorithmic stage begins with the adjacency matrix of 
roof plains generation, that exposes the connectivity of the 
delineated planar segments. Our original contribution to the 
formation of the plane adjacency matrix is described in the one of 
the following subsections of this text.  

Both roof interior, and exterior vertexes are determined. 
Topologically consistent and geometrically correct building models 
are obtained through implementation of the extended boundary 
regularization approach. The latter is based on multiple parallel and 
perpendicular line pairs, and just this approach expedites an 
achievement of the reliable building models.  The model precision 
can be effectively tuned, despite it understandably still depends on 
the data precision. In any case the model precision may meet the 
strict customer requirements. The low polyhedral model 
implemented corresponds to LOD 2 of the City GML standards [17, 
19, 22]. The following visual presents the main content and some 
attribute information of this LPM algorithmic result in the interface 
of our cloud-based software (Figure 5). A number of acceptable 
models among all LW-models generated is a criterion of going 
either to Phase 5.LW  with model output to the Geoportal, or Phase 
2 so that to repeat processing and modeling by shifting to the HPM 
branch (Figure 1).   
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Figure 7: The LW-models of buildings with gable and pitched roofs (pointed to by grey arrows) in a small town. The city of Lubliniec, Poland                                                         

(a dataset from the EOS LIDAR Tool landing page: https://eos.com/eos-lidar) 

3.3.2. Enhancing SaS-segmentation by restructuring its pipeline 

It is an initial content of Phase 4.1 of the phased methodological 
flowchart (Figure 1).  

2. To Assign unclassified points to the clusters. An addition of 
formerly unassigned points to a proper cluster might be a key 
procedure for various configurations of roof individual segment 
delineation. Some of these points might not be assigned to any 
cluster due to noise impact (a roof segment under a tree), or because 
of neighborhood nonplanarity on a seam between two or more roof 
slopes.   

3. To Separate parallel planes inside each cluster. Surface 
normal vectors are being clustered initially. A clustered entity with 
the same normal vector is created.  Thus, primarily a cluster is a set 
of planes, and a distribution of parallel planes into separate clusters 
inside this primary cluster takes place just on this step. The 
parameter D (from Item 1) is being computed for all points, and the 
latter are clustered. The output is a set of planes with the same 
normal vector, but on the different distance from the center of 
coordinates.  

4. To Split coplanar clusters using the Voronoi neighborhood. 
A segmented plane may combine those roof segments, that are not 
connected spatially, but other segments are between them. Such 
coplanar planes are separated on this step. Commonly, these Items 
5 and 6 correspond to the Separation of Parallel and Coplanar 
Planes step in [37]. 

5. To Remove small clusters (optionally – using the Voronoi 
neighborhood).  Small area segments can be left after separation of 
parallel and coplanar clusters. These features should be eliminated 
as the noise and clustering errors.  

6. To Remove the near-vertical clusters, because the modeling 
technique does not use them due to their unreliability.  

It is reasonable to emphasize intentionally that the Phase 4.1 
initial content steps 1-6 can be completed only for a point cloud of 
some robust density, that may lie within the earlier mentioned range 
of 5-140 ALS points per sq. m. 

3.3.3. Providing RANSAC enhancements                                           

It is another content of Phase 4.1, and the optimized RANSAC-
technique can be employed for a roof plane segmentation as an 
alternative to the SaS-approach, which has been somewhat 
restructured in comparison with an original issue in Item 1-6 in the 
previous subsection. We have already mentioned in the reviewing 
section of this text, that the RANSAC algorithm is able to extract 
a manifold of geometric primitives with different types of their 
shapes. RANSAC can deal with large number of outliers in the 
initial data, since this resampling method uses the smallest 
number of points necessary for estimation a given geometric 
primitive [62-64, 89, 103, 104]. Thus, the corresponding 
geometric primitives are obtained, if they approximate definite 
majority of points.    

Some debatable issues present in the initially attempted SaS-
segmentation, which appeared to be drastically sensitive to 
various outliers in the point clouds like, e.g., overhanging (above 
a building) trees. Because of this and due to the Lidar induced 
errors usually caused by sharp changes in the heights for the 
points belonging to the same feature, we have finally employed 
RANSAC with some editing of its general scheme. It may assist in 
meeting the challenges mentioned. For example, when the most 
points do not have the planar neighborhood, while the normal 
surface vectors, that are nonetheless found for the point minority, 
are located randomly, and this does not allow to delineate a 
corresponding point cluster for plane extraction.  

In the outlined case, the RANSAC shape extraction strategy 
gives an opportunity to delineate a planar segment even facing the 
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challenges mentioned, because the sufficient condition is a 
randomly drawn point set, that can be quite feasible for this 
drawing, and employed then for constructing planar segment 
primitives. 2D planar points and 3D non-planar points can be 
separated ones from others using this technique. Figure 8 shows 
the example of a building model, which planes have been 
segmented with the optimized RANSAC from a point cloud with 
numerous outliers. Then this model has been refined and 
efficiently reconstructed, and even an overhanging tree, that is 
comparable in its size with a building, has been removed. 

We have selected a following number of the basic RANSAC 
enhancements practicable for the ALS point cloud segmentation 
and implemented it in the relevant algorithmic pipeline embedded 
in our web-based software: 

• Number of iterations upon the planar facet-candidate 
selection is not a constant, but it depends on a qualitative 
value that is the Best Current Candidate Plane Index 
(BCCPI), a total number of Lidar points involved, and 
number of attempts completed yet. The purpose of the 
BCCPI value introduction is somewhat resembling to the 
RANSAC “score of the shape” [63], that also provides 
formalized estimation for the candidates of planar facets.    

• Any BCCPI value is defined as number of points within the 
delta-neighborhood of a plane minus the “penalty 
charges” for the point dispersion. Thus, the less is point 
scattering from a detected plane, the higher is a qualitative  

 
Figure 8: A building model reconstructed from the plains detected and 

segmented by the optimized RANSAC. A model is visualized by the Matplotlib 
python library. A building located in the city of Lubliniec, Poland 

 
value of a candidate plane; the bigger is the scattering, the 
lower is a value mentioned. This technique reasonably 
allows to prefer those candidates, which approximate well 
even a relatively small point cluster, but not those random 
plains, that cross a whole extent of a model and overlap a 
big number of points in its delta-neighborhood. It is quite 
significant especially for the gable roofs with minor angles 
between its two slopes, or for pitched roofs with small 
angles within each pair of this roof slopes. 

 in point clouds with low data noise, but instead, a 
threshold for the BCCPI values may be intentionally 
decreased for overlapped strips resulted upon the airborne 
laser scanning, when a flight changes surveying direction. 

• According to the improved RANSAC basics the point 
sampling for a plane-candidate may proceed from a whole 
point cloud with associated normal vectors, and the 
technique output is a set of planar primitives with 
corresponding point sets [105]. Such procedural content 
may cause some significant inaccuracy itself, while 
attempting to detect a plane, which may cross a whole 
cloud as explained above. Instead, we introduce the point 
sampling from a randomly chosen limited neighborhood. 
On the one hand, with this selection we still have the 
chances to approximate a big planar facet, if one does exist, 
on the other hand, we are expected to approximate some 
relatively small planar segment precisely enough, if a big 
one does not actually exist. If sampling neighborhood 
reduction is not provided, the probability that all three 
points, a point triple, would approximate (a key criterion of 
plane detection) one small planar facet has a low value. 

• A point triple should be checked for the degeneracy: if an 
area of their triangle is too small, then the probability of 
processing error is high enough, and the whole computation 
cycle may fail. Therefore, such triple is rejected, and   
another one is sampled.  

The overall structure of our optimizations of RANSAC is 
presented in the following Algorithm Pseudo-Code (Figure 9):  

1. Main cycle: 

working_set := input_points 
result_planes := [] 
WHILE len(working_set) < threshold: 
  plane_parameters, remaining_points := fit_plane_ransac(working_set) 

result_planes.append(plane_parameters)                                            
working_set := remaining_points 

 
2. Selecting candidate plane function (fit_plane_ransac) 
best_sample_quality := 0 
best_sample_size := 0 
best_sample := None 
iteration := 0 
WHILE probability(best_sample_size, points, iteration) < 
quality_threshold: 
  IF iteration >= iteration_threshold: 
    reduce_dispersion_influence_on_quality_estimation() 
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    IF check_quality_limit_reached() 
       BREAK 
    iteration := 0 
  p1, p2, p3 := select_candidate_points(points) 
  iteration := iteration + 1 
  IF NOT check_candidate_area(p1, p2, p3): 
    CONTINUE                   
  candidate_sample, candidate_quality := get_best_candidate(p1, p2, 
p3, points) 
  IF candidate_quality > best_sample_quality: 
    best_sample_quality := candidate_quality 
    best_sample_size := size(candidate_sample) 
    best_sample := candidate_sample 
 
3. Assessing candidate quality function – BCCPI value 
(get_best_candidate)  
plane_parameters, sample_points := fit_plane(p1, p2, p3, points) 
points_distance := get_distance_to_plane(plane_parameters, 
sample_points) 
distance_dispersion := mean(points_distance) 
quality := quality_influence * (len(sample_points) / len(points)) + (1 - 
quality_influence) * (1 - dispersion / plane capture_distance) 
 

Figure 9: The Pseudocode of the optimized RANSAC 

It has been determined that the optimal initial value of 
quality_influence may be 0.4, while the iteration step in 
reduce_dispersion_influence_on_quality_estimation is 0.1.      
 
3.3.4. Optimizing SaS-reconstruction by Voronoi Neighborhood 

One of our key contributions to the SAS-methodology 
corresponds to Phase 4.2 of the phased methodological diagram 
(Figure 1). It consists in the refinement of the optimized adjacency 
matrix obtainment on the preliminary stage of building 
reconstruction. This matrix is the most significant issue for the 
delineation of the adjacent planar segments in the model 
generated. Thus, we have enhanced the SaS-workflow by the 
extensive use of the Voronoi neighborhood for computation of the 
roof segment cluster adjacency on the building reconstruction 
stage. Although the authors of the original workflow referred to 
the Voronoi diagram only on the point cloud segmentation step – 
the Voronoi neighborhood Vp has been employed for the surface 
normal computation only [37, 76]. Applying to the Voronoi 
diagram on the building reconstruction stage, we remove both 
horizontal, and vertical gaps in the processed data, as well as 
mitigate the nonhomogeneous point density of a primary point 
cloud.  

The Voronoi diagram has been applied for the roof cluster 
adjacency determination and for separation of coplanar clusters, 
while the limited Voronoi diagram has been used for avoiding the 
side effects of the cluster adjacency determination. Also, the 
Voronoi diagram has been applied for the reliable identification 
of some traditional architectural constituents such as building 
awnings and or building overhands [102].   

The Voronoi neighborhood for the roof cluster adjacency 
determination means the obtainment of the planar segment 
optimized adjacency, on the condition that these segments are 
preliminary delineated. The authors of the SaS-methodology use 
the Voronoi diagram while providing eigenvalue analysis, and 

each point of neighbors are being delineated. Nonetheless upon 
computing the cluster adjacency these authors apply a routine 
distance between all pairs of points using the following formula 
[37, P. 1562]:   

  
d (P,Q) = min (d (pi,qj)) ∀pi ∈ P; ∀qj ∈ Q,                    (1) 

 
where: d(pi,qj) is a distance between any pair of points pi and qj , 
which belongs to two different  clusters P and Q correspondingly. 
The problematic issue of the SaS-approach like presented with (1) 
proceeds from a case of nonhomogeneous point cloud density that 
is a subject for clustering and segmenting.  E.g., a sparse point 
cloud, which is also worsened by the faults of surveying technique, 
reasoned the case, according to which clustered points appear far 
from the boundary of a cluster. In such a case a distance value 
(from (1)) fails to be proved, if it is checked by a threshold 
parameter. Consequently, this may be a reason for the errored 
adjacency determination and for the consequent   wrong model 
reconstruction.  Nonetheless, it may be not so wrong to conclude, 
that because there are no Lidar points between two delineated 
planar segments, which would belong to other clusters, these two 
segments are sooner adjacent, than not and their seeming “non-
connectivity” might be caused by the gaps and outliers in Lidar 
data only. This problem may be resolved by the adjacency 
determination with the Voronoi neighborhood. 

The possible solution can be based on the following 
assumption. Even in a case, when two points lie far from each 
other, and there are no those points between them, which may 
belong to the third cluster (besides a given pair of clusters), and 
the Voronoi cells of these two points have common edges, then 
this pair of points can be determined by their Voronoi neighbors. 
In another case, when there are points of one more cluster between 
a given pair of points, these points are not considered as the 
adjacent ones even, if they pass a comparative test by applying a 
threshold parameter large enough.  

On the base of all mentioned above and referring to an existing 
relevant example [106], we assume to consider as adjacent ones 
only those clusters, which points are neighbors within the 
Voronoi neighborhood. The only criterion is a case, when their 
Voronoi cells possess a common edge. Thus, we both solve a 
problem of data scarcity, gaps / outliers, and find a solution for a 
sparse point cloud. What is more, we get rid of a necessity of the 
enlarged threshold value introduction, but implement its 
definition by interpolating technique instead, since this value 
should be both big enough (not to remove the actual adjacent 
clusters), and small enough (not to define non-adjacent clusters as 
adjacent ones). In this way, we can significantly increase the 
applicability of our approach, and decrease its narrowness, e.g., 
when it strongly depends on point density and on the equitability 
or at least on the similarity of spatial distribution of the points that 
belong to two clusters. Moreover, the search of the Voronoi 
neighbors can be completed faster with such approach, because 
each point has a computed list of neighbors to be checked for their 
spatial acceptability. Thus, the overall algorithmic efficiency can 
be increased. It is only the first aspect of the overall LPM 
optimizing. The second one, that is not a less important solution, 
is introduced in the following paragraph. 
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While arranging the matrix adjacency in the frameworks of the 
SaS-technique, we define the distance between two clusters of 
planar points d (P, Q), as the minimum of all point possible 
combinations between two clusters distance (1). Then, m =| P | is 
a point number in the first cluster, and n =| Q | - a point number 
in the second cluster. Hence, a whole number of possible 
combinations to be computed in such a case is the m · n value, the 
product of the point numbers. 

 
Figure 10: A lightweight model of a building with the pyramidal roof and an 
outhouse reconstructed at the ElIT Geoportal in the location of the city of 

Lubliniec, Poland 

At this algorithmic step we suggest an alternative solution: to 
extend each of two clusters of planar points up to their mutual 
intersection, while a relevant linear segment of the cluster 
intersection is generated. Then we compute the distance between 
two clusters as the minimal distance of all possible measured 
combinations between points belonging to each of two clusters, 
from one side, and this linear segment of a cluster intersection, 
from another one. The statistical significance of difference 
between two mentioned values can be estimated. A combination 
number in this case becomes substantially fewer: the m + n value 
only, the sum, but not the product. It defines the significant 
simplification of the overall LPM algorithmic complexity from 
the quadratic complexity O (n2) (a case of the point product that 
defines number of combinations) to the linear complexity O (n) 

(a case of the point sum, that defines number of combinations). 
Decreased complexity provides the overall enhancement of the 
LPM-algorithmic efficiency.  

It is evident, that the better a roof segment matrix is optimized, 
the more sustainable number of geometric primitives (e.g., 
vertices) is necessary for the robust building roof reconstruction. 
The introduced update of the adjacency matrix computation 
provides the definition of some threshold levels between two 
clusters of coplanar points within a footprint boundary, which is 
accepted as a geometric analogue of the roof edge. These clusters 
should never intersect, and this circumstance causes an indefinite 
exit of computing guaranteed, if the traditional approach is 
attempted to provide. Otherwise, the updated LPM technique, in 
its turn, completes the modeled topological sustainability and 
geometric correctness of a building footprint and of its roof as 
shown in Figure 10. It displays a model example from a fragment 
of one from modeled CityGML LOD2 locations placed at our 
internet-resource – ELiT (EOS LiDAR Tool) Geoportal 
(http://elit-portal.eos.com/). The presented lightweight model has 
been selected for display, just because the relevant point cloud 
possesses quite a few non-intersecting planar segments, that is 
why the routine SaS-algorithm of reconstruction has failed while 
processing this data, but its update has succeeded – Figure10. 

Phase 4.1 and partially Phase 4.2 examined above deal with 
the point cloud segmentation stage in an overall processing 
workflow. Correspondingly, our prime LPM-concern has been a 
set of the roof segmentation operations, as it has been previously 
discussed for these two phases of the methodological diagram.  
Phase 4.3 provides the finalized stage of building modeling – its 
reconstruction, while Phase 4.2 grounds some substantial 
premises for it. We consider the urban feature reconstruction stage 
as presentation of building geometry and topology within a certain 
LOD with a defined number of feature segments.  That is why we 
have attempted to implement in Phase 4.3 one of the most 
interesting among other relevant theoretical technique – the 
polyhedral (polygonal) surface reconstruction (the PolyFit 
approach already mentioned in the literature review) [65, 107]. 

 
Figure 11: The PolyFit page selected among a list of other AFE-techniques in the menu TOOLS of the web-based software interface 
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This approach demonstrates, that reconstruction of geometric 
primitives from a point cloud can be treated as a binary labeling 
problem (what is, by the way, close enough to “global solutions” 
in the point cloud processing [87, 91]).  The method proceeds 
from the hypothesizing and selecting strategy and provides 
intersecting the building planes already segmented, then seeking 
for a necessary combination of intersected planes and getting a 
manifold polygonal surface model. Since in its segmentation stage 
the method is strongly based exactly on the RANSAC algorithm 
for plane detection, then by enhancing RANSAC plane primitive 
extraction and refinement, what has been introduced in this text 
above, we understandably contribute to making the PolyFit 
solution more robust.   

Therefore, constructing a whole pipeline for the PolyFit 
implementation in our web-based software, we attempted to 
employ on a relevant segmentation step both the original advances 
of the SaS-approach, and possibilities of enhanced RANSAC. Thus, 
the PolyFit appears to become one more AFE-option in the 
relevant menu option of our web-software package (Figure 11).  

4. Results: Software Elaborated for AFE Purposes 

The applied software solutions, that can be elaborated on the 
base of the presented multifunctional methodological approach to 
the generation of heavyweight and lightweight AFE-models 
(Figure 1) can be introduced as the robust results of this research. 
These software solutions are completed with the functionalities, 
which can provide the efficient support and realization of all three 
groups of advantages referred to above.  

4.1. Desktop and Web-Based Applications  

The ELiT (EOS Lidar Tool) Web-Based software is both a 
separate web-based (network) generator - ELiT Server (a landing 
demo-page available at https://eos.com/eos-lidar/), and an 
integrated component of EOS Platform-as-a-Service software - 
ELiT Cloud. The latter is the basis for ELIT Geoportal - a type of 
web portal used to find, access, and process LiDAR geospatial 
information, both primary, and resulted one, as well as provide 
the associated geographic services (display, editing, analysis, etc.) 
though the Web (http://elit-portal.eos.com/). Few examples of the 
ELiT Server interface have been already presented above (Figures 
4, 6,7, 10, 11). 

The congeneric to these two products is our desktop ElitCore 
package, which possesses even somewhat broader functionality, 
but can produce only the heavyweight polyhedral models (Figure 
5). The Building Extraction functionality implemented in the 
standalone ElitCore provides detection, extraction, and 
reconstruction of heavyweight models according to our general 
methodological workflow of the HPM AFE (Figure 1) and its 
algorithmic content of Phases 2 and 3 (Figures 2 and 3). It 
normally results in a DEM (“a bare ground class” delineated from 
an initial point cloud) and a set of urban features which are the 
discontinuous objects.     

All three mentioned software products are based on the 
sophisticated HPM / LPM solutions based on those complicated 
algorithms for Lidar data processing that have been introduced in 
the previous section of this text. Both ELiT Server, which has been 
implemented as a distributed information system, and ELiT 

Geoportal usually operate from the Web browser installed on a 
user's workstation.  

ELIT 3D city models as many other 3D models appear to be 
predominantly used for display; however, they are being 
increasingly employed in number of subject areas and for a large 
range of tasks beyond the visualization. In our previous 
publications, we sought to understand and present several use 
cases regarding their presentation not only on the ELiT Server, but 
also on the ELiT Geoportal with further utilization of these City 
GML LOD1 models for some tasks within and beyond model 
display [4, 102]. 

Our web-based software implies provision of the following 
ELiT tools as the functionalities of the distributed information 
system (these tools are shown in Figure 11 above): 

• The Building Extraction (BE) tool (a sub-page Building 
Extraction of the Tools page – Figure 11) provides the HPM 
building detection, extraction, and reconstruction through 
various sub-procedures pursuing the final sub-procedure of 
building reconstruction for high-rise buildings, preferably in 
city downtowns. Thus, the BE-functionality accomplishes the 
generation of heavyweight models, which have been already 
grounded and presented above (Figures 2-4, 6). The building 
extraction functionality is that option, according to which any 
single building construction may be detected, extracted, and 
reconstructed as a heavyweight model with further 
visualization by the open source Cesium 3DTiles library with 
a certain LOD and with relevant spatial, geometric, and 
semantic attributes. Key components of the massive urban 
environment can be simulated as the heavyweight models 
with minor details (Figure 12); 

 

 
Figure 12: A historical building in a downtown of Ottawa, Canada, visualized in 

the ELiT Server interface 
• The Building Extraction with Footprints (BEwFP) tool (a 

sub-page Building Extraction with Footprints of the Tools 
page – Figure 11) accomplishes the same HPM building 
extraction as the BE-tool producing the heavyweight building 
models. Oppositely to the previous tool, the BEwFP-
functionality involves the third-party data – building 
footprints (global maps as Open Street Maps, ESRI Imageries, 
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Microsoft footprints, etc.) instead of accomplishing its own 
ELiT footprint delineation described in 3.2 Section of this text. 
Normally the footprints input is an archived ESRI SHP vector 
file; 

• The Building Extraction Rural Area tool (BERA - a sub-page 
Building Extraction Rural Area located on the Tools page – 
Figure 11) provides “a classical pipeline”, by which we 
implement the SaS point cloud segmentation / building 
reconstruction methods [37] of low polyhedral modeling 
introduced in Phase 4.3 of the methodological flowchart 
(Figure 1). According to the SaS-pipeline and to its 
optimization described in subsections 3.3.2 and 3.3.4 the 
BERA tool accomplishes the hierarchical segmentation of a 
Lidar point cloud, refinement, and separation of extracted 
planes with further building reconstruction in rural areas and 
urban suburbs. As it has been already mentioned above 
(Subsection 2.2), the generated lightweight building models 
consist of not so many facets, and number of points involved 
in a single model generation is limited by a number from five 
to thirty thousand. Necessary limitation may be met by 
adaptive thinning at the cost of modeled details, if an initial 
value ranks over this quantity. The correspondence of a 
resulted model to an initial point cloud can be visually 
assessed for a conclusion, if it is modeled accurately or not, 
and if it is allowed to go to Phase 5.LW , or it is necessary to 
go back to Phase 2, and provide HPM instead of  with LPM 
(Figure 1). This quality estimation is provided with the ELiT 
Detailed Viewer (Figure 13). In case of acceptable quality, 
the point locations should not deviate on more than a certain 
distance threshold value from the modeled surfaces. An exact 
threshold is introduced, basing on the point cloud 
characteristics, e.g., on its density.   

• The Building Extraction Rural Area Polyfit tool (BERA-P  - 
a sub-page Building Extraction Rural Area Polyfit located on 
the Tools page – Figure 7) implements somewhat another 

algorithmic pipeline in comparison with the BERA tool. The 
RANSAC optimized clustering and segmentation is used on 
the initial building modeling (subsection 3.3.3). The 
hypothesizing and sampling strategy of the PolyFit basics 
[65] together with its finalized reconstruction of polyhedral 
models is applied to concluding building modeling. Our 
optimization of the RANSAC segmentation described above 
is embedded in the relevant workflow, that fulfils the BERA-
P tool. Its processing may take somewhat longer time, than 
the “ordinary” BERA tool does, but usually provides an 
increase of number of topologically correct and 
geometrically precise models among all output models in a 
dataset.  

• The Change Detection tool (CD - a sub-page Change 
Detection, which is on the Tools page – Figure 11) 
automatically detects block-, district-, and city- scope 
alterations in an AOI selected. Changes in urban architectural 
morphology usually happen through city areas over some 
significant period, if only it is not any catastrophic event of 
either environmental, or social demolition. The ELiT CD tool 
detects locations of changes in positions and shapes of 
buildings and infrastructures as 3D models with additional 
spatial information. Usually two Point Clouds (the 
temporally primary, and the temporally secondary ones) are 
compared. It is not BERA, but the BE-functionality is the only 
one that is involved in preparing two resulted modeled sets. 
The difference between two input point clouds is computed 
as the BE-output of the high polyhedral modeling (Figure 6).  

 
All those already listed ELiT functionalities are supported by 

the relevant web-API and by the Front-end web-interface for 
routine procedures of uploading, processing, and analyzing the 
initial data and for further downloading derivative data. The sets 
of modeled .OBJ and. B3DM entities (the latter are Cesium 3D 

 

 
Figure 13: The Detailed Viewer Tool for examining accuracy of a lightweight model according to point cloud content 
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Tiles component) have to be delivered to 3D models, and can be 
stored and visualized in .COLLADA, .KML, and glTF formats. 

According to the content of 3D Tiles specification a .glTF  is 
employed by .B3DM as its payload for delivering 3D building 
geometry. If data processed by ELiT Server, the results of all 
functionalities, BE, BEwFP, BERA, BERA-P, and Change 
Detection, are displayed by the ELiT Viewer.   

• The DEM Generation tool (DEM-G - a sub-page of the 
Tools page Figure 11) runs a generation of a field of topographic 
heights making a DEM / DSM grid (Figure 17). It means we can 
create a gridded surface from sample data, what is commonly 
referred to as the interpolation. According to the contemporary 
basics of topographic modeling the most accurate uniformly 
spaced DEM matrix can be compiled directly either from 
photogrammetric processing of remote sensing imageries, or by 
processing results of LiDAR surveys [8].  In other words, a series 
of irregularly spaced height points are acquired, from which 
uniformly spaced elevation benchmarks are interpolated. A 
created DEM we understand as a synonym of a digital terrain 
model, which simulates the bare earth surface with uniformly 
spaced z-values of heights within a DEM neighborhood. Our 
automated processing for generation of a DEM of high precision 
provides modeling topography of various genetic types, e.g., 
sand-eolian (as shown in Figure 14), glacial, fluvial, volcanic, 
topography of human impact, etc. Results of the DEM-G 
functionality are visualized in ELiT Viewer by the 
TerrainProvider option of the open source Cesium JavaScript 
library (Figure 14). 

4.2. Cloud-Based Application – ELiT Geoportal 

A common definition of the EliT Geoportal (EGP) as a cloud-
based application has been already done in the previous 
subsection of this text. We already explained in one of our 
previous publication the necessity of a geoportal as a robust 
solution for the web-GIS software promotion [102]. EGP is a kind 
of web portal used to transform occasional visitors of the EOS 
LiDAR web-site into the warm leads. The EGP site can be used 
to find and access the derivative Lidar information and relevant 
services for number of thematic use cases, that can be resolved 
through geospatial modeling, visualization, and GIS-analysis.  

 
Figure 14: Topography of sand dunes in Brazil visualized in the ELiT Viewer 

interface  (a dataset from the EOS LIDAR Tool landing page: 
https://eos.com/eos-lidar) 

Thus, the Geoportal can be also defined as the Internet-toolbox 
for resolving local, regional, national, and even globalized urban 
problems, i.e., by performing at very different scales. A routine 
Web-based map-server software usually allows only backups of 
mapping results. Nonetheless, for various domains of Urban 
Studies, which can be provided with our research and modeling 
technique [1], we do need a Geoportal Internet-toolbox associated 
with a web-based Geodatabase, that would allow us to sort, query, 
update, and delete both different features and data associated with 
these features. Such architectural and structural web-software 
scheme differs towards its more efficiency if compared with 
solutions of a common case.  Within these solutions some web-
based GIS application generator is developed, and it provides on 
the base of the routine database scheme the number of web scripts. 
Then it deals with a map interface and with a database, as well as 
with provision of interactive maps defined by a user [19, 108, 109]. 
Otherwise, the EGP may support an effective integration of a Web-
based GIS interface with a Geodatabase chosen within a web-
architecture. Spatial references and 3D regional layers are 
automatically chosen for a given territory. What is more, semi-
automatic generation of Web 3D Scenes according to a selected 
AOI can be provided. Owing to this architectural scheme, series of 
thematic EGP use cases are provided (http://elit-portal.eos.com/): 
Population estimation in an AOI based on 3D building models; 
Energy consumption estimation based on 3D building models; 
Visibility analysis in urban environment for various city 
development scenarios’ evaluation and comparison.          

5. Discussion 

Choosing either the high polyhedral modeling, or the low 
polyhedral one with corresponding generation of either HW-, or 
LW-models may be selected as introductory topic of the 
discussion, which summarizes our research.  

As explained above, in a common case, Phase 1 of the 
methodological flowchart (Figure 1) suggests either one, or 
another option according to environmental and urban 
configurations of a selected AOI.  

The LW-models are built exclusively on the base of ALS 
surveys together with input of the third-party footprints (Figure 7). 
The lightweight model accuracy exclusively depends on the 
segmentation quality and the reconstruction robustness. What is 
more, exactly clustering / segmenting procedures significantly 
define consequent LM-results. Application of the originally 
optimized RANSAC (Figure 9) has resulted not only in removal of 
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a point cloud outlier caused by a tree (Figure 8), but also in 
predetermined appearance of a building outhouse on the 
reconstruction stage in a finalized model, what cannot be 
guaranteed with the routine approach of segmentation (Figure 10). 

The comparative evaluation of optimized 
clustering/segmenting technique with both restructuring SaS-
pipeline (subsection 3.3.2), and with enhancing RANSAC 
(subsection 3.3.3) has been provided on the base of several ALS 
data surveys accomplished over the territory of the city of 
Lubliniec, Poland, in 2017-2018 (Figures 7, 8, 9). Table 1 is 
produced to compare the modeled results of the methods 
mentioned. Three different values of the key RANSAC parameter 
from Figure 9, plane capture distance (PCD), are used in meters, 
evaluating the position uncertainty for each Lidar point. 
Consequent iterations are completed for PCD=0.1, 0.2, and 0.3. 
The model quality is evaluated both by a visual comparison with 
a processed point cloud (as in Figure 13), and by customized 
estimating of algorithmic parameters. Modeling warnings 
designate partially correct models that have some flaws.  

Table 1: Comparison of the modeled results depending on clustering and 
segmenting method (a LiDAR point dataset on Lubliniec, Poland)   

# Method of 
clustering / 
segmentation  

Pro-
cessing  
time 

Total                                         
number  
of 
models 

Correct 
models 

In-
correct 
models 

Modeling 
warnings  

1 Original SaS 8 h 45 
min   

934 534 289 111 

2 Original 
RANSAC 

12 h 11 
min   

934 577 248 109 

3 SaS with 
restructured 
pipeline 

11 h 24 
min   

934 588 243 103 

5 Optimized 
RANSAC with 
PCD=0.1 

15 h 57 
min   

934 662 167 105 

6 Optimized 
RANSAC with 
PCD=0.2 

10 h 42 
min   

934 677 147 111 

6 Optimized 
RANSAC with 
PCD=0.3 

7 h 42 
min   

934 699 133 102 

Shown in Table 1 are the comparative statistics, which has 
stipulated the necessity development of the BERA PolyFit 
building modeling tool described above. The total number of 
models column has the same value for all records, since it is a 
number of building footprints obtained from a data provider for 
this AOI. Another almost constant column for all methods is 
number of partially correct models (Modeling warnings). The 
table shows, that for all other records the evidently best results are 
demonstrated by the optimized RANSAC with PCD=0.3 (Method 
# 6). The accuracy of the segmented roof planes follows from a 
selected clustering-segmenting method thus it does predefine 
either a success, or not on the stage of reconstruction. Therefore, 
this technique has been selected for the BERA-P tool. Briefly the 
most efficient RANSAC method according to Table 1 can be 
illustrated in the following way, if examining only one model (# 
43) from a dataset, what from Table (1) (Figure 15). 

Two different iterations of Method # 6, which present 
resembling results (the same number of up to seven face 
candidates), are illustrated, because it is the only method, that 
produces an acceptable number of similar results through various 
iterations. Lidar point as color-coded segments have ratios for 
each coded class. Ratio numerator is the number of break-line 
(non-planar points that do not belong to this segment due to the 
PCD value) points, while ratio denominator – planar points (they 
satisfy the PCD threshold). Methods ##1-6 (Table 1) have been 
compared with respect to similarity of various iterations like in 
Figure 15. Method # 6 meets criterion of the best efficiency in this 
respect.  The following illustration shows that this technique is the 
only tool (among all other from Table 1), that can provide the 
clustering-segmenting premises for reconstruction of a 
problematic roof slope, that belongs to model # 21 in the 
considered Lubliniec dataset (Figure 16). All other five 
techniques missed this roof slope.   

The finalized illustration of this text demonstrates an increase 
for up to 27% (41 acceptable among 62 all models versus 30 / 62 
ratio)  in a number of acceptable models for a small urban area in 
Washington, D.C. by providing Method # 6 as a software solution 
(Figure 17). 

 
Figure 15: Two different clustering / segmenting iterations of Method # 6 (Table 1) to a point cloud of model # 43, that demonstrate resembling results   
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Figure 16: The roof slope pointed by arrows segmented by Method # 6 for 

further reconstruction. A CAD model built from a Google imagery (to the right) 
is compared with a point cloud with quite weak correlation for this building 

segment, while ELiT LW-model reconstructed is to the left  

6. Conclusion 

Our paper focuses on the conceptual multifunctional 
(functionalities of Building Extraction, Building Extraction in 
Rural Areas, Change Detection, and DEM Generation) approach 
within the AFE frameworks, that has been introduced through 
consequent steps of the phased methodological flowchart. In 
general, a workflow presented that has been completely 
automated for building detection, extraction and modeling by 
processing ALS and MLS point clouds. Two approaches of the 
high polyhedral modeling, and the low polyhedral one, have been 
proposed as two phased branches of a united overall workflow. 
These two modeling mainstreams have been compared on the 
base of their resulted models: the heavyweight models generated 
together with their original footprints within the HPM 
frameworks, and the lightweight models that employ the third-

party footprints – with the LPM technique. With modeled results 
illustrated we have attempted to prove that the HPM branch can 
be appropriate for high-rise building reconstruction with either 
flat, or pitched roofs in densely build-up urban areas. The LPM 
branch – for modeling low-rise buildings with gable, or pitched 
roofs in either rural areas, or in city suburbs, as well as in small 
towns, i.e., in areas with thinned build-up. 

A plot of our overall AFE workflow has been presented as the 
content of the methodological flowchart phases, while its high 
polyhedral modeling branch has been described by the relevant 
core algorithmic pipeline separately for phases of ALS and MLS 
data processing. The ALS block of footprint extraction and 
delineation has been presented in details. Visual samples of HPM-
results processed by the Building Extraction and the Change 
Detection desktop and web-software tools have been provided.  

The low polyhedral modeling has been explained as the 
technique consisting of two consequent stages: the point cloud 
clustering / segmenting stage, and the stage of building 
reconstruction. Our methodological flowchart has presented 
detailed phases of the LPM implementation. The SaS, RANSAC, 
and PloyFit approaches have been adopted, and selectively 

enhanced for implementation in the web-software as Building 
Extraction Rural Areas and BERA-PolyFit tools:  

SaS-segmentation has been enhanced by restructuring its 
pipeline; RANSAC-segmentation has been optimized by both the 
introduction of the key BCCPI parameter, and by the adaptive 
alterations of rules due to the plane candidate “penalty charges”, 
as well as by introducing the point sampling from a randomly 
chosen limited neighborhood; the optimized RANSAC-
segmentation method with a certain parameter has been selected 
as the most efficient one among six compared methods on the base 
of results obtained for our key dataset; 

 

 
Figure 17: Comparison of modeled results, the number of acceptable models, produced by the BERA Polyfit Tool (with Method # 6 in clustering / segmenting 
algorithmic core - the left visual), on one hand, and by the BERA Tool (the right visual), on the other hand. A small urban parcel in Washington, D.C., USA 
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SaS-reconstruction has been optimized by the Voronoi 
neighborhood introduction, and thus obtaining the enhancement 
of overall algorithmic efficiency and the better optimization of the 
roof plane adjacency matrix. The Voronoi diagram can be 
accepted as a natural neighborhood without the necessity to 
specify its size. This property can be crucial for employing 
Voronoi neighbors within the reconstruction stage, while in the 
original methodology its usage is strictly limited to the stage of 
segmentation; 

PolyFit approach has been implemented in the BERA-P web-
software tool and proved to be as the most efficient one on the 
reconstruction stage if based on the optimized RANSAC. This 
issue has finalized our contributions to the low polyhedral 
modeling. 

Besides all mentioned above functionalities the graphic user 
interface of the original family of software products for LiDAR 
data processing has been introduced as desktop, web-based, and 
cloud-based solutions: ElitCore, ELiT Sever, and ELiT Geoportal, 
correspondingly. 

As far as future works are concerned the suggested algorithmic 
optimization and enhancements should be exercised through 
much more urban configurations, e.g., on those locations already 
placed on the ELiT Geoportal. Routine GIS-data consumers may 
employ the ELiT Server to search, access, and process their own 
Lidar data by the multifunctional tools in both block, and district 
scopes, and the data delivered to them by a provider. In such case, 
the ELiT Geoportal, as an Internet-toolbox, may serve an 
increasingly significant role in sharing derivative LiDAR 
information on the structure and spatiotemporal development of 
large human settlements, i.e., provide solution in a whole city 
scope. 
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1. Introduction  

This paper is an extension of work originally presented in 29th 
Annual Conference of the European Association for Education in 
Electrical and Information Engineering (EAEEIE) [1]. 

Operating Systems (OS) is one of the most fundamental 
courses in Computer Engineering, Computer Science, and 
Information Systems curricula. At the same time, students are 
faced with a lot of problems in learning OS basics, due to not fully 
understanding the wide range of techniques, strategies, and 
architectures involved in OS modules. The complexity and depth 
of concepts in this area requires a careful and detailed explanation 
from the educator in order to reach a better apprehending. 
Developing concurrent programs in an operating system 
environment (Unix, Linux, etc.) asks for students to already have 
prerequisite skills in both the C-programming and the operating 
system. Usually, such level of experience is difficult to be obtained 
at an undergraduate degree, thus a preferable approach would be 
to use a convenient and effective teaching tool that helps the 
students in their uneasy endeavor to apprehend and master the OS 
concepts. 

We have assigned the widely spread tools for studying OS into 
the following two groups: 

• Instructional Operating Systems 

• Visual OS simulators 

The systems from the first group (MINIX [2], Nachos [3], Xinu 
[4], Pintos [5], GeekOS [6]) run on real hardware and are too 
complicated to install and use. The main disadvantage of the 
instructional OS is the requirement students to be familiar with 
system-level programming in C, C++, Java or assembly language, 
and to be able to study large program codes (more than 4K program 
lines of Geek-OS and 15K of MINIX). Most of these systems do 
not have graphical visualizations, which makes them not very 
suitable for teaching purposes. In such cases, students spend a lot 
of time learning the systems themselves and how to use them 
properly.  

In contrast, the visual tools from the second group (SOsim [7], 
SchedulerSim [8], CPU Sim [9]) are easier to use and convenient, 
however, they present rather restricted and pre-specified abilities 
(e.g. simulation of just one OS module or subsystem). For 
example, the TROJAN [10] simulator helps in teaching 
multiprocessor organization, the cache utilization, and the network 
traffic issues, while SIME [11] visualizations focus on memory 
management, but without shared memory concepts. Additionally, 
some of these systems (Proc OS [12], Alg OS [13]) do not connect 
theoretical concepts to a running code. Others present simulations 
of only one example problem (e.g. the Producer/Consumer 
problem [14]). 

The authors propose a newly-developed by them OS teaching 
system named TOST (Teaching in Operating Systems Tool). It has 
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been created in response to the requirement of the educational tool 
to be straightforward to use, yet powerful enough, allowing the 
students to not only experiment with OS settings, architectures, 
and strategies but also to create and run any concurrent programs 
they want. This imposes the need for TOST to be developed as an 
integrated environment consisting of a code editor, a high-level 
language compiler, a virtual processor emulator, an interface for 
setting and modifying OS parameters, and a visualization of the 
content of the main OS tables.  

The structure of the paper is as follows: Section 2 is an 
introduction to TOST giving an overview of the TOST interface, 
the grammars of the built-in programming languages, the manners 
to develop and execute concurrent processes, as well as the ways 
to set and modify system options, and to monitor the system tables’ 
data. Section 3 is devoted to teaching Operating System basics, 
such as Process Management, Process Scheduling, and Memory 
Management. Section 4 describes the use of TOST in teaching 
Concurrent Programming concepts, specifically Mutual Exclusion 
(Dekker's algorithm, Peterson's algorithm, Test_And_Set 
instruction, and Semaphores), Interprocess Synchronization 
(Sleeping Barber problem), and Deadlock (Dining Philosophers 
problem). In Section 5, a student evaluation is presented. We 
conclude in Section 6 and discuss some further improvements to 
TOST. 

2. The TOST System 

The main objective of an educational tool in OS is to give 
students an inside view of the operating system. At the same time, 
in our opinion, the tool should meet the following basic 
requirements: 

• to operate on an accessible hardware and software platform  

• to support multiprogramming and concurrent processes 

• to be with a well-known interface 

• to support well-known programming languages with 
concurrency features 

• to allow students the experimentation with the basic OS 
parameters and options.  

TOST has been developed with exactly this idea in mind. It 
allows students to develop and execute concurrent processes, while 
at the same time they can change the basic settings of the OS (CPU 
scheduling, Quantum size, Memory management, Virtual memory 
strategies, etc.) and to monitor the main system tables (Processes, 
Blocked, Ready, Semaphores, etc.).  

The proposed integrated environment includes: 

• a multi-tasking, and a multi-window operating system 

• editors and compilers for two simple programming 
languages 

• a virtual processor emulator. 

The last TOST version is developed with Embarcadero® 
Delphi within Embarcadero RAD Studio 10.3.3 Rio. It has no 
installation procedure, the executable file of the tool is very small 
in size (less than one MB), and it operates on any MS Windows 
environment. TOST is easy to learn and use, and allows students 

to become familiar with the capabilities and the limitations of the 
built-in programming languages within a short time (about an 
hour).  

The first TOST environment is introduced in [15], while the 
focus of [1] is on using TOST in teaching mutual exclusion, 
synchronization, and deadlock. This paper expands the application 
area of TOST, describing its usage for teaching and learning OS 
concepts.  

2.1. Programming in TOST 

A general view of the current TOST main menu is depicted in 
Figure 1. 

 
 

 
 

Figure 1: TOST interface 

Using TOST, students can develop and execute concurrent 
programs in two simple programming languages - PASCAL-style 
and C-style. The grammars of these languages, consist of roughly 
twenty grammar productions only, which are presented in Figure 
2 and Figure 3 in Extended BNF (ISO/IEC 14977).  
program =  "void"  "main"  "("  ")"  body   
body =  [  {  type  identifier  {  ","  identifier  }  }  ]  block 
type =  "int"  |  "char"  |  "bool"  |  "shared"  |  "semaphore" 
block =  "{"  statement  {  ";"  statement  }  "}" 
statement =  block  |  assignment  |  if  |  while  |  read  |  write  |  lock  |  unlock  |    

init  |  wait  |  signal   
assignment =  identifier  "="  expression 
expression =  expr  [  (  "<"  |  ">"  |  "=="  )  expr  ] 
expr =  term  {  (  "+"  |  "-"  |  "or"  )  term  } 
term =  factor  {  (  "*"  |  "/"  |  "and"  )  factor  } 
factor =  [  "not"  ]  (  identifier  |  constant  |  random  |  "("  expression  

")"  ) 
constant =  number  |  """""  char  """"  |  "#"  ascii_code  |  "true"  |  "false"  
random =  "random"  "("  expression  ")"   
if =  "if"  "("  expression  ")"  statement   
while =  "while"  "("  expression  ")"  statement   
read =  "cin"  ">>"  identifier   
write =  "cout"  "<<"  expression  {  "<<"  expression  }   
lock =  "lock"  "("  identifier  ")"   
unlock =  "unlock"  "("  identifier  ")"   
init =  "init"  "("  identifier  ","  expression  ")"   
wait =  "wait"  "("  identifier  ")" 
signal =  "signal"  "("  identifier  ")" 
 

Figure 2: C-style language grammar productions 

program =  [  "program"  identifier  ";"  ]  body  "." 
body =  [  "var"  {  identifier  {  ","  identifier  }  ":"  type  ";"  }  ]  block 
type =  "integer"  |  "char"  |  "boolean"  |  "shared"  |  "semaphore" 
block =  "begin"  statement  {  ";"  statement  }  "end" 
statement =  block  |  assignment  |  if  |  while  |  read  |  write  |  lock  |  unlock  |  

init  |  wait  |  signal   
assignment =  identifier  ":="  expression 
expression =  expr  {  (  "<"  |  ">"  |  "="  )  expr  } 
expr =  term  {  (  "+"  |  "-"  |  "or"  )  term  } 
term =  factor  {  (  "*"  |  "/"  |  "and"  )  factor  } 

Run 

Programming 

Pause / Resume 
System Watch 

System Options 
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factor =  [  "not"  ]  (  identifier  |  constant  |  random  |  "("  expression  
")"  ) 

constant =  number  |  "'"  char  "'"  |  "#"  ascii_code  |  "true"  |  "false"   
random =  "random"  "("  expression  ")"   
if =  "if"  expression  "then"  statement   
while =  "while"  expression  "do"  statement   
read =  "read"  "("  identifier  ")"   
write =  "write"  "("  expression  {  ","  expression  }  ")"   
lock =  "lock"  "("  identifier  ")"   
unlock =  "unlock"  "("  identifier  ")"   
init =  "init"  "("  identifier  ","  expression  ")"   
wait =  "wait"  "("  identifier  ")" 
signal =  "signal"  "("  identifier  ")" 

 

Figure 3: PASCAL-style language grammar productions 

 

Figure 4: Process editing and executing in TOST 

In the text bellow we will use C-style only for the programs’ 
definition. 

The programming languages in TOST are exclusively for 
learning purposes and while they are quite simple, there are some 
features that need to be addressed: 

2.1.1. Types of variables  

Only a few standard simple data types integer, char and 
boolean are available for local variables, nevertheless, some data 
types for concurrent programming purposes are also provided. 
Variables from the shared type can be declared in a TOST 
program. These variables become common for all concurrent 
processes running in the system. A shared variable is unified, i.e. 
it can accept any integer, char or boolean values, as well as any 
data can be extracted from it. As a result, passing through such 

variable can also be used in order to convert data from one type to 
another. 

Another type of data used in parallel programming is the 
semaphore. In TOST we implement the original Dijkstra's 
semaphores concept [16]. A semaphore variable S consists of two 
properties - S.value and S.queue. The property S.value is a non-
negative integer, while S.queue is a FIFO list of identifiers of the 
blocked processes (process ID).  

Figure 5: Semaphore’s structure 

2.1.2. Statements 

Although TOST languages maintain only basic statements like 
assignment, conditional, loop and input/output, some statements 
for concurrent programming purposes are also available.  

The semaphore operations init, wait, and signal, which are 
defined below, are functions from the OS kernel: 

 

Figure 6: Semaphore operations 

Students can investigate the advantages and disadvantages of 
using the special assembly language instruction Test_and_Set [17] 
through the statements Lock (CS) and Unlock (CS), where CS 
(Critical Section) is a boolean shared variable. 

Function random(expression) which returns a random integer 
value from 0 to expression-1 can also be used in some 
synchronization primitives’ implementations. 

2.2. Processes Execution Management in TOST 

After the successful compilation, an object code file is 
generated (with COD extension) and it is ready to be run in the 
environment. The compiled processes can be started from the Run 
at the main menu (as well as from the editing windows). 

Figure 7 presents the general system view where in the Run 
dialog box students can select an object file to be executed, and set 
the initial parameters of the running process. 

 

S.queue 

 

 

 

 

 

 

blocked processes  
semaphore S 

S.value 

if (S.value > 0) 

  decrement S.value; 

else 

  block this process and add it’s ID in S.queue 

if (S.queue is empty)  

  increment S.value; 

else 

  unblock the first process from S.queue 

S.value = value 

init (S, value) 

wait(S) 

signal (S) 
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Figure 7: Process running 

Priority spin-edit box sets the initial process priority while the 
total process execution time (used in some scheduling strategies) 
can be entered in Time. By checking Background the students can 
specify the process visual mode (execution in a separate window 
or behind the scenes). Pressing the RUN button multiple times will 
cause the start of several concurrent processes. 

If detailed monitoring of running processes is required, a 
temporary "freeze" can be performed via Pause / Resume at the 
main menu. 

2.3. TOST System Options 

Some basic OS parameters can be set and modified while 
several processes are executed in a concurrent mode.  

 
Figure 8: System Options dialog box 

In System Options dialog box (Figure 8) students can modify: 

• Quantum Size: system time sharing quantum size in ms 

• Delay time: processes speed control 

• Memory scanning time: time interval of RAM scanning 

• Dispatching: current scheduling strategy 

• Memory Management: current memory management 
strategy – Real Memory, Virtual Paging or Swapping 

• Job Placement: jobs placement strategy in real memory 
mode 

• Page Replacement: page replacement strategy in virtual 
memory mode 

These modifications of system parameters allow real-time 
monitoring of how each of them affects the processes executed.  

2.4. TOST System Watch 

For achieving an OS inside view, while several processes are 
executed in parallel mode, students can monitor the information 
dynamics in selected system tables (Figure 9): Processes, Ready, 
Blocked, Memory Allocation map and Semaphores info. The 
information from each of the system tables is presented in a 
separate window, as it is shown in Figure 10. 

 

Figure 9: System tables Watch 

2.4.1. Processes 

The Processes table (Figure 10) contains the current Process 
Control Block of each of the existing concurrent processes.  

 

Figure 10: Processes execution and system tables monitoring  
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The information is presented in five fields: 

• File Name:  the name of the compiled object file 

• Process ID: an integer unique identifier of the process 

• State:  current process status – Ready, Running or Blocked 

• Priority: a real value determining the process priority 

• Remaining Time: the time remaining until the process 
completion. 

In this table, students can manipulate the priority or the 
remaining time of the selected process. 

2.4.2. Ready table 

The Ready table contains IDs of all processes with status 
"Ready”. It is possible (according the settings in System Options) 
to have up to 5 priority queues. Thus, students can experiment with 
scheduling strategies like Round Robin (one queue only) or 
Multilevel Feedback Queue [18] for the separation of the 
processes with different behavior (with more I/O operations or 
with more computations). 

2.4.3. Blocked table 

The identifiers of blocked processes and the names of 
semaphores/events, related to their blocking are presented in the 
Blocked table. In fact, these are FIFO-queues with blocked 
processes of all semaphores used. The information in this table is 
especially helpful when students have to monitor semaphores 
usage in processes synchronization, mutual exclusion and 
deadlock prevention cases. 

2.4.4. Memory Allocation map 

Important information about memory allocation and 
referencing is given by Memory Allocation Watch. When this 
submenu item is selected, the system periodically scans the TOST 
RAM and displays results in a separate window. This feature 
allows students to monitor a map of the memory blocks, where the 
occupied blocks are marked with the process’ ID. The detailed 
referencing of the pages in the virtual memory is also displayed. 

2.4.5. Semaphores information 

Semaphores Watch submenu item can be selected for 
monitoring all semaphore variables' current values in a separate 
window. This helps students to master the mechanism of using 
both binary and counting semaphores. 

3. Teaching Operating System Basics 

3.1. Teaching Process Management 

A process [2] is basically a program in execution. During its 
existence, the process goes through several different states, and the 
basic three are Ready, Running, and Blocked. 

Once students run several processes, they can monitor (as 
shown in Figure 10) their life cycles in the Processes (ID, the 
current State and the state changing), Ready (ID list of all ready 
processes), and Blocked (ID list of all blocked processes, and the 
event each process is waiting for) tables. 

3.2. Teaching Process Scheduling 

The act of choosing which of all the ready processes should 
be moved to the running state is not a trivial task [19]. It is known 
as Process Scheduling and is performed by OS Dispatcher. 

There are several goals of the process scheduling system: 

• to maximize the fairness according to the processes 
priorities 

• to keep the CPU busy at all time  

• to maximize throughput and to deliver minimum response 
time for all processes 

• to minimize resource starvation 

• to support a lot of interactive users 

• to minimize system overheads (OS CPU time, OS RAM). 

In fact, very often these goals contradict with each other, so the 
Dispatcher should implement an appropriate compromise [20]. 
Through experimentation, students are expected to gain 
understanding in the scheduling strategies and to be able to choose 
the most appropriate one, depending on the user's needs and 
objectives. In TOST students can change (at any time) the current 
scheduling strategy using Dispatching radio-buttons in System 
Options (see Figure 8).  

Scheduling disciplines of the two general categories are 
supported in TOST: 

Non-Preemptive Scheduling: once the OS assigns the CPU to a 
process, the process does not release the CPU until it has finished: 

• FIFO: Simplest scheduling algorithm with only one queue 
(see queue q1 in Ready). New processes are appended in q1 
where context switches only occur upon running process’ 
termination. Then the top placed process in q1 becomes 
Running. Students can monitor: 

o scheduling overheads are minimal 

o throughput can be low 

o no starvation 

o waiting time and response time can be high 

o no prioritization occurs 

o interactive users are not allowed 

• Priority: Whenever a scheduling event occurs, the 
Processes table will be searched for the process with the 
maximum priority number (the most important one), which 
will be the next one to be scheduled for execution. Students 
can monitor: 

o scheduling overheads are low 

o throughput can be low 

o starvation can occur in a busy system with many high-
priority processes in the Ready table 
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o waiting time and response time can be high 

o interactive users are not allowed 

• Shortest Job First (SJF): Dispatcher selects the process 
with the least estimated processing time to be executed. The 
estimated processing time in TOST can be set while process 
is initialized (Figure 7). Students can monitor how the 
algorithm increases throughput, and how the starvation can 
become a problem, in a system with many short processes 
in the Ready table. 

• Highest Response Ratio Next (HRRN): is a dynamic 
priority discipline proposed by Brinch Hansen to mitigate 
the problem of the large processes starvation. When CPU 
becomes free, Dispatcher calculates the priorities of all 
ready processes according to: 

Priority = 1 + waiting time / processing time 

and selects the high priority process to be executed. 
Students can monitor the priority calculations (in Processes 
table) which gives preference to short processes, but with 
each subsequent recalculation the priority of the large ones 
grows and they can be selected as well. 

Preemptive Scheduling: Dispatcher can interrupt a running 
process any time in middle of the execution and the process is 
returned back in the Ready table: 

• Shortest Remaining Time (SRT): is a modification of SJF 
with a preemption. When a new shortest process arrives 
Dispatcher interrupts the current process and assigns the 
CPU to the new one. Students can monitor that this 
discipline achieves maximum throughput in most cases, 
and the starvation is possible for large processes where a lot 
of small processes arrive. 

• Queues: By specifying the number of queues (Figure 8), 
students can set two strategies: 
Queues (1): Round-robin (RR): is a FIFO modification 
with the process preempting where Ready table is a queue. 
Dispatcher assigns a small time interval (Quantum) per 
process, then interrupts and appends it at the end of the 
Ready queue. When students set Delay time in System 
Settings they can monitor processes preempting in the 
Ready table in detail. When students run processes with 
different priorities, they can monitor how the more 
important processes are with proportionally larger quantum 
and get a better service, and the starvation can never occur. 
Queues (2-5): Multilevel feedback queues: In this case, 
processes are grouped according to their behavior - 
interactive processes vs batch processes, and processes with 
more I/O vs. computational processes. In order to obtain a 
balance in system’s resources utilization Dispatcher has to 
provide better service for interactive and I/O processes. 
Students can monitor in detail how processes pass into the 
multilevel set of priority queues (from 1 to 5) in Ready 
table. 
 

3.3. Teaching Memory Management 

In general, when discussing the topic of memory management 
[2], [19] the focus is on the virtual memory organization. However, 
before reaching this point, students need to understand in detail 
what the issues are in using the real memory organization. Only 
then they can comprehend why this kind of organization has been 
replaced everywhere by the virtual one.  

3.3.1. Real Memory 

Real memory organization is a classical (one of the oldest) 
memory allocation model according to which the process is placed 
in a consecutive memory blocks [21]. Each process takes up 
exactly as much memory as it needs, and due to the fact that the 
memory blocks have sequential addresses, process loading, 
executing and the memory releasing are extremely fast. Then 
"Where is the problem?" comes to be the next instructor’s question 
towards the students. 

Students are instructed to develop and try to run several large 
processes. Later, they run five small processes and with using the 
TOST feature Memory Allocation Watch, monitor the memory 
map with real memory organization. Then students kill the first, 
second and fourth process, so these memory blocks are freed. 
Figure 11 shows how the memory blocks occupied by a process 
are marked with its identifier.  

 

 

Figure 11: Memory allocation map 

Following these instructions, students quickly realize the 
deficiencies of the real memory: 

• A process cannot be started if it is even one byte larger than 
the available physical memory. 

• There is a low CPU utilization, due to the low degree of 
multiprogramming (number of ready processes loaded in 
physical memory). 

• The occurrence of memory fragmentation: In high 
dynamics of started and finished processes, the free 
memory area is broken into small parts, in which none of 
the ready processes can be allocated. Thus, a lot of memory 
blocks can remain unusable. 

In order to minimize the problem of memory fragmentation, 
the placement strategies First-fit, Best-fit and Worst-fit can be 
applied (Figure 8). To assess their usefulness students can run a 
new process and monitor its placement in the memory. 

Processes 1 and 
2 were here 

Process 4 was here 
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3.3.2. Virtual Memory 

Although the problem of memory fragmentation can be solved, 
other serious problems of real memory remain: small maximum 
process size and low degree of multiprogramming. 

Virtual memory organization allows each process to be divided 
into blocks (pages) while only a small part of the code and data 
(that are currently needed) are located in the physical memory. The 
physical memory is divided into blocks, which are called frames. 
Figure 12 illustrates a moment in the execution of a large process 
where Virtual Memory as Memory management is set (Figure 8). 

At that stage, students can monitor the occupation and 
references to the blocks (pages) in progress, with the memory 
scanned at a certain interval (0.5s for example). When the process 
starts, only a small part of its blocks are loaded - those that are 
needed at the beginning. Later, the OS loads additional blocks into 
the memory, those which are needed by the process but are not 
available. The blocks that the process refers to during the scan 
interval are colored red. 

 

Figure 12: Memory allocation and pages referencing  

Memory allocation map allows the instructor to clarify the 
principles of the locality [22] - Temporal locality and Spatial 
locality. 

Principles of the locality can be used for anticipatory paging 
(swap prefetch) to increase processes’ execution speed. These 
principles are useful when the optimal replacement strategy has to 
be chosen.  

In TOST students can set (Figure 8) and examine various 
replacement strategies such as Least Recently Used (LRU), Least 
Frequently Used (LFU) and FIFO. 

4. Teaching Concurrent Programming Concepts 

Even if the students are familiar with the theoretical aspects of 
parallel programming, in order to gain intuition about the subject, 
it is vital to be provided with examples of incorrect operation of 
competitive processes. Therefore, our approach is to firstly 
develop concurrent programs without any protections and then, 
analyze the faulty actions of the processes. Consequently, modify 
the programs in order to achieve correct results. In addition, to 
strengthen this knowledge, we solve and program some of the 
well-known toy-problems in concurrent processing. 

Representative examples of using TOST in teaching Mutual 
Exclusion, Interprocess Synchronization and Deadlock are 
considered in the next sections. 

4.1. Teaching Mutual Exclusion 

The parts of the concurrent processes where they access a 
shared resource are called Critical Sections (CS) [23]. Critical 
Sections must be protected by synchronization primitives, assuring 
only one of the processes can be in the CS.  

Figure 13 presents programs with no protection of the critical 
section. Students develop and execute an initialization process 
(init.txt), and two concurrent processes (p1.txt and p2.txt), 
incrementing the shared variable C 1000 times. After finishing the 
processes, the students can see the final result value of C = 1839, 
instead of the correct value of 2000. 

 

 

Figure 13: Concurrent processes with Critical Section 

After examining the reasons for the wrong result, the students 
transform the programs gradually, seeking the correct solution for 
synchronization primitives. Thus, they examine program versions 
with one, two, and three shared variables, and at last, they come to 
the consideration of the Dekker's algorithm (Figure 14). 

The Peterson's algorithm [24] is another well-known 
algorithm that students can try and compare with Dekker's 
algorithm. A simple solution of CS protection by the Peterson's 
algorithm is given in Figure 15. 

In Figure 16 a simple example of CS protection, using 
primitives Lock and Unlock, based on the hardware instruction 
Test_And_Set, is presented. 

The last example considered is the use of semaphores to protect 
the critical section (Figure 17). 
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(a) Initialization process (b) Process 1 
 

Figure 14: Critical Section protection by Dekker's algorithm 

 
(a) Initialization process (b) Process 1 

 

Figure 15: Critical Section protection by Peterson's algorithm 

 

 
(a) Initialization process (b) Process 1 

 

Figure 16: Critical Section protection by Test_And_Set instruction 

 Figure 17: Critical Section protection by a semaphore 

Figure 18 presents the contents of two main OS tables 
(Processes and Blocked) during the concurrent execution of three 
identical processes with the source code of Figure 17. Processes 
P1_S and P2_S are blocked, while the ready process P2_3 is inside 
the critical section. Students also have the possibility of monitoring 
the semaphore variable CS in a separate window 

Figure 18: Monitoring TOST system tables 

After finishing the processes, the value of the shared variable 
C is correct and equal to 3000. 

4.2. Teaching Interprocess Synchronization 

A good illustration of the Interprocess Synchronization is the. 
Sleeping Barber problem [25] depicted in Figure 19. As soon as 
the Barber or Client process reaches a certain point in the 
execution, it must stop and wait for an event to occur.  

Figure 19: Sleeping Barber problem 

void main() 
shared C, ReqP1, ReqP2, Turn ; 
{ 
  C = 0; 
  ReqP1 = false; 
  ReqP1 = false; 
  Turn = 1; 
} 

void main() 
int I; 
shared C, ReqP1, ReqP2, Turn ; 
{ 
I = 0; 
while ( I < 1000 ) 
  { 
    ReqP1 = true; 
    while ( ReqP2 == true )  
     If  (Turn  == 2)  
      { 
        ReqP1 = false; 
          while (Turn  == 2)  ; 
        ReqP1 = true; 
      }; 
            C = C + 1; 
    ReqP1 = false; 
    Turn  = 2; 
    I = I + 1; 
   } 
} 

void main() 
shared C, ReqP1, ReqP2, Turn; 
{ 
  C = 0; 
  ReqP1 = false; 
  ReqP1 = false; 
} 

void main() 
int I;  
shared C, ReqP1, ReqP2, Turn ; 
{ 
I = 0; 
while ( I < 1000 ) 
  { 
    ReqP1 = true; 
    Turn  = 2; 
    while (ReqP2 and (Turn == 2)) ; 
            C = C + 1; 
    ReqP1 = false; 
    I = I + 1; 
   } 
} 

void main() 
shared C, CS; 
{ 
  C = 0; 
  CS = false; 
} 

void main() 
int I;  
shared C, CS ; 
{ 
I = 0; 
while ( I < 1000 ) 
  { 
    Lock (CS); 
            C = C + 1; 
    Unlock (CS); 
    I = I + 1; 
   } 
} 

void main() 
semaphore  CS; 
shared  C; 
int  I; 
{ 
 I = 0; 
 while (I<1000)  
  { 
   wait (CS); 
       C = C + 1; 
   signal (CS); 
   I = I + 1; 
  } 
} 

void main() 
semaphore  CS; 
shared  C; 
{ 
  C = 0; 
  init (CS, 1); 
} 
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The problem can be stated as follows: In a barbershop, there is 
а barber chair and an area for the waiting clients with five chairs. 
The algorithms of the concurrent processes of the Barber and the 
Client include the following steps: 

Barber: 

1) The barber signals that he is ready to work (free). 

2) The barber sits on the barber's chair and sleeps, waiting for a 
new client (indoor bell). 

3) The barber gets up and waits for the client to sit on the barber's 
chair. 

4) The barber begins the haircut and signals when he completes 
the work. 

5) The barber waits until the client leaves the barbershop 
(outdoor bell). 

6) Go to 1. 

  
(a) Initialization 

 
(b) Barber            (c) Client 

Figure 20: Sleeping Barber solution 

Client: 

1) The client checks if there is a free chair in the waiting room 
and eventually waits until a chair is available. 

2) The client signals that there is a new client (input bell). 

3) The client is waiting for the barber to be free. 

4) The client frees the chair in the waiting room. 

5) The client sits on the barber's chair and signals that he is ready 
for a haircut. 

6) The client is waiting for the barber to complete the haircut. 

7) The client gets out of the barber's chair and leaves the 
barbershop (output bell). 

The first thing students have to do is to identify processes 
synchronization events and implement one semaphore variable for 
each of the controlled events. Then they develop three programs - 
Initialization (for setting semaphore values), Barber, and Client 
(Figure 20). 

The implementation of the synchronization of one barber’s 
process and eight clients’ processes are depicted in Figure 21.  

 

Figure 21: Sleeping Barber execution monitoring  

According to the information in TOST system tables: 

• the barber is busy (Semaphores: Barber = 0) 

• a client is seated in the barber chair (Semaphores:     Sit = 
1) and waiting for the barber to complete the haircut 
(Blocked: Finish) 

• five new clients are in the waiting room (Semaphores: 
Clients = 5) and all the chairs are occupied (Semaphores: 
Chairs = 0)  

• all five new clients are waiting for the barber (Blocked: 
Barber) 

• two clients are waiting for a chair outside of the barbershop 
(Blocked: Chairs). 

4.3. Teaching Deadlock 

The Dining Philosophers toy-example [26], depicted in Figure 
22, is often used to analyze the synchronization and deadlock 
problems in the concurrent processes execution, as well as to 
demonstrate the approaches for solving them.  

The students solve this problem by developing five programs 
(for the philosophers) while the correct access (mutual exclusion) 
to the shared objects (forks) is implemented by semaphores. The 
example programs for the first two philosophers are presented in 
Figure 23. 

 

void main() 
semaphore Chairs, Barber,  
                  Client, Sit, Finish,  
                  Out;  
{ 
    init ( Chairs, 5 ); 
    init ( Barber, 0 ); 
    init ( Client, 0 ); 
    init ( Sit, 0 ); 
    init ( Finish, 0 ); 
    init ( Out, 0 );   
} 

void main() 
semaphore Chairs, Barber,  

Client, Sit, Finish, 
Out;  

{ 
    while (true) 
  { 
     signal ( Barber ); 
     wait ( Client ); 
     wait ( Sit ); 
     signal (Finish ); 
     wait ( Out );    
   } 
}  

void main() 
semaphore Chairs, Barber,  
                   Client, Sit, Finish,  
                   Out;  
{ 
    wait ( Chairs ); 
    signal ( Client ); 
    wait ( Barber ); 
    signal ( Chairs ); 
    signal ( Sit ); 
    wait ( Finish ); 
    signal (Out );   
} 

There are 5 chairs available 
The barber is not available 
No new client 
No one is sitting in barber's chair 
The barber has not finished work 
The client has not come out 
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Figure 22: Dining Philosophers problem 

 

Figure 23: Phil_1 and  Phil_2  program samples 

 

 

Figure 24: Dining Philosophers execution 

TOST allows students to monitor (Figure 24) how philosophers 
are waiting for the forks (in Processes and Blocked) and how they 
take and put the forks on the table (in Semaphores). 

Another aim of the Dining Philosophers problem is to 
demonstrate the prevention of Deadlock.  

Students can monitor how in the case of all philosophers taking 
a fork with their right hand, while expecting the release of a second 
fork, a Deadlock occurs (Figure 25 and Figure 26). 

 

Figure 25: Dining Philosophers Deadlock example 

 

 

Figure 26: Dining Philosophers Deadlock example (Circular Wait) 

Students have to find a solution and save philosophers from 
starvation dead. One idea is to break the fourth necessary condition 
for Deadlock - Circular Wait [27]. Students apply this approach 
by reprogramming Phil_1 (Figure 27) and introducing the general 
requirement for all processes to request resources in ascending 
order only. 

wait for the fork occupy the fork 

void main() 
semaphore FORK5, FORK1 ; 
{ 
while ( true ) 
  { 
       cout << "T" << #13; 
      wait ( FORK5 ); 
      wait ( FORK1 );  
        cout << "E" << #13;   
      signal ( FORK1 ); 
      signal ( FORK5 );  
   } 
} 
 

void main() 
semaphore FORK1, FORK2 ; 
{ 
while ( true ) 
  { 
       cout << "T" << #13; 
      wait ( FORK1 ); 
      wait ( FORK2 );  
        cout << "E" << #13;   
      signal ( FORK1 ); 
      signal ( FORK2 );  
   } 
} 
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Figure 27: Phil_1 program – before and after changes 

5. Students’ Opinion 

Trying to improve the quality and usefulness of the integrated 
environment TOST, moreover to get better results from its usage, 
we also rely on end-users’ opinions. For this reason, in a span of 
two consecutive years, we conduct qualitative surveys with 
students at the end of the course. The survey used a 5-point Likert 
scale and is based on a relatively small sample of 131 bachelor 
students. The summary data for user acceptance of the presented 
tool are in Table 1. 

Table 1: Opinion Survey Results 

Survey questions A B C D E 

I like TOST environment 2 13 30 55 31 

TOST is easy to learn 0 3 15 40 73 

I think that programming in 
TOST is complex 

75 29 11 12 4 

TOST is visually very attractive 7 22 26 61 15 

Overall, I am satisfied with the 
TOST approach to studying 
Operating systems 

5 11 15 41 59 

Overall, I am satisfied with the 
performance of the TOST 
environment 

9 9 12 21 80 

The installation process of 
TOST is quick and easy 

0 0 3 5 123 

TOST often freeze, crash, or 
does not behave as expected 

106 9 11 4 1 

Overall, I am satisfied with the 
experimenting with TOST 
example solutions in 
understanding concepts related 
to Mutual Exclusion, 
Synchronization, Deadlock, and 
Operating system in general 

4 2 3 111 11 

I think the interface of the TOST 
environment is user-friendly 

8 5 39 57 22 

TOST is successful and effective 
in stimulating Operating system 
algorithms and strategies 

0 0 0 95 36 

 
A: strongly disagree 
B: disagree 
C: undecided 
D: agree 
E: strongly agree 

Based on the data presented, it can be assumed that the 
responses are positive. According to the majority, the TOST 
environment is easy to learn and use, user-friendly, useful, and 
supportive for their understanding of the fundamental concepts of 
operating systems and the problems concerning concurrent 
programming. 

6. Conclusions and Further Research 

Learning the concept and basic principles of Operating systems 
poses a great challenge to Computer Systems and Technologies 
students. In this paper, the authors present an integrated 
environment named TOST, specially designed to be used in 
Operating systems and Concurrent programming courses at Ruse 
University. A description of the TOST environment and a 
demonstration of how it can be very effectively used in teaching 
Operating systems principles are discussed, as well as some of the 
TOST features that address the learning of Mutual Exclusion, 
Interprocess Synchronization, and Deadlock.  

The TOST includes a time-sharing operating system with 
compilers for two simple and easy to use programming languages. 
There are shared variables and semaphores variables for 
concurrent algorithms development. The ability to monitor the 
real-time information from basic OS tables allow students to gain 
a better apprehending of the algorithms, concepts, and theories 
behind the design, construction, and insights of operating systems.  

The presented environment might be extended in the following 
directions: 

• developing a built-in file system with a set of file allocation 
methods and management strategies; 

• developing a spooling system for mediation between a 
process and slow peripheral devices; 

• implementing complex data types and subroutines for the 
programming languages integrated. 

We have been using TOST for several years in the Department 
of Computer Systems and Technologies at Ruse University and the 
student’s feedback and results are positive. The lack of any 
installation procedure, the small size, and the ‘copyleft’ license 
allow TOST to be obtained and used without limitation and with 
full inclusivity. 
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 Technology is advancing faster today than ever before with evidence of its impact in all 
facets of our lives. With the spread of the novel COVID-19 pandemic across the world, 
schools were closed as part of lockdown measures to contain the virus thereby disrupting 
academic curricula. Academic institutions leveraged ICTs to virtually engage students and 
teachers. Technology adoption will become a new reality for teaching and learning 
processes. However, the choice of adopting and not adopting this technology is based on an 
individual’s decision on the benefits or risks in using this technology. The objective of this 
study is to find topical and relevant studies that have been conducted on technology adoption 
in education. A systematic literature review was adopted to classify and evaluate articles 
that fits pre-specified selection criteria using Google Scholar and IEEE databases. 132 
papers were found to match the search criteria and filtered to 17 articles using applied 
exclusion criteria. Current research highlights the trends in technology adoption and 
provide empirical evidence of applications that have been used to implement technology in 
educational settings. This research also adds to new literature on COVID-19 in relation to 
its effect on academic curriculum across the world. Future research will investigate areas 
that can be expanded and improved on to leverage the benefits of ICTs to limit the adverse 
impact on the performance of teachers and students in the event of a disruption to academic 
activities. 
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1. Introduction  

Technology adoption is the choice of an individual to acquire 
and use an innovation. Technology is advancing faster today than 
ever before with developments such as cloud computing, robotics, 
Internet of Things (IoT), Artificial Intelligence (AI), Machine 
Learning (ML), etc., opening fresh opportunities for value creation 
and contributing to our life experiences. There is a consensus in 
both industry and academia on the growing importance of 
technology as a robust means for survival in today’s fast-paced and 
knowledge-driven world [1]. Evidence abound of its success and 
impact on teaching and learning via documented research studies 
[2-4].  

Moreover, adopting or rejecting a new technology is based on 
an individual’s perception of the benefits of using the tool to 
achieve a goal [5, 6]. Although technologies are advancing, the 
decision not to adopt has been categorised by poor innovation 
implementation, high cost, high failure rates, maintenance, poor 
technological planning, inadequate stakeholder participation [6-8]. 

An understanding of the factors affecting an individual’s choice to 
adopt technology is essential both for stakeholders using these 
technologies as well as creators and producers of such 
technologies. Several theories and models exist to allow us 
understand the acceptance or rejection of a technology by an 
individual: This includes but not limited to Technology Adoption 
Model (TAM), Innovation Diffusion Theory (IDT), Unified 
Theory of Acceptance and Use of Technology (UTAUT), etc. [9].  

The present research aims to fulfil the objective: To provide a 
summary of studies to determine the level of technology adoption 
in an academic setting. On this basis, a systematic literature review 
approach was employed to achieve this objective. Google Scholar 
and IEEE databases were searched using the keyword ‘technology 
adoption and education or learning’. One hundred and thirty-two 
articles were initially obtained from the search. Inclusion and 
exclusion criteria were applied which reduced the list to 17 articles. 
These 17 articles were further analysed to fulfil the purpose of this 
research. 

The next section presents the research method for this study. 
The result section provides the outcome of the literature review 
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and the analysis of the selected literature. This is followed by the 
conclusion and possible area of future research. 

2. Methodology 

This section provides an overview of the research method 
used in the present research. The approach stipulated by [10] to 
conduct systematic literature was adopted. 

2.1. Data sources and selection criteria  

This paper reviews the adoption of various technology used in 
schools for teaching and learning. Therefore, the combination of 
the following keywords was applied: “Technology Adoption AND 
education OR learning”. The title and abstract were checked for 
the occurrence of the keywords to ensure results are for articles 
focused on the study’s research objective. English language was 
used to conduct this search to obtain a global perspective on the 
topic as well as avoid narrow searches. We limited our search to 
peer-reviewed texts available in online published journals and 
conference proceedings from Google Scholar and IEEE electronic 
databases. 

The following inclusion criteria were deemed relevant for the 
present research:  

• Studies on technology adoption application in education  

• Studies that engage in any kind of technologies to support 
learning  

• Studies written in English 

The following exclusion criteria to remove articles not deemed 
fit for the current study: 

• Studies that are not published as peer-reviewed journal articles 
and conference papers 

• Studies not originally written in English language  

• Studies whose full text is not available online and 

• Studies discussing technology adoption but not with an 
educational focus. 

3. Result 

As presented in Figure 1, the search and refinement process 
followed six steps.  

Step 1: Database search was conducted using the above-
mentioned keywords. A total of 132 articles was realised. Step 2 
focused on the application of the selection criteria by checking to 
remove duplicates due to the search using dual databases resulting 
in 130 articles.  Step 3 reviewed the abstract to determine whether 
the article focused on the study’s research objective and relevance 
to technology adoption. This allowed the study to remove 81 
articles and left with 49 articles.  

In step 4, full-text review was done on the 49 literatures for 
eligibility to provide a clear understanding of the research 
objectives. This allowed the study to exclude 8 articles which do 
not fit with reason resulting in 41 articles. Further qualitative 
review for quality assurance to ensure appropriateness and 
relevance to the research study was applied on these 41 articles. 
This allowed this study to arrive at a final list of 17 articles to be 
considered for review. 
 
3.1. Review of the Selected Literature 

One of the well-known success areas of technology adoption is 
the usage of m-learning in education. One of the motivations is the 
provision and easy access to learning content [11].  
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Figure 1: Steps to selection criteria and final outcome 
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A study by [12] used TAM to analyse factors that influence 
learner’s technology adoption. They found that the factors 
economics, usefulness, suitability, ease of use, enjoyment, and 
social influence impact learners' adoption of m-learning to 
facilitate and promote learning. Likewise, [13] explored the 
capacity and acceptance of mobile instant messaging, an m-
learning platform to increase student performance. They suggest 
that device portability, communication cost, collective capabilities, 
and learner control of the device are key factors of flexible learning 
in digital environments. 

Evaluating the factors and effectiveness of e-learning adoption 
on student learning, [14] adopted the Interactivity Distance 
Education Web Learning (IDEWL), an enhanced online course 
creative and conferencing tool that integrates other add-on tools 
like online survey and e-blackboard for their study. There survey 
found e-learning effective with the enhancement of the 
interactivity modules in the students learning process.  

On the other hand, [15] reported that the compulsory usage 
factor is essential for overall adoption of the e-learning system 
(ELS), either in a compulsory or voluntary setting. This is due to 
its effectiveness in promoting ELS as a core learning platform for 
students as well as discourage them from using other means to 
receive an education. 

Similarly, [16] measured the factors that affect learners’ 
adoption of blended ELS (BELS) and the perceived satisfaction of 
BELS according to their learning styles and gender differences. 
They report learning style did influence adoption of technology to 
provide flexible learning and improve understanding. In another 
related study, [17] examined the relationship between student’s 
learning satisfaction and their use of video in a Moodle 
environment. He found that the use of video significantly impacted 
student’s learning performance and satisfaction.  

In answering student's willingness to learn using e-learning, 
[18] opines that designers of e-learning sites must ensure ease of 
navigating the web interface during the learning process. This 
designers must also ensure the quality of contents uploaded on the 
websites to enhance students learning while exploring college 
students learning attitudes with respect to their adoption of English 
e-tutoring websites. Using TAM as a theoretical framework for 
their study. There result showed that most users of English e-
tutoring sites found online sources more effective and offer greater 
ease than traditional resources.  

Furthermore, [19] conducted a study to examine key factors 
influencing the adoption of iPads using factors from extended 
TAM to design and deliver course content by academics. They 
found that University academics found iPads useful and easy to 
use with a high level of compatibility with their work.  

Using the tablet devices in the classrooms, [20] reports that 
tablets impacts teaching and learning practices. This tablet devices 
provides a shift from the traditional way students learn to the 
media-rich and interactive environments. They therefore 
recommend stakeholders introduce educational and technical 
support to assist both educators’ and learners’ understanding of the 
benefit of these technologies in education. 

Despite the growth and positive outcomes of technology 
adoption in education, [21] found that males and females do not 

differ in their belief about the usefulness of e-books. Usage of e-
book in South African higher education corresponds to the effort 
and the external pressure exerted on students to promote the 
acceptance of e-books.  

On mobile technology adoption for learning, [22] explored the 
correlation between students' ICT skills and factors that impact 
mobile technology adoption using the TAM framework. They 
found that basic and advanced ICT skills in mobile technology 
both played important roles in the intention to adopt m-learning. 

Using mobile technology to enhance the convenience of 
teaching the English Language in Taiwan, [23] extended the 
factors of TAM to explain factors that affect the adoption of PDA. 
There result showed that extended TAM was effective in 
predicting and explaining the acceptance of English mobile 
learning.  

To facilitate teaching and learning processes using the 
Learning Management Systems (LMSs) by University staffs, [24] 
used TAM extensions to identify factors that influence LMS usage 
behaviour and their underlying causal relationships. The analysis 
of data reveal that the proposed factors were significant predictors 
of faculty staff attitude towards LMSs. This confirms the validity 
of the extended TAM in determining users’ technology 
acceptance.  

In testing the effectiveness of a Blackboard (Bb) course 
management system (CMS), [25] used an experimental and control 
group to conduct his test on English writing instruction in and 
outside of the Bb environment. The experimental group achieved 
encouraging results than the control group thereby contributing to 
learning English writing using Bb. They also identified attitude, 
perceived usefulness, perceived ease of use, and technical support 
affect the adoption of CMS. 

In [26], authors studied the effect of experience on students’ 
intention to adopt webcast and found that students with previous 
experience in educational webcasts are most likely to adopt 
webcast. Ease of use and usefulness were found to be important 
factors in determining students’ BI to use webcasts for learning 
purposes. They recommended that Webcast developers should pay 
attention to learners’ intrinsic motivations and make them feel 
comfortable when using the environment for learning. 

In conclusion, [27] extended the TAM model to explain the 
adoption and usage behaviour of social media users in higher 
education. It was found that subjective norm, perceived usefulness, 
perceived playfulness (happiness), and perceived ease of use 
strongly predict students’ social media usage behaviour. Their 
findings suggest that social media use in classrooms should 
continue in higher institutions. This is because the intention to use 
translate to the actual use of this ICT tools. 

The above review shows technology adoption has the potential 
to be used as an effective educational platform either directly or as 
an alternative tool for teaching and learning process. 

4. Results of the Review 

From the 17 articles examined, this section presents other 
findings from the above review and discusses the outcomes of the 
issues related to technology adoption as follows: 
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4.1. Publication History and Frequency 

Figure 2 shows the history and frequency of the identified 
articles selected for review. We observe the number of articles 
remains reasonably constant (2006-2012) with a noticeable peak 
in 2015. The low volume of publications between 2016 and 2019 
could be related to our exclusion criteria which may have led to the 
omission of recent literatures. However, the existence of up-to-
date papers lends itself to continuing research efforts and trends of 
technology adoption in education. 

 
Figure 2: Publication History and Frequency  

4.2. Publication Type  

From the review of identified literature, Figure 3 presents the 
result of the articles reviewed by the publication type. It was 
observed that most of the articles (88%, 15 articles) were obtained 
from published journals and the remainder (12%, 2 articles) are 
conference proceedings. The different sources of articles for the 
current research eliminate possible publication bias. 

 

Figure 3: Publication Type 

4.3. Word Cloud of technology adoption tools  

As evidenced by the articles reviewed, Figure 4 shows the 
various technology adoption tools adopted for teaching and 
learning in education. M-learning and e-learning are mostly used 
technology. Other tools are classified into these two categories. 

 

Figure 4: Word Cloud of Technology Adoption Tools 

Even though, this research followed the steps for conducting 
a systematic review as specified by [10], it is not without 
limitations. For instance, the review results are limited to the 
search keywords used, and thus some studies may not have been 
included. However, we attempted to compensate for this by also 
relying on related recent literature reviews. 

5. Future Research 

Future research will investigate areas that can be expanded 
and improved on to increase the predictive performance of the 
Technology Adoption in education to support student’s academic 
achievements. 

6. Conclusion 

The potential of technology has been identified in the above 
reviewed literature [14-17]. However, these technologies were 
blended with face to face interactions [25]. With the recent wave 
of the COVID-19 pandemic and the closure of schools, many 
schools were forced to seek alternative and virtual means of 
keeping the curriculum going using appropriate and connective 
technologies. This implies that technology adoption will 
gradually become a new normal in education as countries are 
gradually opening economic and academic activities that were 
affected by the COVID-19 pandemic.  

Although a range of technologies is used in education, e-
learning and m-learning are the major tools adopted by many 
institutions to enhance teaching and learning as identified in the 
reviewed literature. However, despite the usage of technology 
adoption as reported in this study, [28-29] reports present findings 
on the challenges faced with the adoption of technologies as 
related to COVID-19. This includes affordability and availability 
of connectivity to the internet to access academic resources while 
most educators lack the technical support needed to use this ICTs.  

The current study implemented a systematic literature review 
approach to provide a general picture of the usage of technology 
in education. Google scholar and IEEE databases were searched 
for articles published in online journals or conference proceedings 
from 2006 to 2019. The keyword Technology Adoption AND 
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education OR learning was which resulted in an outcome of 132 
articles. This was reduced to 17 articles for in-depth analysis using 
defined selection criteria. The researchers specifically conducted 
an analysis of contributions considering the research objectives 
that covered the year of publication, publication type, technology 
adoption platforms employed in the research study.  

The findings highlight that technology is a relevant tool in 
schools to deliver the learning needs of 21st century students as 
learners prepare to return to schools with the lifting of barriers to 
academic activities. It is believed that the current COVID-19 
challenge will change academic curricula and lead to the prevalent 
usage of technology in the future. 
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 Technology Acceptance Model (TAM) is broadly accepted and has proved applicable in 
identifying consumers’ willingness to utilize information and communication technology 
(ICT). The theory proposes that Perceived Ease of Use (PEOU) and Perceived Usefulness 
(PU) are actually determining factors of individual attitudes, while attitude is a determining 
factor of Behavioural Intention (BI) and Behavioural Intention (BI) influences usage. It is 
necessary to understand the usage and modifications that have been made to Technology 
Acceptance Model (TAM) since user acceptance and confidence are of great importance 
for advance improvement and successful implementation of any new technology. Numerous 
frameworks and models have been designed and created to describe user acceptance of 
modern innovations. These models introduced factors that contribute towards user 
acceptance. This is a review paper on understanding the usage, modifications, limitations, 
and criticisms of Technology Acceptance Model (TAM). The model has been utilized to 
measure new different technologies for usage as well as adoption. The literature indicates 
that the modification of the model was mostly the addition or removal of variables and in 
some cases the addition of moderators or mediators. The model has limitations identified 
in literature such as the problem of reliably quantifying behaviour in an observed 
investigation. Moreover, there are notable criticisms identified in literature such as TAM's 
incapability of noticing other issues, for example, cost and structural imperatives that 
pushes users to adopt an innovation. TAM will continue to be accepted and modified 
according to the successful application of any new technology. This study can be used to 
enhance users’ knowledge of usage, modifications, limitations, and criticisms of 
Technology Acceptance Model (TAM). 
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1. Introduction  

Academics and practitioners have developed an interest in 
recognizing the factors that affect users’ acceptance or denial of 
modern innovation [1]-[5]. Providing an answer to this question 
might assist them to improve techniques for assessing, predicting, 
and designing the feedback of customers to the new innovations 
[6]. Technology Acceptance Model (TAM) and frameworks were 
implemented in an expansive range of domains to comprehend 
and foretell users' behaviour for instance fasting, education, 
elections, etc. [7]. 

Numerous researchers in the discipline of technology 
acceptance, improved models, and frameworks to evaluate the 
utilization of modern innovations. These models introduced 

factors that contribute towards user acceptance [4]. TAM has been 
repeatedly studied and being extended to the two important 
upgrades named the TAM2 [8] and the Unified Theory of 
Acceptance and Use of Technology (UTAUT) [9]. TAM3 which 
includes the effects of use and perceived risk on system utilization 
in the circumstance of e-commerce was proposed by [10]. 
Numerous studies have utilized these traditional systems to carry 
out their studies and the remaining joint past models [11]. Great 
innovation and implementation may be planned and improved but 
if human beings do not partake and utilize it, the project is 
unsuccessful, therefore, user acceptance is not a deniable key of 
any continuous application and improvement of any innovation 
and implementation [4].  

This paper aims to determine and understand usage and 
modifications, limitations, and criticisms of Technology 
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Acceptance Model (TAM) for IT acceptance. User acceptance 
and confidence are of great importance for further improvement 
and to the successful application of any new innovation. Due to 
above-mentioned reason, it is necessary to determine and 
understand the usage and modifications that were made to 
Technology Acceptance Model (TAM). Therefore this paper is 
arranged as follows; Background, TAM criticisms and limitations, 
and conclusion. 

2. Background 

Growing the interest of customers' response toward 
Information Technology (IT) increased the significance of 
theories and models that foretell and describe information 
technology acceptance and utilization [4]. Researchers accepted 
and used theories and models such as Theory of Reasoned Action 
(TRA), Social Cognitive theory (SCT), Technology Acceptance 
Model (TAM), Theory of Interpersonal Behaviour (TIB) etc. to 
evaluate the usage of new innovations [4]. Several studies utilized 
these original frameworks to carry out their researches; however, 
in this paper TAM is the main focus. 

2.1. Technology Acceptance Model 

Technology Acceptance Model is one of the greatest leading 
extensions of [12]‘s Theory of Reasoned Action (TRA) in the 
related works. In the 1980s TAM was created, given that 
employees were not utilizing Information Technologies made 
accessible to them [13]. Its founders highlighted that the way to 
multiplying the use was to initially multiply acceptance of 
information technology, which might be evaluated by questioning 
persons regarding their future intentions to utilize information 
technology [14]. Recognizing elements that formed a person’s 
intentions might enable organisations to modify those factors so 
that they can improve acceptance and therefore multiply IT 
utilization [14].  

An earlier TAM study found that three variables were 
required to describe, foretell and manage acceptance [15]. To 
reach this model, the founders adopted TRA, a universal social-
psychological or behavioural theory which was confirmed 
suitable for comprehending different behaviours for example; 
exercise, condom use and voting [15]. As it was usual to adapt 
such theory to new circumstances, an introductory study was 
carried out to discover what could be the proper variables to add 
on comprehending IT utilization behaviour [12]. The variables 
chosen and created the first model of TAM are described in Table 
1. 

According to [16] TAM substitutes numerous attitude 
measures of the TRA with multiple technology acceptance 
measures namely, ease of use and usefulness. Moreover, TAM 
and TRA, which both contain powerful behavioural components, 
presume that when an individual develops a willingness to take 
action, that individual will act freely without any limitation. It is 
necessary to expand TAM to incorporate variables that are 
responsible for changing methods and that this can be attained by 
adopting the innovation Model into TAM [17]. 

2.2. Usage and Modifications of TAM 

Numerous researchers have used TAM to carry out their 
studies. TAM was used by [18] to investigate the learning 

effectiveness of utilizing IT as a learning podium. The findings of 
the study highlighted that PEOU, PU, and perceived playfulness 
might all be utilized to efficiently foretell the learning behavioural 
intention of scholars (the variables are explained in detail in Table 
1). The theory of planned behaviour and the expectation-
confirmation model was used for two hundred and seven mobile 
information system users to investigate their behavioural intention 
to continue utilizing the system [19]. The findings of the study 
highlighted that consumer approval, PU, and perceived 
playfulness remained the main components for consumers to 
carry on utilizing the system. 

TAM was used by [19] to examine Chinese clients’ 
behavioural intention about instant messenger. The conclusion 
was reached that PU and perceived playfulness directly affect 
clients’ attitudes. Using the theory of planned behaviour, it was 
found that social norm and perceived behavioural control might 
as well have a direct influence on BI. Moreover, [20] carried out 
a study on the utilization of emails and file processing software 
by one hundred and twenty workers in IBM Canada Laboratory. 
They discovered that workers’ PU, PEOU, and software 
utilization were positively and significantly correlated. 

TAM was used by [21] to study the behavioural intention (BI) 
of scholars in the higher institutions of learning and utilize a web-
based application evaluation framework as an instrument to assess 
their specialised capability in e-book creation. The study 
discovered that participants' computer self-efficacy positively 
influence PEOU and PU. Participants' PU and PEOU also had 
considerable and direct influences on their intention to utilize the 
framework. Thus, when a person possesses greater computer self-
efficacy with a greater point of view of the usefulness and ease of 
use of the web-based valuation framework, that individual will be 
more willing to utilize the framework. 

TAM theory went through numerous changes. For example, 
an upgraded named TAM2 erased attitude (ATT) variable from 
the model, which initially arbitrated some of the effects of PU and 
PEOU. TAM2 also included a variable meant to capture the social 
influence that forces end-users to positively assess and welcome 
information technology, named subjective norm (SN) [9]. The 
connection amongst variables which were hypothesised from the 
theory that proposes and motivates the combination of TAM and 
DIT are: 

• Social influence negatively impacts complexity of 
understanding. 

• Social influence positively impact triability. 

Lately, an impressive attempt to merge the information 
technology acceptance writings brought about the UTAUT 
(defined in Table 2), a theory with clear similarity to TAM [9]. 
UTAUT includes PU into a performance expectancy construct, 
PEOU into effort expectancy and SN as social influence (the 
terms are defined and explained later in Table 1). Modern to 
UTAUT, but not to the information technology acceptance study 
generally is the modelling of easing circumstances as one 
determining factor of behavioural intention [22]. UTAUT is a 
modern but capable theory; Prior experiments of UTAUT 
described a magnificent 70 percent of the variance in behavioural 
intention and at most 50 percent in actual use [22]. It has been 
embraced by current studies in healthcare, this include:  
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• The Modern Portfolio Theory (MPT): Independent of TAM, 
[23] designed the technology model and matching human 
being as part of national science foundation-funded 
dissertation research. The modern portfolio theory is fully 
explained in Scherer (2005)'s text. 

• The Hedonic-Motivation System Adoption Model 
(HMSAM): TAM has been successful in describing multiple 
systems utilization (i.e. E-Learning, web portals, learning 
management system, etc.) [24, 25]. Nevertheless, TAM is not 
preferably relevant to describe the adoption of completely 
inherent or hedonic frameworks (e.g. learning for pleasure, 
music, online games etc.). HMSAM was developed to better 
the understanding of the Hedonic-Motivation System 
Adoption Model [26]. 

• Extended TAM: Numerous studies suggested an expansion 
of original TAM by including variables that are external on it 
with an intention of investigating the outcomes of factors that 
are external on user attitude, actual use and behavioural 
intention of an innovation [24, 25]. This model became 
implemented in acceptance of health care innovations [27]. 

Technology Acceptance Model and its improved versions are 
not appropriate for all applications since they exclude main 
constructs such as perceived risk[28]. Therefore TAM has also 
turned out to be an accepted model that can be expanded and 
adjusted [28, 29].  

The table below lists and defines the variables in TAM and 
related models since TAM theory has undergone numerous 
changes. 

Table 1: TAM variables and related models 

Variable Definition Models that 
include the 

variable 
Behaviour 
Use (BU). 

One particular behaviour of interest 
made by persons with great 
consideration to a certain 
information system. 

TRA/TPB, 
TAM, 
TAM2, 
UTAUT. 

Behavioural 
Intention (BI) 

A person’s inspiration or intention to 
apply an effort to carry out the 
objective behaviour. 

TRA/TPB, 
TAM2, 
TAM, 
UTAUT 

Attitude 
(ATT) 

A person’s evaluative decision of the 
objective behaviour on a certain 
dimension. 

TAM, 
TRA/TPB 

Perceived 
Ease of Use 
(PEOU) 

A being’s point of view that utilizing 
an IT framework will be effortless 

TAM, 
TAM2 

Perceived 
Usefulness 
(PU) 

A being’s point of view that utilizing 
IT framework will improve job 
performance 

TAM, 
TAM2 

Subjective 
Norm (SN) 

A person’s point of view of the 
degree to which significant people 
favour or are not in favour of the 
objective behaviour 

TAM2,TRA
/TPB 

Perceived 
Behavioural 
Control (PBC) 

A being’s point of view regarding 
how simple or hard it might be to 
make the objective the behaviour of 
elements that hinder or ease the 
behaviour, or of the amount of 

TPB 

control that a person has above 
performing the behaviour 

Effort 
Expectancy 

(Refer PEOU) UTAUT 

Performance 
Expectancy 

(Refer PU) UTAUT 

Social 
Influence 

(Refer SN) UTAUT 

Facilitating 
Conditions 

(Refer PBC) UTAUT 

Behavioural 
beliefs, 
normative 
believes and 
control beliefs 

A person’s point of view regarding 
particular positive or negative 
results of applying objective 
behaviour, particular groups or 
individuals who promote or depress 
the behaviour and particular factors 
or situations simplify behaviour or 
make it more complex 

TRA/TPB 

 
2.3. Summary of TAM and Modified versions 

Technology Acceptance Model has been modified and the 
table below lists the summary of TAM and modified versions 
together with their aims. 

Table 2: Summary of TAM and modified versions aims 

TAM and 
modified 
versions 

Model Aim Source 

TAM TAM was created to understand the 
natural sequence joining external 
variables to its user acceptance and 
natural utilization in an 
establishment. TAM helps in 
comprehending the background of 
perceived ease of use. 

[30] 

TAM2 TAM2 intends to comprehend 
perceived usefulness in order to 
create working place involvements 
that would increase user acceptance 
of new framework. 

[9] 

UTAUT UTAUT shapes a unified model as a 
suitable instrument for managers 
requiring to measure the probability 
of success for modern technology 
outlines. 

[9] 

TAM3 TAM3 offers a combined model 
with significance assigned on 
perceived usefulness and perceived 
ease of use so that it can address how 
managers and people who make 
decisions can make informed 
decisions regarding interventions 

[10] 

3. TAM criticisms and limitations 

TAM has been cited by numerous researchers due to its 
simplicity without taking into consideration, an actual application 
in their researches. In this section, some of the TAM criticisms 
and limitations are presented considering, utilization of the model 
technology-related studies in various disciplines. 

3.1. TAM criticisms 

TAM has been broadly criticized, regardless of how it is 
being frequently used, leading the founders to try to re-explain it 
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numerously. TAM criticisms as a “theory” incorporate 
contentious heuristic value, restricted descriptive and foretelling 
capability, criticism triviality and short of any practical value [31]. 
TAM changed researchers’ attention by moving it away from 
other significant research matters and it has caused the impression 
of progression in accumulating knowledge[31]. Moreover, 
various researchers have independently tried to extend TAM so 
that it can adapt to the continually changing information 
technology environments which resulted in a state of theoretical 
havoc and uncertainty [31]. 

Generally, TAM is based on a being’s utilization of a 
computer, with an abstract idea of PU and disregarding essential 
social methods of Information Systems (IS) development and 
application, with no question that "where many technologies are 
actually best and social after-effects of using Information Systems 
(IS)" [31]. The system of PU and PEOU fail to notice other issues, 
for example, cost and structural imperatives that push users to 
adopt a new innovation [32].  

According to [33] both TAM and TAM2 take responsibility 
for at most 40% of a technological framework's utilization. Some 
researchers gone through the limitations of TAM implementation 
under organisation setting into details, and indicated that better 
predictive capability can be reached even with the easy, simply 
applicable model when exact first screening methods are 
implemented [34]. 

Studies conducted by [35-37] found that PEOU is unlikely to 
become a determining factor of ATT and intention to use. 
Moreover, [34] reported the same results when researching on the 
adoption of Blockchain technology. 

The study carried out by [38] revealed that PEOU has no 
impact on the adoption of multimedia online innovations for 
Malaysian small and medium-sized enterprises (SMEs). Similar 
findings were outlined by Hong Kong when evaluating small and 
medium-size enterprises (SMEs) [34]. 

3.2. TAM limitations 

Several conditions must be taken into account so that a 
theoretical framework can be applied and researchers must be 
aware of the numerous limitations that exist. To better 
comprehend the factors that encourage improved utilization of 
information technology (IT), it is compulsory to have a broad 
theoretical and application knowledge of structures and 
frameworks through which IT utilization is investigated [39]. One 
of the restrictions of TAM relates to the variable that refer to the 
behaviour of clients, which is necessarily assessed over subjective 
measures like behavioural intention and interpersonal influence 
[39]. However, social influence as the subjective norm refers to 
when an individual is influenced by “word of mouth” from a 
fellow worker [39]. 

The second limitation of TAM is that underlines of behaviour 
is unable to be quantified reliably in an observed research, owing 
to various multiple subjective elements, for instance, values and 
norms of societies, individual features and personality attributes 
[40, 41]. Consequently, a relative, friend argument that could 
influence technology use through demanding social influence is 
extremely fabricated [40, 41] . Even though it might be correct in 

theory or for individual utilization of innovation, the concept 
might not be credible or precise in a working environment.  

4. Conclusion 

In the research area, many models and frameworks were 
proposed by researchers to explore the user acceptance behaviour 
on information technology and information systems. In the 1980s 
TAM was created, given that employees were not utilizing 
Information Technologies (ITs) made accessible to them. 
Numerous researchers in the discipline of technology acceptance, 
improved theories and frameworks to evaluate the utilization of 
recent innovations and these frameworks introduced factors that 
can influence user acceptance. This led TAM theory to go through 
numerous modifications. Writers and researchers have criticized 
the TAM model in terms of its variables. This study aims to 
determine and understand the usage and modifications of 
Technology Acceptance Model (TAM) for IT acceptance. 
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 The adoption of technical decisions in the development of a new aircraft is carried out 
under the condition of insufficient information on the mass - dimensional and aerodynamic 
characteristics that will be achieved during the project. Insufficient information on the input 
parameters (weight and aerodynamic characteristics) leads to uncertainties in the values 
of the flying qualities and performances. When creating a new aircraft, the chief designer 
and specialists of the design bureaus establish certain reserves (limits) for mass and 
aerodynamic characteristics. The allocation of reserves for the characteristics of aircraft 
elements is carried out, as a rule, on the basis of experience gained from previous projects, 
and to a certain extent subjective. At the same time, it is not possible to quantify the risk of 
non-fulfillment of the tactical and technical task in terms of performance characteristics. 
Knowing the contribution of the uncertainties of the input parameters (for the values of 
which a margin is allocated) to the uncertainty of the final values of the flight 
characteristics will allow the person who makes the decision to reasonably establish 
reserves in the design of the aircraft and take a more reasonable risk. In this paper, the 
authors describe an approach that allows for a quantitative assessment of the impact 
assessment of the errors in determining the aircraft’s characteristics on the tactical and 
technical task in terms of the aircraft’s performance data.  Using the example of the mass 
and zero lift-drag coefficient, analytical dependencies are derived that allow a quantitative 
assessment of the effect. To verify the obtained analytical dependencies, the calculation of 
weight coefficients was made for several aviation complexes of operational-tactical 
aviation. The analysis of the sensitivity of the aircraft’s performance data to the parameters 
under consideration is carried out. 

Keywords:  
Uncertainties 
Risks 
Flying qualities and 
performances 
Influence coefficients 

 

 

1. Introduction 

When developing new aircraft, the most important decisions 
that determine the future fate of the project are made at the initial 
stages of work in conditions of uncertainty about the impact of 
these decisions on the performance of the – tactical and technical 
task (TTT). Mistakes in the early stages of design tend to cost more 
money and time for their elimination at the subsequent stages of 
the aircraft, and sometimes on the correctness of decisions depends 
on the feasibility of the project as a whole. 

The uncertainty of the performance of the tactical and technical 
assignment in terms of flight characteristics at the stage of internal 
and external design is associated with many factors. For example, 

a delay in the receipt from related enterprises of reliable data on 
the characteristics of aircraft systems (such as engine, target 
equipment, etc.), insufficient knowledge of some physical laws, 
which is most pronounced when new technical solutions are 
introduced, and others. 

When predicting the level of performance characteristics of a 
new aircraft, they rely on indicators of its technical perfection, 
which will be achieved as a result of the project. These include the 
relative mass of the structure and systems, specific engine thrust, 
specific fuel consumption, aerodynamic quality, and others. With 
the development of aviation, these indicators are constantly 
improving. 

The choice of a reasonable level of technical excellence, and 
therefore TTT in the design of a new aircraft, is an important task. 
Excessive overestimation of the requirements for its weight and 
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aerodynamic characteristics can lead not only to non-fulfillment of 
the promising requirements for flight performance, but also 
deterioration of the flight characteristics of the designed aircraft 
relative to the current level already achieved due to the mismatch 
of the characteristics of its elements. At the same time, the use of 
previously developed technical solutions and technologies, in 
which there is no risk, does not make it possible to ensure the 
required increase in flight performance and, as a consequence, 
efficiency in the development of new generation aircraft. 
Therefore, at the initial design stage, when applying certain 
technical solutions, it is necessary to have a clear idea of the real 
possibilities of performing the performance characteristics 
specified in the TTT. 

In accordance with the existing design methodology, when 
creating a new aircraft, the chief designer and specialists of the 
design bureaus establish certain reserves (limits) for mass and 
aerodynamic characteristics. The reason for the allocation of such 
reserves is that at the initial design stage there is no exact idea of 
the final value of mass and aerodynamic characteristics, which will 
be obtained upon completion of the development stage. Each 
aircraft has its own targets. Therefore, the characteristic for which 
the reserve is allocated depends on the specific type of aircraft. For 
example, the characteristics of a commercially available engine are 
known values. If the power plant is at the development stage, there 
is a risk of non-implementation of the TTT of the engine, which 
may affect the non-implementation of the TTT of the aircraft. The 
use of insufficiently mastered materials or technologies in the 
aircraft structure can lead to a significant deviation in the mass 
characteristics of the airframe units, etc. Therefore, the 
identification of the main elements that introduce uncertainty in the 
level of aircraft performance should be made in each case 
specifically. 

The allocation of reserves for the characteristics of aircraft 
elements is carried out, as a rule, on the basis of experience gained 
from previous projects, and to a certain extent subjective. At the 
same time, it is not possible to quantify the risk of non-fulfillment 
of TTT in terms of performance characteristics. Knowing the 
contribution of the uncertainties of the input parameters (for the 
values of which a margin is allocated) to the uncertainty of the final 
values of the flight characteristics will allow the person who makes 
the decision to reasonably establish reserves in the design of the 
aircraft and take a more reasonable risk. 

Approaches to the formation of the appearance of an aircraft 
with inaccurate determination of the initial data are reflected in 
many scientific works, for example [1-10].  The relevance of this 
issue is also confirmed by scientific works [11-15]. 

To assess the technical solutions adopted in the design, it is 
necessary to associate particular changes in various parameters 
(weight, aerodynamic characteristics) with a change in the aircraft 
flight characteristics. 
2. Materials and Methods 

Let’s introduce the concept of the influence coefficient (IC) – 
a dimensionless coefficient showing the ratio of the change in 
function (f) to the change in input parameters (xi) in the relative 
form: 

 𝐾𝐾𝑥𝑥𝑖𝑖_𝑓𝑓 = 𝛥𝛥�̂�𝑓
𝛥𝛥𝑥𝑥�𝑖𝑖

  (1) 

where 𝑓𝑓 = 𝛥𝛥𝑓𝑓
𝑓𝑓1

 , 𝛥𝛥𝑥𝑥�𝑖𝑖 = 𝛥𝛥𝑥𝑥𝑖𝑖
𝑥𝑥𝑖𝑖1

, 𝛥𝛥𝑓𝑓 and 𝛥𝛥𝑥𝑥𝑖𝑖  – uncertainty of the 

function and the input parameters, f1  and  𝑥𝑥𝑖𝑖1   - expected value of 
the function and the input parameters. 

In the absence of a relationship between the initial parameters, 
ICs are the coefficients of linear decomposition of the inaccuracy 
of determining the function from the errors in determining the 
parameters (in the relative form):  

 𝛥𝛥𝑓𝑓
𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

= ∑ 𝐾𝐾𝑥𝑥𝑖𝑖_𝑓𝑓
𝛥𝛥𝑥𝑥𝑖𝑖

𝑥𝑥𝑖𝑖𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝑛𝑛
𝑖𝑖=1   (2) 

The numerical value of the IC is equal to the percentage change 
of flying qualities and performances (FQP) when the parameter 
changes to 1%.  

This paper assesses the influence of such parameters as mass 
(m) and zero lift-drag coefficient (Сх0) on:  

 - maximum flying speed - Vmax; 
 - service ceiling - Hmax; 
 - specific excess power (max) - 𝑉𝑉𝑦𝑦∗; 
 - sustained load factor - ny; 
 - acceleration time - tp. 

For a comprehensive study of the considered IC, the research 
is carried out in two directions:  
1. Analytically, by deriving IC from the formula dependencies of 

the FQP; 
2. Numerical calculations of the IC by calculating the changes in 

FQP with varying mass and zero lift-drag coefficient. 

The analytical method makes it possible to establish the 
dependence of IC on specific aircraft parameters. These 
dependencies are derived from the flight dynamics formulas and 
can be applied to absolutely any aircraft with a similar flight 
principle. However, to represent the dependencies in a relatively 
simple and easy-to-use form, it is necessary to introduce some 
assumptions that can be used to perform the required mathematical 
transformations. The formulas obtained require verification, since 
one and the same introduced assumption can give different errors 
in magnitude, depending on the type of aircraft and its purpose. 

The verification of the derived formulas for IC can be carried 
out by the calculation method. The computational method, in 
contrast to the analytical one, allows one to obtain the exact value 
of IC (without assumptions), but does not allow one to establish 
the dependence of IC on the aircraft parameters. The IC is 
calculated using the FQP calculation program detailed in section 
2. 

Thus, comparison of the analytical findings with numerical 
calculations allows to prove the accuracy of the first. 

3. Calculation of the influence coefficient by analytically 
method 

For various parameters, the degree of their uncertainty can 
differ significantly depending on the level of elaboration of certain 
elements of the aircraft. The accuracy of calculating the mass of 
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aircraft at the stage of the preliminary project is 6-10%, outline 
design 3-5%, working draft 1-2% [5]. 

The influence coefficient, as described above, is indicated 
𝐾𝐾𝑥𝑥𝑖𝑖_𝑓𝑓 . According to the IC mass for sustained load factor is 
indicated 𝐾𝐾𝑚𝑚_𝑛𝑛𝑦𝑦, IC 𝐶𝐶𝑥𝑥0  to specific excess power -  𝐾𝐾𝐶𝐶𝑒𝑒0_𝑉𝑉𝑦𝑦∗ , etc. 
We use the following notation: 

Δ𝑚𝑚� = 𝑚𝑚2−𝑚𝑚1
𝑚𝑚1

    Δ𝐶𝐶𝑥𝑥�0 = 𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01
𝐶𝐶𝑥𝑥01

 – relative changes in mass 

and zero lift-drag coefficient. 

3.1. The influence of parameters on maximum flying speed 

The maximum flying speed can be expressed from the equality 
of thrust and drag: 

 𝑉𝑉𝑚𝑚𝑚𝑚𝑥𝑥 = �
2𝑃𝑃𝑚𝑚𝑚𝑚𝑒𝑒

(𝐶𝐶𝑒𝑒0+𝐶𝐶𝑒𝑒𝑖𝑖)𝜌𝜌𝜌𝜌
 (3) 

where 𝐶𝐶𝑥𝑥𝑖𝑖  – inductive reactance coefficient, 𝑃𝑃𝑚𝑚𝑚𝑚𝑥𝑥 – thrust at which 
maximum speed is reached, S – wing area, 𝜌𝜌 – air density. 

The inductive component of resistance when flying at 
maximum speed is small. In this case Схi≈0 and the maximum 
flight speed can be calculated by the formula: 

 𝑉𝑉𝑚𝑚𝑚𝑚𝑥𝑥 = �
2𝑃𝑃𝑚𝑚𝑚𝑚𝑒𝑒
𝐶𝐶𝑒𝑒0𝜌𝜌𝜌𝜌

 (4) 

Let's get the formula for 𝐾𝐾𝐶𝐶𝑥𝑥0_𝑉𝑉𝑚𝑚𝑚𝑚𝑒𝑒: 

𝐾𝐾𝐶𝐶𝑥𝑥0_𝑉𝑉𝑚𝑚𝑚𝑚𝑒𝑒 =
𝑉𝑉𝑚𝑚𝑚𝑚𝑒𝑒2
𝑉𝑉𝑚𝑚𝑚𝑚𝑒𝑒1

−1
𝐶𝐶𝑒𝑒02
𝐶𝐶𝑒𝑒01

−1
=

�
𝐶𝐶𝑒𝑒01
𝐶𝐶𝑒𝑒02

∗�𝑃𝑃2𝑃𝑃1
−1

𝐶𝐶𝑒𝑒02
𝐶𝐶𝑒𝑒01

−1
  

Let �̃�𝑐 = 𝐶𝐶𝑥𝑥02
𝐶𝐶𝑥𝑥01

, and the coefficient 𝑝𝑝� = 𝑃𝑃2
𝑃𝑃1

 will show the 

characteristics’ flow of the altitude-speed performance (ASP) 
(with a change in Vmax, the engine thrust will change). Then the 
influence coefficient Сх0 to Vmax will be equal to: 

 𝐾𝐾𝐶𝐶𝑥𝑥0_𝑉𝑉𝑚𝑚𝑚𝑚𝑒𝑒 = −  
1+�𝑒𝑒�𝑒𝑒�
𝑐𝑐̃−1

   (5) 

The coefficient 𝑝𝑝� corresponds to a specific aircraft because its 
value is influenced by both the engine’s ASP and the intake losses 
(Δ�̅�𝑝вх) and nozzle (Δ�̅�𝑝с): 

  𝑝𝑝� = 𝑓𝑓(𝛥𝛥�̅�𝑝вх,𝛥𝛥�̅�𝑝с, �̃�𝑐)  (6) 

The maximum flying speed is not always determined by the 
required and available thrusts. Limitations may include 
temperature, structural strength, stability and control of the 
aircraft.  

As described above, it may be concluded that the biding of the 
coefficient 𝐾𝐾𝐶𝐶𝑥𝑥0_𝑉𝑉𝑚𝑚𝑚𝑚𝑒𝑒  to the parameters of the aircraft is 
impractical, because it will not give a true picture of understanding 
the impact of the change 𝐶𝐶𝑥𝑥0 to Vmax.  

3.2. The influence of parameters on service ceiling 

The effect changes on the ceiling can be estimated by the 
formula [16]: 

 𝛥𝛥𝛥𝛥𝑚𝑚𝑚𝑚𝑥𝑥 = −6.3𝛥𝛥𝑚𝑚 [𝑘𝑘𝑚𝑚]  (7) 

In this case, IC will be equal to: 

𝐾𝐾𝑚𝑚_𝐻𝐻𝑚𝑚𝑚𝑚𝑒𝑒 =
𝐻𝐻𝑚𝑚𝑚𝑚𝑒𝑒2−𝐻𝐻𝑚𝑚𝑚𝑚𝑒𝑒1

𝐻𝐻𝑚𝑚𝑚𝑚𝑒𝑒1
𝑚𝑚2−𝑚𝑚1
𝑚𝑚1

=  
−6.3𝛥𝛥𝑚𝑚�
𝐻𝐻𝑚𝑚𝑚𝑚𝑒𝑒1
𝛥𝛥𝑚𝑚�

= −6.3
𝐻𝐻𝑚𝑚𝑚𝑚𝑒𝑒1

     

 𝑲𝑲𝒎𝒎_𝑯𝑯𝒎𝒎𝒎𝒎𝒎𝒎 = − 𝟔𝟔.𝟑𝟑
𝑯𝑯𝒎𝒎𝒎𝒎𝒎𝒎

    (8) 

The value of the coefficient is related to the initial ceiling of 
the aircraft and does not depend on the percentage change in mass 
(Table 1). 

Table 1: The dependence of 𝐾𝐾𝑚𝑚_𝐻𝐻𝑚𝑚𝑚𝑚𝑒𝑒 on the service ceiling. 

Initial 
ceiling 

Hmax, km 
𝑲𝑲𝒎𝒎_𝑯𝑯𝒎𝒎𝒎𝒎𝒎𝒎 Δ𝑚𝑚�  Δ Hmax., % Δ Hmax., m 

20 -0.315 
0.01 (1%) 0.315 63 

0.05 (5%) 1.575 315 

18 -0.35 
0.01 (1%) 0.315 63 

0.05 (5%) 1.575 315 

16 -0.394 0.01 (1%) 0.315 63 

In order not to become attached to the initial ceiling, it makes 
sense to speak not about a relative change in Hmax, but about the 
absolute. Therefore, with an increase in mass by 5% the ceiling 
decreases by 315 meters, 10% - 630 meters. An increase in the 
mass of 1% leads to a decrease in the ceiling of about 63 meters. 

3.3. The influence of parameters on specific express power 

In order not to become attached to the initial ceiling, it makes 
sense to speak not about a relative change in Hmax, but about the 
absolute. Therefore, with an increase in mass by 5% the ceiling 
decreases by 315 meters, 10% - 630 meters. An increase in the 
mass of 1% leads to a decrease in the ceiling of about 63 meters. 
We write the specific excess power as follows [16]: 

 𝑉𝑉𝑦𝑦∗ = 𝑃𝑃−𝑋𝑋
𝐺𝐺
𝑉𝑉 (9) 

where 𝑃𝑃 – engine thrust, Х – aircraft drag, G – aircraft weight, V – 
flight speed. 

We assume that the flying speed at which the specific excess 
power is calculated is constant (𝑉𝑉1 ≈ 𝑉𝑉2), then 𝐾𝐾𝑚𝑚_𝑉𝑉𝑦𝑦∗ will be equal 
to: 
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𝐾𝐾𝑚𝑚_𝑉𝑉𝑦𝑦∗ =

𝑉𝑉𝑦𝑦∗ 2
𝑉𝑉𝑦𝑦∗ 1

−1

𝑚𝑚2
𝑚𝑚1

−1
=

𝑚𝑚1
𝑚𝑚2

�𝑃𝑃−𝑋𝑋2𝑃𝑃−𝑋𝑋1
�−1

𝑚𝑚2
𝑚𝑚1

−1
=

𝑚𝑚1
𝑚𝑚2

�
𝑃𝑃−𝑋𝑋1−𝛥𝛥𝑋𝑋𝑖𝑖

𝑃𝑃−𝑋𝑋1
�−1

𝑚𝑚2
𝑚𝑚1

−1
=

−
1−𝑚𝑚1

𝑚𝑚2
�1−

𝛥𝛥𝑋𝑋𝑖𝑖
𝑃𝑃−𝑋𝑋1

�
𝑚𝑚2
𝑚𝑚1

−1
= 〈𝑡𝑡 = 𝑚𝑚2

𝑚𝑚1
;𝐾𝐾𝑋𝑋𝑖𝑖 = 1 − 𝛥𝛥𝑋𝑋𝑖𝑖

𝑃𝑃−𝑋𝑋1
〉 = −

1−
𝐾𝐾𝑋𝑋𝑖𝑖
𝑒𝑒

𝑡𝑡−1
   

 𝑲𝑲𝒎𝒎_𝑽𝑽𝒚𝒚∗ = −
𝟏𝟏+

𝑲𝑲𝑿𝑿𝒊𝒊
𝒕𝒕

𝒕𝒕−𝟏𝟏
  (10) 

where  𝑡𝑡 = 𝑚𝑚2
𝑚𝑚1

;𝐾𝐾𝑋𝑋𝑖𝑖 = 1 − Δ𝑋𝑋i
𝑃𝑃−𝑋𝑋1

,Δ𝑋𝑋i  - increase in inductive 
component due to mass increase,Δ𝑃𝑃 = 𝑃𝑃 − 𝑋𝑋  – abundance of 
power. 

Note that the higher Δ𝑃𝑃, the smaller contribution to the value 
of the IC makes Δ𝑋𝑋i. With small changes in mass (in this case 
Δ𝑋𝑋i → 0) and a relativity high value of Δ𝑃𝑃 we can assume that  
𝐾𝐾𝑚𝑚_𝑉𝑉𝑦𝑦∗ ≈ −𝑚𝑚1

𝑚𝑚2
. Then at Δm=10% 𝐾𝐾𝑚𝑚_𝑉𝑉𝑦𝑦∗ ≈ −0.91 , and the 

coefficient value without the assumptions described above will be 
even less.  

We similarly take out 𝐾𝐾𝐶𝐶𝑒𝑒0_𝑉𝑉𝑦𝑦∗: 

𝐾𝐾𝐶𝐶𝑒𝑒0_𝑉𝑉𝑦𝑦∗ =

𝑉𝑉𝑦𝑦∗ 2
𝑉𝑉𝑦𝑦∗ 1

−1

𝐶𝐶𝑒𝑒02
𝐶𝐶𝑒𝑒01

−1
=

�𝑃𝑃−𝑋𝑋2𝑃𝑃−𝑋𝑋1
�−1

𝐶𝐶𝑒𝑒02−𝐶𝐶𝑒𝑒01
𝐶𝐶𝑒𝑒01

=
�𝑃𝑃−𝑋𝑋1−𝛥𝛥𝑋𝑋0𝑃𝑃−𝑋𝑋1

�−1
𝐶𝐶𝑒𝑒02−𝐶𝐶𝑒𝑒01

𝐶𝐶𝑒𝑒01

= −
1− 𝛥𝛥𝑋𝑋0

𝑃𝑃−𝑋𝑋1
−1

𝐶𝐶𝑒𝑒02−𝐶𝐶𝑒𝑒01
𝐶𝐶𝑒𝑒01

=

〈�̃�𝑐 = 𝐶𝐶𝑥𝑥02
𝐶𝐶𝑥𝑥01

〉 = − 𝛥𝛥𝑋𝑋0 𝐶𝐶𝑥𝑥01
𝛥𝛥𝑃𝑃�𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01�

= −
�𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01�

𝜌𝜌𝑉𝑉2𝑆𝑆
2  𝐶𝐶𝑥𝑥01

𝛥𝛥𝑃𝑃�𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01�
= − 𝑋𝑋0

𝛥𝛥𝑃𝑃
  

  𝐾𝐾𝐶𝐶𝑒𝑒0_𝑉𝑉𝑦𝑦∗ = − 𝑋𝑋0
Δ𝑃𝑃

  (11) 

If we neglect the inductive component of the resistance, then 
the formula takes the form:  

 𝑲𝑲𝑪𝑪𝒎𝒎𝟎𝟎_𝑽𝑽𝒚𝒚∗ = − 𝟏𝟏
𝑷𝑷
𝑿𝑿𝟎𝟎
−𝟏𝟏

     (12) 

The value of the coefficient does not depend on the percentage 
change 𝐶𝐶𝑥𝑥0and is associated with a specific aircraft.  

The max value of the specific excess power for fighters is 
achieved as a rule at M=0.8-0.9 near the ground. We calculate the 
IC value according to the formula (11) and (12) for several aircraft. 
At M=0.85 ram airflow is q=51250 H/m2, the IC excluding and 
taking into account the inductance is presented in Table 2. 

Table 2: The values KCx0_Vy∗  are calculated by the formula (4) and (5) 

Air-
craft M 𝐶𝐶𝑥𝑥0 𝐶𝐶𝑥𝑥𝑖𝑖 

S, 
m2 P, Н 

𝑲𝑲𝑪𝑪𝒎𝒎𝟎𝟎_𝑽𝑽𝒚𝒚∗  
excludi
ng 𝑪𝑪𝒎𝒎𝒊𝒊 

𝑲𝑲𝑪𝑪𝒎𝒎𝟎𝟎_𝑽𝑽𝒚𝒚∗  
taking 

into 
accoun
t 𝑪𝑪𝒎𝒎𝒊𝒊 

Mig-
29 0.9 0.025 0.000

5 38 20000
0 -0.398 -0.401 

Su-24 
(69°) 0.8 0.0263 0.002

9 51 23000
0 -0.367 -0.383 

Mig-
23 

(72°) 
0.9 0.0225 0.002

6 34.2 15000
0 -0.438 -0.460 

  

From Table 2 it is seen that the inductive component of the 
resistance makes an insignificant contribution to the value of the 
IC. When Cx0 is changed by 10% the differences in the scatter of 
Vy

* excluding and taking into account Cxi are about 0.2%, which 
can be considered a negligible value at the preliminary design 
stage. Therefore, to simplify, you can use the formula (5). 

3.4. The influence of parameters on sustained load factor 

The sustained load factor can be expressed through the formula 
[16]:  

 𝑛𝑛𝑦𝑦 = �(𝑃𝑃−𝑋𝑋0)𝑞𝑞𝜌𝜌
𝐴𝐴(𝑚𝑚𝑚𝑚)2

  (13) 

where 𝑃𝑃 – engine thrust, 𝑋𝑋0   – non-inductive resistance, 𝑞𝑞 – 
velocity head, 𝐴𝐴  – drag-due-to-lift factor, g – acceleration of 
gravity, then: 

𝐾𝐾𝑚𝑚_𝑛𝑛𝑦𝑦 уст =
𝑛𝑛𝑦𝑦2
𝑛𝑛𝑦𝑦1

−1
𝑚𝑚2
𝑚𝑚1

−1
=

𝑚𝑚1
𝑚𝑚2

−1
𝑚𝑚2
𝑚𝑚1

−1
= 〈𝑡𝑡 = 𝑚𝑚2

𝑚𝑚1
 〉 =

1
𝑒𝑒−1

𝑡𝑡−1
= 1−𝑡𝑡

𝑡𝑡(𝑡𝑡−1)
= −1

𝑡𝑡
  

 𝑲𝑲𝒎𝒎_𝒏𝒏у = −𝒎𝒎𝟏𝟏
𝒎𝒎𝟐𝟐

  (14) 

The value of the coefficient depends on the percentage change 
in mass (Table 3).  

Table 3: Dependence of Km_nу  on Δm 

Mass 
change 
Δm, % 

𝑲𝑲𝒎𝒎_𝒏𝒏𝒚𝒚  
Change of the sustained load 

factor Δny, % 

5 -0.952 4.8 

10 -0.909 9.1 

15 -0.869 13 
Similarly, we get 𝐾𝐾𝐶𝐶𝑥𝑥0_𝑛𝑛𝑦𝑦: 

𝐾𝐾𝐶𝐶𝑥𝑥0_𝑛𝑛𝑦𝑦 уст =
𝑛𝑛𝑦𝑦2
𝑛𝑛𝑦𝑦1

−1

𝐶𝐶𝑒𝑒02
𝐶𝐶𝑒𝑒01

−1
=

��𝑃𝑃−𝑋𝑋2𝑃𝑃−𝑋𝑋1
�−1

𝐶𝐶𝑒𝑒02−𝐶𝐶𝑒𝑒01
𝐶𝐶𝑒𝑒01

=
��𝑃𝑃−𝑋𝑋1−Δ𝑋𝑋0𝑃𝑃−𝑋𝑋1

�−1
𝐶𝐶𝑒𝑒02−𝐶𝐶𝑒𝑒01

𝐶𝐶𝑒𝑒01

= 〈𝐶𝐶𝑥𝑥02 −

𝐶𝐶𝑥𝑥01 > 0〉 = ��𝑃𝑃−𝑋𝑋1−Δ𝑋𝑋0
𝑃𝑃−𝑋𝑋1

� (𝐶𝐶𝑥𝑥01)2

(𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01)2
− 1

Δ𝐶𝐶𝑥𝑥�0
=

��1 − Δ𝑋𝑋0
𝑃𝑃−𝑋𝑋1

� 𝐶𝐶𝑥𝑥01
2

(𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01)2
− 1

Δ𝐶𝐶𝑥𝑥�0
=

�
𝐶𝐶𝑥𝑥01

2

(𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01)2
− 𝑞𝑞𝜌𝜌(𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01)

𝑞𝑞𝜌𝜌� 𝑃𝑃𝑆𝑆𝑆𝑆−𝐶𝐶𝑥𝑥01�

𝐶𝐶𝑥𝑥01
2

(𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01)2
− 1

Δ𝐶𝐶𝑥𝑥�0
=
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�
1

(Δ𝐶𝐶𝑥𝑥�0)2
− 𝐶𝐶𝑥𝑥01

2

( 𝑃𝑃𝑆𝑆𝑆𝑆−𝐶𝐶𝑥𝑥01)(𝐶𝐶𝑥𝑥02−𝐶𝐶𝑥𝑥01)
− 1

Δ𝐶𝐶𝑥𝑥�0
=

�
1

(Δ𝐶𝐶𝑥𝑥�0)2
− 𝐶𝐶𝑥𝑥01

� 𝑃𝑃𝑆𝑆𝑆𝑆−𝐶𝐶𝑥𝑥01�(Δ𝐶𝐶𝑥𝑥�0)
− 1

Δ𝐶𝐶𝑥𝑥�0
=

�
1

(Δ𝐶𝐶𝑥𝑥�0)2
− 𝐶𝐶𝑥𝑥01Δ𝐶𝐶𝑥𝑥�0

� 𝑃𝑃𝑆𝑆𝑆𝑆−𝐶𝐶𝑥𝑥01�

1
(Δ𝐶𝐶𝑥𝑥�0)2

− 1
Δ𝐶𝐶𝑥𝑥�0

= 1
Δ𝐶𝐶𝑥𝑥�0

�1 − 𝐶𝐶𝑥𝑥01Δ𝐶𝐶𝑥𝑥�0
𝑃𝑃
𝑆𝑆𝑆𝑆−𝐶𝐶𝑥𝑥01

−

1
Δ𝐶𝐶𝑥𝑥�0

= 1
Δ𝐶𝐶𝑥𝑥�0

��1 − 𝐶𝐶𝑥𝑥01Δ𝐶𝐶𝑥𝑥�0
𝑃𝑃
𝑆𝑆𝑆𝑆−𝐶𝐶𝑥𝑥01

− 1�    

 𝐾𝐾𝐶𝐶𝑥𝑥0_𝑛𝑛𝑦𝑦 = 1
𝛥𝛥𝐶𝐶𝑥𝑥�0

��1 − 𝐶𝐶𝑥𝑥01𝛥𝛥𝐶𝐶𝑥𝑥�0
𝑃𝑃
𝑆𝑆𝑆𝑆−𝐶𝐶𝑥𝑥01

− 1� (14) 

The coefficient value slightly depends on the percentage 
change 𝐶𝐶𝑥𝑥0 (differences – in thousandths). When 𝐶𝐶𝑥𝑥0 changes by 
10%, the formula takes the form: 

 𝑲𝑲𝑪𝑪𝒎𝒎𝟎𝟎_𝒏𝒏𝒚𝒚 = 𝟏𝟏𝟎𝟎��𝟏𝟏 − 𝟎𝟎.𝟏𝟏
𝑪𝑪𝒎𝒎𝟎𝟎𝟏𝟏

𝑷𝑷
𝑺𝑺𝑺𝑺−𝑪𝑪𝒎𝒎𝟎𝟎𝟏𝟏

− 𝟏𝟏� (15) 

For example, we calculate the IC for several AK. At M=0.8 at 
a higher Н=1000m ram-air flow is equal q=41200 H/m2, (Table 4). 

Table 4:  The values KCx0_ny 

Aircraft 𝐶𝐶𝑥𝑥0 S, m2 P (Н=1000, М=0.8), Н 𝑲𝑲𝑪𝑪𝒎𝒎𝟎𝟎_𝒏𝒏𝒚𝒚 

Mig-29 0.024 38 170000 -0.16 
Su-24 (69°) 0.026 51 206000 -0.21 

Mig-23 (72°) 0.022 34.16 130000 -0.18 
 

3.5. The influence of parameters on acceleration time 

Acceleration time in horizontal flight in within speed range is 
[17]: 

 𝑡𝑡р = 1
𝑚𝑚 ∫  𝑑𝑑𝑉𝑉

𝑛𝑛𝑒𝑒𝑚𝑚

𝑉𝑉к
𝑉𝑉н

≈ 𝑉𝑉к−𝑉𝑉н
𝑚𝑚∗(𝑛𝑛𝑒𝑒𝑚𝑚)ср

 (16) 

Where Vн and Vк – initial and final speed, (nxa)ср – averaged 
longitudinal g load for within speed range. 

Let's get the formula for 𝐾𝐾𝑚𝑚_𝑡𝑡р: 

𝛥𝛥(𝑛𝑛𝑥𝑥𝑚𝑚)ср = (𝑛𝑛𝑥𝑥𝑚𝑚)ср2 − (𝑛𝑛𝑥𝑥𝑚𝑚)ср1 =
(𝑃𝑃ср−𝑋𝑋2ср)

𝐺𝐺2
−

(𝑃𝑃ср−𝑋𝑋1ср)

𝐺𝐺1
=

𝑚𝑚1
𝑚𝑚2

𝑃𝑃ср−
𝑚𝑚1
𝑚𝑚2

𝑋𝑋1
ср
−𝑚𝑚1
𝑚𝑚2

𝛥𝛥𝑋𝑋−𝑃𝑃ср+𝑋𝑋1ср

𝐺𝐺1
= −

𝑃𝑃ср�1−
𝑚𝑚1
𝑚𝑚2

�−𝑋𝑋1ср�1−
𝑚𝑚1
𝑚𝑚2

�+𝛥𝛥𝑋𝑋𝑚𝑚1
𝑚𝑚2

𝐺𝐺1
=

−
(𝑃𝑃ср−𝑋𝑋1ср)�1−𝑚𝑚1

𝑚𝑚2
�+𝛥𝛥𝑋𝑋𝑚𝑚1

𝑚𝑚2
𝐺𝐺1

 , then: 

𝐾𝐾𝑚𝑚_𝑡𝑡р =
𝑒𝑒р2
𝑒𝑒р1

−1
𝑚𝑚2
𝑚𝑚1

−1
= �𝑡𝑡р2

𝑡𝑡р1
− 1� 1

Δ𝑚𝑚�
= �(𝑛𝑛𝑒𝑒𝑚𝑚)ср1−(𝑛𝑛𝑒𝑒𝑚𝑚)ср2

(𝑛𝑛𝑒𝑒𝑚𝑚)ср2
� 1
Δ𝑚𝑚�

=

� 1
(𝑛𝑛𝑒𝑒𝑚𝑚)ср2
−𝛥𝛥(𝑛𝑛𝑒𝑒𝑚𝑚)ср

� 1
Δ𝑚𝑚�

= � 1

−1− 1
𝛥𝛥(𝑛𝑛𝑒𝑒𝑚𝑚)ср
(𝑛𝑛𝑒𝑒𝑚𝑚)ср1

� 1
Δ𝑚𝑚�

=

⎝

⎜
⎛ 1

1

(𝑃𝑃ср−𝑋𝑋1ср)�1−𝑚𝑚1
𝑚𝑚2

�𝐺𝐺1
(𝑃𝑃ср−𝑋𝑋1)𝐺𝐺1

+ 𝛥𝛥𝑋𝑋∗𝑚𝑚1∗𝐺𝐺1
𝑚𝑚2(𝑃𝑃ср−𝑋𝑋1)𝐺𝐺1

−1

⎠

⎟
⎞ 1

Δ𝑚𝑚�
=

� 1
1

1−𝑚𝑚1
𝑚𝑚2

+𝑚𝑚1
𝑚𝑚2

𝛥𝛥𝑋𝑋
(𝑃𝑃ср−𝑋𝑋1ср)

−1
� 1

Δ𝑚𝑚�
= � 1

1

1−𝑚𝑚1
𝑚𝑚2

�1− 𝛥𝛥𝑋𝑋
(𝑃𝑃ср−𝑋𝑋1ср)�

−1
� 1

Δ𝑚𝑚�
   

 𝑲𝑲𝒎𝒎_𝒕𝒕р =

⎝

⎜
⎛ 𝟏𝟏

𝟏𝟏

𝟏𝟏−
𝒎𝒎𝟏𝟏
𝒎𝒎𝟐𝟐

�𝟏𝟏−
𝜟𝜟𝑿𝑿𝒊𝒊ср
𝜟𝜟𝑷𝑷ср

�
−𝟏𝟏

⎠

⎟
⎞ 𝟏𝟏

𝜟𝜟𝒎𝒎�
 (17) 

where Δ𝑃𝑃ср and 𝛥𝛥𝑋𝑋𝑖𝑖ср  – the average engine thrust margin and the 
average increase of the induced drag for the speed range 
acceleration. 

The value of the coefficient slightly depends on the percentage 
change in the mass. Assuming  𝛥𝛥𝑋𝑋𝑖𝑖ср/Δ𝑃𝑃ср =  0 ( 𝛥𝛥𝑋𝑋𝑖𝑖  is 
significantly less than the average available thrust  Δ𝑃𝑃ср) 𝐾𝐾𝑚𝑚_𝑡𝑡р=1, 
and taking into account the influence of increased inductance (due 
to the increase in mass) the coefficient value will be slightly larger. 
For example, for Mig-29 during acceleration 600 – 1100 km/hour 
near the ground 𝐾𝐾𝑚𝑚_𝑡𝑡р = 1,12  (Table 5). 

Table 5:  The values Km_tр for Mig-29 (600 – 1100 km/hour on the deck) 

m1, 
kg 

Δm, 
% ΔCy ΔCxi 

Pср, 
kgf 

Xср, 
kgf 

ΔXi, 
kgf 

𝑲𝑲𝒎𝒎_𝒕𝒕р 

15000 10 0.011 0.001 16000 4000 130 1.12 

 

If accept Δ𝐶𝐶𝑥𝑥0ср ≈ Δ𝐶𝐶𝑥𝑥0 and 𝐶𝐶𝑥𝑥01ср ≈ 𝐶𝐶𝑥𝑥01 , 𝐾𝐾𝐶𝐶𝑥𝑥0_𝑡𝑡р takes the 
following form: 

𝐾𝐾𝐶𝐶𝑥𝑥0_𝑡𝑡р =
𝑒𝑒р2
𝑒𝑒р1

−1

𝐶𝐶𝑒𝑒02
𝐶𝐶𝑒𝑒01

−1
= �𝑡𝑡р2

𝑡𝑡р1
− 1� 1

Δ𝐶𝐶𝑥𝑥�0
= � 1

−1−
(𝑛𝑛𝑒𝑒𝑚𝑚)ср1
𝛥𝛥(𝑛𝑛𝑒𝑒𝑚𝑚)ср

� 1
Δ𝐶𝐶𝑥𝑥�0

=

〈𝛥𝛥(𝑛𝑛𝑥𝑥𝑚𝑚)ср = −Δ𝑋𝑋0
𝐺𝐺1

〉 = � 1
𝑃𝑃ср−𝑋𝑋1ср
Δ𝑋𝑋0ср

−1
� 1
Δ𝐶𝐶𝑥𝑥�0

=

� 1
𝑃𝑃ср−𝑋𝑋1ср−Δ𝑋𝑋0ср

Δ𝑋𝑋0ср

� 1
Δ𝐶𝐶𝑥𝑥�0

= �
Δ𝐶𝐶𝑥𝑥0ср𝑞𝑞𝜌𝜌

𝑞𝑞𝜌𝜌 �
𝑃𝑃ср
𝑆𝑆𝑆𝑆 −𝐶𝐶𝑥𝑥01ср−Δ𝐶𝐶𝑥𝑥0ср�

� 𝐶𝐶𝑥𝑥01
Δ𝐶𝐶𝑥𝑥0

=

〈
Δ𝐶𝐶𝑥𝑥0ср ≈ Δ𝐶𝐶𝑥𝑥0
𝐶𝐶𝑥𝑥01ср ≈ 𝐶𝐶𝑥𝑥01

〉 = 𝐶𝐶𝑥𝑥01
𝑃𝑃ср
𝑆𝑆𝑆𝑆 −𝐶𝐶𝑥𝑥01ср−Δ𝐶𝐶𝑥𝑥0ср

= 1
𝑃𝑃ср

𝑋𝑋01ср
−1−Δ𝐶𝐶𝑥𝑥�0
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 𝑲𝑲𝑪𝑪𝒎𝒎𝟎𝟎_𝒕𝒕р = 𝟏𝟏
𝑷𝑷ср
𝑿𝑿𝟎𝟎𝟏𝟏ср

−𝟏𝟏−𝜟𝜟𝑪𝑪𝒎𝒎�𝟎𝟎
 (18) 

The coefficient value slightly depends on the percentage 
change 𝐶𝐶𝑥𝑥0 and is associated with a specific aircraft. For Mig-29 
𝐾𝐾𝐶𝐶𝑥𝑥0_𝑡𝑡р = 0.27 (Table 6). 

Table 6:  The values KCx0_tр for Mig-29 (600 – 1100 km/hour near the ground) 

Cx0 Δ Cx0, % Pср, kgf X01ср, kgf 𝑲𝑲𝑪𝑪𝒎𝒎𝟎𝟎_𝒕𝒕р 
0.025 10 16000 3300 0.27 

4. Calculation of the influent coefficients by numerical 
method 

To confirm the derived dependencies (8), (10), (12), (14), (15), 
(17), (18), we calculate the IC using the “Program for preparing 
the initial data and calculating the FQP”. This software product 
was developed by Sukhoi Design Bureau and verified by many 
years of the application practice. The program uses weight, 
aerodynamic characteristics (Сх0(М), Cxi (Cy, M), Сymax(М), Cy

a) 

and propulsive characteristics P (H, M, Dr) Qс(H, M, Dr), as well 
as some limitations (qmax, nymax) and constants. The graphs 
Сх0(М), Cxi (Cy, M), Сymax(М) Cy

a, P (H, M), Qс(H, M) are 
digitized from books of practical aerodynamics [18-21]. ICs are 
calculated according to the algorithm shown in the Figure 1.  

We calculate IC for the following aircraft of the class of 
operational - tactical aviation: fighter 4th generation Su-27; 
frontline bomber Su-24; strike-fighter Su-25; fighter 4th generation 
Mig-29; fighter 3rd generation Mig-23; interceptor jet 3rd 
generation Mig-25. 

Input
parameter

 i

FQP calculation 
with parameter

i

FQP corresponding 
with parameter

i1   :
Hmax

V *y
1

1
...

1
IC calculation

 i2

1

2
Hmax

V *y
2

2
...

Input
parameter

FQP calculation 
with parameter

i

FQP corresponding 
with parameter

i1   :

 
Figure 1: IC calculation scheme 

Table 9 and Figures 2-11 show the results of calculating the IC 
programmatically. ICs were obtained when the mass changed by 
10%, Сх0 changed for М<1 by 10% and for М>1 by 18%. Such 
differences in the spread of Сх0 are taken on the assumption that 
the inaccuracy of determining this parameter for the supersonic 
domain of flight is higher. Aircraft characteristics are taken in the 
calculations are presented in Table 7.  

The effect on the service ceiling is shown in Figures 2 and 3, 
on the specific excess power - in Figures 4 and 5, on the sustained 
load factor - in Figures 6 and 7, for the acceleration time - in 
Figures 8 and 9. Figures 2-9 also show the values obtained from 
the above formulas. 

 
Figure 2: Km_Hmax values 

 

Figure 3: KCx0_Hmax values 

Table 7: Aircraft characteristics, used in the calculations 

Aircraft MiG-29 MiG-
25RB 

MiG-
23ML 
(72°) 

MiG-
23ML 
(45°) 

MiG-
23ML 
(16°) 

Su-27 Su-25 Su-24 
(69°) 

Su-24 
(45°) 

Su-24 
(16°) 

Weight  
Mass in calculations, kg 15000 24000 18000 18000 18000 21200 13000 25000 25000 25000 

Wing parameters  
Wing area, m2 38 61.5 34.16 35.3 37.27 62 30.1 51 53 55.18 
Wing extension 3.39 2.94 1.77 3.43 5.26 3.5 6 2.11 3.9 5.64 
Leading edge a sweep angle, 
deg. 42 41 74 47 18 42 20 69 45 16 

Power plant specifications  

Jet engine 2xRD-33 2xR-15-
300 R-35 R-35 R-35 2xA1-

31F 
2xR-95 

SH 
2xA1-
21 F-3 

2xA1-21 
F-3 

2xA1-
21 F-3 

Thrust (H=0, M=0), kgf 16000 22400 12500 12500 12500 25000 8200 22400 22400 22400 
Aircraft design parameters  

Starting thrust-to weight ratio 1.07 0.93 0.69 0.69 0.69 1.18 0.63 0.90 0.90 0.90 
Wing load, kg/m2 395 390 527 510 483 342 432 490 472 453 
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Table 8: IC for the studied aircrafts 

FQ&P m Cx0 m Cx0 m Cx0 m Cx0 m Cx0
Vmax -0.07 -0.81 -0.09 -0.71 - - -0.14 -0.85 -0.01 -0.17
Hmax -0.33 -0.2 -0.34 -0.41 -0.33 -0.15 -0.36 -0.51 -0.35 -0.06
Vy* -0.91 -0.37 -0.91 -0.47 -1.02 -0.47 -0.98 -0.53 -0.91 -0.45
ny -0.91 -0.09 -0.91 -0.09 -0.91 -0.11 -0.91 -0.1 -0.91 -0.09
tp 1.09 0.26 1.08 0.27 1.22 0.24 1.11 0.28 1.02 0.35

FQ&P m Cx0 m Cx0 m Cx0 m Cx0 m Cx0
Vmax - - -0.02 -0.24 - - -0.02 -0.18 -0.02 -0.14
Hmax -0.27 -0.16 -0.61 -0.22 -0.41 - -0.48 -0.1 -0.45 -0.07
Vy* -0.96 -0.43 -0.94 -0.46 -0.98 -0.39 -0.96 -0.45 -0.94 -0.41
ny -0.91 -0.21 -0.91 -0.26 -0.91 -0.19 -0.91 -0.14 -0.91 -0.18
tp 1.06 0.35 1.05 0.35 1.19 0.31 1.11 0.22 1.06 0.30

Su-24 (69°) Su-24 (45°) Su-24 (16°)

Su-27 MiG-29

MiG-25RB Su-25

MiG-23ML (16°)MiG-23ML (45°)MiG-23ML (72°)

 

- subsonic aircraft 
Sustained load factor on high 1000 m M=0.8 (   for Su-25 M=0.6) 

Acceleration time on the deck 600-1100 km/hour (     for Su-25 500-800 km/hour) 
Aircrafts images courtesy of Google images 

 
Figure 4: Km_Vy∗  values 

 
Figure 5: KCx0_Vy∗   values 

 
Figure 6: Km_ny  values (Н=1000m, M=0.8) 

 
Figure 7: KCx0_ny   values (Н=1000m, M=0.8) 
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Figure 8: Km_tр values 

 
Figure 9: KCx0_tр values 

5. Results and Discussions 

 As can be seen from Figures 2-10, the analytically obtained ICs 
are confirmed by numerical calculations. The absolute error when 
using the derived formulas is less than 0.1 of the IC value, which 
in terms of FQP values gives an error of less than 10%. At the 
initial stage of aircraft design (when the error of other constituent 
elements is comparable in magnitude), this is an acceptable 
indicator. 

 Summarize the calculated IC in Table 9, the percentage change 
in FQP is presented in Table 10. 

Table 9: IC ranges for the considered OTA aircrafts  

FQP 𝐾𝐾𝑚𝑚_𝐹𝐹𝐹𝐹𝑃𝑃 𝐾𝐾𝐶𝐶𝑥𝑥0_𝐹𝐹𝐹𝐹𝑃𝑃 
Мmax<1 Мmax>1 

Vmax -0.1 -0.1…-0.25 -0.7…-0.85 

Hmax 0.25…0.6 -0.05…-0.2 -0.15…-0.5 

𝑉𝑉𝑦𝑦 𝑚𝑚𝑚𝑚𝑥𝑥
∗  -0.9….-1.05 -0.35…-0.55 - 

𝑛𝑛𝑦𝑦 (H=1000m, 
М=0.8) -0.91 -0.05…-0.2 - 

tр 
(600-1100 

km/h, 
H=200m) 

1…1.25 -0.2…-0.35 - 

 

Table 10: Percent change in the FQP 

FQP 

With an 
increase in 

mass by 10%, 
the FQP 

deteriorates 
by: 

With an increase in Cx0 in the 
subsonic area by 10% and by 
18% in supersonic the FQP 

deteriorate by: 

Мmax<1 Мmax>1 

Vmax 1% 1…2.5% 12…15.5% 

Hmax 
decreases by 

630 m 0.5…2% 3…8% 

𝑉𝑉𝑦𝑦 𝑚𝑚𝑚𝑚𝑥𝑥
∗  9….10.5% 3.5…5.5% - 

𝑛𝑛𝑦𝑦 (H=1000m, 
М=0.8) 9.1% 0.5…2% - 

tр 
(600-1100 

km/h, 
H=200m) 

10…12.5% 2…3.5% - 

From Tables 9 and 10 we can conclude that the considered 
FQP, such as the maximum specific excess power, sustained load 
factor, and acceleration time, are most sensitive to a change in 
mass. The inaccuracy in determining the mass in 1% gives a spread 
of these FQP in about 1% (more accurate values are given earlier). 
The IC of the mass on the practical ceiling depends on the absolute 
value of the ceiling, so it makes sense to talk about its absolute 
change. With an inaccuracy of mass of 1%, the ceiling is 
determined with an accuracy of about 60-70 meters. 

To inaccuracy 𝐶𝐶𝑥𝑥0  is most sensitive to the maximum flying 
speed (for M>1). The numerical value of the IC on Vmax is 
determined by the curve crossing nature of the required and 
available thrust (Figure 11). Graphs Cx0 (M) for the studied 
aircrafts are shown in Figure 10. 

 
Figure 10: Graphs Сх0 for the studied aircrafts. 

 Figure 10 shows that in the area of maximum flight speed, the 
slope of the curves Cx0 (M) is different for different aircraft. 

The power-available curve depends on the engine unit's 
altitude speed performances, the required one on the drag run, 
therefore, the IC depends strongly on the specific aircraft (on the 
flow pattern of Сх0 and altitude-speed performances), therefore, 
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linking this coefficient to the aircraft parameters is impractical. 
However, as the research showed, the IC value for subsonic aircraft 
is approximately 0.1…0.2 (Table 9), for supersonic: 0.7…0.9. 

 
Figure 11. The different nature of Zhukovsky curve crossing. P – engine thrust 

curve, X – airplane drag curve. 

6. Conclusions 

The results of this work allow us to estimate the contribution 
of mass uncertainties and drag coefficient at zero lifting force to 
the range of variation of the FQP values. 

The formulas obtained make it possible to determine the 
quantitative influence of the parameter on the value of the FQP. 
Verification of the formulas for some aircraft from the class of 
operational-tactical aviation showed that the error in determining 
the spread of flight characteristics according to the formulas 
obtained is within 10%. 

The research showed that the mass influence coefficients Сх0 
on maximum specific excess power, sustained load factor and 
acceleration time practically do not depend on the parameters of 
the considered aircrafts of the same class. The IC of mass and Сх0 
on the maximum speed and practical ceiling associated with 
specific aircraft parameters. The sensitivity of the maximum 
speed to the zero lift-drag coefficient is determined by the curve 
crossing nature of the required and available thrust. 

The inaccuracy in determining the mass in 1% gives a spread 
of maximum specific excess power, sustained load factor and 
acceleration time in about 0.9…1.3%. For the studied aircrafts the 
inaccuracy in determining the zero lift-drag coefficient of 1% 
gives a spread in the maximum speed within 0.7 ... 0.9% for 
supersonic aircraft and 0.1 ... 0.2% for subsonic aircraft. 
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 The main advantage of software-defined visible light communication (VLC) systems is that 
they allow us to reuse modulation, coding, synchronization and medium access techniques 
used in conventional radio systems. This article focuses on the implementation of an uplink 
alternative using an infrared (IR) light communication system. For this goal, analog front-
ends are designed and implemented. Therefore, they convert a radio frequency signal into 
an optical signal. In addition, a Universal Software Radio Peripheral (USRP) is used as a 
software-defined radio platform. The obtained bit error rate is 5.33 × 10−5 using QPSK 
modulation with a bit rate of 4 Mbps at a distance of 160 cm between transmitter and 
receiver. 
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1. Introduction 
This paper is an extension of work originally presented in 2019 

IEEE Colombian Conference on Communications and Computing 
(COLCOM) [1]. This article aims to focus into the design process 
followed to implement analog front ends for the infrared (IR) 
communication uplink. On the other hand, an explanation is given 
about the blocks that make up the program to measure the bit error 
rate (BER) of the IR system. Finally, the signal-to-noise ratio 
(SNR) measurement is made and compared with the bit error rate 
(BER) obtained at different distances between transmitter and 
receiver. 

Visible Light Communication (VLC) is currently being 
developed as a solution that enables the use of standard 
illumination light-emitting diodes (LEDs) to transmit data 
wirelessly. This type of communication is an alternative to 
mitigate the effects of saturation of the radioelectric spectrum in 
densely populated areas. Furthermore, it is known that the number 
of wireless devices connected to the internet is growing at an 
annual rate of 47% until 2021 [2]. This is mainly due to the greater 
access of terminal devices such as smartphones, tablets, laptops 
and recently to the deployment of the Internet of Things (IoT). For 
this reason, VLC is a technology that can serve as a complement 
of the currently deployed communication systems and provide 
access to the network. An important feature of VLC is that it can 
be used as a ubiquitous communication medium because LED 

lighting lamps are widely used in existing lighting infrastructure. 
On the other hand, VLC operates in the visible light band, which 
is not licensed and there is no electromagnetic interference 
generated by other communication equipment [3]. 

Information is sent and received through one or more LEDs on 
the transmitting side and a photodiode on the receiving side using 
a technique known as intensity modulation and direct detection 
(IM-DD) [4]. In such a way that the information that is sent 
produces variations in the level of illumination of the LED stage, 
these variations are imperceptible to the human eye. After that, the 
receiving photodiode converts the optical signal into an electrical 
signal for further processing. 

In [5], the authors focused on the design and implementation 
of Analog Front-Ends, which would allow easy replication of the 
system through the use of low-cost components. The achieved bit 
rate was 20 kbps with a BER of 4.89 × 10−10  using OOK 
modulation and Manchester encoding. In [6], a similar paper was 
done, but it did not specify the components of the designed 
interfaces, a BER of 9.77 × 10−5 was measured at a bit rate of 2.5 
Mbps and at a distance of 1.6 meters using BPSK modulation 
technique. In [7], an uplink based on infrared communication is 
proposed, the simulation result shows a value of 3.57 Gb / s using 
a transmitter with beam stearing and an angle diversity receiver. 
However, the experimental implementation stage of the system 
was not reached. In [8], it was possible to implement an infrared 
uplink by using an off-the-shelf receiver module (TSOP 1730) and 
the PPM modulation technique, however, the data transfer rate of 
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the infrared link reaches up to 1200 bps. In [9], a surveillance 
camera is used as a receiver for an uplink based on infrared light. 
In [10], an IR link was implemented using a silicon integrated 
beam steering device, the achieved bit rate was 12.5 Gb/s and the 
bit error rate (BER) was less than 10−9. 

This article shows the design and implementation process of 
Analog Front-Ends used on the transmitter and receiver side, 
achieving a bit rate of 4 Mbps and a BER of 5.33 × 10−5 using 
QPSK modulation at a distance of 1.6 m. These interfaces have the 
advantage of being coupled to Software Defined Radio (SDR) 
systems, in such a way that the modulation, coding and 
synchronization of the data is carried out within a computer 
connected to a Universal Software Radio Peripheral (USRP). This 
allows for rapid prototyping and measurement of the IR 
communication system. 

Section two presents the methodology used to carry out this 
work, section three delves into the design and implementation of 
Front-Ends, section 4 shows the results of the BER and SNR. 
Finally, section 5 shows the conclusions of this research work. 

2. Methodology 

Figure 1 shows the methodology followed to design and 
implement the Analog Front-Ends. First, an analysis of the 
communication system to be implemented is made. This analysis 
allows us to know all the elements that are required to make the 
VLC system work correctly. In addition, it is necessary to define 
the design parameters that allow the development of Analog Front-
Ends. After that, the second procedure is Development of the 
Front-Ends. To carry out this task, it has been divided into two 
threads: design and implementation.  

 
Figure 1: Methodology diagram 

Finally, the last step is to carry out the corresponding 
measurements of the implemented communication system. To do 
this, a BER measurement is made as a function of the separation 
distance between transmitter and receiver. On the other hand, the 
measurement of the signal-to-noise ratio (SNR) is also carried out 
and a comparison is made with the previously measured BER. 

 
Figure 2: Block diagram of the IR communication system for BER measurement 

3. Analysis of the Communication System 

3.1. Block Diagram of the System 

Figure 2 shows the block diagram of the IR communication 
system implemented for the purpose of making the BER 
measurement. This diagram is based on the research article 
previously made in [1] . It is observed that a laptop has a software 
stage where the modulation and synchronization of the information 
is carried out. After that, a USRP X300 is connected, which is a 
software-defined radio platform that allows to generate a 
modulated signal in the RF band. In this case, a central frequency 
of 5MHz has been used to carry out this test. Then, the signal goes 
to the transmitter front-end. This front-end is composed by an 
amplifier, a bias-tee, a constant current source and the IR LEDs. 
After that, the signal travels towards the receiver through the 
channel. In this case, the channel is the air in the indoor 
environment. On the other hand, the receiver front-end includes an 
IR photodiode, a transimpedance amplifier (TIA) and a low pass 
filter (LPF). 

Table 1: Design Parameters for the IR link 

Parameter Description 

Application Indoor 

Coverage range 1.6 m 

Configuration Direct LOS link 

Bitrate 4 Mbps 

Modulation QPSK / BPSK 

Transmitter 

LED Specification (each one) 

- Radiant Intensity: 550 mW/sr 

- View angle: 10° 

- Wavelenght: 800 nm – 875 nm 

Receiver 

Photodiode specifications: 

- Code: SFH 203 FA 

- Spectral response: 800 nm – 1100 
nm 

- Sensitive area: 1 mm2 

OP-AMPs LT6268-10 and LT6268 with dual 
supply ±2.5 VDC 
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3.2. Design Parameters 

The design parameters of the electronic circuits for the 
transmitter and receiver analog interfaces are shown in Table 1. It 
is observed that the configuration used in this paper requires a line 
of sight (LOS), this is due to the fact that the angle of view of the 
LEDs arrangement is 10°. Which allows maximum energy transfer 
in only one direction. In this way, the use of an optical lens that 
amplifies the optical signal at the receiver is avoided. In addition 
to this, the other parameters taken into account to implement this 
communication system can be read. 

4. Development of Front-Ends 

Front-ends are developed based on the design parameters 
mentioned in the previous section. First, the design of the front-
ends is done. After that, the physical implementation of them is 
made. 

4.1. Transmitter Design 

The transmitter front-end is composed by four blocks. The first 
block is an amplifier that must take the signal from the USRP and 
feed a LED array. The second block is a bias-tee that superimposes 
the RF signal coming from the amplifier on a constant current level 
coming from the third block called “Constant current source”. The 
three previous blocks make up the LED driver. Finally, the last 
block is an array of LEDs, it is composed of eight high-power 
LEDs placed in series, which produce an optical signal that will 
travel through free space until it reaches the receiver front-end. 

 
Figure 3: Schematic circuit of the Transmitter Front-end 

Figure 3 shows the schematic circuit of the transmitter front-
end, it can be seen that it includes a common emitter amplifier, that 
includes the transistor Q1. After that, the circuit is followed by a 
Darlington amplifier, which is made of the transistors Q2 and Q3. 
The common emitter amplifier was designed following the 
procedure described in [11]. The design equations are as follows: 

𝐼𝐼𝑏𝑏 =
𝐼𝐼𝑐𝑐
𝛽𝛽

                                           (1) 

𝑉𝑉𝑐𝑐𝑐𝑐 =
𝑉𝑉1
3

                                          (2) 

𝑅𝑅3 = 𝑅𝑅4 + 𝑅𝑅5                                     (3) 

𝐼𝐼𝑐𝑐(𝑅𝑅3 + 𝑅𝑅4 + 𝑅𝑅5) + 𝑉𝑉𝑐𝑐𝑐𝑐 = 𝑉𝑉1                        (4) 

𝑅𝑅3 = 𝑅𝑅4 + 𝑅𝑅5 =
𝑉𝑉1 − 𝑉𝑉𝑐𝑐𝑐𝑐

2𝐼𝐼𝑐𝑐
                           (5) 

𝑅𝑅𝑏𝑏𝑏𝑏 = 𝑅𝑅1//𝑅𝑅2                                      (6) 

𝑅𝑅𝑏𝑏𝑏𝑏 ≪ 𝛽𝛽(𝑅𝑅4 + 𝑅𝑅5)                                   (7) 

𝑍𝑍𝑖𝑖𝑖𝑖 = 𝑅𝑅𝑏𝑏𝑏𝑏//𝛽𝛽(𝑟𝑟𝑐𝑐 + 𝑅𝑅4)                              (8) 

𝑍𝑍𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑅𝑅3                                          (9) 

From (1) the base current is obtained from the value of the 
collector current, which in this case is 10 mA, in addition β has a 
value of 95. In (2) and (4), 𝑉𝑉1 has a value of 12 V. The values of 
the resistors 𝑅𝑅3, 𝑅𝑅4 and 𝑅𝑅5 are calculated from (4) and (5). On the 
other hand, (6) and (7) allow the calculation of 𝑅𝑅1 and 𝑅𝑅2. Next, 
(8) and (9) allow us to know the input and output impedances. 
Finally, a Darlington amplifier is inserted to reduce the output 
impedance and increase the output power. 

In Figure 3, 𝑄𝑄4 is a MOSFET that provides a constant current 
source whose value is defined by (10). In this case, 140 mA was 
chosen as the 𝐼𝐼𝐷𝐷 value because it allows the LEDs to keep turned 
on. 

𝐼𝐼𝐷𝐷 =
𝑉𝑉𝐵𝐵𝐵𝐵
𝑅𝑅2

                                          (10) 

𝐼𝐼𝐷𝐷: drain current of MOSFET Q4 

𝑉𝑉𝐵𝐵𝐵𝐵 : Base-Emitter Saturation Voltage of Transistor Q5 

LED’s must be turned on to modulate their light intensity 
without turning them off. For this purpose, it is necessary to 
superimpose the AC signal coming from the amplifier with the DC 
level coming from the constant current source. The bias-tee is in 
charge of this task. Finally, this LED driver is connected to an array 
of eight LEDs in series. In this way, the Front-end transmitter has 
been designed. 

4.2. Receiver Design 

Figure 4 shows the schematic circuit of the receiver front-end, 
which is composed of a photodiode, a transimpedance amplifier 
and a low-pass filter. The photodiode makes it possible to 
transform an optical signal into an electrical one. In this project, 
the SFH 203 FA photodiode is used, which has a switching time 
of 5 ns, it is inversely polarized with a voltage of 12 V. 
Furthermore, 𝑅𝑅3 and 𝐶𝐶5 constitute a low-pass RC filter in order to 
eliminate noise from source 𝑉𝑉1. 

 
Figure 4: Schematic circuit of the Receiver Front-end 

The current at the output of the photodiode enters a 
transimpedance amplifier. The gain of the transimpedance 
amplifier is equal to the feedback resistance 𝑅𝑅1. After a voltage is 
obtained at the output of the transimpedance amplifier (TIA), the 
signal passes through a two-stage low-pass filter. The first stage is 
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made up of an RC filter composed of 𝑅𝑅2 and 𝐶𝐶2 and whose cutoff 
frequency can be calculated using (11). After that, the coupling 
capacitor 𝐶𝐶8 is connected, this capacitor allows only the alternating 
component of the signal to pass. In this way, the voltage produced 
by the ambient light is minimized. Finally, a Chebyshev low-pass 
filter is responsible for eliminating high-frequency noise and 
adapting the output impedance for connection to the USRP 
equipment. The design of this filter was done following the 
procedure described in [12], the calculations were made using (12), 
(13), (14) and (15). 

𝑓𝑓𝑐𝑐1 =
1

2𝜋𝜋(𝑅𝑅2)(𝐶𝐶2)
                                  (11) 

𝑅𝑅4 = 𝑅𝑅5 =
𝑎𝑎1

2𝑤𝑤𝑐𝑐𝐶𝐶6
                                 (12) 

𝐶𝐶11 =
𝑏𝑏1

𝑤𝑤𝑐𝑐2𝑅𝑅4𝑅𝑅5𝐶𝐶6
                                 (13) 

𝑎𝑎1 = 1.1813                                       (14) 

            𝑏𝑏1 = 1.7775                                       (15) 

4.3. Implementation of Front-ends 

The transmitter front-end was implemented as shown in Figure 
5. The physical implementation of this circuit can be shown on two 
single printed circuit boards (PCB). Figure 5.a shows the LED 
driver. On the other hand, Figure 5.b is the IR-LED array. The 
reason why the LED array is not included in the same PCB is 
because it allows to do further tests with different LED 
configurations. In this way, it is avoided to build new front-ends in 
order to speed up the tests and improve the transmitting analog 
interface. Both circuits are connected by a coaxial cable in the 
experimental setup. 

Figure 6 shows the physical circuit of the receiver front-end for 
the IR uplink. It is observed that the output connection is made 
through a female SMA connector, to which an RG58 coaxial cable 
is connected. 

  
a )         b) 

Figure 5: Physical implementation of the transmitter Front-end. 

 
Figure 6: Physical implementation of the receiver Front-end 

5. Measurements 

Once the Front-ends have been implemented, the Bit Error 
Rate (BER) measurement is performed. To do this, it is necessary 
to establish the experimental setup shown in Figure 7. This setup 
is based on the block diagram described in the third section of this 
paper. The connection between the laptop and the USRP is made 
through a gigabit ethernet cable. The connections between the 
USRP and the front-ends are made through RG58 coaxial cable. 

To carry out the BER measurement, the program shown in 
Figure 8 is used. This program was developed in GNU Radio from 
the information available in [6], with the difference that now 
QPSK modulation and the rate are used. sampling rate is changed 
to 4 MS/s. 

Laptop

USRP X300

Tx Front-End Rx Front-End
 

Figure 7: Experimental setup for BER measurement 

The explanation of the blocks that make up this program is as 
follows: 

• The "PRBS Source B" block is responsible for generating 
a random sequence of bits, which is repeated indefinitely. 

• “Preamble Insert” is a block that inserts a bit preamble, 
which is used to indicate the moment at which the BER 
measurement starts. 

• "Root Raiced Cosine Filter" is a block that is used in 
transmission and reception to minimize intersymbolic 
interference. 

• “Costas Loop” is responsible for the frequency recovery of 
the carrier signal. 

• Subsequently, the "Decode using Preamble Synch" block 
takes care of the demodulation and detection of the 
preamble to start the BER measurement. 

• The “Binary Slicer” block transforms the demodulated 
signal into bits. These bits can have two values 0 or 1. 

• Finally, the "PRBS Sink B" block is in charge of 
comparing the received bits with the original sequence and 
showing the bit error rate (BER). 
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Figure 8: Program in GNU Radio for BER measurement using QPSK modulation

Figure 9 shows the results obtained from the BER 
measurement as a function of the separation distance between 
transmitter and receiver. The red graph indicates the BER 
measured using QPSK modulation at a bit rate of 4 Mbps. A BER 
of 5.33 × 10−5  was obtained at a distance of 160 cm between 
transmitter and receiver. The blue graph shows the BER obtained 
using BPSK modulation, which has a value of 1.35 × 10−5 at a 
distance of 160 cm and the bit rate is reduced to 2 Mbps. 

 
Figure 9: BER with respect to distance 

Finally, signal-to-noise ratio (SNR) is measured at different 
distances between the transmitter and receiver using BPSK 
modulation. From the obtained data, it has been possible to make 
the graph of Figure 10, in which the BER is observed as a function 
of the SNR. With a SNR of 36.2 dB, a BER of 1.35 × 10−5 was 

measured. In the other hand, with a SNR of 46.4 dB, a BER of 
8.032 × 10−6  was obtained. It can be seen that, if the SNR 
increases, a lower BER is measured. In this way, having an SNR 
greater than 45 dB, the BER seems to converge, however this is 
due to the fact that a finite number of packets were sent. Therefore, 
it is convenient to have the least amount of noise in the system or, 
failing that, to increase the power of the transmitted signal.  

 
Figure 10: Measured BER vs SNR 

6. Conclusions 

• A bit error rate of 5.33 × 10−5  has been measured when 
transmitting at a bit rate of 4 Mbps using QPSK modulation 
at a distance of 160 cm between transmitter and receiver for 
an infrared light communication system. 
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• Signal to noise ratio decreases when the distance between 
transmitter and receiver is greater. In turn, the bit error rate 
increases as there is a lower signal-to-noise ratio. 

• The transmitter front-end provides a constant current level of 
140 mA, this keeps the LED stage turned on, while at the 
same it is modulated the intensity of the optical signal. 

• The receiver front-end is composed by a transimpedance 
amplifier and a two-stage low-pass filter. The output voltage 
does not exceed 2 Vpp, which is the input limit for a USRP 
X300. 

• A software program was developed in GNU Radio to 
measure the bit error rate of the infrared communication link. 
The used sampling rate is 4 MS/s and the central operating 
frequency is 5 MHz. 

• Front-ends have been designed and implemented for infrared 
light communication that can be used in Software Defined 
Radio systems as an alternative for VLC uplink. Taking into 
account the requirements of this type of links. 

• The main advantage of this system is that, as it is based on 
software defined radio, the modulation, coding and 
synchronization stages are implemented within a personal 
computer. Therefore, to implement it, it is necessary to use 
analog front-ends that allow the conversion of RF signals to 
optical signals. 

• The main disadvantage is that the bit rate is limited by the 
capacity of the computer processor where the transmission 
and reception programs are executed, it was necessary to 
carry out tests with different personal computers and the one 
with the best performance was chosen. 
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 An experimental study regarding structural strengthening of existing reinforced concrete 
footing was conducted on six full scale reinforced concrete footings, strengthened with 
concrete jacketing under concentric and eccentric loads. The footings had constant 
dimensions and flexural steel reinforcement which was designed to prevent brittle failure 
due to crushing of concrete before steel yielding. Concrete jacketing was installed on all 
sides and top of existing concrete for footings subjected to concentric loading, while 
concrete jacketing was installed on three sides and top of existing concrete for footings 
under eccentric loading. The bonding between the existing and the new concrete was done 
either by applying epoxy bonding with dowels or by using an epoxy bonding agent on all 
sides only. This was to investigate the effect of each strengthening technique on the stress 
distribution beneath reinforced concrete footings rested on cohesionless soil. The dowels 
were used and designed to prevent any premature shear failure. The experimental results 
showed that the stress distribution beneath the center of footings subjected to concentric 
loading was higher than that beneath the control specimen by approximately 10%. The 
results also showed that the contact stress distribution beneath control and strengthened 
footings were not consistent with the available theoretical solutions. The effect of using 
dowels, in connecting old and new concrete, on stress distribution under strengthened 
footings and load-carrying are presented. 
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Concrete jacketing 
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1. Introduction 

Strengthening of existing Reinforced Concrete (RC) footings 
is often conducted when there is a need to increase the load- 
carrying capacity of such footings. Failure of RC footings is 
governed by bending, punching shear and one-way shear. The 
traditional way for strengthening, which is to increase the footing 
dimensions by adding a new layer of concrete on the top and sides 
of the existing footing, is an effective method for strengthening. 
The effect of the bonding technique, between existing and new 
concrete, on the stress distribution beneath strengthened footing is 
not known, and it is still based mostly on engineering judgment. 
This is due to the lack of sufficient research related to estimating 
stress distribution beneath strengthened footings. Bonding 
between existing and new concrete is considered as a main factor 
for load transfer, and for the concrete jacket to act as one part with 
the old concrete. The contact stress distribution beneath RC 
Footings resting on soil depends on the type of soil, as well as the 

stiffness of the footing [1]. Previous research regarding 
strengthening of existing RC Footing has focused on improving 
punching and shear behavior [2-5]. In 2017, Gia Toai Truong [2] 
investigated the effects of inclined shear reinforcement, high-
strength concrete, and additional concrete cast with amorphous 
metallic fibers (AMFs) on the punching capacity of existing 
footings, the authors stated that the effect of AMFs and high 
strength concrete on punching resistance was higher than the effect 
of using inclined shear reinforcement. In 2007, J. Hegger [3] 
investigated the punching behavior for rigid isolated RC footings 
resting on sand for different footing depths. The authors also 
developed a design model for assessing punching strength using 
the soil-structure interaction, and it was found that the contact 
stress distribution beneath the rigid footings rested on sand was 
higher at the center of the footing and lower at edges. In 2013, 
Bonic and Folic [4] studied the punching behavior on RC footings, 
subjected to concentric loading, resting on sand. This study 
showed that the actual punching failure load was higher than the 
expected failure load, calculated according to the international 
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codes [5-7]. The authors stated that the theoretical assumption of 
uniform distributed stress under footing was conservative. In 2019, 
Wang-Xi Zhang [8] investigated the punching behavior of RC 
footings, subjected to eccentric loading, resting on rubber block. 
The results showed that the stress distribution was linear at low 
load levels, while it tends to be highly concentrated under the point 
of load application with load increase. Furthermore, the 
nonlinearly distributed stress influenced and increased the 
punching shear strength as well as the punching shear force of the 
footing. In 1990, Mosley [9] demonstrated the contact stresses 
distribution beneath a typical rigid footing resting on sand as 
shown in Figure 1. 

In 2015, Todor Vacev [10] investigated the punching 
behavior of rigid isolated RC column footings, subjected to 
concentric loading, resting on sandy soil, and found that the stress 
distribution beneath the footing was different from the theoretical 
assumption. However, the stresses were concentrated under center 
of the footing. In 1996, Muller, G. U. [11] analyzed the contact 
stress distribution under rigid square footings, resting on 
cohesionless soil, and subjected to eccentric and concentric 
loading. It was found that the stress distribution was concentrated 
under center of the footing for eccentric loading, instead of being 
uniform linear triangular as in the theoretical analysis.  

Various codes world-wide [5-7] do not quantify the 
resistance load of elements repaired with each Strengthened 
method. Moreover, in all published studies, the variable 
overloading punching effect is usually examined. Therefore, it is 
required to measure and examine the influence of the interface 
surface on the redistribution of the contact stresses.  

Dowels and epoxy bonding agent were selected to connect 
the interface of the jacketed elements based on the outcomes from 
previous research [12], [13]. In 2013, M.N. EL Siragy [14] 
assessed the settlement profile, shown in Figure 2, and load-
carrying capacity for rigid strip steel footings, resting on sand, 
after being strengthened with two steel plates from the sides. The 
authors found that the increase in the footing area led to reduction 
both the deformation and plastic flow of soil particles under the 
loaded footing.  

2. Research Significance 

The current codes and design guidelines [5-7] do not account 
for the effect of strengthening on the load-carrying capacity and 
stress distribution beneath strengthened footings, so, in this study, 
full-scale footings were tested to study the real load-displacement 
behavior and stress distribution, as the behavior of a small footing 
will be different than that of a large footing when rested on sand 
medium under the same gravity load [15]. The current study also 
investigates the effect of using concrete jacketing for existing RC 
Footing, using both dowels and epoxy bonding agent or applying 
epoxy bonding agent only at the interface between the old and 
new concrete. 

3. Experimental Program 

3.1. Geometry and detailing of tested samples 

Six full scale square reinforced concrete footing specimens 
were tested under concentric and eccentric static loading till 
failure. These footings were divided into two groups; each group 
consists of three footings, a control specimen and two footings 
strengthened by concrete jackets (with/without) dowels. Table (1) 
summarizes the test groups dimensions and illustrates the 
strengthening methodology. Concrete jackets were used to study 
the effect of dowels and the bonding agent, on the whole bonding 
strength under eccentric and concentric loads. 

Table 1: Test Matrix 

Group Symbols 
Dimensions before 

strengthening 
(mm) 

Dimensions after 
Strengthening 

(mm) 

 
Loading 

Type 

 
Strengthening Methodology 

1 

C1(control) 1200x1200x400 

1200x1200x400 
 

 
C

on
ce

nt
ric

 --- 

G1F1 800x800x250 
Concrete jacket with shear dowels 

on top and sides of existing 
concrete. 

G1F2 800x800x250 Concrete jacket with shear dowels 
on top of existing concrete only. 

2 

C2(control) 1200x1200x400 

1200x1200x400 
 

 
Ec

ce
nt

ric
 

(5
0m

m
) 

--- 

G2F1 900x1000x250 
Concrete jacket with shear dowels 

on top and sides of existing 
concrete. 

G2F2 900x1000x250 Concrete jacket with shear dowels 
on top of existing concrete only. 
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All reinforced concrete footings were tested on compacted 
dense sand inside a square wooden box with side length, and 
thickness of 2400 and 800 mm respectively. The box was 
strengthened with steel pipes from all sides. Figure 3-5 show the 
reinforcement details in all control and strengthened footings, 
Flexural reinforcement arrangement in the strengthened footings 
were constant and similar to the control specimens. Figure 6 
shows the test setup for all footings. Each tested specimen was 
subjected to concentrated gravity load induced a vertical 
hydraulic jack, using load control mode, at which the load was 
increased by incremental values of 5 kN until failure load level 
was attained. 

  

Figure 3: Reinforcement details for (a) a=500 mm for Control-1.            (b) a 
=450 mm for Control-2. 

  

Figure 4: Reinforcement and dowel details for (a) G1F1and G1F2 before strengthening.   (b) G1F1 after strengthening plan view. (c) G1F1 after strengthening elevation 
view. (d) G1F2 after strengthening plan view. (e) G1F2 after strengthening elevation view. 

 

Figure 5: Reinforcement and dowel details for (a) G2F1and G2F2 before strengthening. (b) G2F1 after strengthening plan view. (c) G2F1 after strengthening elevation 
view. (d) G2F2 after strengthening plan view. (e) G2F2 after strengthening elevation view. 
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Figure 6: Experimental test setup. 

3.2. Materials 
 

3.2.1.  Properties of Sand 

Clean dense sand was used in the laboratory testing. The 
particle size distribution was determined through sieve analysis 
(D60=1, D30=0.4 and D10=0.2). The soil can be classified as well 
graded sand according to the Unified Soil Classification System 
(USCS) (ASTM Standard D2487, 2011) [16]. The density of the 
sand placed in the models was 20 kN/m3, while the friction angle 
was 43.9°, the friction was relatively high as the roughness 
coefficient between soil and concrete footing is responsible for 
increasing the bearing capacity of soil [17]. The soil was prepared 
and compacted up in layers of 250 mm thickness with vibrator 
machine as shown in Figure 7, using 10.5% optimum water 
content.  

 
Figure 7: Compaction process 

3.2.2. Concrete 

The strengthened footings were cast in two stages. Initially, 
the concrete ingredients were mixed uniformly with proper 
proportions of 350 Kg cement, 630 Kg sand, 1260 Kg crushed 
stone, and 175 Kg water. The platform was cleaned, so that no 
foreign particle could be mixed with concrete. Precautions were 
taken during the placing and transportation of concrete so that 
consistency remained in the mixes, and to prevent segregation. 
Concrete was thoroughly compacted around reinforcement using 
electric vibrator. After 40 days, when the initial casting of 
concrete reached its ultimate strength, the concrete jacket was 

applied on existing footings using sikadur-32 epoxy bonding 
agent. During the initial casting and concrete jacketing operations, 
concrete cylinders and cubes were cast from each type of concrete 
mix. The actual compressive and tensile strength of concrete of 
individual footings were determined by testing of the 
corresponding cylinders and cubes on the day of casting the 
concrete jackets and on the day of testing. The measured 
characteristic compressive strengths (fcu) of original concrete, 
after 28 days, was 24.8 MPa, while it was 33 MPa for the column 
stub. The compressive strength of the concrete jacketing was 25.2 
MPa, with a coefficient of variation (COV of about 8.2%) based 
on 12 cubes tested according to the British Standards [18]. 

3.2.3. Reinforcement 

10 mm diameter deformed bars were placed at 50 mm cover 
as main reinforcement for all the footings and 12 mm diameter 
deformed bars were placed in column stub. The measured yield 
tensile strength (fy ) of bars was 407 MPa and the corresponding 
yield strain is 0.00205, while the ultimate tensile strength was 611 
MPa based on tensile strength test according to ASTM A615 / 
A615M [19]. 

3.3. Surface preparation and installing dowel bars 

The preparation of the surface was done when the original 
concrete footing specimens were 35 days old. The surfaces of the 
RC footings were roughed by hand-chiseling from all sides and 
top surface. Dowel bars of 10 mm diameter and 250 mm length 
rod were installed in original footings between the interfaces of 
the layered construction. These bars were embedded into the 
initial cast concrete by drilling after 40 days of casting with 100 
mm embedded length and were installed using sikadur-31CF 
(Thixotropic epoxy resin adhesive). Figure 8 shows surface 
perpetration process, dowels drilling and placement in original 
footing and casting concrete jacketing. 

 

Figure 8: Preparation process (a) Roughening the concrete surface. (b) Drilling. 
(c) Installing epoxy. (d) Installing and placement dowels. (e) Casting new jacket.  

3.4. Instrumentation acquisition system 

The data acquisition system included two data acquisition 
modules for all the strains, displacements, and load cells. Ten 
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LVDTs were used to record the vertical displacement.  Figure 9 
shows the distribution of LVDTs on group-1 and group-2 
respectively. 

 
Figure 9: LVDTs distribution for (a) Group-1.  (b) Group-2. 

Concrete strain gauges were installed on the upper reinforced 
concrete footing on one direction only for group-1; strains were 
placed on to orthogonal direction for group-2 as shown in Figure 
10). 

 
Figure 10: Concrete strain gauge distribution on (a) Group-1. (b) Group-2. 

Reinforcement Strain gauges (6mm-length) were attached to 
steel rebar's in one direction for group-1 and in two orthogonal 
directions for group-2 as shown in Figures 11 (a and b) 
respectively. Figures 11 (c and d) show the distribution of 
additional reinforcement strain on the newly placed steel bars for 
strengthened footings G1F1, G1F2, G2F1 and G2F2. 

 
Figure 11: Reinforcement strain gauge distribution (a) Group-1. (b) Group-2. (c) 
Strengthening footing group-1. (d) Strengthening footing group-2. 

Shear dowels, at typical locations, had strain gauges at their 
mid-length in longitudinal direction in specimen G1F1, while 
strain gauges were placed on shear dowels in orthogonal 

directions in specimen G2F1. Figure 12 shows a typical layout for 
strain gauge placed on shear dowels. 

                                    
Figure 12: Typical reinforcement strain gauge placed on shear dowels. 

 
Figure 13(a) shows a TY-350 pressure cell placed between 

the reinforced concrete footing and the soil surface to determine 
the contact stress distribution below the footing. Thus, it was 
decided to cover a pressure cell with thin steel plate to protect the 
pressure cell from damage. Four soil pressure cells were 
distributed below the reinforced concrete footing for groups (1&2) 
are shown in Figures (13) (b & c) respectively. 

 
Figure 13: Distribution of load cell pressures beneath concrete footing (a) 

Typical TY-350 pressure cell. (b) (Group-1).  (c) (Group-2). 
 
4. Experimental Results 

The application of concrete jacketing increased the ultimate 
load-carrying capacity of strengthened footings compared with 
those without strengthening. Moreover, the load-carrying 
capacity of G1F1 and G2F1 were higher than that of G1F2 and 
G2F2. However, the difference in the ultimate capacity was not 
significant. The increases in loading capacity are due to the 
increase in the concentration of stress at the center of the footing 
for footings in groups (1&2).  The actual moment is calculated 
using compatibility of ultimate strains, where the location of the 
neutral axis is determined, and the moment is calculated by 
multiplying the tension force times the moment arm.  

4.1. Failure modes and crack patterns 

All footings failed in flexure due to steel reinforcement 
yielding, no brittle failure and debonding for concrete jacketing 
was observed. All side cracks were observed during test, while 
cracking on bottom surface of footings were observed at the end 
of the tests. The stiffness of the footings decreased with 
propagation of cracks at increased load levels. Figure 14 shows 
the typical crack patterns at failure for each footing. The behavior 
of the strengthened Footings G1F1, G1F2, G2F1, and G2F2 was 
close to the control specimens in terms of the crack initiation, 
crack pattern and failure modes whilst having different failure 
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loads. Increased strains in the flexural reinforcement were 
measured before failure. Experimental failure loads for different 
groups are listed in Table (2). Side cracks first appeared at 
bending moment level of about 50 kN.m in all footings and the 
corresponding load level were in the range of 700 to 800 kN. The 
theoretical moment at failure load, using the uniform distribution 
theory beneath footing rested on soil (Force/Area), was calculated 
as WL2/2. From Table (2), it is noted that the actual moment at 
failure is equal to 82% of the theoretical moment which means the 
stress distribution under concrete footing resting on cohesionless 
soil was not consistent with the uniform distribution stress theory. 
Furthermore, the load-carrying capacity for all strengthened 
footing was higher than control samples, and the stress 
distributions under strengthened footing were the main reason for 
increasing the footing capacities.  

4.2. Reinforcement and Concrete Strains 

For all footings, compressive strains at the top side of the 
concrete were measured, in addition to the tensile strains of the 
lower main reinforcement. Figure 15 shows the applied load vs. 
the compressive strains of the upper side of the footing beside the 
column stub, showing a similar behavior for all footings under 
concentric loads. Regarding eccentric footings, the behaviour of 
the strains in the eccentric direction was different than that in the 
perpendicular direction, due to the concentration of stresses in 
eccentricity direction. Concrete crushing did not occur in all 
specimens and all compression strains did not exceed the plastic 

limit of 0.003. It was also noticed that the load-strain relationship 
was almost identical in the linear elastic stage. 

 
Figure 14: Typical cracking patterns at Failure for footings (a) C1. (b) G1F1. (c) 

G1F2. (d) C2. (e) G2F1. (f) G2F2. 
Figure 16 shows the flexural reinforcement strains measured 

for concentric and eccentric footing. The strain gauges were 
installed within the column face region. All maximum measured 
strain values for existing reinforcements were above the yield 
limit which indicated that the failure occurred due to flexure, 
while all recorded strain values for dowels were below the yield 
strain limit, which indicates that the flexural debonding did not 
occurred during loading process. 

Table 2: Test Results

Group Label 
Failure 
Load 
(kN) 

% 
Increase 
in load- 
carrying 
Capacity 

Theoretical moment 
at failure using 
uniform stress 

distribution (kN.m) 

Actual 
moment at 

failure 
(kN.m) 

Max vertical 
settlement at the 

center of the 
footing at control 
peak load (mm) 

1 
C1(control) 921 --- 79.86 66.13 16.8 

G1F1 994.5 7 79.86 66.51 17.78 
G1F2 980 6 79.86 66.51 18 

2 
C2(control) 1000 --- 79.1 66.5 17.4 

G2F1 1051 5.1 79.1 66.13 17.95 
G2F2 1020 2 79.1 68.24 18.1 

 
Figure 15: Applied load versus compressive strain (a) Concentric loading (b) Eccentric loading.

http://www.astesj.com/


M.A. Fouda et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 133-142(2020) 

www.astesj.com   139 

  

Figure 16: Applied load versus Flexural reinforcement strain (a) Existing reinforcement under concentric loading. (b) New reinforcement under concentric loading.  (c) 
Existing reinforcement under eccentric loading. (d) New reinforcement eccentric loading. 

4.3. Settlement under concrete footing 

The settlement of the control and strengthened reinforcement 
concrete footing was determined at the same points along the 
width of the footing, as indicated in Figures 9 (a& b) for 
concentric and eccentric footings. The normalized average 
settlement versus the applied load of the reinforced concrete 
footing is illustrated in Figure 17. The behaviors of the concentric 
and eccentric footing were in good agreement until a load level of 
about 400 kN. After that, due to the eccentricity effect, a clear 
deviation in measured average settlement between group-1 and 
group-2 was noticed. Before cracking of the concrete, the 
settlement of all points along the width of the footing was similar. 
The rate in increase in average settlement after cracking was 
higher than that before cracking. 

Figure 17: Applied load versus Average Settlement. 

For the elastic stage, the behavior of all strengthened and 
control footings were similar and the elastic stiffness was almost 
the same according to the linear load-displacement relationship 
shown in Figure 17. After the concrete cracked, the behavior 
changed as the stiffness of the reinforced concrete footing 
decreased and the settlement significantly increased. Average 
settlements were not affected by using dowels compared with the 
footings strengthened with epoxy bonding agent only. The 
maximum settlement at the center of the footings increased with 
the increase in the contact stresses below the footings as shown in 
Table 2. The maximum settlement under strengthened footing 
G1F1, G1F2 were 5% and 7% higher than that of C1 respectively, 
while the settlement under strengthened footing G2F1, G2F2 were 
higher than that of C2 by 3% and 4% respectively.  

4.4. Contact Pressure Distribution 

The contact Stress distribution below control and 
strengthened concrete footing using concrete jacket with/without 
dowels were measured using pressure gauges as shown in Figure 
13. Figure 18 shows the shape of contact stress distribution at 
center line of the footing for group-1 at 50% and 100% of the 
ultimate load of the control specimen C1. 

Figure 18 shows the behavior of contact stress pre and post 
cracking. There was no crack initiation observed at 50% of the 
failure load of C1. The recorded stress at center line of footing C1 
was close to the theoretical uniform stress distribution, but the 
stress at the edge was less than the theoretical assumption. The 
stress under center of strengthened footing G1F1 is higher than 
C1 by 9% and 12% in cases (a) & (b) respectively. Moreover, The 
stress under edge of strengthened footing G1F1 is lower than C1 
by 16% in case (a) and 22%  in case of (b) which means the 
contact surface between existing and new concrete play an 
important role in stress distribution under strengthened footing. 
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The stress under center of strengthened footing G1F2 is higher 
than that of C1 by 18% in case (a) and 13.5% in case (b). While, 
the stress under edge of strengthened footing G1F2 is lower than 
that of C1 by 23% and 25% in cases (a) and (b) respectively. The 
ratio between the center to the edge stress increased with 
increasing the applied load, which is due to that the effect of 
cracking. The flexibility of the footing increased with increasing 
the flexural cracks leading the concentration of the stress to be 
shifted towards the center of the footing. It is noticed that for the 
control footings in group-1, the shape of contact stress before 
cracking was saddle-shaped, but after cracking the shape of 
contact stress takes place as a parabolic shape for control footing, 
while the contact stress was a bell shape beneath strengthened 
footings. Figure 19 shows the shape of contact stress distribution 
at edge line of the footing for group-1 at 50% of C1 failure load 
and 100% of C1 failure load. 

From Figure 19, it is noticed that the recorded stress at center 
line of C1 seems close to the theoretical uniform stress 
distribution assumption. The stress under center of strengthened 
footing G1F1 is less than that of C1 by 16% in case (a) and 22% 
in case of (b). Additionally, the stress under edge of strengthened 
footing G1F1of above figure is lower than that of C1 by 5% in 
case (a) and 22% in case of (b). The stress under center of 
strengthened footing G1F2 of the above figure is lower than C1 

by 23% in case (a) and 25% in case of (b). Furthermore, the 
stresses under the edge of strengthened footing G1F2 are lower 
than that of C1 by 9% and 15% in cases (a) and (b) respectively. 

Figure 20 shows the shape of contact stress distribution at the 
center line of the eccentric footing for group-2 at 50% and 100% 
of the failure load of the control specimen C2. The stress 
distribution under eccentric loading is concentrated under the 
column and completely different than the theoretical assumption 
(MY/I), these results were in agreement with the experimental 
results for non strengthened footings by G. U. Muller et al. [11].  
The stress concentration under center line of column stub for 
G2F1 and G2F2 is higher than that of C2 by 1% and 5% 
respectively for case (a) and 2% and 5.6% respectively for case 
(b). Moreover, the stress concentration under footing edge at 
maximum compression zone G2F1 and G2F2 is higher than that 
of C2 by 1.5% for case (a), while it is lower than that of C2 by 2% 
and 6% respectively for case (b). The stress concentration under 
footing edge at minimum compression zone G2F1 and G2F2 is 
lower than C2 by 16% and 23% respectively for case (a) and lower 
than C2 by 18% and 25% respectively for case (b). 

Figure 21 shows 3-Dimensional Contact stress distribution 
beneath control footings C1 and C2 at 50% and 100% of their 
failure loads using Surfer maps version 13.  

 
Figure 18: Contact stress distribution beneath footing center line (group-1) at (a) 50% of C1 failure load (b) 100% of C1 failure load. 

 

Figure 19: Contact stress distribution beneath footing edge line (group-1) at (a) 50% of C1 failure load (b) 100% of C1 failure load.
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Figure 20: Contact stress distribution beneath footing center line (group-2) at (a) 50% of C2 failure load (b) 100% of C2 failure load.

  

Figure 21: 3-D demonstration the contact stress distribution beneath control footings C1 and C2 (a) 50% of C1 failure load. (b) 100% of C1 failure load (c) 50% of C2 
failure load. (d) 100% of C2 failure load. 

5. Summary and Conclusions 

In the current study, six isolated concrete footing were tested 
to evaluate the structural performance after strengthening for 
concentric and eccentric footing. From the test results, the 
increase in load-carrying capacities was calculated, the stresses 
and settlement distribution beneath control and strengthened 
footings were measured and the effect of using dowels in addition 
to epoxy bonding agent was evaluated an compared to the effect 
of using epoxy bonding agent only. The following conclusions are 
summarized: 

• In both concentric and eccentric loading, the load-carrying 
capacities of strengthened footings were close to that of non-
strengthened ones with same dimensions. 

• Using dowels to connect the existing footing to the concrete 
jacket did not increase the load-carrying capacity 
significantly compared to using bonding agent only. 

• The contact stress distributions beneath control and 
strengthened footings were not consistent with the theoretical 
solutions, the assumption of uniformity solution gives 

expected higher moment than the actual results and leads to a 
conservative structural design. 

• The stress concentration under column center was increased 
by average 10% and 15% for concentric and eccentric 
jacketing respectively compared to the control specimens. 

• The increase in settlement after jacketing was approximately 
6% and 3.5% for concentric and eccentric jacketing 
respectively compared to the control specimens. 

• The contact stresses seem to be saddle-shaped before 
cracking and the concentration of stresses tend to be shifted 
towards the center of footing after cracking during concentric 
loading. 
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Notations 

• fcu: concrete Compressive Strength. 
• fy: Steel Yield Stress. 
• RC: Reinforced Concrete. 
• W: uniform distribution under footing (Force/Area). 
• L: Distance between edge of columns and edge of 

footing. 
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 Finger skills are achieved through the training process. This training process will be more 
straightforward if a training system is used. A novel finger motoric training system is 
introduced in this paper. This system is to facilitate a beginner piano player to learn the 
basic piano skill. The system is comprised of a tracking finger sensor, a personal computer, 
and multimedia feedback. Subjects train with passive and active mode. The passive mode, 
the subject's fingers are doing nothing when the information is given, whereas the subjects 
are playing a virtual piano under the sensor. While the information which fingers have to 
tap are provided by visual, audio, and enhanced with electrical haptic sensation. The 
experimental results demonstrate that the system equipped with electro-tactile feedback 
makes the subjects more responsive to both modes. Moreover, this system enabled the user 
to accelerate learning a new skill.  
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1. Introduction  

Motoric skill learning can be trained with repetition, also 
utilizing stimulants from the surrounding environment [1]. Such 
motoric skills, for example, are typing, writing, and playing a 
musical instrument. To acquire dexterous motoric skills, practice 
with repetitive movements is needed. Moreover, these practices 
need persistence from the instructors and the learner. On the other 
hand, a stimulus can be used to augment the learning process. 

Visual and audio information are commonly used as 
stimulants. Learners are showed how to do the skill accurately. In 
this process, they are played, or listened to, the appropriate sound. 
A haptic sensation can be applied to the learner using mechanical 
interaction. Some researchers utilize these stimuli to enhance the 
method to train the motoric skills, for example, playing the piano 
[1, 2], writing Japanese characters [3], writing Arabic and Japanese 
characters [4], and typing the Braille alphabet [5]. However, these 
systems are cumbersome, and the user finds it difficult to move 
their fingers. 

To overcome these shortcomings, electrical stimulus is used. 
This information is given to the skin of the user. The electro-tactile 
feedback system is proven to become feedback used for controlling 

mobile [6], arm robot [7] also fingers [8], information for haptic 
sensors [9], enhanced virtual game [10]. To examine the potential 
usage of electrical signal, a multimedia learning system for a 
motoric finger is established.  This paper is an extension of work 
initially presented in the 2019 International Conference on 
Sustainable Engineering and Creative Computing (ICSECC) [11] 

For the experiment, subjects are divided into three groups. 
They are trained using different methods. Information in the form 
of audio and visual means are given to the first group to train the 
finger movements of each subject. In the other groups, the subjects 
utilized audiovisual means, enhanced with electrical sensations to 
practice. These groups consist of subjects which do the 
experiments with active mode and subjects with passive mode. The 
results show that the group using an electro-tactile feedback 
system is capable of playing the music appropriately with both 
active and passive modes. Moreover, they learn more rapidly than 
the other group. Besides that, the proposed system is simple and 
easy to use. The haptic sensation also does not cause pain to the 
subject.  

This paper is organized as follows: Section II delivers a brief 
overview of related works within this field of study. Section III 
presents the details of system implementation. Section IV 
describes the experiment, which demonstrates the effectiveness of 
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the system for finger motoric learning. Finally, Section V delivers 
the concluding remarks. 

2. Background 

The process or action to achieve an ability to do, or to gain 
knowledge, is known as a learning process. The actions done in 
this process require stimulation from the surroundings. Moreover, 
repetition is needed in the learning process [12]. In this process, 
one thing can be connected to others, or known as associate 
learning. Stimulus or information is given repeatedly, resulting in 
a reaction, until the reaction can be an automatic response and 
become habitual. This stimulus can be associated with a reaction. 
Pavlov shows this condition with his experiments, in which the  
subject dogs have a new behavior. The dogs are able to associate 
the sound of a metronome with food [13]. Some physical training 
can be involved in associate learning, such as finger movements. 

 The skilled fingers motions are involved for a specific action, 
such as typing a computer keyboard or playing the piano. These 
finger skills are challenging to learn using only verbal instructions. 
Such training will be effective and efficient if the learner does  a 
lot of exercises. Some software have been developed to assist 
people to learn to type in a keyboard or to play the piano. These 
software are intended to support the user in typing or playing the 
piano with all fingers. Visual stimulation is used by these software, 
for example, colors or lights. Other programs utilize audio 
information, e.g., the sound of the notes. Moreover, some of the 
applications apply both audio and visual information. However, 
another sense has excellent potential to transmit data, namely the 
sense of touch or tactile taste, which uses the skin to deliver 
stimulation.  

Human skin is sensitive to several sensations, for example, 
vibration, heat, force, and electric signal (voltage or current). The 
skin has some sensory receptors, namely mechanoreceptors, 
thermoreceptors, nociceptors, and proprioceptors. These receptors 
are to accommodate all the sensations. Moreover, these receptors 
also enable humans to feel texture, paint, etc. [a]. Tactile sense 
causes humans to have the ability to detect and classify objects 
through their skin. This sense is sometimes called haptic 
sensations. 

 The term haptic comes from the word 'hapto' from Greek. This 
word means ‘to touch and handle objects’ [14]. Several researchers 
introduce haptic information utilizing vibration [15], heat [16], 
force [17], and electric sensations [6]. These information aims to 
enrich the user to interpret or interact with the application more 
effectively.  

Haptic feedback has been used widely in various applications. 
A simulator to learn how to perform a surgery [17], remotely 
controlling a robot’s actions [18], a tactile sensor to sense the 
roughness of a surface [9] and gaming experience using VR [10] 
are the examples of the application of this feedback. Also, there 
are applications for training fingers skills using haptic feedback. 
For instance, haptic feedback is used for learning to play the piano 
[1,2], and using a Braille keyboard [5]. Moreover, this feedback is 
combined with other feedback, namely visual and audio, for 
writing characters  [3] [4]. 

One of the rehabilitation procedures for a person with spinal 
cord injury (SCI) is to learn how to play the piano. For this training, 

subjects are equipped with a vibrating glove. This glove is 
equipped with a vibration motor on every finger. The vibrations 
help the subject to know which finger has to strike the keys of the 
piano [1]. The subjects are required to move their fingers while 
training. Such a method is called an active mode. Markow et al. 
report that this system enables the subject to play an easy song. 

Others report that a passive mode training using vibration cues 
has positive results. The passive mode method is the method in 
which the subject trains without actually doing the activity about 
which they learn. The learning process is given using their senses. 
In [2] the subjects are trained to play a song with a piano using a 
vibration glove. The audio and haptic feedbacks are given to the 
subjects while they are doing the activity. Subjects are listening to 
the song, while the vibrations in their fingers give information 
which finger has to move related to the song. These experiments 
show that this information, including haptic feedback, enables the 
user to play the piano reflexively. 

In [5], active and passive modes are used to train blind subjects 
to type in a Braille keyboard. This system has a keyboard that has 
the capability to train the user to use audio and vibration. The 
vibration information is given to the user's fingers. The subjects 
are able to use both hands to learn using this system. In these 
studies, the experiments are done with active and passive modes. 
The authors argue that both methods using audio and haptic 
information can be used  to learn to type.  

Another haptic information is force feedback. One of the 
devices able to give kinesthetic feedback to the user is called The 
Phantom. This device is used to train the learner to write Japanese  
[3] and Arabic [4] characters. This device helps the hand of the 
user to write the characters correctly. Both studies show that the 
force feedback is able to assist the subjects in training to write 
several newly-learned characters efficiently. 

Mechanical feedback, such as vibration and force feedback,  is 
able to transmit information for finger skill training. Haptic 
feedback has a great potential to be a training method, however it 
is cumbersome and costly. These devices hinder the movement of  
users in typing on a keyboard or playing the piano. 

One type of haptic feedback is electro-tactile feedback. This 
applies an electric current to forward information to the skin. This 
feedback gives sensation to the skin and directly to the nerves. 
Electrotactile feedback system is simple and comfortable to use. 
Data from electric sensations can be informed through differences 
in amplitude or frequency. Thus, electrotactile feedback has 
various ranges of information that can be transmitted to the user 
[6]. In the next section, detailed methods to demonstrate the 
potential of electrotactile feedback are presented. 

3. System 

3.1. Overview 

The proposed system for finger training is a computer with a 
screen and sound system, in addition to a gesture sensor, also with 
an electro-tactile feedback system. The electro-tactile feedback has 
different modes to vary the frequency, amplitude and the width of 
the electrical pulse. These variations have to be adjust to the 
subjects wearing this device. This system is comfortable to wear 
and does not hinder the user’s movements [6-11]. 
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The frequency, amplitude and pulse width have a wide range 
of options, the frequency was varied between 10Hz to 120Hz. For 
this experiment stimulus pulses are set at 20Hz frequency (Figure  
7). The amplitude of the pulses is adjusted by the user between 40-
80V to achieve a comfortable condition. The intensity is controlled 
by the pulse width. The width of signal is varied, particularly 
between 10 to 100μs. 

This system can be seen in Figure 1. Figure 2 shows the 
diagram block of the system. The screen of the computer displays 
the character of the note and which finger(s) to bend, while the 
corresponding frequency of the note is sounded using the 
computer's sound system. The electrodes in the fingers of the 
subject are transmitting the electric sensation. These sensations are 
given to the fingers appropriate to the note. The gesture sensor is 
used for tracking the fingers of the subjects. This sensor is placed 
near the top of the screen facing down to detect the movement of 
the subject fingers. 

The learning is done by a passive and active method. The 
audio, visual, and haptic information are given to the subject while 
learning in the passive method, whereas the hand tracking device 
with the feedback is used when active learning is performed. In the 
test period, only a hand gesture sensor is used with the computer. 

 
Figure 1: Arrangement of the system 

 
Figure 2: The Diagram block of the system 

3.2. Hand tracking and software 

One of the main components of the proposed system is the hand 
and fingers tracking sensor. For these tasks, a leap motion sensor 
is used. Leap motion is able to detect fingers and hands accurately 
from around one meter in three dimensions. The accuracy of this 
sensor is around 0.1 mm. This device is equipped with two infra-
red cameras and three infrared LEDs [19]. This sensor has two 
modes. The first mode faces upward; the hands are above the leap 
motion sensor, known as a desktop mode. In the second mode, the 
HMD, the leap motion faces downward. HMD mode is used for 
this system. A custom bracket is utilized for placing the sensors. In 
this position, it is possible to have noise from reflective surfaces, 
so a dark mat is placed to cover the desk. The mat is shown in 
Figure 1. 

The finger training multi senses system has several modes to 
train the subjects. The first mode is training using three senses; 
visual, audio, and haptic. The second mode uses visual and audio 
information, and the third uses audio and haptic information. The 
first and the second modes will be used to train the subject with the 
active method, while the third one is used to train with the passive 
method. The active mode requires subjects to tap the fingers below 
the gesture sensor.  

The software is able to detect the correct or the wrong fingers. 
The function of this feature is to test the result of the training.  The 
GUI of the system can be seen in figure 3. Moreover, the system is 
able to train the subject to play piano with only the right hand/notes 
only, or with both hands (notes and simple chord). 

 
Figure 3: GUI of the system 

The software is developed to display the characters of the note. 
Also, this software shows the appropriate fingers that have to bend. 
Figure 4 shows the fingers as appropriate to the note in a piano for 
the left hand (Figure 4.a) and right hand (Figure.4.b). The left-hand 
fingers of the human are placed in the a lower octave than the right 
hand. The left hand is trained to press the fundamental note of the 
chord. For example, if we want to play the C chord (C-E-G) the 
subjects are trained to press C, and so on such as in Figure 4.a. The 
left hand and the corresponding notes of the chord are shown in 
Figure 4.b. The right hand of the subject is trained to play the notes 
from C to G. Using this arrangement, this software is able to 
instruct the user to perform simple music. The user can play with 
only the right hand (melody only) or with both hands (melody with 
simple chord). 

This software also has the capability to produce sound of note. 
This voice corresponds with the finger as defined in Figure 3. The 
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output of this information is transmitted to the computer sound 
system. Moreover, the haptic feedback augments the information 
for the user. Electric signal is transmitted to the nerve using 
electrodes patch. Fig 5 shows the illustration of the back of human 
palms. All the human fingers of both hands are placed the 
electrode. The software has facility to send electrical sensations 
appropriate to the visual and audio information. The next section 
will provide the detailed explanation of the electro-tactile feedback 
system. 

 
Figure 4: The corresponding fingers with the notes (a) left hand (b) right hand. 

 
Figure 5: The electrodes in hands of the subject 

3.3. Haptic system 

The electro-tactile feedback system, which we call TENS 
(Transcutaneous Electrical Nerve Stimulation) system, comprises 
of three main components, namely transmitter, receiver and 
electrodes. The first component is the transmitter; the function of 
which is to transmit the signal from the computer to the receiver 
wirelessly. The main element of this component is a Bluetooth 
transmitter. The receiver receives the information from the 
transmitter and transformed it into electrical pulses. The five 
channels receivers with one ground are used. For the experiments, 
two transmitters are used for both hands. This structure enables the 
subject to receive ten signal frequencies. The last component is the 
electrode, placed in the knuckles, and a ground is placed in the 
middle of each hand. This arrangement allows the nerves of the 

subjects to obtain the information. The electric signal has 
frequencies that vary in the range of 10Hz to 120Hz. The width of 
the pulse varied between 10μs to 100μs. Moreover, the width of 
the pulse is a factor in controlling the intensity of the signal. The 
signal has an amplitude range between 40V until 80V. Those 
features are able to be adjusted. This adjustable function is to attain 
the subjects' comfort. Every subject has their own preferences. In 
the following section, the experiment with the results will be 
shown. 

4. Experiment Methods and Results 

This learning system is to train the subjects with passive and 
active mode at improving the basic skills of playing the piano. 
These trials were directed mainly to confirm the potential of the 
proposed system using audio and visual information and 
augmented with electrotactile feedback system. This objective can 
be done by comparing the experiment with a training system using 
only audio and visual feedback.  

To do the experiment, nine subjects are divided into three 
groups. All the subjects are never trained to play the piano. They 
also have never used the electrotactile feedback. The subject’s ages 
vary between 15 until 21 years old. The subjects are comprised of 
five males and four females. The first group trains using the active 
mode with audio, visual and haptic information. The second group 
practices with the active mode, only using audio and visual 
feedback. The passive mode, with audio and haptic information, is 
given to the third group. The subjects doing the active mode have 
to tap their fingers as appropriate as the given information. 

Before the trials, all the subjects are given basic music theory, 
focusing on the use of appropriate fingers and hands for specific 
note or chords. For the first five minutes, they are trained  to use 
the system. The aim of this training is to enable the subjects play 
with the virtual piano. Subjects were trained to tap their fingers 
according to the notes that appear on the screen until they become 
used to use their fingers under the sensors. This is followed with 
an initial test. In this state all the subjects tried to play a simple 
song. The system only shows the letter of the notes that they have 
to tap, and the errors are counted. Errors include the use of wrong 
fingers or missed notes.  

After the initial test, for the groups where haptic feedback is 
used, the intensity of the electric signal is adjusted for each subject. 
This is for the comfort of the subject, also to adapt with the signal. 
This is then followed with five minutes training of the subjects 
with the method in their groups. In this time all the subjects are 
given information about which fingers must be bent in accordance 
with the letters of the notes shown in the screen. Then, in the last 
five minutes, all the subjects tried to play music assisted with the 
feedback and the letters of the notes in the screen. After a short 
break, the final test is conducted to prove the effectiveness of the 
haptic feedback. This task is the same with the initial task. The 
errors are calculated and the percentage of improvement of each 
subject can be counted.  

Based on the experiment, on average, the first group, who 
learned to bend the fingers utilizing visual and audio information, 
and enriched with electrical sensation, on average achieved an 
improvement of around 40%. On the other hand, the second group, 
who learned through the active method using visual and audio 
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feedback, but without haptic feedback, achieved 20% 
improvement. While the last group, which used the passive 
method, had about 35% improvements. Table 1 shows the number 
of errors for each subject before and after being trained in the 
method they use. 

 Analysis of the outcome of the experiment shows that all the 
training methods offers positive results. All the methods are able 
to improve the musical skills of the subjects. However, the 
methods which employ the haptic feedback show a more 
significant performance improvement compared to the method not 
involving haptic feedback. This can be concluded that the systems 
that involve haptic information are more effective. Moreover, 
subjects who use electric stimulation feel that the feedback is not 
painful and easy to use. 

Table 1: Error before and after training 

Active Electro Tactile 
Feedback 

Active Without 
Electro Tactile 

Feedback 

Passive With 
Electrotactile 

feedback 

Subje
ct No 

No Errors Subje
ct No 

No Errors Subje
ct No 

No Errors 
Befo
re  

Aft
er 

Befo
re  

Aft
er 

Befo
re  

Aft
er 

1 25 15 4 28 22 7 30 19 

2 27 16 5 27 21 8 23 15 

3 22 13 6 26 20 9 24 15 

5. Conclusion 

This paper introduces a novel system to train fingers to play the 
piano using multimedia information. The audio, video and haptic 
feedback is used to teach. A computer's speaker is used to provide 
audio information. The screen of the computer is used to show 
visual feedback, while haptic information is transmitted utilizing 
electrical sensation. This proposed system employs a gesture 
sensor to become a virtual piano, and a custom software is built to 
accommodate all the inputs and outputs of the system. 

The results of the tests indicate that the system involving 
electro-tactile feedback using active and passive training methods 
have positive results. The electro-tactile feedback system enables 
to train the fingers of the users to move in association with the 
information reflexively. Moreover, this system augments to train 
users the new finger skill better than the method only using audio 
and visual. The improvement of the subjects who use haptic 
feedback is superior to the subjects who utilize the conventional 
one. Electro-tactile feedback is inexpensive, convenient to use, 
simple to wear, and does not hinder the user from moving their 
fingers. 

This system has shown its potential to enhance finger training 
devices. It is desirable to conduct further research with more 
subjects, as well as a comparison with existing training systems 
to measure the performance of this proposed system. 
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 A happy employee with high morale is the best asset of an organization. The morale of an 
individual working in an organization can be impacted by both positive and negative ways 
by physical environment factors of the workplace. The physical environment of an 
organization impacts a lot on the work performance of an individual. It becomes more 
significant in case of aviation maintenance organization formally called Maintenance 
Repair and Overhaul (MRO) organization as the work performed by an individual requires 
full accuracy and directly linked with the safety of the aircraft and its occupants. This can 
only be achieved by providing a safe and positive working atmosphere to individuals 
working in MROs. Considering the same, this study targets to deliver a brief status report 
of physical environment factors disturbing work performance in Maintenance Repair 
Overhaul (MRO) agencies. This study initially explains the impact of different physical 
environment factors. The study also discusses the impact of unsafe work due to improper 
working environment in aircraft maintenance organizations. The individual’s working in 
MROs located in the United Arab Emirates were considered for testing the physical 
environment factors for this case study. This case study aims to provide the status of 
different physical environment factor of organization causing problems at work for 
individuals working in aircraft maintenance organizations. The result of the study indicated 
that MROs in UAE are providing a conducive working atmosphere to employees, however, 
the lack of workplace is still an area for improvement. 

Keywords:  
Aircraft Maintenance 
Physical environments 
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Work Efficiency 

 

 

1. Introduction  

The human being is manipulating the environment for his 
survival and comfort contrary to the environment or nature is 
human’s best friend and nearest surrounding. Unsafe and 
dangerous conditions may arise if we manipulate nature 
incorrectly and can make the life of human being very difficult. 
[1]. 

The efficiency of individuals and the work morale of 
individual at the workplace might get affected due to the 
hazardous environment resulting from the poorly administered 
surrounding. To determine the performance, morale and 
efficiency of an individual at a workplace, the workplace 
environment is a key factor. The workplace environment includes 
the area and condition in which an employee is executing the job 
however a positive and effective work environment is the 

condition when the output of the individual working for an 
organization is same as expected as per job objective [2]. The 
physical environment where the job is being carried out by an 
individual significantly affect the performance of an individual. 

The bodily atmosphere as a characteristic of the workplace 
atmosphere has an uninterrupted influence on human intelligence 
and can slowly variate interpersonal communications and 
therefore, efficiency. It happens because the features of 
space/room or an area have significance on the efficiency and 
happiness of individuals [3]. Several types of research have 
concluded that the features of a working area affect the 
satisfaction of the users. These features of a work area are 
preferred by the user and extremely important to the user for 
productivity and work satisfaction. These features include proper 
lighting, good ventilation, soundproofing, temperature and 
workspace etc. [4].   
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The factors like proper illumination of the workplace and 
suitable work resources such as furniture can have an encouraging 
effect on the health of an individual and subsequently on the 
efficiency. Other environment elements of a workplace such as 
controlled temperature, soundproofing, good ventilation etc. play 
a significant role in the productivity of an organization [5]. These 
elements ultimately influence the overall working atmosphere and 
decide the productivity and satisfaction.  

The employees who are bodily and mentally motivated to do 
their job, the performance is expected to be enhanced, and safety 
is improved. A well-working environment can significantly  
reduce the absenteeism and conclusively enhance work efficiency 
[6]. The aircraft maintenance organization work under a complex 
system and the productivity of the individual decide the success 
of the organization. The efficiency of individual working in 
aircraft maintenance organization largely rely on working 
condition or physical working environment and it is the most 
important factor for safety as well [7]. The safety management 
system used in the aviation sector also address this issue and 
emphasize on providing a good physical environment to the 
individuals to perform the job safely. However, it is quite 
challenging for the management to provide a user-friendly 
environment to an individual in aircraft maintenance organization 
as the certain task to be performed on aircrafts requires an 
individual to work under adverse condition [8].  

The output of an organization is directly linked with the 
satisfaction of employees with the physical environment of the 
workplace. The administration should regularly monitor and 
ensure that the physical working environment of the organization 
is conducive to work for the individual performing the job. The 
commitment of the administration to deal with work environment 
influences the motivation of the individual to perform properly 
and it should be assessed regularly and management should make 
necessary changes whenever required by employees to improve 
the efficiency and safety [9]. The changes may include, such as a 
change in the layout of the workplace or the addition of more 
resources.  

Today’s administration has to alter the way of working in 
order to get real modifications in these facets. The organization 
has to devote more time on governing these issues of the work 
situations rather than micromanage. This can be accomplished by 
enlightening on the physical workplace and amenities, assigning 
tasks, cumulative liability, and inspiring teamwork. This will 
encourage faith and devotion between the workers and boosts 
improved cooperation amongst them.  

The capability of an employee to successfully perform a job 
in a tuff work environment is limited. The studies have revealed 
that a workspace feature changes the approach of employees and 
intensify their output. It also states that hazardous and 
insalubrious workplace atmosphere in terms of poor ventilation, 
incorrect illumination, disproportionate sound etc. disturb 
employees’ efficiency and healthiness  

2. Physical Working Environment 

Aircraft maintenance engineers work inside a “complex 
system”. There are plentiful characteristics inside this structure 
that encroach on the aircraft maintenance engineer, outspreading 

from his knowledge, skills and capabilities, the atmosphere in 
which he/she works, to the values of the organization for which 
he/she works. Even beyond the actual company employee works 
for, the governing requirements laid down for his/her job 
evidently impact on his/her comportment. All features of this 
structure may promote headed for inaccuracies that the engineer 
might make [10].  

To well apprehend efficiency on jobs, it is vital to study the 
relationship between job performance, individuals, and 
circumstances elements. Job performance is a very substantial  
factor manipulating the cost-effectiveness of any organization. 
Performance is a key element for organizations as employees’ 
performance directs to business success. Similarly, performance 
is vital for individuals, as accomplishing responsibilities can be a 
basis of happiness [2].  

All the activity and behaviours that are executed by an 
individual, leading to attain the objectives of an organization can 
be termed as Job performance. The outcome of a task done by an 
individual or a group of individual in an organization on a specific 
time directly indicating that how well the individual or a group of 
the individual did that job while considering the organization’s 
goal can be described as Performance. The physical environment 
such as operating conditions, procedures, resources and 
equipment to perform the job can majority impact the job 
performance of an employee [11].  

In aviation, specifically in MROs, the job performance of an 
individual is very significant as the job performed by them is 
safety-critical. High level of job performance from an individual 
is required in the aviation industry to have a safe operation. The 
physical work environment and its impact have been enormously 
considered since the conditions can hamper, interfere with, or set 
restrictions on the variety of work behaviours that are exhibited 
which, in turn, possibly influences task performance [3]. 

 
Figure 1: Physical Environment Factor  

3. Physical Environment Factor that Influences the 
Performance  

A vigorous interface is discovered between job performance 
and physical working environment, by the description of what is 
envisioned by the work environment and literature study findings 
[12]. The employees’ performance, satisfaction, social relations 
and health is directly linked with physical environment of 
workplace. Generally, it is presumed that the bodily design of 
workstations and the ecological condition of workstation are 
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substantial elements in organizational performance. The study of 
Badayai (2012) has established earlier studies and categorized 
five key aspects of an unpleasant working environment as shown 
in figure 1.  

3.1. Air Factor  

The behaviour of individuals working in aircraft maintenance 
organization can significantly alter the job performance due to 
poor air quality resulting from lack of ventilation or any other 
factor. The quality of air significantly affect the health of 
individuals and describe the comfort level of the individual. 
Sometimes the quality of air can be very poor, specifically 
individual working with chemicals and in the confined area of 
aircraft in aircraft maintenance organization [5].  

Utmost conceivably unsafe indoor air toxins are radon, 
asbestos, inorganic material, environmental tobacco smoke, 
organics, biological and non- ionizing radiation. Supplementary 
polluting agents such as odours and dust can be the source of 
serious uneasiness and feelings of reluctance that may lead to a 
fall in efficiency and job performance. A good ventilation system 
can overcome this issue and provide a sense of comfort with a 
combination of controlled temperature. Apart from this, some 
protective apparatus maybe use to avoid inhalation of pollutants 
in certain working conditions [10].  

3.2. Temperature 

The discomfort caused by temperature can be very painful 
and can significantly reduce job performance. Several types of 
research have established that the temperature of the workplace 
has a lot to do with how we interact with others in an organization. 
The behavior of individuals can significantly change when the 
temperature of the workplace is not conducive such as too hot or 
too cold [10]. Working under a condition either hot or cold can 
cause the lack of attention specifically in those tasks which require 
a great amount of focus such as crown inspection of rivets on 
aircraft or Non-destructive testing in workshops. 

 
Figure 2: Effect of Temperature  

A workplace, which is too hot or too cold, can be the source 
of stress and can affect the health of individuals. For example, 
Heat stress can make the body to drop electrolytes and H2O 
quicker, triggering low psychological act and reduced motor skills. 
Your musculoskeletal system will be making efforts to save 
energy, which will absolutely slow your minds, making finishing 
tasks and escaping errors a hard accomplishment [4].  

3.3. Sound (Noise) 

Sound is amongst the substantial environmental factors for 
people’s well-being, and it has a vital part in both physical and 
mental injuries, and it also disturbs individuals’ performance and 
efficiency [6]. The aircraft maintenance engineering is frequently 
exposed to high noise level such as noise coming from Turbine 
Engine of the aircraft or from pneumatic equipment used by them. 
These high level of noise can significantly reduce the ability of an 
individual to perform efficiently and also have a serious impact 
on an individual’s health both physical and mental [9]. 

 
Figure 3: Noise 

3.4. Illumination  

Poor illumination often gets unnoticed in the workplace, as 
we talk about mental health and well-being, and the focus is firmly 
on creating happier and healthier workplaces. But bad lighting is 
related to a range of ill-health effects, both physical and mental, 
such as eye strain, headaches, fatigue and also stress and anxiety 
in more high-pressured work environments [1]. This becomes 
more significant in terms of aircraft maintenance, as several tasks 
carried out by aircraft mechanics in aircraft maintenance 
organization require adequate lighting. The improper lighting can 
cause serious safety risk as some defects or faults on aircraft may 
get unnoticed due to lack of lights or bright lights [6]. 

3.5. Workspace 

The individual performing particular task requires an 
adequate workspace to perform the job properly, however, 
sometimes it is a bit impossible to have sufficient workspace 
while performing aircraft maintenance such as C checks 
performed as a part of major maintenance require several teams 
of aircraft mechanics to work together [8]. Having a confined 
space to work, affect the ability of an individual to perform the 
job and the situation may become worse when it comes with other 
adverse condition such as noise, time pressure etc.Captions must 
be written in sentence case (e.g., Macroscopic appearance of the 
samples.). 
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Figure 4: Workspace in MRO 

4. Research Methodology 

The objective of this research paper is to analyze the different 
physical environment factors disturbing work performance of 
individuals employed in the Maintenance Repair Overhaul (MRO) 
organization in the United Arab Emirates (UAE). The profile of 
intended respondent for this research is individual working in 
MRO inside the UAE and doing in maintenance activities such as 
aircraft maintenance technicians, aircraft maintenance engineers 
and other secondary staff. UAE is a key centre of aviation and 
patently has the finest airlines in the world. UAE also has the top 
capability for maintenance of aircraft in the region and 
unquestionably is the hub of premium MROs in the world. The 
MROs are functioning under a very multifaceted structure and use 
innovative technologies for daily operations. The agenda of the 
research was discussed with the intended audience to have an 
impartial examination of research elements. 

Qualitative and quantitative approaches were engaged in 
measuring the physical environment factors. The research data 
was collected through paper-based surveys after a comprehensive 
conversation with individuals working in aviation MROs. The 
intended audience considered for this research were the 
employees of aircraft maintenance organization employed at a 
diverse level. This research was conducted as a part of the 
student’s project and as project students have to go out and meet 
industry professionals in different aviation organization. The 
student involved in the research were studying a four-year 
Bachelor’s Degree program in Aircraft Maintenance Engineering 
Major.  

The structured questionnaire was used and the selection of 
questions was based on different elements of physical 
environment factors causing the problem at the workplace. The 
questionnaire includes the physical environment elements, which 
can possibly cause problems at the workplace, were related to: 

• Inadequate lighting  
• Noise 
• Excessive Heat 
• Excessive Cold 
• Overcrowding  
• Ventilation 
• Fumes  
• Maintenance equipment 
  

Cronbach’s alpha is used to test the reliability and validity. 
The Cronbach’s alpha value is more than 0.70. The Cronbach’s 
alpha of the questionnaire found to be 0.76. The statistical method 
used to investigate the data is the frequency and percentage 
analysis. The data was collected using online survey platform 
survey monkey. The MS excel software was used to carry out the 
statistical analysis. The outcomes of the study were arranged after 
carrying out an in-depth examination of the data collected 
concerning physical environment elements affecting job 
performance. Table I shows the statistics of the research survey. 

Table 1: Sample Table 

STATISTICS OF THE RESEARCH SURVEY 
# Research Material 

Type of Material Quantity 
1 Total questions included in questionnaire 22 

2 Total questionnaires distributed 200 

3 Percentage of responses received 85% 

5. Investigation Results 

The research outcomes are indicated in the form of the 
illustration, column and pie tables for the comfort of explanation. 
The percentage of replies is 85%; it is good and imitates the 
individual’s mindfulness and enthusiasm in relation to the 
physical environment of the organization. 

Figure5 shows that a total of 53% of respondents NEVER had 
problems due to poor or inadequate lightings at the workplace. 
Total 38% of respondents choose that SOMETIMES they have 
problems due to improper lighting. Total 9% respondent OFTEN 
have problems caused by inadequate lighting at the workplace. In 
aviation, the adequate lighting is quite critical especially when 
individuals are working in complex and small aircraft parts during 
the night and in a dark atmosphere. 

 
Figure 5: Poor/inadequate Lighting 

Figure 6 shows frequency responses to the problem caused 
by noise at the workplace. As shown, 41% of respondents NEVER 
have a problem due to noise at the workplace, and 43% of them 
SOMETIMES have problems due to noise. However, 16% of 
respondent OFTEN have problems due to noise. Noise can be 
very annoying and can have a serious impact on health, which can 
lead to degradation of work performance 

Figure 7 shows responses to the effectiveness of individuals 
exposed to excessive heat. As indicated in the figure, 49%, 
respondent NEVER have excessive heat working condition, 39% 
SOMETIMES have excessive heat working condition, and 11% 

52.94%

37.65%

9.41%

0.00% 10.00% 20.00% 30.00% 40.00% 50.00% 60.00%

NEVER

SOMETIMES

OFTEN 
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respondent OFTEN have excessive heat working condition. This 
is a clear indication that working under excessive heat condition 
cannot be avoided, but it affects your performance and individuals 
get less effective when adverse conditions arise.  

 

Figure 6: Noise 

 
Figure 7: Excessive Heat 

 
Figure 8: Excessive Cold 

Figure 8, shows that 45% of respondents have acknowledged 
that they NEVER a condition of excessive cold at the workplace 
while 36% of respondents SOMETIMES have the excessive cold 
condition at the workplace and almost 19% respondent OFTEN 
have the excessive cold condition at the workplace. These 
percentages seem to be quite significant and require action by the 
organization to control the physical environment condition of the 
workplace to make it more conducive. 

Figure 9 shows responses to the overcrowding of the 
workplace leading to lack of workspace. About 45%, 40%, and 
15% have responded to NEVER, SOMETIMES and OFTEN 
respectively. This result reflects that the majority of the people 
have an issue related to overcrowding of the workplace. 

 
Figure 9: Overcrowding 

Figure 10 shows responses to poor ventilation condition at 
the workplace. About 51%, 38% and 11% have responded to 
NEVER, SOMETIMES and OFTEN respectively. These results 
reflect that ventilation condition needs some improvement and it 
becomes more significant when dealing with hazardous chemicals. 

Figure 10: Poor Ventilation 

Figure 11, shows responses to the question related to the 
presence of Dust and Fumes at the workplace. About 54% of 
respondents NEVER have problems related to dust/fumes, 29% 
respondent SOMETIMES have problems with dust/fumes and 16% 
respondents OFTEN have problems with dust/fumes. It indicates 
that only small no. of the individual having a problem with dust 
or fumes and thus interfering with their work. 

Figure 12, shows the results of poor maintenance condition 
of equipment used by individuals causing the problem at work. It 
was found that 52% of respondents NEVER have the problem of 
poor maintenance of equipment they use, 35% respondent 
SOMETIMES have the problem of poor maintenance condition 
of the equipment they use and only 12% respondent OFTEN have 
the problem of poor maintenance of equipment they use. This 

41.18%

42.94%

15.88%

NOISE 

Noise 

Never Sometimes Often

49.41%
39.41%

11.18%

EXCESSIVE HEAT

Excessive heat

Never Sometimes Often

44.71%
36.47%

18.82%

0.00% 10.00% 20.00% 30.00% 40.00% 50.00%

EXCESSIVE COLD

Excessive Cold
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44.71%

40.00%

15.29%

Overcrowding 

Never
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P O O R  
V E N T I L A T I O N  

50.59%
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matter is directly related the work performance as equipment used 
by an individual in the organization provides the basis of good 
maintenance of aircraft.  

 
Figure 11: Dust or Fumes 

 
Figure 12: Poor Maintenance of Equipment 

6. Discussion and Recommendation  

This research specified that (reference to Figure 5) people 
working in MROs in the UAE typically does not have an issue 
related to poor illumination, and it does not affect their work. It is 
a optimistic signal that organizations are aware of this and have 
the necessary resources in place. However, a substantial number 
of individuals do have a problem with poor lighting sometimes 
which further need to be investigated why.  

The study presented (a reference to Figure 6) that individuals 
working in aircraft maintenance organization frequently exposed 
to Noise, which should be the matter of concern for MROs as 
noise can seriously degrade the performance of individuals. It is 
also found (a reference to Figure 9) that a large number of 
individuals have problems with overcrowding leading to lack of 
workspace to perform the job specifically for the individuals 
working in base maintenance.  

The analysis from Figure 10, evidently specifies that a great 
number of persons never have an issue due to poor ventilation 
which can reduce the air quality of the workplace.  However, 
some respondent reported that they often have an issue with poor 
ventilation and this need to fix as poor ventilation lead to poor air 
quality and can result in a poor health condition of individual.  

Figure 7 and Figure 8, clearly indicates that the majority the 
individuals does not have issues related to excessive heat or 
excessive cold condition. It reflects that temperature control of the 
workplace is properly maintained to provide a conducive 
atmosphere to individual working in MRO. 

Exploration of figure 12 specifies that the most of the 
individuals working in MRO’s at UAE does not have an issue 
related to poor maintenance of equipment’s they use.  However, a 
significant number of respondents have indicated that they 
sometimes or often have problems due to poor maintenance of 
equipment’s.   

The underneath mention fact specifies the zones of 
development as per the results of this study, and the succeeding 
recommendations are identified:  

• Increasing attentiveness of the physical work environment 
and its optimistic effects on the organization and the 
individuals.  

• Management taking proactive action to resolve the problem 
related to poor working conditions.  

• Additional efforts are required to improve working 
conditions to guarantee enhanced work performance.  

• Gathering more often with staff to improve their 
comfortability to report and to obtain opinion to lift the whole 
work performance.  

Further, a study with hefty no. of the participant and a 
comprehensive questionnaire is suggested. The study can be very 
valuable if it is linked to statistics of MRO’s worldwide. 

7. Discussion and Recommendation  

In this exploration, efficiency and significance of physical 
environment factors affecting work performance in MROs were 
examined. The MROs in UAE have delivered great backing 
throughout the course the research and research data was formed 
with support from MROs. It is concluded that MROs generally 
have very good physical environment. The MROs are taking all 
necessary action to provide a conducive atmosphere for 
employees.  However, there are areas for improvement for a better 
physical environment including the improvement in terms of 
overcrowding leading to lack of workspace and the introduction 
of a robust system for proactive actions related to a physical 
environment. 
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1. Introduction 

Nowadays, in the communication fields, market research and 
public opinion analysis, as in many other disciplinary domains, 
social media are mobilized as new societal trends observatories [1, 
2]. The evolution of these networking platforms in the first decade 
of the 21st century has enabled Internet users without specific 
technical skills to easily publish and share content on their 
concerns [3]. The participation architecture on which these 
services are based has facilitated the information co-production, 
and has offered spaces for socio-political engagement [4]. 

In this context, millions of people interact daily on social 
networks, producing several hundreds of millions of messages of 
all kinds and of any content. These messages represent valuable 
clues concerning practices, representations and Internet users’ 
opinions. As such, they form a particularly interesting material to 
investigate when looking at citizen public behavior studies. 
Furthermore, due to the development of technical and 
computational tools that have made it possible to collect, archive 
and analyze huge data volumes, namely big data, these numerical 
phenomena can be objectified and quantified, on a large scale, for 
the investigation’s needs. Social media analytics open up a 
promising way for the quantitative study of certain substantial 
subjects of declarative surveys, such as quantifying a social object, 

capturing behavioral representations and uncovering political 
intentions. 

In this work, we seek to exploit data extracted from Facebook 
and use computational methods to measure some socio-political 
indicators. This article does not claim to provide affirmative 
answers about the effective correlations between the phenomena 
observed on social media and those perceived in the real world. On 
the contrary, it aims to help support the observation indicating that 
social networking data constitute a particularly interesting material 
to investigate when trying to study citizens’ behavior, public 
opinion's fluctuations and social trends, particularly where 
declarative surveys and others conventional approaches turn out to 
be often costly, time-consuming and labor-intensive [5]. 

This paper is an extension of work originally presented in 2019 
International Conference on Intelligent Systems and Advanced 
Computing Sciences (ISACS) [6]. An initial work, which was 
interested in measuring of notoriety capital on Facebook of a 
political figure. Here, we will not be limited to measuring political 
popularity, but we will improve this research to be able to evaluate 
other socio-political indicators. Likewise, we will not settle for the 
use and study of messages formulated only in one language, as was 
the French case in [6], but we will extend the prospecting to 
include also social networking data expressed in classical Arabic 
and dialect as well. 
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Another improvement of the present work is linked this time to 
the observation relating to the fact that topic models, like Latent 
Dirichlet Allocation (LDA) and its derivatives, are not efficient in 
the analysis of short texts due to data sparsity [7]. Alas, it is clear 
that the overwhelming majority of data extracted from social 
networks consists of short texts. Here, we will overcome this 
inconvenience by opting for an improved Biterm Topic Model 
(BTM) model based on the heat matrix [8]. 

The rest part of the paper is structured as follows. Section 2 
presents an overview of related work. Section 3 is dedicated to the 
data collection process description and the suggested approach 
implementation. An experimental evaluation of the method is also 
presented in the same section. Finally, discussions, conclusions 
and suggestions for future research openings are made in the last 
section. 

2. Related Work 
Studies seeking to examine predictive capacity of social media 

data and to establish existence of possible correlations between the 
facts perceived on social media and those observed in the effective 
world have been subject to a rich and growing literature since the 
beginning of the 21st century [2]. 

Many recent studies have used social media data as a new 
sensor of societal trends and a new predictor of economic or 
political phenomena, ranging from stock market volatility to box 
office performance or, in a certain perspective that interests us 
more directly, public opinion fluctuations and social dynamics [9, 
10]. Research in this area has been driven by a positivist approach 
that is certainly strengthened owing to the unprecedented 
possibilities offered by these new social platforms, in the sense that 
they allow unheard-of access to the data shared daily by people as 
well as to their networks, regardless of any temporal or geographic 
consideration. 

In this context, a review article published in 2014 [11] has 
listed more than a hundred studies devoted solely to political 
messages published on the social network Twitter. The penchant 
of researchers for Twitter can be explained by easier access to data, 
where, unlike Facebook, the vast majority of accounts are 
“accessible” and by the brevity of posts on Twitter, limited to 280 
characters. 

Always on Twitter, a meta-analysis developed by Gayo-Avello 
[12] examined the predictive usefulness of data published on this 
social network, leading to the conclusion that such data have 
relatively predictive power and provide some information referring 
to electoral consultations results. 

It should be noted on the socio-political aspect that the most 
commonly studied subject is that concerning electoral outcomes 
prediction using social media data [13]. In the opposite, studies 
relating to the political popularity evaluation, for example, or to 
the measurement of social indicators are not numerous, and here 
too Twitter has often been called upon to make forecasts. In 
addition, and almost globally, these studies have not examined the 
validity of the predictions by making comparisons to 
conventionally more admissible results types, such as those from 
censuses and surveys [14]. 

It should also be emphasized, according to the existing 
scientific literature [1], that most results in the field of forecasting 

with social media data claim to have produced predictive results to 
some extent, registering a positive statistical correlation between 
offline and online data. However, several scientists have criticized 
these results, which draw up a fundamental limitation to these 
works that is linked to the lack of sociological representativeness 
of the populations recorded on social networks [15]. Though, 
dismissing social media data on this ground would fail to capture 
the opinion forming dynamics. Some studies have even argued that 
representativeness search is no longer consubstantial with the need 
to sample populations in the big data era. The arguments put 
forward in this wake point to fact that debates led by certain 
politically active groups prevail over those who develop in society 
at large [16], and that individuals active on social networks are 
thought leaders, more politicized than average, influential in their 
entourage and acquaintances and whose opinions count more than 
those of "ordinary" individuals. To poll these opinion leaders 
would indirectly mean polling their entourage and, ultimately, the 
entire population. In addition, discussions on certain social 
platforms would above all reflect the concerns and themes put on 
the agenda by the mainstream media [17]. In many ways, the social 
network appears to be an echo chamber for the media field, and the 
associated media agenda would indirectly influence citizens' 
concerns [18]. 

Regarding the diversity of methods used in measuring public 
opinion, whether sentiment-based or social network-based 
approaches, it should be underlined that there is no unanimity 
about the most efficient methods in terms of prediction, and several 
researchers have reported some performance with different 
approaches and implementations.  

Thus, and particularly in the category of sentiment-based 
studies, where opinions tone is used as a behavior’s indicator, two 
lines of research stand out in this context, one is based on pre-
established lexicas [19], while the other relies on new sentiment 
models specifically for political messages [20]. 

Although concerning the dictionary-based sentiment 
classifiers, some studies have criticized the reliability of these 
approaches for predictions [21, 22], advancing in this regard some 
deficiencies such as the incorrect classification of the word in the 
lexicon, the lack of words disambiguation, and the neglect of 
contextual inference. Imperfections that are more accentuated in 
the socio-political context, with the emergence of difficulties 
especially linked to the lack of subtleties of socio-political 
language [23]. 

Through this literature review, it is seen that the majority of 
research has focused on the electoral and public opinion forecasts, 
without identifying and analyzing the reasons behind these 
opinions development, problematic that the present work is 
concerned with. In addition, there are two more obstacles that we 
will overcome in this paper, firstly by using a data source other 
than Twitter, Facebook in this case, and secondly by comparing 
our results with those of a declarative survey [24]. 

3. Methodology and Experimental Results 

As previously announced, this research aims precisely to 
support the predictive interest of data extracted from Facebook. 
This involves, on the one hand, developing algorithm to analyze a 
very large amount of messages with socio-political connotation in 
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order to identify their polarity and target and, on the other hand, to 
compare these information to opinion poll statistics so as to better 
grasp similarity degrees between online and offline opinion 
dynamics. For this, we will consider the same period covered by 
the public opinion survey ‘The Arab Barometer’ [24] conducted in 
Morocco from May 7 – June 11, 2016. 

Data collection has been made using ‘Rfacebook’ (a package 
that provides a series of functions that allow R users to access 
Facebook’s API to collect public status updates that mention 
specific tags). Therefore, and in order to cover a very large sample 
of socio-politically concerned Moroccan Facebook users, the 
choice has been made so as to extract both messages and comments 
written in French or Arabic, even dialect. On this register, we admit 
that debate around socio-politically charged issues is also, if not 
largely, done in the mother tongue and that disregarded 
educational level, people remain always sensitive to socio-political 
themes and use informal language to take part in the debate. 

Therefore, and to test our approach, we have looked at two 
socio-political issues: (I1) ‘opinions about politics’ and (I2) 
‘perceptions of freedoms’. For the first theme, we have collected 
data (posts and comments) corresponding to the following queries: 
‘politique’, ‘gouvernement’, ‘politique gouvernementale’, ‘ سیاسة’, 
الحكومیة ‘ and ,’حكومة‘  The second theme was examined .’السیاسة 
using three tags: ‘libertés’, ‘حریة’, and ‘الحریات’. 

3.1. Sentiment analysis 

It would be necessary before approaching the opinion mining 
phase, and in the ultimate objective to recover pure personal 
opinion, to operate some text preprocessing and cleaning steps: 
stemming, removal of URLs, punctuations, stopwords, screen 
names, special caracters and duplicate comments. 

For sentiment analysis, two approaches will be used, one 
reserved for data written in French and the other for those 
formulated in Arabic or dialect language. For the first category, the 
choice focused on the use of Carousel greedy algorithm with Cat 
Swarm Optimization based Functional Link Artificial Neural 
Networks (CSO-FLANN), a technique for sentiment mining, 
enhanced in term of accuracy and computational effort [25]. For 
the other category of data, we used ‘SentiArabic’, a sentiment 
lexicon package for standard Arabic [26] coupled with the 
‘MADAR’ corpus, a collection of parallel sentences covering the 
dialects of 25 cities from the Arab World [27], and for our case we 
choose the package relating to the Moroccan city ’Fez’. Using 
these tools, we found 1.15 million positive, 1.48 million negative, 
and 3.37 million neutral posts and comments for the first issue (I1) 
‘opinions about politics’, and 2.58 million positive, 6.02 million 
negative, and 4.4 million neutral posts and comments for the 
second issue (I2) ‘perceptions of freedoms’. 

3.2. Inferring Topics 

Our approach focuses on detecting the main reasons behind a 
positive or negative impression expressed by Facebook users on a 
given theme. 

Unlike the Latent Dirichlet Allocation (LDA)-based models, 
which are relatively inefficient in short text processing, where they 
generate a high dimensional and sparse data problem [7], we opt 
here for a model called HMBTM (Heat Matrix based Biterm Topic 

Model), based on Biterm Topic Model (BTM) and improved by 
introducing the heat matrix. This is also merged with VSM (Vector 
Space Model) for counting similarities, thus inducing accuracy 
improvement and dimensionality reduction [8]. Applying an 
implementation of VSM- HMBTM to reveal the topics from the 
set of negative posts and comments for the first issue (I1), and from 
the set of positive posts and comments for the second issue (I2), 
and using thereafter Maximum Likelihood Estimation (MLE) [28], 
906 topics were selected as the optimum number of topics for the 
first issue (I1), and 798 for the second issue (I2). We admitted here 
that people express their agreement with positive sentiments as 
they express their critical positions with negative sentiments. 

By examining the most used terms, and despite overlaps and 
similarities between several themes, we try to assign a unifying 
label in order to bring together the most relevant subjects. For 
example, we have assigned for the second issue (I2) ‘perceptions 
of freedoms’, the label "freedom of association" to topics 
containing: joint associations, civil associations, civil 
organizations… and the label “political participation” to a set 
including the terms: political parties, free election, partisan 
activities… 

 
Figure 1: The construction process of our approach 

We adopt the same process for the first issue (I1) ‘opinions 
about politics. By examining the main related words such as those 
in Table 1, we agreed to assign a label based on the most relevant 
dimensions. For example, we reserved the label “complexity of 
politics” to topics containing: blurry political landscape, 
multiplicity of political concepts, number of political parties... 
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Table 1: A Sample of First Issue’s Topics 

Complexity of politics Government not concerned 
with citizens 

multiplicité 
innombrable 
 ضبابیة
 مبھم 

opportunisme 
détachement 
 لامبالاة
 ابتعاد 

Freedom to criticize the 
government 

Obligation to support the 
government 

reproches 
critiquable 
 انتقاد 
 خوف 

soutien 
supporter 
 تأیید 
 مساندة

 

The construction process of our approach is illustrated in 
Figure 1. 

Subsequently, we explore the distribution of labels to get an 
idea of the topics’ distribution and weight for Facebook users. 
Therefore, Figure 2 represents the rates corresponding to the four 
relevant subjects that emerge from the analysis, compared to those 
established by of a declarative survey [24]. Obviously, the values 
have been scaled given the difference in measurements and scales 
adopted in each situation. 

 
Figure 2: Distribution of First Issue’s Topics 

 
Figure 3: Distribution of Second Issue’s Topics 

For the second issue (I2) ‘perceptions of freedoms’, four topics 
were the most salient: freedom of association, political affiliation, 
express opinions and participation in protests. Figure 3 compares 
the weight of these topics to that resulting from the declarative 
survey [24]. 

4. Discussion and Conclusions 
We have presented a research approach whose objective is to 

compare the results obtained via two techniques for measuring 
opinions: the declarative survey, on the one hand, and the analysis 
of messages published on Facebook, on the other hand. The work 
sought to situate the data produced by computational methods in 
relation to the results obtained by surveys. Although the current 
results do not release certainties, but it appears that, our approach 
opens up promising horizons, in the sense that it provides very 
indicative results about the configuration of future declarative 
surveys results, particularly when the latter are costly in time and 
even materially. The results presented through this research 
demonstrate the potential of data extracted from social networks to 
provide basic and essential information about public opinion 
dynamics. 

However, the results as they stand confirm the observation so 
much raised by several researchers, indicating that the analysis of 
social networks would not replace, at least now, public opinion 
studies based on conventional polls [14] . Nevertheless, it offers 
indicator data and informative tools to refine our assimilation of 
public opinion and socio-political behavior. It also opens up 
perspectives for better capturing indicators relating to engagement 
and trends measurement, and assessing by the way, the feasibility 
of many promises in terms of renewing mobilization practices in 
socio-political field. 

One of the possible openings of the present work is to diversify 
the platforms of data extraction, something that could play, in our 
point of view, a crucial role to improve the analyses precision. 
Broadening the base of opinionated data would undoubtedly 
amount to increasing the representativeness index, so much 
criticized in this area. One of the concerns that are shaping up 
recently is the future unavailability of social networks data when 
the confidentiality of private life is increasingly questioned. End-
to-end encrypted messaging applications are attracting new users 
every day. Social platforms further restrict access to user data to 
ensure confidentiality of privacy or simply for purely commercial 
reasons. 

One of the possible directions of research is also the one linked 
to the following question: does not reasoning in terms of positive 
or negative tones lead to neglecting an essential dimension of the 
analysis of socio-political messages on social networks, namely 
the strong majority of messages considered neutral (something that 
can be seen from the results above)? This leads us to question the 
silence or neutrality of users and to apprehend its socio-political 
significance, which would constitute a major issue for future 
promising research. 
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 The prospects for the introduction of assembly automation in the industry are largely 
determined by the reliability of the assembly process. One of the reasons for reducing its 
reliability is parts jamming. In order to increase the technological reliability of the 
assembly process, various physical and technical effects are applied. The article presents 
the results of an experimental study using the rotational movement effect and low-frequency 
vibrations of the base part in order to reduce assembly efforts and the probability of part 
jamming. 
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1. Introduction 

Assembly tasks using industrial robots are constantly 
becoming more complicated over the years. Their main problem is 
jamming even with slight mismatching. In the case the assembly 
gap is comparable to the form error, assembly based on rigid 
basing becomes impossible. The assembly becomes especially 
problematic when the assembly gap in the joints is comparable to 
the repeatability of an industrial robot. 

The case of the parallel-plane movement of the assembly parts 
has been considered in known dynamic models of the robotic 
assembly of cylindrical joints, using passive adaptation [1, 2], as 
well as control algorithms. In the case of the plane-parallel 
movement of the installed part, significant sliding friction forces 
can occur at the contact points of the assembly parts, in which there 
is a small gap. It leads to jam. Thus, reducing sliding friction forces 
is one of the ways to increase the reliability of the assembly 
process. For that purpose, the rotation and the low-frequency 
vibration can due to provide this effect. 

The efficiency of rotational movement for ensuring assembly 
conditions during the robotic assembly process was considered in 
works [3-8] and others. 

In the work [6] the assembly using the rotational effect with the 
airflow was experimentally studied. However, an analytical model 
was not built. In [7, 8], the influence on the assembly process of 
oscillations along the conjugation axis and along the inclined axis 
was studied. In work [3], the assembly of parts was studied when 
the installed part rotates with respect to the non-inertial reference 

frame and the base part rotates with respect to the inertial reference 
frame. However, the simultaneous superposition of the effect of 
rotation and low-frequency vibrations has not previously been 
considered. 

The use of low-frequency vibration remains one of the most 
promising areas in the field of automatic assembly. This is 
confirmed by the results of theoretical and experimental works [9-
11]. 

The modern approach to the theory of experiment assumes the 
need to achieve the required research quality. For this purpose, it 
is necessary to build a model of the experiment [12]. 

The effectiveness of technological operation modeling in 
robotic assembly and the process as a whole based on statistical 
experimental design allow studying the influence of many process 
characteristics. It is necessary to establish a connection among the 
𝑛𝑛 independent non -random variables 𝑥𝑥1, 𝑥𝑥2 … 𝑥𝑥𝑛𝑛 and the random 
variable 𝑦𝑦 that depends on them. When processing the results of a 
multi-factor experiment, the mathematical model of the process, 
namely the function М(у) =  𝑓𝑓 (х1, х2  … х𝑛𝑛) is usually 
represented as a polynomial of a specific degree. The expression 
М(у) =  𝑓𝑓 (х1, х2  … х𝑛𝑛) is called the regression equation of the 
mathematical expectation of a random variable y for non- random 
variables 𝑥𝑥1, 𝑥𝑥2 … 𝑥𝑥𝑛𝑛 , and the type of function can be linear or 
curved [13]. 

In this article, the authors study the rotation effect and low-
frequency vibration to increase reliability in a robotic assembly 
process. A mathematical dynamics model of the robotic assembly 
process was presented. A multifactor experiment of this assembly 
process was carried out, the results and discussion were presented. 
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2. Mathematical Model 

2.1. Choosing a kinematic assembly scheme 

The shaft 3 is held by the gripper 2 of the robot 1. The working 
movements of the robot manipulator are the progressive movement 
of the gripper vertically downwards to the specified position. The 
vibrational device 5 is a three-link manipulator, each of its links is 
driven by a separate drive. The base bushing 4 is kept in the center 
of the vibrational disk, attached to the last link of the vibrational 
device (Figure 1). 

 
Figure 1: Experimental installation (principle scheme): 1. Industrial robot; 2. The 
gripper with a force/torque sensor; 3. The shaft, 4. The bushing; 5. The vibrational 
device; 

Four reference frames were defined with a common origin at 
point 𝑂𝑂: 𝑂𝑂𝑥𝑥𝑦𝑦𝑂𝑂 is a fixed reference frame; 𝑂𝑂𝑥𝑥1𝑦𝑦1𝑂𝑂1 and 𝑂𝑂𝑥𝑥2𝑦𝑦2𝑂𝑂2 
are reference frames, attached to the first and second links of the 
vibrational device respectively, 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂  is the reference frame, 
attached to the third link of the vibrational device. The reference 
frame 𝐶𝐶𝑥𝑥3𝑦𝑦3𝑂𝑂3 is attached to the shaft, its origin coincides with the 
shaft mass center (Figure 2).  

 
Figure 2: The scheme for determining coordinate systems: 1 - the first link of the 
vibrational device; 2 - the second link of the vibrational device; 3 - the third link 
of the vibrational device; 4 - the bushing; 5 - the shaft. 

The first link performs rotational motion with a constant 
angular velocity 𝜔𝜔  around the fixed axis 𝑂𝑂𝑂𝑂 . In this case, the 

reference frame 𝑂𝑂𝑥𝑥1𝑦𝑦1𝑂𝑂1 attached to the first link, at the time 𝑡𝑡, 
will rotate with respect to the fixed reference frame 𝑂𝑂𝑥𝑥𝑦𝑦𝑂𝑂 by an 
angle θ :  

tθ ω=  (1) 

The second and third links oscillate around mutually 
perpendicular axes with a phase shift equal to the angle 𝜋𝜋/2 as 
follows: 

sinA ktψ = ; cosA ktϕ =  (2) 

where 𝐴𝐴 is the amplitude; 𝑘𝑘 – the angular frequency. 

2.2. The mathematical model of the motion dynamics of the shaft 
mass center with respect to the non-inertial reference frame 
attached to the base part 

Previously, the authors published a mathematical model of the 
assembly process of a cylindrical joint using rotation and low-
frequency vibrations [14]. Therefore, this article presents only a 
brief mathematical statement. 

Formulation of the mathematical model.  

On the basis of the theorem on the mass center movement of 
the system, the movement of the shaft in Figure 3 can be described 
by a relation of the form: 

c fm m= + + +a g N F P
    (3) 

where: 𝑚𝑚 is the mass of the part;  

car  – the absolute acceleration of the cylindrical part mass 
center;  

gr  – acceleration of gravity; 

N
r

 – the normal reaction of the vibrational disk plane;  

fF
r

 – the sliding friction force;  

P
r

 – the assembly force. 

The relative movement of the mass center of the part with 
respect to the non-inertial reference frame attached to the bushing 
can be represented by the equation: 

m m= + fict fict
cr f ce cCa g N + F +F + F + P

    
 (4) 

where cra


 – the relative acceleration of the shaft mass center; 

 fict fict
ce cCF , F
 

 – the force of moving space and Coriolis 
inertial forces of the shaft mass center; 

Equation (4) in projections on the axis of the non-inertial 
reference frame Oξηζ  has the form: 
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Figure 3: Scheme of forces at single-point contact of the assembled parts 
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 (5) 

where c c, , cξ η ζ are the coordinates of shaft mass center (point 
𝐶𝐶) in the reference frame Oξηζ . 

To determine the projections of all forces on the axis of the 
non-inertial reference frame Oξηζ , the apparatus of 
homogeneous coordinate transformation matrices was used [5]. 

Differential equations of motion of the shaft mass center with 
respect to the non-inertial reference frame attached to the base 
part 

In [14] the components of (5) were determined, a mathematical 
model of the dynamics of the relative motion of the shaft mass 
center in its one-point contact with the plane of the bushing can be 
as follows: 

2
2 2

2 2 2

2

sin ( sin

         2 cos 2 sin cos
         2 sin 2 cos cos

         cos sin sin cos

         sin cos cos ) 2 ( cos

k
c c c

k k
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m p fN m
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(6) 

2

2 2 2

2 2 2 2 2

2 2 2

2 2

( cos sin cos

      sin sin cos sin cos

      sin cos sin 2 sin

      cos sin cos cos

      2 sin sin 2 cos sin
     

c c

c c
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c

m
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where 𝑁𝑁 – the normal reaction of the plane of the bushing. 𝑓𝑓 – the 
term coefficient of friction;  and  kkξ η   – the projections of the 

velocity of the contact point "K" on the axis 𝑂𝑂𝑂𝑂,𝑂𝑂𝑂𝑂  of the 
reference frame Oξηζ . 

Derivatives k and  kξ η   are determined as follows [14]: 

cos cos sin sin

        cos ;
( cos sin sin sin cos sin

        sin sin cos sin cos cos sin )
        ( sin sin cos cos )

k

c

k

c

r r

l
r

l

ξ ω θ ψ θ ψ ψ

ψ ψ ξ
η ω θ ψ ϕ θ ψ ψ ϕ

θ ψ ϕ ϕ ω θ ϕ θ ϕ ϕ
ψ ψ ϕ ψ ϕ ϕ η

= − ⋅

+ ⋅ +

= + ⋅

+ ⋅ − − ⋅
− − ⋅ + ⋅ +

 



 

  

  

 (7) 

and the coordinate cζ  is determined as follows [14]: 

( )sin cos sin sin cos

cos cos

h rc
l

ζ ψ ϕ θ ϕ θ

ψ ϕ

= + +

+
 (8) 

The obtained mathematical models (6) and (7), (8) established 
the relationship between the components of the forces with factors 
of rotation movement and low-frequency vibrations. 

3. Experimental Installation 

3.1. Determining the Factors 

A multifactor experiment of the process was carried out as 
follows. Upon reaching the operating mode of vibration, the shaft 
was fed into the assembly zone in the vertical direction with the 
contact of the faces of the assembled parts (Figure 1). Under the 
influence of vibrational and rotational movements of the 
experimental installation, the shaft was combined with the bushing 
and the assembly process was carried out. The contact moment of 
the assembled part faces was taken as the starting point. The 
completion of the assembly was recorded when the shaft was 
inserted to a depth of 50 mm. The resulting value of the assembly 
force was considered as the output optimized parameter (response) 
of the system when studying the process.  

The following parameters were taken as input parameters 
(factors) in the study of the system: the angular frequency (rad/s); 
the linear amplitude of the last link of the vibrational device (mm); 
the linear velocity of the last link of the robot (mm/s); the angular 
velocity of the first link of the vibrational device (rad/s) and the 
gap in the joint (mm) (Table 1). All of them meet the appropriate 
requirements of controllability and integrity used to factors, as well 
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as the requirements of compatibility and lack of linear correlation 
applied to a set of factors. 

Table 1: Input Factors 

Factors Symbol 
The angular frequency of vibrational device (rad/s); X1 

The linear amplitude of the vibrational device (mm); X 2 
The linear velocity of the last link of the robot 
(mm/s); X 3 

The angular velocity of the first link of the vibrational 
device (rad/s) X 4 

The gap in the joint (mm) X 5 

3.2. Selecting the Type of Model  

A mathematical description of the assembly force components 
can be obtained using statistical experimental design [16]. 

The magnitude of the components of force and torque in the 
contact zone is measured by a force/torque sensor installed on the 
last link of the robot. Since the experimental sample was a shaft, 
then in the experiment 4 components of force and torque were 
investigated: axial force – 𝐹𝐹𝑧𝑧, torque around the z-axis – 𝑇𝑇𝑧𝑧, axial 
force – 𝐹𝐹𝑦𝑦 and torque around the x-axis – 𝑇𝑇𝑥𝑥 . These force and 
torque components are dependent on the input process factors. The 
mathematical model of the research object was understood as the 
form of the response function connecting the optimization 
parameter with the process factors. In general, this function can be 
written as follows:  

( ), ( 1..5)iF f X i= =  (9) 

Selecting a type of model means choosing the type of function 
and its mathematical form. Suppose that the dependencies can be 
approximated with sufficient accuracy by equations of power type. 
So, for example, the relationship (9) can be expressed by the 
equation: 

1 4 52 3F cX X X X Xα β γ θ µ=  (10) 
where 𝑋𝑋𝑖𝑖 , 𝑖𝑖 =  1. .5,  process factors; 𝑐𝑐,𝛼𝛼,𝛽𝛽, 𝛾𝛾, 𝜃𝜃,𝜇𝜇 – constant 
values. 

After logarithm, equation (10) is linearized: 

1 2 3 4 5ln ln ln ln ln ln lnF c X X X X Xα β γ θ µ= + + + + +  (11) 

The possibility of approximating dependences (10) by 
equations in the form (11) is established by verifying the 
hypothesis of the linear model adequacy when expressing the 
results of the experiment with a polynomial in the form: 

0
1 5 1 5

i i ij i j
i i j

y b b x b x x
≤ ≤ ≤ < ≤

= + +∑ ∑  (12) 

where 𝑦𝑦 = 𝑙𝑙𝑛𝑛 𝐹𝐹, 𝑥𝑥𝑖𝑖 − coded value of 𝑋𝑋𝑖𝑖. 

Coded value 𝑥𝑥𝑖𝑖 of factor 𝑖𝑖: 

max

max min

2(ln ln )
1, ( 1..5)

ln ln
i i

i
i i

X X
x i

X X
−

= + =
−

 (13) 

where 𝑋𝑋𝑖𝑖  – natural value of factor 𝑖𝑖; 𝑋𝑋𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑋𝑋𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚  – natural values 
of the upper and lower levels, respectively. 

3.3. Design of Multifactor Experiments in the Search for Optimal 
Technological Conditions and Design Parameters of 
Equipment. 

According to the verified experiment results, it is assumed that 
on the considered small interval, the response function can be 
described by a polynomial of the first degree. Due to the linearity 
of the model, the factors varied at two levels. At the same time, the 
zero levels were taken on the basis of previous studies [2] (Table 
2). 

Table 2: Levels of Factors and Variable Intervals 

Factors Levels Range of 
variation Dimension -1 0 +1 

𝑋𝑋1 14 16 18 2 rad/s 
𝑋𝑋2  1,8 2,0 2,2 0,2 mm 
𝑋𝑋3 10 20 30 10 mm/s 
𝑋𝑋4 0 0,25 0,5 0,25 rad/s 
𝑋𝑋5 0,01 0,03 0,05 0,02 mm 

When conducting a full factorial experiment with varying 
factors at two levels, one replicate of it would involve 25 = 32 
experiments. It would make the experiment cumbersome enough 
if at least three replicates were performed. Therefore, the fractional 
factorial design of the experiment 𝑁𝑁 =  25−1 was chosen. It 
reduces the number of experiments of one replicate to 16 due to 
the system of mixing linear effects of factor 𝑥𝑥5  with the least 
significant interaction effects, but at the same time the number of 
replicates is increased to three. All experiments, according to the 
principle of randomization, were carried out in random order. 
Three replicates for all selected conditions were implemented 
(Table 3). 

Table 3: Experiment Planning Matrix  

№
  

𝒙𝒙 𝟎𝟎
 

𝒙𝒙 𝟏𝟏
 

𝒙𝒙 𝟐𝟐
 

𝒙𝒙 𝟑𝟑
 

𝒙𝒙 𝟒𝟒
 

𝒙𝒙 𝟓𝟓
 

𝒙𝒙 𝟏𝟏
𝒙𝒙 𝟐𝟐

 

𝒙𝒙 𝟏𝟏
𝒙𝒙 𝟑𝟑

 

𝒙𝒙 𝟏𝟏
𝒙𝒙 𝟒𝟒

 

𝒙𝒙 𝟏𝟏
𝒙𝒙 𝟓𝟓

 

𝒙𝒙 𝟐𝟐
𝒙𝒙 𝟑𝟑

 

𝒙𝒙 𝟐𝟐
𝒙𝒙 𝟒𝟒

 

𝒙𝒙 𝟐𝟐
𝒙𝒙 𝟓𝟓

 

𝒙𝒙 𝟑𝟑
𝒙𝒙 𝟒𝟒

 

𝒙𝒙 𝟑𝟑
𝒙𝒙 𝟓𝟓

 

𝒙𝒙 𝟒𝟒
𝒙𝒙 𝟓𝟓

 

1 + - - - - - + + + + + + + + + + 

2 + + - - - + - - - + + + - + - - 

3 + - + - - + - + + - - - + + - - 

4 + + + - - - + - - - - - - + + + 

5 + - - + - + + - + - - + - - + - 

6 + + - + - - - + - - - + + - - + 

7 + - + + - - - - + + + - - - - + 

8 + + + + - + + + - + + - + - + - 

9 + - - - + + + + - - + - - - - + 

10 + + - - + - - - + - + - + - + - 

11 + - + - + - - + - + - + - - + - 

12 + + + - + + + - + + - + + - - + 

13 + - - + + - + - - + - - + + - - 

14 + + - + + + - + + + - - - + + + 

15 + - + + + + - - - - + + + + + + 

16 + + + + + - + + + - + + - + - - 
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3.4. Experimental Installation 

Experimental Installation has been established (Figure 4). A 
force-torque sensor 2 (Schunk FT AXIA 80 Ethernet) was installed 
on the last link of the robot 1. The base bushing 6 is kept in the 
vibrational device 7, described in [6] and [17]. 

 
Figure 4: Experimental installation: 1. Industrial robot ABB IRB 140; 2. The 
force/torque sensor Schunk FT AXIA 80 Ethernet; 3. Gripper; 4. Triangulation 
Laser Sensors Riftek RF603.2; 5. The shaft; 6. The bushing; 7. The vibrational 
device; 8. DC motor; 9. Controlled converter; 10. Electronic frequency meter 
(Mastech M9803R); 11. The generator of low-frequency oscillations. 

The experimental procedure was as follows. The shaft 5 was 
held by gripper 3 of the robot 1. Vibrations were provided by the 
original generator of low-frequency oscillations 11. The generator 
of low-frequency oscillations was controlled by the electronic 
frequency meter 10, and the actual vibration amplitude of the 
vibrational device was monitored by contactless laser sensors 4. 
The first link of the vibrational device performed a rotational 
motion with a constant angular velocity 𝜔𝜔 around a vertical fixed 
axis by a DC motor 8. The DC motor was controlled by a 
controlled converter 9. All sensor signals were collected and 
processed by the computer. Thus, during the experiments, 
continuous monitoring of the current values of technological 
factors was ensured. 

The choice of force/torque sensor Schunk FT AXIA 80 
Ethernet was determined by the required process sensitivity. The 
default value of sensitivity is 0.005 (Where: 0 = no damping - robot 
maintains speed; 1 = full damping - robot decelerates quickly) and 
its technical data is presented in Table 4. 

Table 4: Technical Data of the Sensor Schunk FT AXIA 80 Ethernet 

Storage and Operating Conditions 
Storage 
Temperature [°C]  

 -20 to +85   

Operating 
Temperature [°C]  

 0 to +65  

Electrical Specifications 
Power Source  DC Power  

Voltage [V]  
min.  
max. 

 
12 
30 

Maximum Power Consumption [W]  1.5 
Measurement Ranges 

Parameter  𝑭𝑭𝒙𝒙𝒙𝒙 [N]  𝑭𝑭𝒛𝒛 [N]  𝑻𝑻𝒙𝒙𝒙𝒙𝒛𝒛 [Nm]  
Measurement 
Range 0  

500  900  20  

Measurement 
Range 1  

200  360  8 

 
4. Results and Discussion 

4.1. Screening of Coarse Observations in Parallel Experiments 

For each row of the experiment planning matrix, according to 
the results of n parallel experiments, 𝑦𝑦�𝑗𝑗 – arithmetic mean value of 
optimization parameter was found: 

1

1 n

j ju
u

y y
n =

= ∑  (14) 

Where 𝑢𝑢 is the number of parallel experiment; 𝑦𝑦𝑗𝑗𝑗𝑗 is the value 
of the response in the 𝑢𝑢  parallel experiment of the ј row of the 
experiment planning matrix.  

In order to estimate the deviations of the response from its 
mean value for each row of the experiment planning matrix, the 
dispersion 𝑠𝑠𝑗𝑗2 of the experiment was calculated according to n 
parallel experiments (Table 5). Statistical dispersion was estimated 
by an expression of the form: 

2 2

1

1 ( )
1

n

j ju j
u

s y y
n =

= −
− ∑  (15) 

Table 5: Experimental Results and Dispersion of Forces  
𝑭𝑭𝒙𝒙, 𝑭𝑭𝒛𝒛 and Torques 𝑻𝑻𝒙𝒙, 𝑻𝑻𝒛𝒛 

№
  𝑭𝑭𝒙𝒙 𝑭𝑭𝒛𝒛 𝑻𝑻𝒙𝒙 𝑻𝑻𝒛𝒛 

𝒙𝒙� 𝒔𝒔𝒋𝒋𝟐𝟐  𝒙𝒙� 𝒔𝒔𝒋𝒋𝟐𝟐 𝒙𝒙� 𝒔𝒔𝒋𝒋𝟐𝟐 𝒙𝒙� 𝒔𝒔𝒋𝒋𝟐𝟐  

1 2.442 0.015 1.260 0.007 -1.715 0.00759 4.262 0.002 

2 2.297 0.016 1.196 0.009 -1.556 0.00983 4.252 0.002 

3 2.722 0.006 1.496 0.004 -1.368 0.00656 4.330 0.006 

4 2.735 0.037 1.524 0.004 -1.135 0.00272 4.380 0.001 

5 2.400 0.062 1.291 0.002 -1.504 0.01142 4.176 0.004 

6 2.373 0.012 1.236 0.012 -1.736 0.00990 4.459 0.005 

7 2.745 0.020 1.542 0.019 -1.363 0.01318 4.557 0.003 

8 2.913 0.017 1.578 0.017 -1.241 0.00276 4.415 0.003 
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№
  𝑭𝑭𝒙𝒙 𝑭𝑭𝒛𝒛 𝑻𝑻𝒙𝒙 𝑻𝑻𝒛𝒛 

𝒙𝒙� 𝒔𝒔𝒋𝒋𝟐𝟐  𝒙𝒙� 𝒔𝒔𝒋𝒋𝟐𝟐 𝒙𝒙� 𝒔𝒔𝒋𝒋𝟐𝟐 𝒙𝒙� 𝒔𝒔𝒋𝒋𝟐𝟐  

9 3.341 0.012 1.858 0.002 -0.742 0.00113 3.942 0.004 

10 3.075 0.029 1.814 0.001 -0.613 0.01398 4.306 0.002 

11 3.204 0.002 1.873 0.003 -0.597 0.00232 4.368 0.001 

12 3.557 0.012 1.919 0.002 -0.589 0.00109 4.180 0.001 

13 3.321 0.017 1.930 0.001 -0.892 0.00393 4.169 0.006 

14 3.240 0.006 1.854 0.004 -0.771 0.00157 4.214 0.003 

15 3.684 0.008 2.050 0.009 -0.688 0.00201 4.297 0.011 

16 3.543 0.004 2.067 0.009 -0.621 0.00306 4.448 0.001 

4.2. Verification of the Uniformity of Dispersions 

The dispersion homogeneity was tested by the Fisher 𝑭𝑭 
criterion, which is the ratio of the largest to the smallest variance: 

 
2
1
2
2

sF
s

=  (16) 

where 𝑠𝑠12 и 𝑠𝑠22 - respectively, the largest and smallest values of the 
response variance in different experiments. 

If the observed value is 𝐹𝐹 < 𝐹𝐹𝑡𝑡  (𝐹𝐹𝑡𝑡  is the table value of the 
criterion 𝐹𝐹  for the corresponding freedom degrees 𝑓𝑓1  = 𝑛𝑛max −
1 = 2,  𝑓𝑓2  =  𝑛𝑛𝑚𝑚𝑖𝑖𝑛𝑛  − 1 =  2 and the accepted significance level 
of 0.05 [16]) then the variances are uniform (Table 6). 

Table 6: Testing the Homogeneity of Dispersion by the Fisher Criterion 

𝑭𝑭 <  𝑭𝑭𝒕𝒕 = 𝟏𝟏𝟏𝟏.𝟐𝟐 

𝑭𝑭𝒙𝒙 𝑭𝑭𝒛𝒛 𝑻𝑻𝒙𝒙 𝑻𝑻𝒛𝒛 

14.62876 Yes 13.23305 Yes 18.30958 Yes 12.82161 Yes 

With uniform duplication of experiments, the homogeneity of 
a number of dispersions was checked using the Cochrane 𝐺𝐺 
criterion, which is the ratio of the maximum dispersion to the sum 
of all dispersions:  

2 2
max max

2 2 2
21 2

1

... N
N

j
j

s s
G

s s s s
=

= =
+ + + ∑

 
(17) 

The dispersions are homogeneous if 𝐺𝐺 <  𝐺𝐺𝑡𝑡  (𝐺𝐺𝑡𝑡  is the table 
value of the criterion 𝐺𝐺  for the conditions: 𝑁𝑁  is the number of 
compared variances 𝑁𝑁 =  16 , and 𝑛𝑛  is the number of parallel 
experiments 𝑛𝑛 =  3  [16]). If 𝐺𝐺 >  𝐺𝐺𝑡𝑡 , then the variances are 
inhomogeneous, and this indicates that the investigated value 𝑦𝑦 
does not obey the normal law (Table 7).  

Table 7: Testing the Homogeneity of Dispersion by the Cochrane Criterion 

𝑮𝑮 <  𝑮𝑮𝒕𝒕 = 𝟎𝟎.𝟑𝟑𝟑𝟑𝟒𝟒𝟑𝟑 

𝑭𝑭𝒙𝒙 𝑭𝑭𝒛𝒛 𝑻𝑻𝒙𝒙 𝑻𝑻𝒛𝒛 

0.222947 Yes 0.211286 Yes 0.182417 Yes 0.150301 Yes 

4.3. Determination of Regression Coefficients 

According to the results of the experiment, the coefficients of 
the model were calculated. The regression coefficients are 
determined by the formulas: 

0
1 1

1 1; ;
N N

j j ij j
j j

b y b x y
N N= =

= =∑ ∑  

1

1 .
N

jl ij lj j
j

b x x y
N =

= ∑  

(18) 

where 𝑖𝑖, 𝑙𝑙 – numbers of factors; 𝑥𝑥𝑖𝑖𝑗𝑗 , 𝑥𝑥𝑙𝑙𝑗𝑗  – coded values of factors 
𝑖𝑖and 𝑙𝑙 in the ј-th experiment. These formulas are obtained using 
the least squares method. 

The significance of each coefficient of the regression equation 
was checked by using Student t-criterion, comparing the obtained 
values with the table values in the corresponding degrees of 
freedom and significance level: 

{ }

| |j
j

b

b
t

s
=  (19) 

where 𝑠𝑠{𝑏𝑏}  – the dispersion of the regression coefficients, 
determined by formula: 

2
2
{ }

y
b

s
s

N n
=

⋅
 (20) 

If the dispersion 𝑠𝑠𝑗𝑗2 of the experiments are homogeneous, the 
dispersion 𝑠𝑠𝑦𝑦2 of the reproducibility of the experiment is calculated 
by the expression: 

2 2

1

1 N

y j
j

s s
N =

= ∑  (21) 

Table 8: Significance of each Coefficient of the Regression Equation 

𝒃𝒃𝒊𝒊 𝑭𝑭𝒙𝒙 𝑭𝑭𝒛𝒛 𝑻𝑻𝒙𝒙 𝑻𝑻𝒛𝒛 
𝑏𝑏0 2.975 4.297 1.655 -1.071 
𝑏𝑏1 – 0.035 – 0.038 
𝑏𝑏2 0.163 0.075 0.101 0.12 
𝑏𝑏3 0.053 0.045 0.038 -0.031 
𝑏𝑏4 0.396 -0.057 0.265 0.382 
𝑏𝑏5 0.045 -0.071 – – 
𝑏𝑏12 0.057 -0.051 – – 
𝑏𝑏13 – – – -0.028 
𝑏𝑏14 – – – – 
𝑏𝑏15 – – – – 
𝑏𝑏23 – – – – 
𝑏𝑏24 – – -0.044 -0.055 
𝑏𝑏25 – – – -0.034 
𝑏𝑏34 – – – – 
𝑏𝑏35 – – – 0.038 
𝑏𝑏45 0.04 – – – 
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Student criterion 𝑡𝑡 is calculated for each regression coefficient. 
Statistically insignificant coefficients can be excluded from (16). 
The verification results are summarized in the Table 8. The 
regression equations for the considered response functions 
𝑦𝑦𝐹𝐹𝑦𝑦 ,𝑦𝑦𝐹𝐹𝑧𝑧 ,𝑦𝑦𝑇𝑇𝑚𝑚 ,𝑦𝑦𝑇𝑇𝑧𝑧 can be written based on the data given in Table 8. 

4.4. Verification of Model Adequacy 

After calculating the coefficients of the model and checking 
their significance, the dispersion of adequacy was determined. The 
residual dispersion or the adequacy dispersion characterizes the 
scattering of empirical values of 𝑦𝑦 with respect to the calculated 𝑦𝑦 
determined by the found regression equation. The adequacy 
dispersion was determined by the formula: 

2 2

1 12

ˆ ˆ( ) ( )

( 1)

N N

j j j j
j j

ad

n y y n y y

s
f N k

= =

− −

= =
− +

∑ ∑
 

(22) 

where 𝑦𝑦𝚥𝚥�  – arithmetic mean value of the optimization parameter in 
the ј-th experiment; 𝑦𝑦𝑗𝑗�  – value of the optimization parameter 
calculated by the model for the conditions of the ј-th experiment; 
𝑓𝑓 – the number of freedom degrees; 𝑘𝑘 – the number of factors. 

The final step in processing the experimental results was to 
verify the hypothesis of the adequacy of the found model. 
Hypothesis verification was carry out according to the Fisher 
criterion: 

2

2
ad

y

s
F

s
=  (23) 

If the value 𝐹𝐹 < 𝐹𝐹𝑡𝑡 (𝐹𝐹𝑡𝑡  – table value of the criterion, 𝐹𝐹𝑡𝑡  =  2.1 
for the accepted significance level of 0.05 and the corresponding 
numbers of freedom degrees 𝑓𝑓1  =  𝑁𝑁 −  (𝑘𝑘 +  1) =  16 – (5 +
 1) =  10, 𝑓𝑓2  =  𝑁𝑁(𝑛𝑛 − 1) =  32  [16]) then the model is 
considered adequate. For 𝐹𝐹 >  𝐹𝐹𝑡𝑡, the adequacy of hypothesis is 
rejected (Table 9).  

Table 9: Result of Model Adequacy Checking 

 𝑭𝑭𝒙𝒙 𝑭𝑭𝒛𝒛 𝑻𝑻𝒙𝒙 𝑻𝑻𝒛𝒛 
𝑠𝑠𝑎𝑎𝑎𝑎2  0.021959 0.003026 0.005974 0.008727 
𝑠𝑠𝑦𝑦2 0.017306 0.003367 0.00647 0.005815 
𝐹𝐹 1.269 0.899 0.923 1.501 

𝐹𝐹 < 𝐹𝐹𝑡𝑡 Yes Yes Yes Yes 
In this case, we can conclude that the resulting model satisfies 

the adequacy condition. 

For the transition from the coded values to natural values of the 
factors in the regression equation, values 𝑥𝑥𝑖𝑖 factors on expressions 
(12) were substituted by (13) and regression coefficients values 𝑏𝑏𝑖𝑖 
were referenced in Table 8, obtained: 

1 2

3 4 5

1 2 4 5

ln 11.111- 3.111ln -10.875ln

0.096ln 0.188ln 0.117 ln
4.521ln ln 0.016ln ln

yF X X

X X X
X X X X
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+ + +
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 (24) 

1 2

3 4

5 1 2

ln 5.322 3.062ln 11.931ln
0.082ln 0.188ln
0.088n 4.405ln ln

zF X X
X X

X X X
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2 3

4 2 4

ln 1.458 0.470ln 0.069ln
0.182ln 0.141ln ln

xT X X
X X X

= + +
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1 2

3 4 1 3

2 4 2 5

5 3 5

ln 4.670 1.459ln 1.075ln
1.392ln 0.244ln 0.406ln ln
0.176ln ln 0.421ln ln
0.045ln 0.086ln ln

zT X X
X X X X
X X X X
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Potentiating expressions (24 – 27), the dependence of forces 
and torques on the studied factors of the robotic assembly process 
was found:  

5 2(0.188 0.016ln ) 4.521ln0.096 0.117
3 54 1

3.111 10.875
1 2

66893.374 X X
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X X X X
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X X
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2 31
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X X
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1 2
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0.009 X X X
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+

=
 (31) 

According to (28 - 31), nomograms can be constructed, which 
allow, for practical purposes, to determine the components of the 
force and torque acting on the installed part when determining 
factors for the robotic assembly process. 

A suitable response for the above regression model 𝐹𝐹𝑧𝑧 (29) was 
constructed and nomograms (Figure 5) were constructed with 
paired combinations of these factors while the other factors were 
at the zero level.  

Figure 5 illustrates the dependence of the force 𝐹𝐹𝑧𝑧 on variable 
factors in the assembly process. It is clear that the angular velocity 
and the gap in the joint are inversely proportional to the force 𝐹𝐹𝑧𝑧, 
while the vibration frequency, the vibration amplitude and the 
linear velocity are proportional to the force 𝐹𝐹𝑧𝑧. Also, there is an 
interaction effect of two factors of the angular frequency and the 
vibration amplitude. The maximum value of the force 𝐹𝐹𝑧𝑧 was 87.17 
N (Figure 5.f), the minimum value of 𝐹𝐹𝑧𝑧 was 57.86 N (Figure 5. g).  

Force 𝐹𝐹𝑧𝑧  decreases significantly with increasing the angular 
velocity (Figure 5. c, f, h, j). Force 𝐹𝐹𝑧𝑧 decreases rapidly at the initial 
stage, and then more slowly decreases in the investigated values 
range of the angular velocity. The maximum value of the force 𝐹𝐹𝑧𝑧 
in the absence of the rotational movement was 87.17 N (Figure 5. 
f), the minimum value of 𝐹𝐹𝑧𝑧 with the rotational movement was 65 
N (Figure 5. h). Also, 𝐹𝐹𝑧𝑧 decreases with an increase in the gap in 
the joint. With the small gap, the maximum value of the force 𝐹𝐹𝑧𝑧 
was 84.7 N (Figure 5. j). With the large gap, the minimum value 
of the force 𝐹𝐹𝑧𝑧 was 57.86 N (Figure 5. g). 
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Figure 5: Three-dimensional nomograms showing the behavior of force 𝐹𝐹𝑧𝑧 affected by factors of the robotic assembly process. 
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The force 𝐹𝐹𝑧𝑧  is proportional to the angular frequency and 
vibration amplitude. The force 𝐹𝐹𝑧𝑧decreases with a simultaneous 
increase or decrease of both these factors (Figure 5. a – Figure 5. 
g). The angular frequency and vibration amplitude interact with 
each other, affecting the magnitude of the force 𝐹𝐹𝑧𝑧 . When both 
factors changed in the investigated values range of them, the 
change in the value of the force 𝐹𝐹𝑧𝑧  was small (60.8 – 78.3 N) 
(Figure 5. a). The effect of linear velocity on force 𝐹𝐹𝑧𝑧 is negative 
(Figure 5.b, e, h, i), however, decreasing the linear velocity the 
assembly time will increase. 

5. Conclusion 

The conducted experimental studies revealed the influence of 
variable factors on the components of the assembly force and 
torque. Mathematical models that establish the relationship 
between the components of the friction forces and torques with 
disturbing factors are formed. The adequacy of the mathematical 
model of the process is proved. The effects of the interaction of 
two factors are identified. 

The effect of increasing the assembly speed is negative, which 
correlates with the theory of friction. At the same time, the greatest 
effect of reducing the assembly force was achieved in the areas 
corresponding to the lower boundaries of the variation intervals. In 
various experiments, the decrease in assembly force ranged from 
14 to 33%.  

The conducted experiments proved the presence of the effect 
of vibrations and rotation on increasing the technological 
reliability of the assembly process. Further research will be 
associated with a change in the zero level of variation of the input 
factors. It is supposed to check the adequacy of the mathematical 
model and the results of physical experiments. 
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 The Tin Oxide: Vanadium (SnO2: V) thin films have been deposited on glass substrates with 
various Vanadium concentration at a substrate temperature;500oC using microprocessor-
controlled spray pyrolysis technique. The structural, compositional, morphological and 
optical analyses of the samples are characterized by XRD, EDAX, SEM and UV-Visible 
spectroscopy. The XRD analysis shows tetragonal rutile structure formation in lattice 
configuration of virgin and Vanadium doped SnO2 thin films. The uniform crystallinity is 
appeared on the surface of crystal and it is proved by extreme diffraction peak for 3at% 
Vanadium doped SnO2 thin films. The optical transmittance increases from virgin to 3at% 
with increase in doping concentration. The transmittance for 4at% is minimum compared 
with 3at% of vanadium doping. The FTIR analysis illustrates the bond formation between 
Sn-O and V-O respectively. This also validates the strong force constant for the consistent 
crystal structure. 
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1. Introduction 

Thin film technologies paved the way of preparing the most 
promising material [Transparent conducting oxides] in optical 
energy controlled electronic devices; solar cells, displays, opto-
electronic interfaces devices and electronic-circuitries, owing to its 
properties such as electrically conductive nature with high 
transmittance of light [1].The accomplishment of such properties 
is performed by successive doping with wide-band gap optical 
semiconductors (Eg > 3.1 eV) and are pivoted to advanced 
technologies[2-5]. In2O3 is considered to be the leading TCO in 
concerned with their properties as well as its commercial success. 
However, ITO is playing a major role in electronics market; it is of 
high cost and limited availability [6-9]. SnO2 is economically 
cheap compared to indium oxide. It is an ideal candidate for many 
applications. Its high chemical stability is considered to be an 
inherent advantage of SnO2 [10] and it makes SnO2 appreciably 
adoptable for applications in challenging atmosphere, for 
preparing transparent and strong-conductive electrode on photo 
enabled electrodes or as a selectively solar energy penetration 
coating [11, 12]. Its applications include surface coatings, 
environmental and human health [13] gas sensors [14] organic 

pollutants and toxic water [15] and heterojunction catalysts [16], 
Tin dioxide (SnO2), having lattice parameters a = b = 4.737 Å and 
c = 3.826 Å with tetragonal Rutile structure is an important n-type 
semiconductor. Each tin atom at the corners of a regular 
octahedron is bounded to six oxygen atoms and three tin atoms 
surround each oxygen atom [17]. High ability to let incoming 
radiation in the UV region, high reflectance in the IR region, high 
electrical conductivity, high melting temperature, harmless nature, 
easy doping and plenty in nature. These are the remarkable 
characteristics of SnO2 [18]. For optoelectronic devices and solar 
cell applications, SnO2 thin films is a very suitable candidate as it 
is having a good electrical and optical properties [19]. 

Many research investigations have been performed on heavily 
doped and rather doped tin oxide thin films using various available 
techniques [20-22]. Although there are several techniques for 
deposition, spray pyrolysis technique is the most preferred 
technique due to its simplicity, low cost and for large area coating 
[23]. Doping with certain p block and d block elements augments 
the light sensitive properties and the ability of transmitting 
electricity of SnO2 thin films [24]. As the ionic radius of 
Vanadium (V4+/Sn4+ = 0.58/0.71Å) is smaller than the host Sn4+, 
it can be easily doped into SnO2 [25]. After screening the 
literatures, it is revealed that, few researches have analyzed the 
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properties of Vanadium fused SnO2 thin films [26-28], it is of 
particular interest to deposit Vanadium doped SnO2 thin films by 
micro controller-assembled spray pyrolysis technique. In the 
present work, the Vanadium doped SnO2 thin films have been 
characterized and they are investigated according to the operated 
properties. As a first step SnO2: V thin films are synthesized. Then 
structural and light sensitive properties of the customized thin-
films are keenly observed and the data is validated. This work 
intends to improve the characteristics of SnO2 thin films by doping 
Vanadium at different concentration. 

2. Experimental methods 

2.1. Synthesis of vanadium doped SnO2 thin films 

In the blended mixture of doubly de-ionized water and 
intensive solvent; methanol in the ratio 1:1, the precursor material 
SnCl4.5H2O (Tin (IV) Chloride Pentahydrate) (35.06g) is 
dissolved to obtain 0.1M starting solution and few drops of 
hydrochloric acid is added to get a clear solution. To the precursor, 
well grained powder V2O5(Vanadium Pentoxide) is added in the 
ratio of 0,1,2,3&4at% (0g, 0.509g, 1.018g, 1.527g, 2.036g). A 
reservoir filled with precursor solution is mounted on stand. The 
area of the substrate is 2.5x7.5cm2 (optically flat glass slides). 
Formerly cleaning of the substrates are achieved using 
hydrochloric acid, non-polar solvent; acetone and sterilized water 
by suitable ultrasonic cleaner for 35 minutes to terminate organic 
substance and another contaminant from the surface.  

The micro controller-operated spray pyrolysis set up is 
displayed in Figure1. It consists of a syringe needle having the 
diameter of 0.6mm connected to the reservoir and its height can 
be altered to get 0.002mL/Min at the needle tip. Distance of 8cm 
is kept between the needle and the surface of the substrate. 
Substrate attracts the precursor solution as high voltage of about 
(9.65KV) is applied between needle and hot-plate. To optimize 
the thickness (500nm) different volume of precursor solution is 
sprayed and the dimensions between the two surfaces of all the 
sprayed samples are verified using standard method. A timer is 
connected to high voltage power supply, relay and hot plate. The 
timer is set in such a way that when hot plate is on, high voltage 
will be in off condition and vice-versa. The charge presents in 
substrate holder and syringe needle, substrate temperature, heat 
inside the chamber are controlled by means of relay, 
thermocouple arrangement and exhaust fan. The distance of the 
syringe needle is adjusted up and down to obtain a continuous thin 
film. In the experiment, five sequential sets of undoped and 
Vanadium doped SnO2 thin films are fabricated by controlling the 
substrate temperature at 5000C.The optimized time allotment for 
deposition for each sample is determined as 44minutes by 
counting the spray intervals of time. The alternating spray process 
is employed for this study at a spray for 5seconds and an interval 
of 10seconds for each cycle. 

2.2. Characterization Technique 

In our present study the surface morphology of the prepared 
samples is characterized by employing scanning electron 

microscope (CARLZEISS) shown in Figure 2. The compositional 
details are analyzed by (EDAX) technique. The lattice parameters 
are examined by X-ray diffractometer (SHIMADZU-XRD 6000) 
(Cu–Ka) of wavelength 1.520Å. The profilometer is used to find 
the dimension between two surfaces of the films by making 
suitable stylus technique at four different areas on the outside of 
film and the average dimension is found to be around 500 nm. 
Weight gain method is also used to find the thickness. The optical 
absorption and translucence of the films are measured in the 
wavelength range of 300–1100nm using a Unico 4802 UV–Vis 
double beam spectrophotometer. FTIR spectra are recorded by 
means of SHIMADZU1800-UV Fourier transform infrared 
spectrometer. 

 
Figure 1: Schematic diagram of the Home-made spray pyrolysis setup. 

 
Figure 2: Carl Zeiss scanning electron microscope. 

3. Results and Discussion 

3.1. Structural properties 

Figure 3 shows the XRD spectra of virgin and Vanadium 
doped SnO2 thin films. The highest diffraction peaks are (110), 
(101), (200), (211), (220). The coincidence of diffracted peaks 
with tetragonal structure of SnO2 (JCPDS card number: 41-1445) 
is observed for all the recorded peaks of Vanadium doped SnO2 
thin films [29]. No phase consistent to the dopant or other 
compound is observed. Though the doping level of Vanadium is 
increased from 1at% to 3at%, Vanadium oxide phases are not 
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dominated in Vanadium operated SnO2 films. The intensity of the 
peak corresponding to the predominant plane (110) in the primary 
phase is increased on Vanadium doping until 3at% and further 
addition of 1at% doping concentration, the intensity decreases due 
to the exchange of Sn4+ ions with Vanadium ions in the lattice of 
SnO2 film, whereas the intensity of the plane (211) in the 
secondary phase rapidly increases with increase in the 
concentration of Vanadium. This shows better atomic 
arrangement and lower scattering in these planes. The structural 
analysis is done for the predominant peak and the results are given 
in Table 1. The optimized crystallite size of virgin SnO2 and 
doped SnO2 films for all the dopant levels are calculated using 
Debye-Scherrer formula [30]  

D= Kλ/βcosθ                (1) 

where D is the mean crystallite size, K is a particle size dependent 
constant whose value is 0.9, 𝜆𝜆 is the diffraction wavelength of 
CuKa (𝜆𝜆 = 1.5406 Å). 𝛽𝛽 is the full width at half maximum 
(FWHM) and 𝜃𝜃 is the diffracted angle. The lattice parameters and 
crystallite size for the predominant peak (110) of the prepared 
samples are given in Table1. It is confirmed that the increase in 
the concentration of Vanadium from 0 to 4at% results in the range 
of crystallite size from 55.72nm to 41.79nm. The decrease in 
crystallite size may be due to the density enrichment in the 
nucleation centers of the doped samples and also may be due to 
lattice distortion. For further addition of 1at% Vanadium, dopant 
dominates the crystalline size. 

 
Figure 3: XRD Pattern of undoped and V (1at%, 2at%, 3at%, 4at%) doped SnO2 

thin films. 
 

Table 1: Doping concentration ratio (1at%, 2at%, 3at%, 4at%) for SnO2 thin 
films. 

Predominant 
peak 

Angle2θ 
(degree) 

d 
spacing 

(Ǻ) 

FWHM Crystallite 
size (nm) 

Undoped 
(110) 

26.806 3.3232 0.153 55.72 

1at%V 
(110) 

26.908 3.3107 0.180 47.37 

2at%V 
(110) 

26.932 3.3079 0.175 48.73 

3at%V 
(110) 

26.793 3.3248 0.204 41.79 

4at%V 
(110) 

26.748 3.3302 0.172 49.76 

3.2. Morphological Analysis 

The surface morphology of virgin and Vanadium doped SnO2 
thin films deposited at a temperature of 500oC with different 
Vanadium content concentration are shown in Figure 4. The SEM 
image of virgin SnO2 exhibits smaller grains. It is evident from the 
images that the surface morphology reveals significant changes on 
doping [31]. For 1at% of Vanadium doped SnO2 thin film, 
molecules of different morphology and sizes are formatted due to 
inadequate Vanadium doping. Grain size decreases when doping 
concentration of Vanadium increases [32]. This is observed in the 
SEM image for 2at% Vanadium doped SnO2 thin film. A film 
having superior quality with uniform grains as proved by structural 
analysis is observed for 3at% Vanadium doped SnO2 thin film. 
Above 3at% of the dopant concentration, grains are found to 
increase in its size and appear with small sized grains in between 
large sized grains. 

 
Figure 4: SEM images of undoped and V (1at%, 2at%, 3at%, 4at%) doped SnO2 

thin films. 

3.3. Elemental analysis 

From the EDAX analysis recorded in Figure 5. The consistent 
peaks Sn, V and O are observed in the EDAX pattern of all the 
Vanadium doped samples. For all V-doped SnO2 samples the 
existence of Vanadium is also detected. Both vanadium extent and 
relative intensity are directly proportional to each other. 

3.4. Optical properties 
Optical transmittance spectra of virgin and Vanadium doped 

SnO2 thin films are shown in Figure 6. In the visible region (400–
700 nm), the observed translucence is about ∼60–80%. For virgin 
SnO2 thin film transmittance is minimum compared to the 
vanadium doped SnO2 thin film. Transmittance increases with 
dopant concentration. Increase in transmittance may be due to the 

http://www.astesj.com/


A. Victor Babu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 169-174 (2020) 

www.astesj.com              172 

improved crystallinity of the film. In our results, transmittance 
increases from virgin to 3at% with increase in dopant 
concentration. Transmittance decreases with further 1at% of 
Vanadium doping. The decrement of optical transmittance is 
made due to the increment of particle size and it is evidenced from 
the SEM image and also may be due to the crystal defects created 
by doping. 

 
Figure 5: EDAX analysis spectra of undoped and V (1at%, 2at%, 3at%, 4at %) 

doped SnO2 thin films. 

 
Figure 6: Transmittance spectra of undoped and V (1at%, 2at%, 3at%, 4at %) 

doped SnO2 thin films. 

The observed absorbance modulated spectra of virgin SnO2 and 
Vanadium doped SnO2 thin films at different concentrations are 
depicted in Figure 7. Gradually increasing absorption from NIR 
to the visible region is observed. The absorption edge is prolonged 
to the visible region due to the fusion of Vanadium ions into SnO2 
ions. A substantial red-shift is absolutely observed on the 
increment in doping attentiveness of vanadium species [33]. 
Absorption band edge of the films is observed by the calculated 
first derivative of the optical transmittance. The band gap is an 
important property which determines the quality of the deposited 
thin films. In Figure 8, the curves of dT/dλ vs hν have been drawn 
and showed the stress of doping on the direct optical band gap 
(Eg).The band gap values are observed to be ranged from 2.970 
eV to 3.130 eV. There is fluctuation in band gap energies with 
doping concentrations of Vanadium. High value of band gap 

energy is a result of lower-quality films. In the present case good 
quality film is obtained in 3at% of Vanadium doping 
concentration. 

 
Figure 7: Absorption spectra of undoped and V (1at%, 2at%, 3at%, 4at%) doped 

SnO2 thin films. 

 
Figure 8: Plot of dT/dλ vs. (hυ) for undoped and V (1at%, 2at%, 3at%, 4at%) 

doped SnO2 thin films. 

3.5. FTIR analysis 

 Figure 9 displays the FT-IR spectra of virgin and Vanadium 
doped SnO2 thin films fabricated by microprocessor-controlled 
spray pyrolysis method. As the present case is inorganic compound, 
all the IR peaks are concentrated in the region of 200-1200cm-1. 
Particularly, the stretching, in plane and out of plane bending 
modes for Sn-O bond are observed at 750, 740 and 710cm-1, the in 
plane bending modes are found at 400, 380 and 360cm-1 and the 
out of plane bending modes are occupied at 280, 260 and 250cm-1. 
All the observed bands are validated by the literatures [34]. The V-
O bond stretching, bending modes are determined at 610, 320 and 
210cm-1. All the spectroscopical impressions illustrate the strong 
coupling of V on SnO2 configuration. 
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Figure 9: FTIR spectra of undoped and V (1at%, 2at%, 3at%, 4at%) doped 

SnO2 thin films. 

4. Conclusions 
In this work, the popular heavy metal species Vanadium is 

doped on SnO2crystal material and it is formed as thin films with 
the doping concentration of 1at%, 2at%, 3at% and 4at% 
respectively. The compositional, morphological, structural and 
optical analysis is made on samples and the results are discussed. 
From the observed data, the optimized state of doping 
concentration is found to be 3at%.The vibrational study is 
confirmed the active presence of strong bonds such as Sn-O and 
V-O. The presence of Sn-O-V bonds and angles are also validated 
from the complex form of vibrational bands.The film at doping of 
3at % is having superior quality with uniform grains as proved by 
structural. From the optical studies, it is revealed that, the optical 
intensive transmittance increases from virgin to doped SnO2 at 3at% 
which leads to the decrement of band gap energy. The acquired 
results from structural, morphological, vibrational and optical 
studies demonstrated the effectiveness of doped thin film. 
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 In the present paper, a universal approach for determining the maximum flow problem in 
directed graph for solving different problems is applied. It can be considered as a heuristic 
and it can be used as a denomination for analyzing an arbitrary system with a mathematical 
description as a directed graph. The physical nature of the flows passing through the arcs 
of the system considered can be energy, information, transportation, or material. Then the 
studied system will be power, communication, transport, or manufacturing, respectively. In 
the present article five types of maximum flow problems are considered. Each of them is 
solved analytically by the universal heuristic method. The common between these problems 
is expressed in the fact that its behavior can be presented with the same mathematical model 
in the form of a directed graph including one initial (pending) vertex and one final (blocked) 
vertex, respectively. These vertexes are called either real (if they exist) or fictive (if they are 
introduced additionally) source and receiver depending on the topology of the associated 
directed graph’s model. The final solution obtained with this approach for Problem 1 is 
compared with the similar one found through Ford-Fulkerson’s, Edmonds-Karp’s and 
Dinic’s algorithms and it has been shown to be better than those determined by them. 

Keywords:  
Maximum flow optimization 
Graphs’ theory 
Power systems 
Information systems 
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Transport systems 
Manufacturing systems 

 

 

1. Introduction  

The maximum flows problem in industrial systems (energy, 
information or material) can be modeled by graphs’ theory which 
adequately describe the topology of the studied system [1].  

Note: For simplicity of the present analysis, it will be used only 
the term flow, regardless of type of the studied system - power [2, 
3], information [4], communication [5, 6] or transportation [7]. 

Energy flows are optimized in power systems. In this sense, in 
[8] a review of the stochastic optimization methods, solving the 
optimal power flow problem. An application of the graphs’ theory 
for the energy flows optimization in electric networks is made in 
[9]. The transformation of the linear model (e. g. linear goal 
function and linear constraints as unequations) to the directed 
graph’s model is made there. Thus, the optimization procedure is 
expressed analyzing the resulting directed graph. 

The definition of the flows problem in information systems is 
made in [10]. In [11] a review of approaches modelling 
information flow for organizations is presented. A new graph 
theoretical concept for analyzing the information flows passing 

through the directed graph’s model, using guessing numbers is 
proposed in [12].  

In [13], the problem of optimization the information flows 
passing through the uncertain networks with a given constrained 
capacities of the arcs is considered. The solution bases on the two 
NP-hard subproblems. First, it calculates the expected information 
flow associated to a source vertex and next it makes an optimal 
choice of arcs.  

The flows optimization passing through the manifacturing 
systems is widely discussed issue.  One possible solution to this 
problem is given by the graph’s theory. For example, in [14] using 
the shortest path method for flows optimization in cellular 
manufacturing systems. In [15] an optimization for single-part 
flow-line configurations of reconfigurable manufacturing systems 
(RMS) is suggested. In [16] the other optimization approach of the 
flows in RMS systems is proposed. This approach also uses the 
graphs’ theory for modeling the considered system. In [17] third 
model for optimizing demand period cost (fixed plus operating) of 
RMS flow-line configurations, based also on graphs’ theory, is 
suggested. 

A wide range of problems arise in real-world networks such as 
Internet, local information networks, energy systems, etc., which 
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are modeled by directed graphs. In [18] a review of a range of 
theoretical primitives for generating a simple graph based on the 
given degree sequence is proposed. This is based on the graphs’ 
theory and the computer networks. Several problems for which 
efficient algorithms for determining the theoretical solutions are 
proposed. Since in practice the graphs’ models consists of tens of 
thousands of vertexes, approximation algorithms are particularly 
important. 

The present paper is organized as follows. In a Section 2 the 
directed graph’s model with one source – one recipient is defined, 
as well as the three necessary and sufficient conditions for 
performing its topological analysis. Five basic tasks arising in real 
systems, modeled with directed graphs, are also defined. In Section 
3 an universal algorithm for solving all these five problems is 
briefly described. Solutions of these five type of problems 
applying the universal algorithm is proposed in Section 4. The 
applicability of this algorithm is visualized in Section 5 on an 
illustrative example describing problem 1. In the same section, a 
comparison is made with the obtained solutions to the same 
illustrative example using traditional methods based on minimum-
cut the theorem, such as: Ford Fulkerson, Edmonds Carp and Dinic 
algorithms. The paper finishes with the conclusion remarks on the 
universality and advantages of the suggested algorithm. 

The novelty of the proposed method consists in its universal 
application in determining the maximum flow passed through a 
arbitrary directed graph, whose model contains one initial and one 
final nodes. It is applicable to analysis of different systems - 
information, power, manufacturing, etc. The algorithm can be used 
for solving the five types of problems, defined in the next section 

2. Problem statement 

The maximum flow problem passing through the arcs of an 
directed graph is defined in [1]. 

In order to refine the considered graph’s model, some basic 
concepts and initial hypotheses will be briefly introduced. 

Let’s consider a directed graph ,G V L=< > , with

{ }, 1,sV V s n= =   vertexes and { } { }, 1,k
ijL L L k m= = = s arcs. The 

latter is associated to the system’s channels. Let’s  
( ) ( , )ij i j i jf f V V f V V= → =  f     f  is the  flow passing through the arc 

ijL . The capacity of this arc is ijq  [4].  

A necessary and sufficient condition for determining the 
maximum flows passing through the arcs of the studied directed 
graph satisfies the following three assumptions.  

Assumption 1 

Balance condition: The sum of the incoming flows in a vertex 
iV  is equal to the respective sum of the outgoing ones, i.e. 

    
( ) ( ), , 0

( ); ( )
j s

i j s i
V V

j i s i

f V V f V V

V M V V M V− +

− =

∈ ∈

∑ ∑
. (1а) 

where: iV   is intermediate vertex for the considered directed 
graph; 

 ( )iM V+  and ( )iM V− are the sets of input and output 
vertexes for the vertex iV , respectively. 

Assumption 2 

Sequencing condition: The flow ijf
 passing through the arc 

ijL
 must not exceed its capacity ijq

., i.e. 

 ( , ) ; .i j ij ijf V V q L L≤ ∀ ∈     (1b) 

Assumption 3 

Invariability condition: In absolute value, the flow passing 
through the directed graph from the source vertex to the recepient 
vertex must be exactly equal to that in the opposite direction. 

 

( ) ( )

( ) ( )

, ,

( ); ( )

, ,

( ); ( )

j i

j i

src j i s
V V

j src i src

r j i rec
V V

j rec i rec

f V V f V V f

V M V V M V

f V V f V V f

V M V V M V

Σ

+ −

Σ

+ −

− =

∈ ∈

− = −

∈ ∈

∑ ∑

∑ ∑
, (1c) 

where fΣ   is the  flow passing through the directed graph. 

 
( ) ( ), , 0

( ); ( )
j i

src j i rec
V V

j src i rec

f f V V f V V

V M V V M V

Σ

+ −

= = =

∈ ∈

∑ ∑
. (2) 

The first condition can be violated if part of the flow is 
dissipated in a vertex of the graph. This can be observed in the 
energy transfer, when each vertex is a specific physical device that 
consumes electricity and at the same time can dissipate it in the 
form of heat. 

The second condition cannot be violated, since real systems 
are considered where it is physically impossible for a flow to pass 
through an arc that is greater than its capacity. 

In real energy systems there are transfer losses, conversion 
losses, etc. In this case moving in the both directions of the graph 
(from the source to the recipient and vice versa) these losses 
cannot be equal, but they are very close. 

Note:  Without a loss of generality it is assumed, that the 
directed graph’s model of the system has 1 source and 1 recipient 
vertexes. In general case, it can have multiple sources ( sN ) and 
multiple recipients ( rN ). Then the graph is transformed to a 
directed graph of the first type by adding fictive source srcV  and 
recipient recV vertexes, respectively  (Figure 1).  

L

fi,rec

V1,rec

...

,rN recV

rec
fsrc,j

...

V1,src

... ......

,SN srcV

src

 
Figure 1: Graph’s model with multiple sources ( )sN - multiple recipients ( )rN  
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In real systems depending on their parameters the following 5 
types of maximum flow  problems can be arised. In the first four 
of them the flow through the arcs ijf  is constant, and in the last 
one – it varies. 

Problem 1: The arcs’ capacities ijq  are known and the capacities 
of all graph’s vertexes are infinity, i.e. sP →∞ . 

Problem 2: The arcs’ capacities ijq  are known and limited in a 

given range min max
ij ij ijq q q≤ ≤ . 

Problem 3: The arcs’ capacities  ijq   and the capacities sP  of the 
graph’s vertexes sV V∈  are known.  

The Problems 1, 2 and 3 discuss the directed graph’s model 
with one source and one recipient. 

Problem 4: It consideres the directed graph with multiple sources

,{ }, 1,src l sV l N=  and multiple recipients ,{ }, 1,l rec rV l N= (Figure 
1). The arcs’ capacities  ijq  are known.  

Problem 5: The arc’s capacities ijq  of all the graph’s arcs ijL L∈  
are known, but the balance condition (1a) is violated.  

 ( ) ( ), ,in i j out i jf V V f V V>
 (3а) 

or 

 ( ) ( ), ,in i j out i jf V V f V V<
, (3b) 

where ( ),in i jf V V  and ( ),out i jf V V  are the input and the output 

flows, associated to the arc ,ij i jL V V= , respectively. 

For each of the above defined problem it obtains the maximum  
flow passing through the directed graph from the source to the 
recipient vertexes. 

The basic aim and the contribution of the author of this paper 
consists of the suggesting the universal general algorithm for 

obtaining the maximum flow started from the source vertex srcV

and reached to the final graph’s vertex – either real recV  or  fictive 
recV . 

There are always losses when transmitting information or 
energy through the graph’s model from the source to the recipient.  
They decrease the flow ( ),in i jf V V , i.e. the condition (3a). The 
condition (3b) is satisfied in some types of manufacturing systems. 

For all 5 maximum flow problems defined above, the condition 
(1b).  

The input flow for the system is generated by the source vertex 
srcV  and it is named as ( )src srcf f V= . The output flow  

( )rec recf f V=  is the flow, consumed by the recipient recV . It s 
assumed that the flow passing through the intermediate graph’s 
vertexes is zero. 

The different types of flows are defined in [1]. For the future 
analysis, we will describe them again in briefly. 

Definition 1: The allowed flow is:  

 
( ) ( )

( ) ( )
, ,

( ),
( ),

0, ,

i j

allowed
out i j in i j

M V M V

src i src

src i rec

src rec

f f V V f V V

f V V V
f V V V

V V V

= − =

=
= − =
 ∀ ≠

∑ ∑
. (4) 

Definition 2:  The maximum flow is: 

 
( )

max

max

1,
max ,allowed

i src reci n
f f V V

=
 =    (5) 

where ( ),
allowed

i src recf V V=  are all allowed flows with number i 
passing through the directed graph from the source to the recipient 
vertexes.  

Definition 3:  The conventionally optimal flow 
( ) ( )( ),opt opt opt

src recf f V f V=  is, if arbitrary allowed flow 

( ),i
allowed

src recf f f= satisfies at least one of the conditions (6)  

 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

,
,

src src rec rec

rec rec src src

f V f V if f V f V
f V f V if f V f V

+ − + −

− + + −

≥ ≥
≥ ≥ , (6) 

where: ( )srcf V+  - the flow, generated from the vertex srcV passing 
through the graph’s model from srcV   to  recV ; 

 ( )srcf V−  - the flow, consumed of the vertex srcV passing 
through the graph’s model from recV   to srcV ; 

 ( )recf V+  - the flow, consumed of the vertex recV passing 
through the graph’s model from srcV   to  recV ; 

 ( )rеcf V−  - the flow, generated from the vertex recV passing 
through the graph’s model from recV   to srcV . 

Definition 4:  The maximum allowed flow is 
( ) ( )( )* * *,src recf f V f V= , if it satisfies all the conditions (4), (5) 

and (6) simultaneously. 

3. Algorithm of the universal approach for determining the 
maximum flow problems 

Each problem defined in the previous paragraph can be reduced 
to the optimization maximum flow problem, where the the goal 
function is: 

 
( ) ( )max max , max ,

j i

k j i r
V V

f f V V f V V
Σ

= =∑ ∑
 (7) 

and the constraints:  
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( ) ( )

( ) ( )

( ) ( )

, , 0 ,

, , ;

, , ;

j s

j s

j s

i j s i i src i rec
V V

i j s i i src
V V

i j s i i rec
V V

f V V f V V if V V V V

f V V f V V f V V

f V V f V V f V V

Σ

Σ

− = ≠ ≠

− = =

− = − =

∑ ∑

∑ ∑

∑ ∑

, (8) 

where maxfΣ   is the maximum flow passing through  the minimum 

intersection min
CL  of the considered directed graph. 

The basic directed graph, which is divided into two separate 
ones AG   and BG  this function is: 

 min

max

min
max ( )

C

C
ij

L

L qf f
Σ

=
Σ ∑=

, (9) 

where: min
C A BL G G = →    A

srcV G∈ ; 
B

recV G∈ ; 

A BG G∩ =∅ ; A BG G G∪ = .  

The approach, solving the optimization problem (7) with 
constraints (8) is proposed and described in details in [19]. Each 
iteration consists of two procedures – vertexes marking and flows 
correction. The iteration process stops when the minimal 
intersection  min

CL  in the directed graph’s model is determinated.  

Before starting the algorithm, it is necessary to know the 
structure of the directed graph modeling the considered system as 
well as the capacities ijq of each graph’s arc. It is assumed that the 
initial values of the flows ijf  passing through the graph’s arcs 

ijL L∈  are zero. 

In Procedure 1 a vertexes marking is made. Each node is 
assigned the appropriate pair of marks, moving from source to the 
recipient vertexes. This marking indicates where the respective 
flow comes from and its maximum allowable value that can be 
passed through the respective arc. When all vertexes are marked 
then the algorithm goes to the Procedure 2. This procedure moves 
from the recipient to the source vertexes correcting the flows 
passing through each of the arcs in the respective sequences of arcs 
in the considered directed graph. If all the arcs entering the vertex 

recV are saturated, then the maximum flow maxfΣ is determined and 

the procedure stops. Otherwise it returns to the beginning of 
Procedure 1. 

Note: An arc is saturated if the flow that passes through it ijf  
is exactly equal to its capacity ijq . 

4. Solutions to the defined 5 types of the problems 
The maximum flow determination approach, proposed in [19], 

can be applied to solve each of the typical problems, defined in 
Section 2. 

Problem 1 
Before starting the algorithm the directed graph’s model is 

determined. In this model the values of the arcs capacities { }ijq and 

vertexes infinity capacities , 1,sP s n→∞ =  are known. 

To simplify the future exposition and without loss of the 
generality the maximum flow max( )fΣ  is obtained for the 
intersection of the directed graph’s model shown in Figure 2. For 
simplicity the elements (vertexes and arcs) included in the 
beginning of the graph are aggregated in the set _M .  

In this problem the condition (1b) is satisfied, i.e. the flow ijf   

passing through the arc ijL , have to be smaller or equal its capacity 

ijq . 

Vα

Vβ

_

M

Vγ

Vδ

Vε

recV

 
Figure 2: Idealized system described by the graph’s model 

Based on the minimum intersection min
CL (see Figure 2), which 

satisfy the condition (4), the respective maximum flows are: 

 

max

max
,

.A

B rec

f q q q

f q
βε γε δε

δ

Σ

Σ

 = + +


=  (10) 

Conclusions: 

• The maximum allowed flow max
A

f Σ  is equal to the sum of the 
capacities of the arcs , ,L L Lβε γε δε , because they beyond to 
the minimum intersection min

CL  and they are saturated (their 
capacity is exhausted). 

• The maximum allowed flow max
B

fΣ  for the arc Lαδ  is equal of 
the capacity of the arc Lδε , because it is assumed that the 
condition q q qδε αδ δε< +  is satisfied. Therefore, the arc Lδε  is 
saturated and it is added to the minimum intersection min

CL . 

• The final maximum flow, determined by Eq. (4) and Eq. (8) 

is 
max

max max
min

max ( )
A B

CL f ff f Σ Σ
Σ

= +
Σ = . 

Problem 2 

Before starting the algorithm the directed graph’s model is 
determined. In this model the values of the arcs capacities { }ijq  are 
known and each of them must belong to an initially defined range, 
i.e. min max,ij ij ijq q q ≤ ∈   . 

The solution of the Problem 2 requires a transformation the 
basic directed graph’s model to the new one, where: 

• Each arc is replaced by two new arcs - rgL  and gsL . 

• The capacity of each of these new arcs determines as follows: 
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 about the arc max min
rg rg rs rsL q q q→ = −  ; 

 about the arc min
gs gs rsL q q→ = . 

 It introduces the fictive arc fictL  with infinity capacity, i.e. 

fictq →∞ . 

Then the Problem 2 has a solution only when the condition 

min

max min

0ij

ij
q

f qΣ
≠

= ∑  is satisfied.  

The transformed graph’s model is the same as in Problem 1. 
Hence, the maximum flow maxfΣ  is determined in the same way. 

Problem 3 

Before starting the algorithm, the directed graph’s model is 
determined. In this model the values of the arcs capacities { }ijq and 

vertexes capacities , 1,sP s n=  are known. 

The specificity of this problem requires that the additional 
condition (8) to be included: 

 [ ( )] ;i s sf L V P V V⊕ ≤ ∀ ∈    , (11) 

where: [ ( )]if L V⊕  is the flow entering to the vertex sV V∈ ; 

 ( )iL V⊕  is the set of arcs, which are directly connected 
with the vertex sV V∈ only by one arc. 

To get the solution of this problem it is necessary to transform 
the basic directed graph’s model to the new one with ( )n m+  
vertexes where n and m are the number of vertexes and arcs in the 
initial directed graph, respectively. 

• Each vertex sV V∈  is replaced by two vertexes 
1s

V  and 
ssV , 

which are connected by the arc 
1 2 1 2

,s s s sL V V→ = < > ; 

• The capacity of the arc 
1 2 1 2

,s s s sL V V→ = < >  is obtained as 
follows: 

 
1 2

;s s s sq P V V→ = ∀ ∈  . (12) 

The transformed graph’s model is the same as in Problem 1. 
Hence, the maximum flow maxfΣ  is determined in the same way. 

Problem 4 

The initial conditions for this problem are the same as these in 
Problem 3 with the following additions. Fictive source 

{ }, , 1,src l src sV l N= =V and receiver { }, , 1,rec l rec rV l N= =V
are introduced, where each of them is associated with more than 
one real one (Figure 1). It is assumed that the graph’s vertexes have 
infinite capacities, i.e. ijq →∞ . 

The graph’s model from the Problem 4 has ( )s rn N N+ +

vertexes  and ( )2m +  arcs compared to the models in Problems 1, 
2 and 3, where n and m are the number of vertexes and arcs in the 
initial directed graph from Problem 1, respectively. 

The resulting graph’s model is the same as in Problem 1. 
Hence, the maximum flow studied maxfΣ  is determined in the 
same way. 

Problem 5  

Before starting the algorithm the directed graph’s model is 
determined. In this model the values of the arcs capacities { }ijq and 
the values of the coefficients { }ijΨ , correcting the flow, passed 
through all of the graph’s arcs are known. The latter are always 
positive and they reflect to the increasing ( 0ijδ > ), resp. 

decreasing ( 0ijδ > ) of the flow in the arc respective ijL . 

The next three steps describe the application of the considered 
heuristic algorithm [19] for solving Problems 1, 2 and 3, resp. 4 
and 5, which are reduced to Problem 1. 

1. Flows’ ccorrection passing through the graph’s arcs 

The flows’ correction is performed in the following way: 

 ( ) ( ). , ,ij in i j out i jf V V f V VΨ = . (13) 

Note: If 1ij∀ Ψ =  then the condition (1a) is satisfied and the 
directed graph’s model is associated to the Problems 1, 2 or 3. 

2. Determining the graph’s paths from the source vertex srcV  to 
the recipient vertex recV , where the resulting flow increases 

If the conditions  

 
( ),

"stright" arc ,
inf V V q

L V V
α ω αω

αω α ω

<

∀ =
; (14a) 

and 

 
( ), ,

"opposite" arc ,
inf V V q

L V V
α ω αω

ωα ω α

>

∀ =
. (14b) 

are satisfied, then there is a path from the vertex V Vα ∈  to the 
vertex V Vω ∈ in the analyzed directed graph, where the resulting 
flow increases. 

The example of this path including two arcs with straight 
direction and two ones with opposite direction and their capacities 

ijq  and correcting coefficients ijΨ , is shown in Figure 3. 

Vα Vβ Vγ Vδ Vω

,qαβ αβ Ψ  ,qγβ γβ Ψ  ,qδγ δγ Ψ  [ ],qδω δωΨ

 
Figure 3: Path with initial vertex Vα  and final vertexVω , including two straight 

and two opposite arcs 

3. Obtaining the active cycles in directed graph’s model 

In directed graph’s model ,G V L=< >  there is an active cycle 
( )C G , connected by the recipient vertex  recV , if the following 

conditions are satisfied: 
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 The value of the summary correcting cycle’s coefficient is 
bigger than 1, i.e. [ ]( ) 1C GΨ > . 

 The cycle’s capacity is not zero, i.e. [ ]( ) 0q C G ≠ . 

 The cycle includes a vertex Vλ , which is directly connected to 
the recipient vertex recV . 

The example of this type cycle is shown in Figure 4. 

Vλ

recV( )C G

 
Figure 4: A cycle in directed graph’s model 

Note: It is allowed in directed graph’s model to have cycles, 
connected to the source vertex srcV . 

5. Application of the maximum flow suggested approach to 
an illustrative example about Problem 1 

The algorithm for finding the maximum flow [19] will be 
illustrated for solving the Problem 1. Let’s the following example 
of the directed graph’s model is analyzed (Figure 5a). On the 
directed graph ,G V L=< > the following quantities are indicated: 

1 The capacities ijq  of the respective arc ,ij i jL V V L= ∈  are 
shown below it. 

2 The values of the flows ( , )ij i jf f V V=  passing through the 
arc ijL  are underlined and are written above to the arc. It is 
assumed that the initial values of these flows for all arcs are 
zeroes. 

3 The vertexes marks 1 2( ), ( )i iM V M V    are noted in the 
following way:  

• 1( )i jM V V= ± , with respect to an increasing (+) or decreasing 

(–)  flow passing through the arc ijL ; 

• 2 ( ) ( )i add iM V f V=  - the maximum value of the additional 
flow ( )add if V  from the source vertex  srcV  to the vertex  iV  
passing through the sequence of the arcs, where the flow 
increases. This flow is determined as follows:  

 

( )
( )

( )
( )

( ) min ( ), , ,

if , ( )

( ) min ( ), , ,

if , 0 ( )

add i add j ij j i

j i ij i j

add i add j i j

j i i j

f V f V q f V V

f V V q V M V

f V f V f V V

f V V V M V

+

−

 = − 

< ∧ ∈

 =  

> ∧ ∈

 (15)                

It is assumed that the initial marks of all vertexes are zeroes. 
And the source vertex srcV  gets the mark ( ) ,src srcM V V= ∞   , 
i.e. the generated flow from the source vertex is infinite. 

 
Figure 5a: Illustrative example for solving a maximum flow problem 

When applying the heuristic algorithm [19], each iteration 
consists of 2 steps: first the vertices in the considered directed 
graph are marked and checked, and second the flows passed 
through the arcs in the graph’s model are corrected. When marking 
the vertices, the algorithm moves from the beginning to the end of 
the graph, and when correcting the flows – vice versa, taking into 
account the capacity of each arc.  

The required maximum flow is determined when all incoming 
arcs in the end graph’s vertex are saturated. For the present 
example, this happens to the third iteration. The iterations are 
following. 

Iteration 1 

Vertexes marking (Figure 5b) 

The source vertex srcV is marked with: 

 ( ) ,src srcM V V= + ∞  . 

The vertexes 1V  and 4V , that are directly connected with srcV  
get the following marks: 

 ( ) [ ]
( ) [ ]

1 2

4 2

, 140 , min , 140 0 140
, 120 , min , 120 0 120

src

src

M V V M
M V V M

= + = ∞ − =  
= + = ∞ − =  

. 

Therefore, the vertex srcV  is marked and checked. 

Let’s move to the next vertex - 1V , which is marked but not 
checked. The latter is connected to the vertexes 2V  and 3V . So their 
marks are determined as follows: 

( ) [ ] [ ]

( ) [ ] [ ]
[ ] [ ] [ ]

2 1 2

1 2
3 1

4 2

, 120 , min 140, 120 0 120

, 70 , min 140, 70 0 70
max , 70

, 50 , min 120, 50 0 50

M V V M

V M
M V V

V M

= + = − =

 + = − = = = + + = − =  

 

Therefore, the vertex 1V  is marked and checked. 

The marks of the other vertexes are determined by analogy as 
follows: 

( )
[ ] [ ]

[ ]
[ ] [ ]

[ ]

( ) [ ] [ ]

2 2

5 3 2 4

4 2

2 2

, 50 , min 120, 50 0 50
max , 40 , min 70, 40 0 40 , 60

, 60 , min 120, 60 0 60

, 120 , min 120, 30 0 30rec

V M
M V V M V

V M

M V V M

 + = − =
 = + = − = = +   
 + = − = 

= + = − =

 

Vsrc

[0, 0] [0, 0]

[0, 0]

[0, 0][0, 0]

0

0

0

0

0 0

40

0

0

0 0

0
120

140

120

80
70

50

60

0

70
50

30

200

[0, 0]

V1

Vrec

V2

V3

V4 V5

[0, 0]
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Figure 5b: Results from vertexes marking in an Iteration 1 

So, all vertexes in the directed graph are marked and checked. 

Flows correction (Figure 5c) 

The vertex recV  is chozen as a start vertex and we move from 
the end recV  to the beginning srcV of the directed graph. Using Eq. 
(11) it determines the flow 

 ( ) ( )2 30add rec recf V M V= = . 

Thus, the consequence of the arcs 

2 2 1 1, , ,rec srcV V V V V V→ →  

is formed basing on the first mark coefficients ( )1 iM V of the 
respective vertexes. Then, using Eq. (12) the corrected values of 
the flows only in this arcs are calculated as follows: 

 ( )2 1 2 1( , ) ( , ) ( , ) 0 30rec src add recf V V f V V f V V f V= = = + = . 

Then the condition  
 

2 2( , ) 30rec recf V V q= =  

is satisfied for the arc 2 , recV V . Then the arc is saturated and it 
is marked with bold.  

 
Figure 5c: Results from the flows corrections in the end of an Iteration 1 

Since the arcs 5 2 5 3 5 4 5, , , , , and ,recV V V V V V V V are 
not saturated the algorithm passes to next iteration – Iteration 2. 

Moving from recV  to the srcV as a result of this iteration a flow 
equal to 30 units is passed through each of the arcs 

1 1 2 2, , , and ,src recV V V V V V .  

Iteration 2 

Vertexes marking (Figure 5d) 

Based on the information from Figure 5c, the new mark of the 
vertexes is set as follows: 

 

( ) ( ) [ ]
( ) ( ) [ ]
( ) ( ) [ ]

( )

2 1

1 3 1

4 5 4

5

, , 90
, 110 , 70
, 120 , 60

, 60

src src

src

src

rec

M V V M V V
M V V M V V
M V V M V V

M V V

= + ∞ = +  
= + = +  
= + = +  

= +  

. 

 
Figure 5d: Results from vertexes marking in an Iteration 2 

Flows correction (Figure 5e) 

Using Eq. (11) for the arc 4 5,V V  the additional flow, is 
determined: 

 ( ) ( )5 2 5 60addf V M V= = . 

Thus, the consequence of the arcs 

4 4 5, ,srcV V V V→  

and 

1 1 4 4 5, , ,srcV V V V V V→ →  

is formed basing on the first mark coefficients ( )1 iM V of the 
respective vertexes. Using Eq. (12) the corrected values of the 
flows only in these arcs are corrected as follows: 

 
( )

( )
( )

4 4 5 5

1 4 4 5 5

1 5

( , ) ( , ) 0 60

( , ) ( , ) 0 60

( , ) 30 30 60 90

src add

add

src add

f V V f V V f V

f V V f V V f V

f V V f V

= = + =

= = + =

= + = + =

. 

The arc 4 5,V V  is saturated because the condition  

 4 5 45( , ) 60f V V q= =  

is satisfied.  Then the arc is marked bold.  

Based on the additional flow ( ) 60add recf V = , the corrected 
flows are: 

 ( )5 4 5( , ) ( , ) 0 60rec add recf V V f V V f V= = + = . 

 
Figure 5e: Results from the flows corrections in the end of the Iteration 2 
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Since the arcs 2 5 3 5, and ,V V V V are not saturated the 
algorithm passes to next iteration – Iteration 3. 

Moving from recV  to the srcV as a result of this iteration a flow 
equal to 60 units goes through each of the arcs 

4 4 5 5, , , and ,src recV V V V V V . This additional flow of 60 

units is then added to the current flows through the arcs 1 4,V V

and 1,srcV V , and finally, the flows of 60 and 90 units pass 
through the arcs, respectively. 

Iteration 3 

Vertexes marking (Figure 5f) 

Based on the information from Figure 5e, the new mark of the 
vertex 4V  is set as follows (Figure 5f): 

 ( )4 , 60srcM V V= +   . 

 

 
Figure 5f: Results from vertexes marking in an Iteration 3 

3.2. Flows’ correction (Figure 5g) 

Using Eq. (11) the arcs 2 5,V V and 3 5,V V  the following 
additional flows, are determined: 

 
 ( ) ( ) [ ]2

5 25 2 5min 50, min 50, 60 50
add

Vf V q M V = = = =    

and  

 ( ) ( ) [ ]3
5 35 2 5min 50, min 40, 60 40

add

Vf V q M V = = = =  . 

Thus, the other corrected flows are: 

 

 ( )
( )

2

3

2 5 5

3 5 5

( , ) 50.

( , ) 40.
add

add

V

V

f V V f V

f V V f V

= =

= =
 

here 

2 5 25 2 5

3 5 35 3 5

( , ) 50, and 50 , is saturated.

( , ) 40, and 40 , is saturated.

f V V q V V

f V V q V V

= = ⇒

= = ⇒
. 

Therefore, both arcs 2 5,V V  and 3 5,V V  are marked 
bold. 

 
Figure 5g: Results from the flows corrections in the Iteration 3 

The solution of the maximum flow problem is shown in Figure 
5h, where the final vertexes are marked and flows corrections are 
made: 

 
Figure 5h: Final maximum flow 

Moving from recV  to the srcV , as a result of this iteration, the 
following will happen. First, a flow equal to 40 units is passed 
through each of the arcs 1 1 3 3 5, , , and ,srcV V V V V V . 
This additional flow of 40 units is then added to the current flows 
through the arcs 1 1 3 3 5, , , and ,srcV V V V V V , and finally 
flows of 130, 40 and 40 units will pass through the arcs, 
respectively. Second, a flow equal to 50 units is passed through 
each of the arcs 1 1 2 2 5, , , and ,srcV V V V V V . This 
additional flow of 30 units is then added to the current flows 
through the arcs 1 1 2 2 5, , , and ,srcV V V V V V , and finally 
flows of 180, 50 and 50 units will pass through the arcs. Thus, the 
resulting flow through the arc will be 180 units. 

After the last iteration, it is seen that all arcs, where a flow 
passing through, are saturated. Therefore, an end solution is 
reached and the final maximum flow is: 

 ( ) ( ) ( ) ( )max
2 2 5 3 5 4 5, , , ,

30 50 40 60 180
recf f V V f V V f V V f V VΣ = + + + =

= + + + =
 

In the analyzed illustrative example, the final maximum flow 
has been found after the third iteration, because all arcs of the cross 
section shown in Fig. 5h passing flow to the end vertex recV  are 
saturated, i.e. the flow passing through them ijf  is exactly equal to 

the capacity of the corresponding arc ijq . 

A comparative study between the discussed heuristic 
algorithm and a standard min-cut algorithm for solving the 
maximum flow problem 

The obtained solution with a heuristic approach of [19] for an 
illustrative problem shown in Figure 5a is compared with  
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analogous ones, determined by traditional methods based on min-
cut theorem [20, 21, 22]. The latter is the following: “For any 
directed weight graph, the maximum flow passed through from the 
source to the recipient vertex is equal to the capacity of the 
minimum cut.”. Then it is necessary to obtain the set of arcs with 
minimum weight that after removing from the graph there is no 
path from the source to the recipient vertexes. The following 
methods were used: Ford Fulkerson [23], Edmonds Karp [24] and 
Dinic algorithms [25, 26]. The calculations are made with free 
software Visualgo. The final the full solution of the considered 
problem about the maximum flow is obtained. 

Note:  In contrast to the method applied in this article, in the 
final solution Visualgo visualizes the flow that passes through each 
of the arcs and their remaining capacity, depending on the full arc’s 
capacity, as shown in Figures 5a-5h. 

The final solution obtained through the used methods are 
shown in Figures 6a, 6b and 6c. 

 
Figure 6a: Final maximum flow obtained by the Ford-Fulkerson’s algorithm 

 
Figure 6b: Final maximum flow obtained by the Edmonds-Karp’s algorithm 

 
Figure 6c: Final maximum flow problem obtained by the Dinic’s algorithm 

The final maximum flow, determined by these three methods, 
based on min-cut theorem (Figures 6a, 6b and 6c), are the same as 
those of the heuristic approach applied in this article: 

 ( ) ( ) ( ) ( )max
2 2 5 3 5 4 5, , , ,

30 50 40 60 180
recf f V V f V V f V V f V VΣ = + + + =

= + + + =
. 

The advantage of the proposed approach is that the final 
solution is obtained on the 3rd iteration, and each iteration consists 
of two procedures. 

In the method of Ford Fulkerson, the final solution is obtained 
on the 6th iteration. The Edmonds Karp algorithm consists of two 
built-in cycles. For the considered example the final solution is 
obtained on the 4th iteration. As the external cycle is executed 4 
times and each time from its execution the internal is executed only 
once. The Dinic algorithm consists of two build-in cycles. For the 
considered example the final solution is determined after applying 
the external cycle 2 times. Initially, the internal cycle is rotated 2 
times after that – it rotates 3 times. All this shows the better 
efficiency of the proposed algorithm 

6. Conclusion 

Determining the maximum flow and the distribution of the 
flows in the analyzed directed graph based on the interconnections 
in its topology is an important prerequisite for the efficient use of 
resources in the considered system. The solution of this 
optimization problem depends on the structure of the comsidered 
graph’s model and the capacities of its arcs. The heuristic 
approach used in this article is universal not only in terms of the 
physical nature of the studied system, but also in terms of different 
types of problems considered -  the input data of each of analyzed 
problem are different.  

The solutions to the Problems 1, 2, 3 and 4 show that the flows 
passing through the arcs of the graph’s model are constant. The 
solution to the Problem 5, however, shows that the flow is variable, 
so one can make a general conclusion when the new approach has 
been successfully applied in the case of violation of the balance 
condition. 

In the present paper, the results of the solution for Problem 1 
with heuristic algorithm are compared with these obtained from 
other analogous methods:  Ford-Fulkerson’s, Edmonds-Karp’s 
and Dinic’s algorithms. The time complexity of this algorithm is 
equal to that of the Ford-Fulkerson’s and Edmonds-Karp’s 

algorithms - 2.O V E 
  , in contrast to that of the Dinic’s 

algorithm, where it is 
2 .O V E 

  . The illustrative example shows 
that it is faster to converge to the final solution comparing to the 
other considered algorithms. 

The used universal algorithm is inapplicable to solving 
problems in which at least one of the three initial assumptions 
(defined in Problem statement) is not fulfilled, i.e. Balance 
condition, second condition for sequencing the flow passing 
through the arbitrary arc with its capacity and third condition for 
the invariability of the flow passing through the considered graph 
moving from the source to the recipient vertexes and vice versa.  

http://www.astesj.com/


S.K. Filipova-Petrakieva / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 175-184 (2020) 

www.astesj.com     184 

One of the possible future development of the work is related 
to the program realization of the proposed approach for 
determining the maximum flow passing through a directed graph. 

Other trend for the future development of the research on 
solving this problem is using an algorithm based on determining 
all possible paths in the considered directed graph, proposed in 
[27]. It uses two adjacent matrices corresponding to each vertex 
of the graph - these of the input and output arcs in the vertex, 
respectively. As a result of the algorithm, one will only be 
interested in the maximum flow that has passed the shortest path 
from the start to the end vertex in the directed graph. 
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 Nowadays, smartphones and laptops equipped with cameras have become an integral part 
of our daily lives. The pervasive use of cameras enables the collection of an enormous 
amount of data, which can be easily extracted through video images processing. This opens 
up the possibility of using technologies that until now had been restricted to laboratories, 
such as eye-tracking and emotion analysis systems, to analyze users’ behavior in the wild, 
during the interaction with websites. In this context, this paper introduces a toolkit that 
takes advantage of deep learning algorithms to monitor user’s behavior and emotions, 
through the acquisition of facial expression and eye gaze from the video captured by the 
webcam of the device used to navigate the web, in compliance with the EU General data 
protection regulation (GDPR). Collected data are potentially useful to support user 
experience assessment of web-based applications in the wild and to improve the 
effectiveness of e-commerce recommendation systems. 
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1. Introduction  

This paper is an extension of work originally presented in 
ISCT [1]. Understanding User eXperience (UX) in the wild is of 
paramount importance for online business (e.g., e-commerce) to 
gain information about users’ opinion and behavior, in order to 
increase productivity, customize services and better drive 
strategic decisions. According to the definition provided by the 
international standard on ergonomics of human-system 
interaction, ISO 9241-210, UX is "a person's perceptions and 
responses resulting from the use or intended use of a product, 
system or service". It follows that the analysis of the sensations 
and emotions of the user with the product represents a central 
topic for UX research [2]. Over the last decade, increasingly 
accessible social media and tools offered by e-commerce sites 
themselves (e.g. Amazon.com), which encourages users to share 
their opinions, have made available a wealth of information 
potentially useful for understanding UX. Alongside, there has 
been a growing interest in sentiment analysis based on text 
analysis and user opinion mining. Several automatic approaches 
have been proposed to understand user emotion and extract UX 
information from online user online review [3-5]. However, 
though these tools are becoming increasingly accurate and 

effective, it is impossible to rely only on online reviews to 
understand how customers really feel. As reported by Jakob 
Nielsen in a study about user behavior in online communities [6], 
a significant number of customers (90%) are lurkers (i.e., they 
read and observe, but they do not contribute), while the 9% 
contribute intermittently within the only community and only the 
1% account for most contributions. This phenomenon has been 
named “the 90-9-1 rule”. Consequently, while systems able to get 
direct feedback from all the users (whether they are someone who 
will leave on online review or not) are still lacking, companies 
continue to spend millions of dollars on surveys and analysis of 
their customers to know what really works and what does not.  

Moreover, recent years have shown an increasing interest in 
enhancing possibilities of human-computer interaction with e-
commerce. Recommendation systems have started to attract 
interest in both business and research [7]. In the last few years 
there was significant improvement especially over the 
collaborative filtering approaches thanks to the advance in the 
field of machine learning and deep learning techniques [8]. 
However, the effectiveness of such a system remains generally 
low, as the algorithms used by most of the web e-commerce for 
providing shopping suggestions to customers use data collected 
from other customers, so that system difficulty meets the 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Andrea Generosi, a.generosi@pm.univpm.it 

Advances in Science, Technology and Engineering Systems Journal, Vol. 5, No. 6, 185-192 (2020) 

www.astesj.com   

Special Issue on Multidisciplinary Innovation in Engineering Science & Technology 

https://dx.doi.org/10.25046/aj050622  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj050622


A. Generosi et al.  / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 185-192 (2020)  

www.astesj.com     186 

customer’s expectation [7]. In this context, emotion detection 
represents one of the directions that can be taken to enhance the 
overall UX with these systems. In fact, it has been proved that 
recommender systems are more precise in providing relevant 
suggestions, when emotion variables are considered [9]. 

Nowadays, a variety of technologies exists to automatically 
recognize human emotions, spanning across facial expression 
analysis, acoustic speech processing and biological responses 
interpretation. The extensive deployment of smart devices 
equipped with sensors and connected to the Internet today opens 
the possibility of accessing a huge amount of data that until now 
would have been very difficult to collect. Smartphones and 
laptops equipped with cameras became an integral part of our 
daily lives. The use of cameras is so pervasive that we no longer 
worry about their presence, and we are not fully aware of how 
much information can be collected through them. For example, 
using appropriate systems, it is possible to process video images 
so that demographic (e.g., gender and age) and behavioral (e.g., 
emotions, eye movements) information can be easily extracted 
[10, 11]. This opens up the possibility of using technologies that 
until now had been restricted to laboratories to analyze UX in the 
wild. 

In this context, this paper aims to extend and integrate the 
contribution of the work presented in ISCT, which introduced and 
evaluated a new system of emotion detection for mobile 
applications, in order to define a toolkit for automated collection 
of data related to users’ emotions and behavior useful to: 

• Support the collection of data related to the user behavior 
during the interaction with desktop and laptop web-based 
applications in the wild; 

• Improve the effectiveness of recommendation systems. 

Such a tool will take advantage of the system proposed in [1] 
to monitor user’s emotions, through the acquisition of facial 
expression and implements new system based on deep learning 
algorithms to track the eye gazes from the video captured by the 
webcam of the device used to navigate the web, in compliance 
with the General data protection regulation (GDPR), the European 
Union regulation on the processing of personal data and privacy. 

The remainder of this paper is organized as follows: Section 2 
gives an overview of the state of art in the context of systems for 
the automatic detection of users’ emotions and behavior and in 
particular of facial expression recognition and gaze tracking 
systems. Section 3 describes the overall system architecture with 
the Emotion recognition and Gaze detection modules. In Section 
4 performance evaluation results of the proposed are reported. The 
last section summarizes the main paper contributions and 
highlights future outlook. 

2. Research Background 

Over the past years producers and the marketing/branding 
industry demonstrated an increasing interest in emotional aspects 
of user behavior, as understanding the emotional state of users is 
crucial for developing successful products and services [12].  
Psychophysiological methods may offer data throughout the 
process of experience, which unfolds new possibilities for UX 
evaluation. This motivated the demand for automatic emotion 

recognition techniques as a tool for getting a larger quantity of 
more objective data.  Several attempts have been made to explore 
the possibility to use sentiments analysis to extract UX 
information from online user reviews. However, online reviews 
have proved to be too generic and lacking contextual references 
to effectively support UX assessment [13]. Several studies, such 
as [14] and [15], proposed systems that allow us to correlate data 
from different typologies of data, e.g. eye-tracking fixations, 
sentiment analysis, body gestures, or facial expressions. However, 
these systems are designed to support only formal UX evaluation 
assessment, while are not suitable for studies in the wild. Based 
on the best of our knowledge, no studies so far have proposed the 
integrated use of gaze and emotion recognition systems, based on 
deep learning algorithms, to support the collection of relevant 
information useful for UX assessment of laptop and desktop web 
applications nor to power recommending systems. Only [11] 
proposed a system to support UX assessment based deep learning, 
but such a solution works only for mobile applications. While 
only [7] proposed to process data provided by a common pc 
webcam to enable users’ gaze and emotion detection in order to 
manage an intelligent e-commerce recommendation system: it 
proposed respectively to use SVM algorithm to enable emotion 
recognition and a gradient-based method to perform gaze 
tracking. These algorithms, compared with most of Deep 
Learning CNNs, are more efficient for what concerns the 
computational performance, but less accurate [16].   

2.1. Emotion recognition 

In recent decades, research in the field of Human-Computer 
Interaction has shown an increasing interest in topics such as 
Affective computing, emotion analysis and study of human 
behaviors.  

This has encouraged the development of numerous methods 
and tools for the recognition of human emotions, characterized by 
different levels of intrusiveness. Most of them relate to three main 
research areas: facial expression analysis, speech recognition 
analysis and biofeedback analysis. Instruments based on 
biofeedback currently available (e.g., ECG or EEG, biometric 
sensors) are still difficult to adopt for studies in the wild, although 
the use of smart watches and bracelets is increasingly widespread 
[17]. Instead, research efforts in the field of facial expression 
recognition systems have allowed the development of reliable and 
non-invasive systems. The theoretical model most widely used in 
the analysis of facial expressions to develop algorithms for the 
recognition of emotions is certainly represented by the Face 
Action Coding System (FACS) [18]. It allows the identification 
of six universal emotions (i.e., joy, surprise, sadness, anger, fear 
and disgust) by tracking the movements of the face muscles. 

 The vast majority of facial expression recognition systems are 
based on Convolutional Neural Networks (CNN): a particular 
mathematical model of Deep Learning that, unlike classical neural 
networks, present some layers, in the first part of the entire 
network, which apply a convolution instead of a general matrix 
multiplication to the images in input before passing the result to 
the next layers [10]. Several tools have been proposed in 
literature, such as [19-21]. Usually these systems refer to trained 
models using datasets built in controlled environments, where it 
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is possible to obtain the best accuracy scores, or, trained with data 
obtained by crawlers on the web, with low accuracy but mostly 
reflecting real contexts. To the best of our knowledge, approaches 
able to ensure a good accuracy using data obtained “in the wild” 
have not yet been evaluated. To ensure good accuracy in the 
recognition of human emotions in different contexts of use, the 
system of recognition of emotions proposed in this study adopts a 
hybrid approach. The resulting CNN, based on Keras and 
Tensorflow frameworks, has been trained merging three different 
public datasets. 

2.2. Eye-gaze tracking 

 Tracking one’s eyes movement is challenging yet important 
in HCI and computer vision fields. When it comes to products (as 
well as website) design, it is readily understandable how much it 
means to know where a user is looking at. In recent years research 
has aimed to achieve increasingly accurate results, using less and 
less invasive and off-the-shelf systems (especially webcams).  

According to the results of a recent survey, gaze tracking 
techniques can be classified into two main categories: feature-
based and appearance-based [22]. The first approaches require the 
acquisition of high-quality images to determine ocular 
characteristics, such as infrared corneal reflections [23], pupil 
center [24] and iris contour [25]. To determine the direction of the 
gaze independently to the head pose, these features are related to 
3D eye models. Although such approaches allow high accuracy to 
be achieved, the accuracy of the geometric calculation is highly 
dependent on system calibrations that are often difficult or 
impossible for ordinary users to perform. In addition, as they need 
to extract small features of the eye, they require the use of special 
equipment (e.g. IR light sources, special glasses / contact lenses) 
to acquire special high-resolution infrared images. Such 
technologies are not normally available in uncontrolled 
environments. Conversely, appearance-based approaches do not 
need particular illumination conditions, so that they work well 
with natural lighting, and require only a single webcam [26]: they 
take image contents directly in input and try to implicitly extract 
some relevant features, thus establishing a mapping to screen 
coordinates. Applicability of this latter kind of methods is 
remarkably large, although the potential handling of low-
resolution images makes their accuracy generally lower [26]. 

Recently, deep learning (DL) and convolutional neural 
networks (CNN) have been gaining interest for gaze estimation, 
so much so that many datasets [27] and network architectures [26, 
28, 29] have been proposed over the last years. The gaze-tracking 
system described in this paper adopts an architecture similar to the 
one proposed by Krafka et al. [30], which represents one of the 
more solid CNN actually proposed for gaze tracking. It is based 
on the AlexNet model described in [31]. 

3. System Architecture 

For the proposed toolkit a centralized architecture has been 
designed. This kind of architecture has been inherited from the 
system described in [11] and adapted to be used in synergy with 
web platforms instead of mobile applications. In Figure 1 are 
shown the main components: the Web Plugin and the Deep 
Learning Platform (DLP), respectively the frontend and the 

backend sides. The Web Plugin is a Javascript library with 
different functions usable by the developers (APIs) to get info 
about user’s interactions with the web application, i.e. interactions 
timestamps, clicks and scroll coordinates and above all the 
webcam handling, so how and when to enable the webcam 
activation, shooting frequency etc. This feature is the most 
important because both the Deep Learning engines that compose 
the DLP make use of the user's face photos to return the 
information related to his behavior. Photos taken through the pc 
webcam are encoded in base64 from the Web Plugin and sent 
through a HTTPS POST to the REST interface exposed through a 
specific endpoint from the DLP and developed in Python. The 
received call is then decoded and parsed to get the original data 
and store it in the server volatile memory, to ensure the 
compliance of the system with GDPR about privacy. After that, 
the encoded photo is stored in three different Redis queues: in this 
way every DL Tracker module can process every photo 
asynchronously. These queues are used to store and manage the 
order of arrival of the data that will be given in input to the Gaze 
Tracker and Emo Tracker for the prediction, respectively, of the 
gaze coordinates on the screen and the universal Ekman’s 
emotions. Both trackers are Convolutional Neural Networks 
(CNN) implemented with the Python frameworks Tensorflow and 
Keras. Whenever the photo processing is concluded for a CNN, 
the output is saved in a database. 

 
Figure 1: System architecture 

3.1. Emo Tracker - the Emotion detection module 

 Based on [20], a state-of-the-art Deep Learning model that 
performs well in image recognition should also perform well in a 
facial expression recognition task: that’s because basically the 
visual discrimination of human emotions is an image 
classification task. According to different review works, like [19], 
there exist different DCNNs (Deep Convolutional Neural 
Networks) that reach various accuracy levels, and those that reach 
the highest performances are always trained using datasets 
composed by images retrieved in controlled environments and 
labeled in labs. Instead, lower accuracy percentages are reached 
by those datasets with “in the wild” properties, especially 
retrieved by web crawlers, usually composed by blurred, 
decentralized or very low-resolution images with misclassified 
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labels [20]. In return, this kind of datasets are often significantly 
bigger than the other kind.  
 
 To achieve the best emotion recognition accuracy and 
performances, various tests were conducted. Firstly, by merging 
the public datasets CK+ (developed in laboratory) [32], FER+ (the 
FER dataset re-tagged version with crowdsourcing) and 
AffectNet (manually annotated), a big dataset is constructed. 
More in detail, FER+ dataset has a label accuracy about 90%, with 
just 35k photos [20], AffectNet instead has more than 1 million 
web crawled images, but it also provides more than 400k photos 
manually labeled by several experts.  These datasets have been 
chosen because they are tagged with almost one of the universal 
Ekman’s emotions labels and because they reach a labeling 
accuracy relatively high. Moreover, as mentioned, they belong to 
different dataset categories, so they provide the possibility to 
improve the resulting model reliability: the assumption is in fact 
that combining lab generated datasets with those with “in the 
wild” properties, it is possible to obtain a better accuracy for the 
in the wild benchmarks. To further improve resulting dataset 
quality, a Python script to filter all the images with none or more 
than one face has been developed. The resulting merged dataset 
at the end counts more than 250k photos, with data distribution 
shown in Figure 2.  
 

 
Figure 2: Data distribution 

 Every single dataset has then splitted into two different parts 
for training and validation, so to avoid distorting the results during 
validation phase: for this purpose it was  chosen, empirically, to 
divide each dataset using the ratio 80% for training and 20% for 
validation, equally for each dataset. After constructing the dataset, 
preprocessing steps are performed such as facial alignment, 
centralization of the face respect to the image and face rotation, 
obtained using Dlib facial landmarks coordinates as reference. All 
the photos have then been scaled to 64x64 pixels, so to make them 
homogeneous in size. 
 

For the implementation of the Emo Tracker module, different 
Python scripts that make use of Dlib, Tensorflow and Keras 
frameworks have been developed. In particular, Dlib is used to 
detect one or more human faces in a frame (Face Detection) and 
provide main face landmarks coordinates, while Keras and 

Tensorflow provide some of the most used APIs in the Deep 
Learning field. Trained networks models have been defined to 
take 64x64 pixels face images in grayscale by the input layer, and 
to return the Ekman’s Emotions (joy, surprise, anger, disgust, 
sadness, fear and neutral) classification probability by the output 
layer. Different Keras model architectures such as Inception [33], 
VGG13, VGG16 and VGG19 [34], were also tested to compare 
the reached accuracy levels, as listed in Table 1.  

Table 1: Performance of different models 

 
Network hyperparameters are initialized as it is stated on [20], 

then the other variations are also experimented such as validation 
split 0.1, 0.2, number of epochs 30, 50 and 100 and dynamic 
learning rate defined as  

 
Learning rate (lr) is initialized with 0.025 and updated on each 
epoch accordingly. As shown in table 1, VGG13 model reaches 
the best accuracy percentage in validation phase, accuracy values 
over time in relation to the epochs increasing are shown on Figure 
3, as a reference of the carried-out experiment. Overfitting occurs 
during training using other deep neural network architectures, 
except for the VGG13, when epochs number is bigger than 30.   

 
Figure 3: Training and validation accuracy of VGG13 

3.2. Gaze Tracker - the Eye-Gaze Detection module 

  In 2016, Krafka et al. [30] published a paper with a solid CNN 
proposal for gaze tracking, together with a big dataset of 
crowdsourcing-collected faces; many researchers are referring to 
it since then. The Gaze Tracker module’s network adopts an 
architecture similar to the one proposed in [30], which is based on 
the AlexNet model [31], but respect to that one, a dropout layer 
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was added to the right after each last convolutional layer. Also in 
this case, the output is the camera distance, in centimeters. The 
main challenge using this architecture has been to adapt it to an 
application context different from the one originally established: 
iTracker in fact has been trained to work with mobile devices, 
especially it can reach the best performances on iPhone devices, 
where it is possible to exactly know, dynamically, the phone 
camera position. Moreover, practically the whole dataset used to 
train the model, was built using photos taken by Apple devices. 
Our purpose, instead, is to propose a gaze detection module 
optimized to be used on laptop and desktop devices, while it has 
been decided to not consider a general model that involves also 
mobile displays in order to not undermine the performance of the 
model for the specific case taken into consideration by this 
research. 

 To achieve this objective, a new training dataset has been built 
from scratch, collecting pictures from informed volunteers who 
decided to contribute. For this purpose, a web application has been 
developed. Each participant was asked to stare at a red dot that 
was randomly displayed in 30 different screen positions, while the 
webcam took a picture for each of them; corresponding point 
coordinates were stored too, to ensure image-screen coordinates 
association. Concerning screen sizes, this application has been 
thought to be as general as possible (i.e., capable of dealing with 
different kinds of displays). However, due to infrastructural 
reasons, it is not possible to automatically retrieve physical 
dimensions of a screen from a web page application. 

 
Figure 4: Main screen of the web application for collecting training pictures; by 
pressing on “Start”, a new empty screen appears, in which the dots are shown in 

succession 

 For this reason, on the application interface, the user is asked 
to choose its own screen size, among the ones displayed in a 
dropdown list, ranging from 13 to 30 inches (i.e., the most 
common laptop and desktop sizes). By knowing the physical size 
of the screen and the display resolution (that can be automatically 
determined instead), it has been possible to express the dots 
coordinates in cm. At the end, 54 subjects agreed to participate, 
so the training dataset has been composed of 1620 photos.  

The CNN for gaze tracking was implemented and trained 
using python programming language, running Keras API upon 
TensorFlow library support and with GPU acceleration.  

 Inputs of the CNN are the cropped face image (sized 
224x224),  the two cropped eyes images (sized 224x224) and a 
1x4 face grid vector, expressing the portion of the entire image 
occupied by the face; in order to normalize the dataset, both the 

face and the eyes images are converted to grayscale, their  contrast 
being increased by means of histogram normalization. The output 
is a two-dimensional vector containing x and y coordinates of the 
estimated display point (in centimeters). Faces and eyes are 
detected and cropped using the dlib [35] frontal face detector and 
68 landmarks predictor, respectively. When a face box is found, 
the screen coordinates of its top left corner and its width and 
height are stored in the face grid vector; in this way implicit 
information can be retrieved about the user-screen relative pose. 
Adadelta [36] has been chosen among the optimizers 
implemented in Keras. 

 A python script was also realized for visualizing the scan path 
of the eyes over a displayed image; when launching it, a preset 
image is shown in full screen, while the webcam repeatedly takes 
pictures of the user and feeds the network with them. All the 
coordinates are stored and, when the image is closed, they are 
automatically processed in a manner that near points are clustered 
together, thus separating fixations from saccades [37]. Eventually, 
the colored clusters are depicted over the displayed image, 
together with straight lines connecting the subsequent ones, to 
give an idea on the path which the eyes followed overall.  
4. Results 

The proposed emotion and gaze detection systems were 
tested separately. 

4.1. Evaluation of emotion detection performance 

The test accuracy of each emotion category on the confusion 
matrix plotted as heatmap on Figure 5, shows some interesting 
results. The images with fear tag misclassified as surprise and 
disgust tag misclassified as anger has over 20% rate, these are 
results that are very often found in literature, mostly because these 
facial expressions are difficult to differentiate even for a human 
being, so they are often misinterpreted also in the dataset labeling 
phase. Moreover, as it can be seen, the emotion categories with 
more training samples resulting in higher accuracy compared to 
the ones with fewer training samples. Consequently, it is believed 
that a more evenly distributed dataset may improve the model 
accuracy further.  

 
Figure 5: Accuracy of each emotion category 
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The model VGG13 we trained is also evaluated on EmotioNet 
[21] 2018 challenge dataset: the Ohio State University, on their 
website [38], has in fact made available their dataset to give 
anyone the opportunity to compare their results with those of the 
challenges of 2017 and 2018. The table shows the evaluation 
result. 

Table 2: Emotionet evaluation results 

 

In this case only five emotions have been evaluated: this is 
because available photos related to Fear emotions were not 
enough to establish a meaningful comparison. In addition, no 
photos were made available for the comparison of the Neutral 
emotion. 

4.2. Evaluation of eye-gaze detection performance 

 To evaluate the performance of the prediction the same 
software implemented to gather training samples has been used. 
The human eye detected using dlib [35] landmarks is the input of 
the python script that crops the region of interests and predicts the 
coordinates. They are expressed in centimeters and take the top-
left screen corner as origin. A total of 20 subjects agreed to take 
part in the test and for each participant the predictions have been 
made for 30 different screen positions. 

 Every time the test is repeated the real and predicted 
coordinates have been saved in a database. To calculate the error 
between the predicted point and the real one the following formula 
has been used: 

 

where xi real is the real coordinate where the subject i is looking at, 
xi pred is the predicted coordinate, n represents the total number of 
participants, and em the mean error (in centimeters) that has been 
calculated for any screen position. The same formula was used to 
evaluate the error on the y coordinate. 

 At this stage, 30 values of em have been calculated., The mean 
errors have been aggregated in 12 more meaningful values, as no 
significant variations have been found in comparison with the 
high number of screen positions. Each of them represents the error 
in a specific screen area (see Figure 6 and 7).  

 Both the heatmaps in Figure 6 and 7 show a higher error value 
in the top side of the screen (up to 11 cm), but interesting results 
have been achieved for the other screen positions. In this case the 
error goes between 0.02cm to 7.2cm. As the heatmap shows, the 
model still needs some improvement since the accuracy strongly 

depends on the area the subject stares at, but this experiment 
proves that it is possible to reach very accurate gaze predictions. 

 
Figure 6: Mean error (cm) for each screen area for the x coordinate. 

 

Figure 7: Mean error (cm) for each screen area for y coordinate. 

5. Conclusion and discussion 

This work proposed a system able to collect, data about user 
interactions/behavior with web applications potentially useful to 
support UX analysis. In particular, the proposed toolkit makes use 
of a deep learning-based platform to allow an “in the wild” data 
collection during user’s interactions with a web 
application/platform just using a normal webcam. Future studies 
will be conducted to define an automatic system able to support 
the analysis of collected data, visualize UX outcomes through the 
provision of proper KPIs, and suggest useful design guidelines, 
based on the observed users’ behavior, to improve UX design. 

Regarding the emotion detection module, experimental results 
showed that the accuracies of facial expression categories such as 
fear and disgust are low mainly because of the small dataset of the 
corresponding category. The other facial expression categories 
however have reached relatively high classification accuracies. 
The evaluation results on EmotioNet dataset also supports the 
results of our experiment. Future work will be focused on the 
collection of more data on the small dataset categories to improve 
the classification accuracies of those corresponding categories 
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and on the exploration of generative adversarial networks to 
increase recognition accuracy. 

About the gaze detection module, has been showed that the 
average error that can be reached is widely improvable and still 
does not reach the levels of accuracy of iTracker: this is due both 
to the small size of the dataset used for training and to the 
heterogeneity of the environments with which the user may be 
operating, in particular distance between user and screen, screen 
size, webcam position, etc. One of the future main works are 
undoubtedly the expansion of the dataset used to train the gaze 
network, unfortunately still very limited, adopting crowdsourcing 
tools.  

Finally, data related to users’ emotions and behavior, 
automatically collected through the proposed tool, can be used to 
improve recommendation systems based on collaborative filtering 
approaches. Current recommendation systems actually consider 
only data related to product features, customer preferences, 
customer demographic data (e.g., age, gender) historical data of 
purchases, and environmental factors (e.g., time, location). The 
availability of a huge amount of data related to what users observe 
the most, and what they feel while browsing e-commerce, opens 
new possibilities for customization and adaptation of 
recommendations, based on the real taste and interest of the user. 
Future studies should go in this direction.    
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 The fast-paced development of smart technologies and the prevalence of vehicles, created 
an urgent demand to study and improve safety issues related to driving. In order to reduce 
traffic accidents, driving behavior was found to be very important issues to study and 
investigate. Recently, the advent and widespread of smartphone platforms with advanced 
computing competence and embedment of a variety sensing elements have greatly 
contributed to the development of solutions that can detect, and evaluate driving behavior 
and skills. In this study the development of a real-time smartphone-based identification and 
classification system for highway driving maneuvers is presented. The proposed system has 
been designed to detect ten different maneuvers usually performed by drivers when driving 
on highways. The methodology is based on separating the identification and the 
classification processes. The identification process is performed by a hybrid pattern 
matching scheme that combines Dynamic Time Warping (DTW) and neural networks. 
While a second neural network has been used to classify maneuvers, severity based 
statistical and time features. The separation of the identification and classification 
processes simplifies and accelerates the learning processes of the neural networks and 
greatly improves both system’s reliability and accuracy 
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1. Introduction  

During the last century vehicles have prevailed all over the 
world and have greatly contributed to the development and 
prosperity of the world economy. According to [1], the number of 
registered vehicles in the world has increased from 1.015 billion in 
2010 to nearly 1.5 billion in 2020. In spite of all their positive 
impacts, vehicles have negative consequences on environmental 
pollution, global warming and greenhouse gas emissions, 
congested roads and noises, fuel consumption, social impacts, road 
accidents and many others to list. These negative consequences 
have stringent the environmental and safety regulations and 
standards for automotive industry. Therefore, to be in compliance 
with the regulations and standards, innovative solutions and newly 
emerging technologies have been adopted and utilized to provide 
the utmost advanced, efficient, safest and comfortable 
transportation means. In these days, high-end vehicles are 
equipped with smart systems such as cruise control, advanced 
emergency braking, safety warning systems, GPS technology for 
navigation, fuel efficiency, and automated driving system. 
Furthermore, in the near future, the automotive industry is 
expected to evolve even further by the production of autonomous 

vehicles that operate in a fully connected and digitized 
environment. Such immense leap in transportation technologies is 
only made possible by intensive studies in the field of vehicular 
applications especially the studies of driving behaviors. 

Although that advanced technologies such as smart safety 
systems have been integrated within modern, still fully human 
driven vehicles is and will continue to dominate traffic safety since 
almost all of vehicles in use at the present time are of conventional 
type. Conventional vehicles are those fully driven and controlled 
by human drivers, and have few or none of the new technologies 
and accessories. The impediment in utilizing the new technologies 
is due to prohibitive cost that cannot be afforded by most of 
vehicles’ owners especially in developing countries in addition to 
insulation difficulties [2]. Based on this argument, safety and road 
accidents due to human errors are still urgent issues that need to be 
addressed and solved for the majority of conventional vehicles. 
Based on the World Health Organization reports, vehicle accidents 
are considered to be the ninth cause of death in the world in 
addition they are a leading cause of fatal injuries [3]. Previous road 
safety studies and statistics have showed that the majority of road 
accidents are attributed to both physiological and behavioral 
human factors [4]. Therefore, research in the field of driving 
behavior monitoring systems has gained great momentum and 
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several research institutes have developed systems to monitor and 
analyze the driving patterns and activities. Beside their urgent 
importance these studies serve the research and developments of 
different applications such as the design of advanced driver 
assistance system, intelligent transportation systems, and 
autonomous vehicles [5-6]. Additionally, they helped logistics 
companies to reduce their operational costs through tracking and 
monitoring their vehicles [7], and insurance companies to evaluate 
the driver performance, usage and can be used to resolve insurance 
tariffs and disputes [8].  

The study and analysis of the concepts related to driving 
processes and problems involve the utilization of Driving 
Monitoring and Assistance System (DMAS). DMASs are usually 
designed to at least provide two main tasks, data acquisition and 
driving maneuvers analysis. The first unit is responsible for 
automating the collection of driving data, such as driver’s 
attentiveness, vehicle dynamic state, driver’s actions and driving 
environment or surrounding. The second unit is designed to extract 
patterns and features from the driving data and then utilizes 
intelligent computational techniques to identify and classify the 
driving behavior. In general real-time acquisition of driving 
patterns and parameters can be achieved through various types of 
sensors, such as GPS, GNSSs, In-Vehicle sensors such as CAN-
BUS signals, costumed designed systems, vision systems and 
smartphones. Among this range of sensing platforms smartphone-
based DMAS have growing so rapidly in number and 
sophistication, due to the prevalence, continuous improvement of 
the computing power, advancement of integrated sensors and 
continuous reduction cost in smartphones. Therefore, smartphones 
are taking an important role in the field of Intelligent Transport 
Systems such as vehicle monitoring driver behavior analysis [9]. 

This paper is an extended version of the work published in [10] 
and it is intended to presents the development of a real-time 
smartphone-based highway driving maneuvers identification and 
classification system. The system consists of three layers namely, 
data acquisition layer, preprocessing layer and the identification 
and classification layer. It is well known that the estimation driving 
parameters with high degree of accurately greatly affects the 
detection and classification of driving maneuvers. Therefore, in 
this paper a new approach to estimate the speed of a moving 
vehicle derived from GPS and the IMUs is developed. The 
identification and classification layer consists of three main units, 
a pattern matching units, to identify the patterns of estimated 
driving parameters. The DTW technique is used to identify the 
pattern of each driving parameter during maneuver execution. The 
second unit consists of a single feed-forward neural network that 
will identify the type of the maneuver based on the combination of 
the identified patterns from the first unit. Finally the third unit is 
responsible for the manoeuver classification and it is performed by 
a second neural network. 

2. Literature Review 

 In the past decade several techniques and methodologies have 
been proposed and used to recognize and classify driving 
maneuvers and then infer an evaluation for driving behavior. Up 
to date there is no agreement on the parameters and techniques that 
could uniquely be used for this purpose. This section presents a 
short review of the existing technologies and methodologies used 

for driving maneuvers identification and classification. The 
literature review illustrates only two major issues related to this 
field of research namely, the data collection and identification and 
classification techniques. 

Depending on the purpose and functionalities that is required 
to be achieved, there are various types of data acquisition systems 
(DAS) developed in the past ten years. The first category of DAS 
relies on the in-vehicle sensors which broadcast their data through 
the CAN-BUS which can be captured through the OBD II port. 
These systems can only provide information that can be used to 
monitor vehicle’ state such as speed, fuel consumption and engine 
RPM and some limited information related to the driver actions 
such as throttle pedals positions [11, 12]. Many research centers 
have developed customized monitoring systems that combine in-
vehicle sensors with GPS unit, inertial measurement units, and 
video systems of the external road and traffic environment and 
inside the vehicle itself [13]. In general sensors are configured to 
perceive external and internal environments to provide contextual 
details about the driving and drivers states. The drawbacks of the 
simple plug and play monitoring systems are the limited data that 
can be extracted with. On the other hand, drawbacks of in-vehicle 
customized systems are their high cost, installation complexity, 
compatibility and customer acceptance [5]. The developments of 
smartphones in terms of computational power and integration of 
sensing devices such as Inertial Measurement Units (IMUs), GPS 
and many other sensors combined with their ubiquitous presence 
have led to wide prevalence of smartphones in vehicular 
applications. Nevertheless, there are shortcomings when 
employing smartphones as monitoring systems such noisy 
measurement, coordinates orientation due smartphone placement, 
battery life and they cannot access vehicles data by their own. 
Several techniques, as they will be explained later, have been 
developed to provide the required remedies to overcome these 
problems [14]. Smartphones have also been utilizes as an 
intermediate processing hub with the aid of special applications to 
collect vehicle’s sensors data and perform the necessary 
computation. In general, these applications enable the smartphone 
to communicate with the OBD-II port, either through Bluetooth or 
WiFi, and to collect a number of vehicle’s sensors data such as the 
speed, engine RPM and many other diagnosis parameters. The 
processing of these in-vehicle sensors’ data streams can be 
combined with smartphone sensors to further enrich the analysis 
[15]. 

Based on the collected data or the estimated driving parameters 
and the maneuvers to be detected, different techniques have been 
suggested to identify the type of a maneuver and classify it. A 
straightforward approach used to process the driving data is based 
on specifying a number of thresholds for each maneuver, that are 
defined merely based on the range of collected driving data and the 
experience. Once the sensed signals exceed a predefined threshold 
for a specified period of time then a maneuver is detected [16-19]. 
The main disadvantage in using threshold-based approaches is 
related to the absence of both the sensitivity and specificity that are 
required to obtain accurate identification and classification since 
improper definition of thresholds can result in poor performance. 
In a different approach, researchers considered the vehicle driving 
as a reasoning process, hence rule-base and fuzzy logic systems 
have been used to model driving behavior in terms of driving 
maneuvers classification only, i.e. it is not possible to detect the 
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type of the maneuver by using fuzzy logic schemas [13,20-24]. 
The implementation of a classical fuzzy logic classifier depends on 
the definition and setting of fuzzy input variables, the rule-based 
inference system and the fuzzification and defuzzification 
processes.  Therefore, fuzzy logic classifiers are not constantly 
precise, since the both the fuzzy rules and conclusions are based 
on postulation, so it may not be widely accepted. Furthermore, they 
don't have the capability of machine learning and the setting of the 
precise inference rules and, membership functions is a difficult 
task. To overcome the aforementioned limitations in both 
threshold-based and fuzzy logic classifiers several adaptive 
methods have been proposed to automatically generate thresholds 
and fuzzy rules from numerical data [20-24]. Adaptive systems 
have showed distinctive superiority over classical fuzzy systems 
due to their learning capabilities, their ability to be modified and 
extended and finally the ability to extract newly modified rules and 
fuzzy variables. As a consequence of this combination between the 
adaptive learning and human experience adaptive vigorous 
classification systems can be designed with high degree of 
reliability and accuracy. 

Since the data and information used in the identification and 
classification of driving behaviors and maneuvers are time varying 
signals, pattern matching techniques, such as DTW, have been 
employed. In this approach the maneuvers are identified and 
classified by comparing the similarity of the collected sensors’ 
signals or estimated driving parameters patterns with predefined 
templates. If the incoming measured sequence has adequate 
similarity to one of the standard templates, then the system will 
indicate that a specific driving maneuver has been executed or 
detected. The major advantage of pattern matching techniques is 
that the system can sense maneuvers in spite of any differences, in 
their amplitudes or durations, with predefined templates. 
Therefore, it would be possible to develop a single set of standard 
templates that be used for matching maneuvers for different drivers 
to the same template set [25-28]. The main drawback of pattern 
matching approach is excessive computational requirements since 
the algorithms compute the similarity differences for all elements 
in two signals. This problem will be more significant when the 
classification analysis is dependent on multidimensional time 
series. Furthermore, enormous effort is required to extract and 
select the reference templates and it is also very hard to gather all 
types of templates due to the exclusive driving styles and behaviors 
of drivers.  

Very recently, machine learning algorithms have been adopted 
and implemented to identify and classify driving maneuvers. 
Machine learning algorithms, when are well trained can generate 
specific rules that will enable them to identify and classify abrupt 
irregularity on a large set of data. Different approaches have been 
suggested and implemented to extract features for training these 
approaches such as simple threshold-based discriminators, 
statistical values, time domain parameters, frequency domain 
parameters, and most importantly rules inferred from clustering 
algorithms. Machine learning algorithms are generally categorized 
into three different approaches namely the supervised learning, 
unsupervised learning and semi-supervised learning. In 
Supervised learning techniques a dataset is first collected and 
labeled to certain predefined classes. Then a learning model is 
chosen and trained with some of the labeled dataset to produce a 
predicted output in different testing samples. Several algorithms 

under the supervised learning category have been used in the 
identification and classification of driving maneuvers and behavior 
such as K-Nearest Neighbor, Naive Bayes, Decision Trees [29], 
linear regression [30], Support Vector Machines (SVM) [31-32] 
and Neural Networks [33]. Unsupervised learning methods are 
used when there are no pre-knowledge about ground truth labels. 
Therefore, they are used to classify collected unknown data into 
groups depending on common trends, attributes, patterns, or 
relationships. There are different unsupervised approaches such as 
clustering techniques and self-organizing maps. Each approach 
uses different algorithm for classifying data into groups, and these 
algorithms could be simple straightforward that can divide 
collected data based on the common attributes or similar trends in 
their features. Nevertheless, when performing a pre-processing 
step of the data, unsupervised learning techniques are usually used 
with other techniques to enable specific characteristics of the 
learning model,. The K-means clustering [34] and Principal 
Component Analysis algorithms [30] are samples of the 
approaches used in driving behavior analysis. 

2.1. Data Collection  

As it has been stated modern smartphones are integrated with 
sensors that can be utilized to collect vehicle driving data for 
driving maneuver analysis. Previous work [35, 36] showed that 
precisely preprocessed and calibrated smartphone sensors are 
becoming a competitive approach to the high price in-vehicle 
customized DAS. In this study ten frequent maneuvers usually 
executed by drivers during highway driving are going to be 
detected and classified. Four of these maneuvers namely, braking, 
acceleration and left and right lane changes will be analyzed for 
both straight and curved road segments, in addition to another two 
maneuvers which are the merging on or exiting a highway. In the 
preliminary stages of this study an online vehicle driving data 
recording system has be developed and installed on three different 
android-based smartphones. The sensors that have been used are 
the Accelerometer, Gyroscope and the GPS. The developed App 
has been test by comparing its performance with well-established 
available Apps like AndroSensor. The sampling rate for the IMUs 
is in the range between 50 and 100 Hz, from which the optimal 
sampling rate then will be obtained.    

 
Figure 1: The route used to collected training data 

The development of the system proposed in this study passed 
through two phases, the development and testing phase and the 
final real-time testing phase. In the first phase adequate data for 
training and testing the system were first collected. Ten drivers 

http://www.astesj.com/


M.S.F Al-Din / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 193-205 (2020) 

www.astesj.com     196 

with different vehicles were enlisted to drive along a highway route 
of 16km long that covers varying road conditions as shown in 
Figure 1. In order to have adequate data for training and testing 
each driver repeat each of the basic divining maneuvers for at least 
five times with different severity levels from the defensive to the 
aggressive level. Data collected from inertial sensors in these tests 
are first pre-processed, then segmented and finally labeled into 
types and classes.  

In addition to the collected data by the smartphone the state of 
the surrounding vehicles and the state of the driver have been 
recorded by two video cameras. These two recorded videos are 
combined with the manually segmented vehicle’s driving data to 
define each recorded maneuver’s irregularity levels by three 
experts. Each expert examined all recorded maneuver and assigned 
a category or a score for them. Each extracted maneuver will be 
assigned with an inter-rater agreement score that is calculated from 
the scores provided by each expert. If the inter-rater agreement 
score is low then the maneuver is assigned with deviated scores by 
the experts and there is no agreement on the classification. 
Therefore, experts are requested to iterate their evaluation to reach 
a high inter-rater agreement score for most of the extracted 
maneuvers.   

 
Figure 2: The route used to test data 

One of the common problems that obstruct the development of 
reliable and accurate classification systems is the lack of adequate 
training and testing data. The lack of sufficient data for any 
classification problem could results in a noisy and instable class 
distribution. Therefore, for the sake of improving the system a 
second dataset was collected by installing a special app, developed 
by the author, in the smartphones of different 15 drivers, whom 
they drive on a daily base from the city of Nizwa to the capital 
Muscat over the route shown in Figure 2. The aim of collecting the 
second dataset is to enrich the training and testing data by 
performing a naturalistic driving through a route that is very 
dynamic and contains almost every different road types. 

3. Calibration and Signal Processing 

Smartphones’ sensors are cheap low-grade sensors that have 
several deficiencies that may impose restrictions to their use in 
certain class of applications. In vehicular applications, it is hard to 
measure and guarantee smartphones accuracy and reliability due 
to five main prominent problems and limitations namely:  

1- Sensor and algorithm complexity  

2- Limited battery power. 
3- The perturbation of the measurements due to the usage 
of the device that causes change in its orientation.  

4- The low accuracy of smartphone sensors. 

3.1. Sensors Calibration 

Smartphones’ IMUs have poor performance and are prone to 
error when especially used in measuring dynamic motion 
applications such as vehicle driving patterns. Therefore, sensors 
calibrations are used to correct sensors’ deterministic errors. The 
most common types of these sources of errors are biases, scale 
factors and axes misalignment. In addition to the above mentioned 
deterministic errors, smartphones’ sensors are also exposed to 
random noise and vibration, non-linearity due to thermal and 
magnetic effect and many others [37, 38]. To overcome these 
deficiencies a proper calibration process has been employed to 
eliminate Smartphones’ sensors deterministic errors namely, fixed 
biases, scale factor errors, and misalignment errors.   

The accelerometers are used to measure the instantaneous 
forces acting on the sensor. The measured acceleration along any 
axis consists of three components namely; linear acceleration, 
gravitational acceleration field and noise. On the other hand, the 
gyroscope measures the rate of change in the device's angular 
displacement, i.e. angular velocity, along the smartphone’s three 
orthogonal axes. As mentioned errors in an IMU’s measurements 
are contributed to three main categories: biases, scale-factor errors, 
and misalignment errors. The following equations (1) and (2) are 
used to model the accelerometer and gyroscope instantaneous 
measurement:  

am(t) = SaaL(t) − g + ba + na                                                  
(1) 

ωm(t) = Sgω(t) + bg + ng                                                        
(2) 

Here am, aL, Sa, g, ba and na represent the instantaneous 
measured acceleration component, the linear acceleration, scaling 
factor, gravitational acceleration, bias and noise respectively. 
While ωm, ω, Sg, bg and ng represent the measured angular velocity 
along one of the three axes, the true angular velocity, scaling 
factor, bias and noise respectively.  In this paper a new set of 
calibration procedures were proposed and used to estimate and 
calibrate smartphone’s IMU sensors deterministic errors by 
considering the effects of vehicle vibration and noise [39-40].  

3.2. Filtering 

It is well known that data collected using IMU sensors contains 
substantial noise level, specially the accelerometer and the 
gyroscope readings. The noise in raw data can be contributed to 
several sources but mainly it is due to vibration noise and white 
Gaussian noise. There are different sources of vibration in vehicles 
such as road roughness, engine induced vibration, whirling of 
shafts, worn out parts, speed bumps, wheels, etc. In general, the 
data collected from the sensors contains random white Gaussian 
noise signals that oscillate with high frequency and typically have 
zero mean value. A sample for the measured noisy accelerometer 
and gyroscope signals are shown in Figure 3). In order to attain 
reliable and accurate recognition, the noise needs to be eliminated 
as much as possible. There are different approaches to filter 

http://www.astesj.com/


M.S.F Al-Din / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 193-205 (2020) 

www.astesj.com     197 

distorted signals; for example statistical filters [41], digital filters 
[27], Kalman Filter [42] and many others.  

 
Figure 3: Noisy Smartphone Sensors Signals: (a) Accelerometer Signal x-

Direction, (b) Accelerometer Signal y-Direction, (c) Gyroscope Signal x-
Direction and (d) Gyroscope Signal z-Direction 

In this paper three types of low-pass filters have been 
investigated namely; one-dimensional Kalman filter, simple 
moving average filter, and locally weighted running line smoother 
(LOSS). The performances of the aforementioned filters were 
compared to select the filter that effectively removes high 
frequency noise and maintain the real time variation of different 
driving patterns to the utmost extent.  

 
Figure 4: Filtering Results for Test Signal; (a) Original Test Signal; (b) 

Moving Average Filtering; (c) Kalman Filtering; (d) LOSS Filtering 

The simplest filter is the moving average filter which filters the 
measured sampled signal by replacing each sampled value with the 
average of the neighboring sampled values defined within a given 
span or window. Kalman filter is a recursive predictive filter that 
is based on the use of state space techniques and recursive 
algorithms. The filter observes over time a series of measured data 
values, including noise, and then estimates new values that tend to 
be more accurate than those based on the actual measurement. The 
LOESS filter estimates the latent function in a point-wise fashion, 
where for each value of the measured sampled signal a new 
estimated value is found by using its weighted neighboring 
sampled (known) values.  Detailed theory and implementation of 
this type of filters is presented in [43]. Due to the random irregular 
road pavement and vehicle vibration, it is found that the separation 
between of the real signals through total elimination of noise is not 
possible. Therefore, a test sinusoidal signal with imposed noise is 
used to assess the performance of the three filtering approaches. 
Figure 4 shows the results obtained for the three filters. It is clear 
that the LOESS technique can achieve very close results to Kalman 
filter where both effectively remove the nose while preserving the 
shape of the original signal. Figure 5 shows a sample of the 

measured accelerometer signals, from which the same conclusion 
regarding the two filters can be drawn. The LOSS filter has been 
used in the implementation of noise filtering unit of the complete 
system because of it is simpler to implement and faster to execute. 

 
Figure 5: Raw and Filtered Accelerometer Signal 

3.3. Smartphone Orientation 

When smartphones are used to detect vehicle’s driving patterns 
they could be placed at any location with any arbitrary orientation. 
Since sensors’ measured signals are expressed in a specific frame 
that is static relative to the device, then one of the most interesting 
problems of smartphone-based vehicular applications is the 
separation of the dynamics of the smartphone from the dynamics 
of the vehicle. In this paper the smartphone is fixed to the 
windshield by a holder and it could have any orientation. 
Therefore, a reorientation correction process for the smartphone’s 
coordinate systems is integrated as a pre-processing module to 
transform the measured sensors data to the vehicle coordinate 
system. This process is performed by a sequence of geometrical 
rotations using Euler Angles by assuming that the vehicle is 
horizontally aligned during the initial calibration period, so that the 
vehicle roll and pitch angles relative to a tangent frame both are 
zero. Assuming that the vehicle does not experience any 
acceleration, the smartphone’s roll and pitch angles can be 
estimated from accelerometer measurements of the gravity vector 
as shown in Figure 6.  

The determination of Euler angles has fully detailed in [44]. 
Upon the determination of rotational angles, the referenced 
coordinate system for the smartphone can be transformed to the 
vehicle-referenced coordinate system by multiplying with the 
reorientation matrices as follows: 

 
Figure 6:  Smartphone and Vehicle Coordinate Systems 
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�
fxv
fyv
fzv
� = ℝ ∗ �

fxp
fyp
fzp
�                                                                   (3) 

where fiv is the transformed measured signal to the vehicle 
reference, fip the measure signal in the phone reference and R is 
rotation matrix defined by: 

ℝ = R(θx) ∗ R�θy� ∗ R(θz) =  �
1 0 0
0 cosθx sinθx
0 −sinθx cosθx

� ∗

�
cosθy 0 −sinθy

0 1 0
sinθy 0 cosθy

� ∗ �
cosθz sinθz 0
−sinθz cosθz 0

0 0 1
�                         (4) 

4. System Overview 

The general architecture of the proposed system and its design 
methodology is shown in Figure 7). The system contains five main 
modules: raw data acquisition, pre-processing, driving parameters 
estimation, maneuvers detection unit and maneuvers identification 
and classification unit. The function of each module is briefly 
described as follows: 

a. Android smartphones were used to capture vehicle’s raw 
data through by using its IMUs, i.e. the accelerometer and 
gyroscope at a rate of 50 samples/second. Furthermore, 
smartphone’s GPS data are also collected and used to 
provide vehicle’s location and to correct speed estimation.  

b. The pre-processing unit is designed to perform four 
functions namely; signals filtering, sensors error correction, 
transformation of sensors data to vehicle’s coordinate 
system and finally estimates the driving parameters.  

c. The manoeuvre detection unit is designed to detect and slice 
and executed manoeuvre in real-time by implementing the 
endpoint detection algorithm that identifies the starting and 
ending time.  

d. The identification and classification unit is responsible to 
identify manoeuvre’s type and its irregularity class. In this 
study the identification and the classification processes were 
performed separately by using a hybrid pattern matching and 
neural networks schemes. 
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Figure 7: The Proposed System Architecture 

5. Driving Parameters Estimation 

A successful implementation of a driving maneuvers 
identification and classification system depends on the set of 
features and parameters that are used in the this process.  In the 
literature there are two main approaches used to define the set of 
features and parameters namely, driver actions based approach and 
vehicle state based approach. In the first approach a number of 
essential driving signals can be collected from the vehicle’s CAN-

BUS such as vehicle speed, gas pedal pressure, brake pedal 
pressure, steering wheel angle, and acceleration. The second 
approach utilizes different approach by monitoring the vehicle’s 
dynamic state in terms of longitudinal and lateral movements. 
These longitudinal and lateral movements can be detected and 
identified by using IMUs, GPS and the fusion of both the IMUs 
and the GPS. In this study it is believed that the description of 
vehicle’ dynamical state in terms of actual driving parameters is 
more informative than other approaches and useful for future 
investigations. Therefore, the vehicle’s acceleration, orientation 
and speed are used and represented as a time-series signals. 

5.1. Longitudinal and Lateral Accelerations 

The first and the simplest parameters that can be estimated 
directly are the longitudinal and the lateral acceleration 
components. The two components can be determined directly by 
subtracting the gravity the from the filtered accelerometer’s 
Cartesian components, axp, ayp and azp.  The resulted singles are 
then transformed from the smartphone’s to the vehicle’s 
coordinate system by using Eqn. (4). The two components of the 
acceleration can be obtained by: 

alat = axvsin (γ) + ayvsin (ρ)                                               (5-a) 

alon = axvcos (γ) + ayvcos (ρ)                                             (5-b) 

where, alat and alon are the lateral and longitudinal accelerations, 
axv, ayv are the x and y components of the acceleration represented 
in the vehicle coordinate system and the angles γ and ρ are given 
by: 

γ = cos−1 axv

�axv2 +ayv2
   and ρ = cos−1 ayv

�axv2 +ayv2
                           (6) 

5.2. Vehicle’s Orientation 

The second estimated parameter is vehicle’s heading or 
orientation. The attitude of a vehicle can be described by its angles 
of rotation along three axes as indicated in Figure 6). The attitude 
of any object can be modeled by different methods such as 
Direction Cosine Matrix, Quaternions and Euler angles. The first 
method has nine parameters to be estimated, hence it is difficult to 
implement. On the other hand, Quaternions has less parameters 
and it has advantages over Euler angles since it does not suffer 
from the gimbal lock problem, but still the Euler angles method is 
used in this study because it is more comprehensible and easier to 
decompose the rotations into separate degrees of freedom. 
Furthermore, since the smartphone is held in a fixed position inside 
the vehicle then the gimbal lock problem will not appear.     

Euler angles can be found directly by using the measured 
gyroscope’s data and integrate them with respect to time [45]. The 
accelerometer can also be used to estimate Euler angles, where 
simple trigonometric projections can be utilized to obtain both the 
Roll and the Pitch angles. Nevertheless, both methods could results 
in low prediction accuracy due to the stochastic bias variation in 
gyroscopes and the noisy accelerometer signals that results in an 
accumulated drift error [45]. To overcome the limitations of the 
direct approaches, sensor fusion techniques are developed to join 
all sensors’ data to compensate the deficiency of each method. 
There are two filtering techniques namely; Kalman and 
complementary filters are widely used for sensor fusion. Because 
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of its simplicity and reliability, the digital complementary filter is 
utilized to estimate of the orientation. The filter uses a low-pass 
filter for the accelerometer’s data to remove the high frequency 
noise and the dynamic bias, and utilizes a high-pass filter to 
suppress the drift from the gyroscope’s data. Figure 8) shows a 
simple block diagram illustrating the implementation of a digital 
complementary filter. The filter can determine the angles using the 
following equation: 

θi = α�θi−1 + ∆θgi� + (1 − α)θa i                                            
(7) 

Accelerometer 

Gyroscope

LPF Σ 

∫  HPF

 θai α−1

θgi

α

 θi

Σ  θi-1

 
Figure 8: The Implementation of Digital Complementary Filter 

In Eqn. (7), θi represent any of the estimated angles (Roll, 
Pitch or Yaw) and θi-1 is the formerly determined angles, while 
the subscripts g and a designate the sensor type. The empirical 
constant α is selected to set the time constant of the error-signal 
calculations and stabilize the rate-sensor angle calculation.  

5.3. Vehicle’s Speed 

Based on the kinematic equations, vehicle’s speed can be found 
directly from the smartphone accelerometer data by integrating the 
corresponding acceleration component, longitudinal or lateral, as 
follows: 

νf(t) = νi(𝑡𝑡) + ∫ a(t)dtt
0                                                       (8) 

where νf(t)  is final speed,νi(t)  is the initial speed and a(t) is 
vehicle’s acceleration.  The system is a discrete one, hence a 
sequence of the acceleration data is collected and equation (8) can 
be rewritten as: 

νf(n) = νi(0) + ∑ 1
n

nT
i=0 a(i)                                                        

(9) 

where T is the sampling rate, n is the present nth sample and a(i) is 
the ith accelerometer value.  

As it can be noted the basic idea of estimating the speed is very 
simple, and it is expected that with rigorous calibration and noise 
filtering of the raw data will improve the estimation process and a 
reasonable accuracy would be achieved. Nonetheless, speed 
estimation by the direct integration of accelerometer data suffer 
from significant deviations and unrealistic drifts because the 
accelerometer data is not pure and still contains some noise and 
other effects.  This can be clearly shown in Figure 9), where the 
variation of the speed obtained from the GPS and those obtained 
by using the direct integration are shown. The doted green curve 
shows the estimated speed when the accelerometer data are not 
calibrated neither filtered while the dashed orange curve shows the 
trend in the estimated velocity for the preprocessed accelerometer 

data. As it can be seen, the error is accumulated over time and will 
obviously cause serious errors in the estimation of the speed. 
Therefore, a correction method is required to instantaneously 
correct the speed estimation by eliminating the accumulative error. 

 
Figure 9: Comparison between Measured and Estimated Speed 

In the literature there are mainly three methods that can be used 
to correct the accumulated error in numerical integration of the 
accelerometer data namely; high pass correction filter, Kalman 
filter and sensor fusion techniques. In this study, a simple but 
effective sensor fusion technique has been adopted and utilized to 
provide accurate velocity estimation [46].The basic idea of the 
technique is based on fusing the high frequency estimated speed 
with a low frequency ground truth speed obtained through the 
GPS. To illustrate the implementation of the vehicle speed 
estimator, consider Figure 10) that shows two equally spaced time 
intervals at which correction process take place at these instants. 
Suppose that the estimated speed and that measured by the GPS at 
time instant t = TA are νAE and νAG respectively, while those at the 
instant t = TB are νBE and νBG. The error of the speed at reference 
points then are given by: 

 
Figure 10: Vehicle Speed Correction Process 

εA = νAG − νAE  and  εB = νBG − νBE                                (10) 

If we can consider that the rate of change in the accelerometer 
error is constant, i.e. that the accelerometer error varies linearly in 
this short interval, then this rate change can be expressed as 
follows: 

∆a = εB−εA
TB−TA

                                                                                (11)                 

From Eqn. (11) the accumulative error at any instant (t) can be 
given by: 
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∅ = ∫ ∆at
TA

 dt = ∆akTs                                                           (12) 

The constant k is the number of samples passed from the time 
instant TA to t, and Ts is the sampling rate of the accelerometer. By 
knowing the accumulative error at any instant, then the estimated 
speed at instant (t) can be given by: 

νtE = νAG + ∑ 1
k

t
i=TA a(i) − ∅                                                  (13) 

Further enhancement been has been achieved by using 
exponential moving average correction to the error rate change as 
follows: 

∆a(i) = α∆a(i− 1) + (1 − α)
εB − εA
TB − TA

                                     (14) 

Figure 11 shows the estimated speed and the speed obtained 
through the GPS. It can be clearly seen that there is some small 
error between the estimation and the ground truth, which indicates 
that the estimator has excellent accuracy. 

6. Maneuvers Detection 

The main task that is required to be performed by any driving 
monitoring system is to reveal driving maneuver with reasonable 
level of reliability and accuracy. Table (1) presents a list of the 
maneuvers that are detectable by the proposed system. The system 
should be able to process the measured signals or the estimated 
parameters and attempts to detect the maneuver. The system 
detects the variation in the vehicle’s longitudinal and lateral states 
by continuously monitoring the variation in the speed and 
orientation at a rate of 10Hz. Once a maneuvers is detected, the 
system can then proceed to recognize and classify it. There are 
different methods that can be used to detect the starting ending 
times of a maneuver [47-48]. In this paper the short-term energy 
endpoint detection algorithm with sliding window has been 
adopted, where the speed and orientation are continuously 
separated to event and non-event segments.   

Table 1: Maneuvers Classes 

1- Acceleration straight 
road segment 2- Acceleration curved road 

segment 

3- Braking straight road 
segment 4- Braking curved road 

segment 

5- Left lane change straight 
road segment 6- Left lane change curved 

road segment 

7- Right lane change 
straight road segment 8- Right lane change curved 

road segment 

9- Merging into highway 10- Exit from highway 

 

The detection module consists of three key phases. In the first 
phase the signal is divided into non-overlapping windows of a 
100ms period. The short-term energy is first computed for the data 
sequence in each window. For an infinite sequence of a discrete 
signal the energy is defined by: 

x�[m] = x[m]Λ[n − m], n − N + 1 ≤ m ≤ n                          (15) 

where Λ is a window function given by: 

Λ[n − m] = �1 0 ≤ n ≤ N − 1
0 Otherwise                                             (16) 

The energy contained in this short interval then can be computed 
by: 

Ew = ∑ (x[m]Λ[n − m])2n
m=n−N+1                                          (17) 

The value of the energy computed by Eqn. (17) is then 
compared to a threshold value, see Figure 12, and if the computed 
energy is lower than a specific threshold, then this frame is rejected 
and considered as a non-event segment. Otherwise, if the 
computed energy is higher than a lower threshold level Tl then the 
second stage will be executed. 

Once the second stage is triggered, the starting time of the 
detected maneuvers is logged and the short-term energy is 
computed for a rectangular sliding window function as in Eqn. 
(17). Depending on the computed short-term energy in the second 
stage one of the following possibilities could be activated: 

 
(a) 

 
(b) 

Figure 11: (a) Estimated and Measured Speed (b) Maneuver Detection using 
Short-Term Energy 

• If the computed short-term energy is maintained to be less 
than the upper threshold Tu for less than 2 seconds or the 
energy fall back to a value lower than Tl, then this segment is 
treated as a non-event segment and the execution will resume 
from stage 1.  
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• If the computed short-term energy becomes higher than the 
upper threshold Tu for more than one second, then this 
segment will be treated as an event segment. In this case the 
system will continue computes the energy and compare it 
with the threshold until it drops back to the lower than Tl 
again. It is should be noted that if the energy falls down to be 
lower than Tu before the end of the first second then this 
segment will be regarded as a non-event segment, and the 
execution will start again from stage  

7. Driving Maneuvers Identification and Classification  

The Identification process is used to describe a driving 
maneuvers by a well-defined unique type. On the other hand the 
classification process evaluates the driving maneuvers to a certain 
class according to given criteria. In general there are two main 
approaches used for maneuver identification and classification, the 
first is based on the selection of a number of distinctive features 
and uses a machine learning technique, and the second approach is 
based on pattern matching algorithms. In this study 60% of the first 
dataset, described in section three, were used to study the time 
variation of each estimated driving parameters when a certain 
maneuvers has been executed. Figure 12) shows a sample of 
parameters’ variations for a brake maneuvers. Intensive off-line 
observations and investigation were made to study and analyze the 
behavior of the parameters variation for each maneuvers type and 
to infer a general trend in their variations. It has been clearly 
noticed that the variation of the parameters follow common 
variation patterns and this fact agrees with what been presented in 
the literature.  Figure 13) shows ideal approximated patterns that 
could be generated during any driving maneuver. As it can be 
notices that the driving parameters have limited number of 
patterns, for example the longitudinal acceleration, the lateral 
acceleration and the speed have three different patterns each, while 
the heading angle has five different patterns. Based on these facts, 
the identification and classification processes are performed 
separately where the identification process is performed by using 
a hybrid pattern matching neural network unit and the 
classification processed is performed by using another neural 
network. 

 
Figure 12: Driving Parameters Variation during a Break Manoeuvre 

Figure 14) shows the basic units of the identification and 
classification module. The module consist of three units, a pattern 
matching units, to identify the patterns of estimated parameters, the 
second unit consist of a single feed-forward neural network that 
will identify the type of the maneuvers based on the combination 
of the identified patterns. Finally the third unit, which is 

responsible for the manoeuver classification, is performed by 
another neural network. 

The pattern matching unit utilizes four DTW units, each one is 
designed to identify the pattern type for one of the parameters. The 
DTW is a pattern matching technique uses the discrete dynamic 
programming model to compute the alignment between two 
discrete time signals or sequences by assessing the similarity 
between them, regardless of the time/speed synchronization and 
distortion effects due to dynamic spatiotemporal differences. 

 
Figure 13: Driving Parameters Variation for Different Maneuver 
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Figure 14: Structure of Identification and Classification Unit 

To illustrate how the DTW algorithm works, consider two 
discrete signals, R = {r1, r2..., rm} which is the reference signal and 
an unknown signal S = {s1, s2..., sn} that need to be identified, 
where m and n represent the number of samples in R and S, 
respectively. In Figure 15) the two time series that are highly 
similar, are shown. To align these two sequences an (m × n) local 
distance matrix is constructed by populating its elements with the 
Euclidean distances as follows: 

d(i, j) = (R(i) −  S(j))2                                                            (18) 

 
Figure 15: A DWT Matrix with a Warp Path 
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The correlation between the patterns of these two sequences is 
expressed by the cumulative distance measured over the optimal 
path within the distance matrix. For this purpose a warping matrix 
(D) is constructed and filled by searching for the minimum 
distance between the two sequences.  This minimum distance can 
be found by computing the total distance D(i, j) for each entry (i, 
j) as: 

D(i, j) = �
d(1,1),                                                                                             if i = j = 1
d(i, j) + min{D(i− 1, j), D(i, j − 1), D(i − 1, j − 1)},         otherwisw     

                                                                                                                           (19)   

In the final stage the optimal warping path (P), as shown in 
Figure 15), and the DTW distance are to be computed. The 
Warping path is a set of adjacent matrix elements that detect the 
similarity between R and S and it represents the minimum distance 
between R and S. The matrix (P) contains K elements which range 
in value as: 

max (|R|, |S|) ≤ K < (|R|, |S|)                                                 (20) 

Finally the optimal path Po is the one that minimizes the 
warping cost given by: 

DTE(R, S) = min �1
K
�∑ PkK

k=1                                                  (21) 

To reduce the complexity of the DTW technique and thus 
speeding up the execution time, not all the warping paths are 
evaluated. To reduce the number of paths considered during the 
matching process four constraints are usually applied namely; 
monotonicity, continuity, boundary and windowing. To prevent 
the warping path from rolling back on itself, the monotonicity 
constrain is imposed to assure that any two adjacent elements, 
pk = �pi, pj� and pk−1 = �p�i, p�j�  will follow the inequalities 
(pi − p�i) ≥ 0 and�pj − p�j� ≥ 0. On the other hand, to guarantee 
a one-step advancement in the warping path, the continuity 
constrain is used to restrict the movement of the point (i, j) to the 
next point must be (i+1, j+1), (i+1, j), or (i, j+1). Finally, to assure 
that the warping path contains all points of both sequences, the 
boundary constrain is used to force the warping path to start from 
the top left corner and ends at the bottom right corner. Finally the 
windowing will prevent pathological mappings between two 
sequences by restricting one point in the first sequence to be 
mapped to a limited number of points in the other sequence; hence 
the path is likely to be around the diagonal without deviating much 
from it [49]. 

In order to identify the types of the maneuver by the DWT 
technique, a set of templates for each maneuvers are required as 
reference signals. To find a template signals for different set of 
sequences, one can consider that template sequence could be the 
longest common sequence, or the medoid sequence, or the average 
sequence. The selection of the reference pattern for each specific 
maneuvers class is not a simple task because the set of sequences 
collected for each maneuvers class have different time durations 
and amplitudes.  In this study, the sequence with the minimum 
average distance from all other sequences for a specific class is 
selected as the reference template. The details of the averaging 
strategy are given in [50]. 

When dealing with single 1-D signal identification, the DTW 
technique will directly identify the test signal. Nevertheless, when 

it is required to identify a maneuvers or an action by using multiple 
measured signals, the DTW won’t be able to identify its type 
directly. This is because each signal will need a special DTW unit 
to identify the pattern of the signal only. In order to predict the type 
of the maneuvers, the combination of the DTW distances were 
used as features to train a neural network that will be used for the 
final identification of the maneuvers.  

Statistical and time metrics have been utilized as features to 
classify maneuvers’ irregularities. In general maneuvers are 
categorized into one of three main types; Hard, Normal and Light. 
By studying all the possible patterns for all the classes, see Figure 
13), it was found that there are seven distinctive patterns as shown 
in Figure 16). For each pattern time metrics and statistical values 
such as max, min, mean, standard of deviation and the variance are 
used as classification features. The segmented maneuvers 
collected in the first dataset were represented by a vector that 
contains the statistical and the time metrics for each driving 
parameter and the classification label. As it has been mentioned 
the classification labels are obtained from classification made by 
the experts. It is should be noted that the percentage of the rejected 
samples was less than 10%. 

 
Figure 16: Time features for the common signals 

8. System Validation  

This section presents an experimental evaluation for the three 
main components of the proposed system namely, detection, the 
identification and classification units. To test the performance of 
the system, two different datasets have been used. In the first phase 
the first dataset described in section three has been used to train 
and conduct a preliminary testing of the system. In this phase a 
single smartphone (Samsung Galaxy S5) have been calibrated and 
used in all the tests. As been mentioned ten drivers with different 
car models were asked to conduct each of the basic maneuvers, 
listed in table (1), at least five times with different severity levels 
from the Light to the Hard level. From this dataset 1500 maneuvers 
were collected and segmented then each was combined with two 
videos, the first used to record the surrounding traffic state and the 
second used to record the driver’s state, i.e. hands and feet. To 
obtain the ground truth classification of each maneuvers, experts 
were consulted to evaluate the abnormality level. Each assessor 
assigned abnormality level scores for the entire recorded 
maneuvers and the final score for every recorded maneuvers was 
calculated using the inter-rater reliability method.  

For this initial dataset 60% of the collected samples were 
utilized to extract the information and the features that were used 
in the training phase. The information and features includes the 
computation of the DTW reference templates, the DTW’s 
distances and the statistical and time metrics.  The DTW reference 
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templates have been stored and used to measure a vector that 
includes the distances of the warping for each recorded driving 
parameter of a specific tested sample. These vectors are used to 
train the first neural network which is used to identify the type of 
the maneuvers, while another set of vectors that contain the 
statistical and time metrics features used to train the classification 
neural network.  

The remaining 40% of the first dataset have been used to 
validate the performance of the system. Figure 17 shows results 
obtained when the 40% testing samples fed to the identification 
module. It can be seen clearly that the identification rate is very 
high and reached a 100% successful rate for some of the maneuver 
and the minimum identification rate scored is 85%, and this is 
obvious since the identification process combines all the 
similarities for the four parameters. Figure 18, shows the confusion 
matrix classification for the 40% testing samples. Again it can be 
noticed that the classification rate is very high nearly 95% for some 
cases. This high identification and classification rates are expected 
since the two processes have been separated. 

In the second phase of this study, the author developed a 
complete Android-based APP that detects, identify and classify the 
highway driving maneuver in real-time. The architecture of the 
system is described in section five. The first test for the system was 
to check its ability to detect the starting and end of a driving 
maneuvers. The complete trips performed by the ten drivers, from 
which the first dataset was collected, were used just to detect the 
driving maneuver. Figure 19, shows the detection of maneuvers for 
a sample trip. It should be noted that the first 1500 maneuver 
collected in the first data set were used to determine the lower and 
upper thresholds for short-term energy for both the vehicle’s speed 
and orientation. The results obtained by the system were compared 
with those already registered manually by the author. The system 
showed a high detection rate where more than 96% of the manually 
registered maneuver were detected successfully by the detection 
unit. 

 
Figure 17: Confusion Matrix for Maneuvers Identification 

The developed application allows two types of analysis 
namely, the real-time analysis and off-line analysis. The graphical 
interface of the developed application is designed to achieve user 
friendly interaction with the driver. All the driving maneuver are 
presented instantly to the driver using both audio and visual 
indicators. Each maneuvers type is represented by a special icon 
that it will be lighted up; along with a human voice that utters the 

name of the maneuvers when it is detected by the application. 
Furthermore, the icon’s color will be changed in accordance to the 
class of the maneuvers. This attractive and user friendly interface 
helped in measuring the performance and the reliability of the 
system in the second stage of the study. As been mentioned in 
section three a second dataset was collected from a naturalistic 
driving performed by 15 drivers who are daily travel a distance of 
140km back and forth. We have asked driver’s companions to 
check the alerts produced by the application and check them. Data 
recoded by the companions and those stored in the SD card are 
then analyzed. Table (2), presents a comparison between the 
number of maneuver performed by each driver and those detected 
by the system. Note that the first number in any cell represents the 
performed maneuver, while the second number represents the 
detected maneuver. Figure 20 and 21 show the confusion matrix 
for the maneuvers’ identification and classification respectively. 

 
Figure 18: Confusion Matrix for Maneuvers Classification 

 
Figure 19: Driving Maneuvers Detection in a Complete Driving Trip 

 

Figure 20: Confusion Matrix for Maneuvers Identification (Second Dataset) 
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Table 2: Comparison between Performed and Detected Maneuver for each Driver 

 Driver ACC/S ACC/C B/S B/C LLC/S LLC/C RLC/S 37 : 34 Ent. Exit 

1 221: 210 95 : 87 184 : 176 48 : 42 112:109 37 : 33 114 : 111 40 : 36 60 : 57 60 : 56 

2 211: 207 86 : 81 159 : 156 41 : 36 105:99 30 : 26 104 : 99 35 : 32 58 : 52 59 : 54 

3 199: 189 85 : 81 154 : 142 43 : 38 108:100 41 : 36 107 : 102 39 : 36 59 : 57 59 : 57 

4 230: 222 87 : 84 200 : 194 44 : 40 110:104 36 : 33 109 : 105 31 : 28 58 : 56 58 : 56 

5 219: 213 93 : 86 194 : 186 46 : 42 114:109 40 : 36 111 : 106 34 : 29 60 : 56 60 : 57 

6 216: 209 91 : 85 188 : 181 45 : 40 107:104 39 : 34 106 : 101 41 : 35 59 : 56 60 : 56 

7 220: 212 89 : 83 166 : 162 41 : 36 109:108 38 : 32 110 : 104 37 : 34 59 : 55 59 : 55 

8 223: 214 90 : 85 172 : 168 42 : 37 111:107 34 : 30 113 : 108 40 : 36 58 : 57 59 : 57 

9 218: 210 94 : 86 190 : 187 47 : 40 112:110 37 : 34 105 : 100 35 : 32 55 : 51 55 : 52 

10 210: 202 93 : 88 185 : 179 48 : 44 108:102 40 : 36 108 : 104 39 : 36 56 : 53 57 : 54 

11 200: 193 92 : 84 184 : 180 43 : 39 115: 110 35 : 32 112 : 107 31 : 28 58 : 55 57 : 53 

12 207: 201 90 : 84 180 : 173 44 : 39 104:99 39 : 36 110 : 106 34 : 29 60 : 56 60 : 56 

13 215: 208 89 : 85 176 : 172 40 : 35 106:102 31 : 28 104 : 99 41 : 35 57 : 55 57 : 54 

14 201: 196 88 : 83 185 :180 42 : 37 110:106 34 : 29 101 : 97 37 : 34 59 : 56 60 : 56 

15 196: 191 95 : 89 190 : 186 45 : 41 114:108 41 : 35 110 : 104 40 : 36 57 : 52 56 : 51 

 

 
Figure 21: Confusion Matrix for Maneuvers Classification (Second Dataset) 

9. Conclusion 

This paper proposes a novel real-time smartphone-based 
highway driving maneuvers identification and classification 
system. The system collects vehicle’s longitudinal and lateral 
movements using smartphone’s IMU sensors and vehicle’s 
location by using the GPS. All the smartphones used in this 
investigation were calibrated the collected smartphone’s raw data 
were filtered and smoothed by using the statistical LOESS filter. 
Driving parameters namely vehicle’s acceleration, orientation and 
speed were used in the identification and classification of the 
driving maneuver. Sensor fusion techniques have been used to 
estimate vehicle’s orientation and speed.   

It was noted that driving parameters for each event class have 
common patterns, thus the DTW technique combined with a feed-
forward neural network are used for the identification. In the 
classification process a second neural network was employed, and 
it is trained to classify a maneuver classes. Two datasets were 
collected through a number of experiments conducted on highway 

routes. Results obtained in this study show an excellent detection, 
identification and classification rates were achieved. 
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 Online transactions make it easy for people to get products or sell the products through 
online applications.  The success and failure of online sales depends on how satisfied and 
loyal the customer is to the service of the product or business which can certainly influence 
and increase competition between the online sales industry.  Based on that background we 
want to measure how much influence the quality of services provided by the Online 
Marketplace to customers has an impact on customer satisfaction and customer loyalty.  
The measurement method used is to use E-Service Quality, to determine customer 
satisfaction (Customer Satisfaction) and determine the level of customer loyalty (Customer 
Loyalty). This research uses a quantitative approach and uses random sampling techniques.  
Data collection using a questionnaire with data samples totaling 102 respondents.  The 
results of this study indicate that there is a significant relationship between E-Service 
Quality, Customer Satisfaction and Customer Loyalty to customers that increase customer 
online shopping transactions so that companies are able to compete with other companies. 
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1. Introduction 
By looking at the growing number of internet users in 

Indonesia[1], this has an impact on people's behavior in Indonesia 
towards buying and selling interests [2]. Based on data [3], the 
number of smartphone users which continues to increase from time 
to time seems to be in line with the increasing number of online 
store users from websites and mobile apps. The average amount of 
Indonesian consumer spending when shopping online from all 
segments of the shopping category can reach US $ 36 (around Rp. 
481 thousand). This value also makes Indonesia occupy the 
position of second size basketball in Southeast Asia, far behind that 
of developed countries in Singapore which reached US $ 91 or 
around Rp1.3 Million [4]. Based on the data and according to 
experts the development of e-marketplaces in Indonesia is very fast 
[1], including e-marketplaces owned by XYZ.  In 2018 it was 
stated that five e-marketplace applications that were frequently 
downloaded consisted of five such marketplaces. Dominating the 
top ranking is XYZ's e-marketplace. In this study we want 
increases customer online shopping transactions in the e-
marketplaces owned by XYZ by knowing the indicators that 
influence satisfaction and loyalty can increase competition 
between the online selling industry so that companies can still 
compete with other companies. 

2. Related Works 
Service quality is the key to the success of a business [5], in 

addition to the quality of service that makes a key factor in the 
success of a business, loyalty also makes one a key factor in the 
success of a business [6].  

 In the previous study conduct by Tianxiang Sheng,  the 
researcher testing e-service quality model from four dimensions, 
with the customers’ satisfaction as the main variable, the study has 
analyzed the effects of four dimensions of service quality on 
customers’ satisfaction and loyalty where all hypotheses are 
accepted.  Other study by Akroush used SERVQUAL to analyze 
the effect of service quality on customer satisfaction and loyalty 
[7]. The result sho positive and significant influence of tangible, 
assurance, empathy, and reliability on consumer satisfaction, and 
customer satisfaction has a positive and significant effect on 
customer loyalty. customer satisfaction is the customer's 
perspective based on expectations and then the shopping 
experience thereafter [8], other said customer satisfaction is 
everyone's awareness that is differents. This feeling is obtained by 
comparing the expected service and the service obtained [9]. 
Customer loyalty can also be defined as the relationship that the 
customer maintains with the seller after making the first 
transaction [10]. 
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The success and failure of online sales depends on how 
satisfied the customer[11], the relationship between satisfaction 
and loyalty is almost as intuitive[12]. In more recent research 
found satisfaction leads to loyalty[13], then knowing the indicators 
that influence satisfaction and loyalty can increase competition 
between the online selling industry[14]. By looking at these 
developments the author wants to conduct research with the e-
service quality scale from Parasuraman’s E-S-QUAL[15] scale in 
terms of the basic service on user satisfaction on XYZ e-
marketplace applications that have an impact on customer loyalty 
[16][17]. 

3. Research Methods 

Research will be conducted by considering the following 
matters: questionnaire, online searching, and document Study[1]. 
We used quantitative research for data processing, quantitative 
research is systematic scientific research on parts and phenomena 
and their relationships. The purpose of quantitative research is to 
develop and use mathematical models, theories and hypotheses 
related to natural phenomena. We have distributing questionnaires 
that have been filled out by respondents through Google Form 
which will later be processed and analyzed, we distributed the 
questionaire with simple random sampling method[1].  

This research uses E-SQUAL MODEL[2], where the statement 
contained in the questionnaire is a description of each variable such 
as, Efficiency[15], Requirement Fulfillment, Accessibility, 
Privacy[3] that influence Satisfaction [4] and Loyalty[5]. The 
following are research models we can use: 

Figure 1: Research Model 
Source: (T.Sheng, C.Liu [18]) 

 

Table 1: Demographic 
Source: demographic from questionaire 

Variable N Percentange 
Gender     
   Male 38 37% 
   Female 66 63% 
Age     
  11-15 years 2 2% 
  16-20 years 20 19% 
  21-25 years 55 53% 
  26-30 years 11 11% 
  31-35 years 3 3% 
  >= 36 years 13 13% 
Domicile     
  DKI Jakarta 25 24% 
  Banten 61 59% 
  Jawa Barat 11 11% 

  Jawa Tengah 2 2% 
  Jawa Timur 1 1% 
  Bali 3 3% 
  NTB 1 1% 
Frequency Visit Online 
Marketplace     
  Once in a week 78 75% 
  2-3 times in a week 26 25% 
   

3.1. Validity and Reliability Test 

By using a valid and reliable instrument, the research results 
are expected to be valid and reliable as well. If the instrument is 
not tested for validity and reliability, then the data collected with 
the instrument is doubtful [19]. A valid instrument means that the 
instrument can be used to measure what should be measured and 
can display what must be displayed [19]. 

Table 2: Validity and Reliability Test Results 
Source: Questionnaire Testing Results with SPSS 

Variable Pernyataan CI-TC Cronbach’s 
Alpha 

E-Service 
Quality 

EF1 0.768 0.949 
EF2 0.697 0.950 
EF3 0.558 0.951 
RF1 0.696 0.950 
RF2 0.549 0.951 
RF3 0.557 0.951 
AC1 0.649 0.950 
AC2 0.682 0.950 
P1 0.721 0.949 
P2 0.575 0.951 

Customer 
Loyalty 

CL1 0.538 0.951 
CL2 0.372 0.953 
CL3 0.679 0.950 

Customer 
Loyalty 

CL4 0.648 0.950 
CL5 0.638 0.950 
CS1 0.760 0.949 
CS2 0.623 0.950 
CS3 0.737 0.949 

Customer 
Satisfaction 

CS4 0.584 0.951 
CS5 0.540 0.951 
CS6 0.771 0.949 
CS7 0.645 0.950 
CS8 0.676 0.950 
CS9 0.710 0.950 
CS10 0.676 0.950 
CS11 0.719 0.949 
CS12 0.766 0.949 
CS13 0.790 0.949 
CS14 0.541 0.951 
CS15 0.604 0.951 

Based on the results of the validity and reliability test in Table 
2, researchers omitted 2 respondents in the validity test using SPSS 
with 2 respondents coming from the Banten region because the 
number of respondents in the Banten area was quite large so the 
sample of respondents the researchers used became 102. Those 
pieces the statement proposed for this study has an r table of 0.195 
with a significant level of 5%, while the CI-TC of all statements 
are judged to be greater than the r table. The Cronbach’s Alpha 
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value of all statements is above 0.6. It can be concluded that all 
these statements are valid and reliable as research instruments. 

3.2. Convergent Validity Testing 

According to [20] convergent validity is the extent to which 
measures are positively correlated with alternative steps of the 
same construct. The size loader is said to be high if the value of the 
collection must be 0.708 or higher. 

Table 3: Convergent Validity Testing Result 
Source: Questionnaire Testing Results with SPSS 
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AC1 0.867           
AC2 0.900           
CL1     0.635       
CL2     0.582       
CL3     0.828       
CL4     0.813       
CL5     0.817       
CS1           0.797 
CS10           0.696 
CS11           0.723 
CS12           0.787 
CS13           0.814 
CS14           0.557 
CS15           0.614 
CS2           0.709 
CS3           0.775 
CS4           0.580 
CS5           0.538 
CS6           0.782 
CS7           0.667 
CS8           0.683 
CS9           0.736 
EF1   0.868         
EF2   0.905         
EF3   0.673         
P1       0.942     
P2       0.904     
RF1         0.893   
RF2         0.788   
RF3         0.751   

From Table 2 it can be seen that there are ten indicators that 
have values less than 0.708, namely indicators CL1 (0.635), CL2 
(0.582), CS10 (0.696), CS14 (0.557), CS15 (0.614), CS4 (0.580), 
CS5 (0.538), CS7 (0.667), CS8 (0.683), and EF3 (0.673). 

 All indicators above refer to opinions [20], each indicator with 
a value between 0.40 to 0.70 does not have to be deleted, except 
when deleted, the indicator can increase the value of composite 
reliability. 

3.3. Testing Discriminant Validity 
Discriminant Validity shows the extent to which a construct is 

completely different from other constructs. Discriminant Validity 
implies that the construct is unique and can capture events that are 
not represented by other constructs in the model[21]. Cross 

Loadings is the first approach to assess the validity of discriminant 
indicators. Specifically, the external load of the indicators on the 
related construct must be greater than the other constructs [20]. 

Table 4: Testing Discriminant Validity Result 
Source: Questionnaire Testing Results with SPSS 
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AC1 0.867 0.540 0.401 0.478 0.535 0.579 
AC2 0.900 0.646 0.551 0.451 0.521 0.585 
EF1 0.663 0.868 0.606 0.396 0.573 0.698 
EF2 0.537 0.905 0.599 0.373 0.534 0.610 
EF3 0.437 0.673 0.322 0.329 0.557 0.512 
CL1 0.388 0.383 0.635 0.353 0.257 0.479 
CL2 0.281 0.275 0.582 0.128 0.131 0.304 
CL3 0.515 0.552 0.828 0.467 0.409 0.610 
CL4 0.392 0.568 0.813 0.377 0.525 0.571 
CL5 0.411 0.523 0.817 0.353 0.406 0.586 
P1 0.517 0.442 0.482 0.942 0.451 0.724 
P2 0.444 0.375 0.383 0.904 0.315 0.566 
RF1 0.542 0.621 0.500 0.362 0.893 0.634 
RF2 0.485 0.523 0.386 0.262 0.788 0.462 
RF3 0.419 0.469 0.285 0.415 0.751 0.493 
CS1 0.487 0.514 0.630 0.560 0.498 0.797 
CS10 0.410 0.544 0.482 0.473 0.414 0.696 
CS11 0.455 0.557 0.610 0.599 0.489 0.723 
CS12 0.546 0.619 0.571 0.612 0.494 0.787 
CS13 0.572 0.626 0.575 0.593 0.541 0.814 
CS14 0.323 0.418 0.327 0.283 0.378 0.557 
CS15 0.395 0.565 0.488 0.316 0.353 0.614 
CS2 0.357 0.376 0.427 0.445 0.364 0.709 
CS3 0.438 0.554 0.617 0.533 0.510 0.775 
CS4 0.446 0.512 0.379 0.336 0.459 0.580 
CS5 0.408 0.402 0.467 0.169 0.268 0.538 
CS6 0.648 0.542 0.480 0.653 0.597 0.782 
CS7 0.489 0.518 0.348 0.550 0.549 0.667 
CS8 0.477 0.556 0.406 0.511 0.409 0.683 
CS9 0.424 0.495 0.524 0.603 0.544 0.736 

3.4. Testing the value of AVE (Average Variance Extracted) 
The next convergent validity test is to test the average variance 

extracted (AVE) value of each variable.the value of AVE 0.50 or 
higher shows that, on average, constructs explain more than half 
of the indicator variants[20]. Conversely, if AVE is less than 0.50, 
it shows that, on average, there are variant items that are explained 
by the construct. 

Table 5: Average Variance Extracted 
Source: Questionnaire Testing Results with SPSS 

Construct Average Variance 
Extracted (AVE) 

Accessibility 0.781 
Efficiency 0.675 
Loyalty 0.551 
Privacy 0.852 
Requirement Fulfillment 0.661 
Satisfaction 0.494 

 It can be seen in Table 5 that there is an average variance 
extracted (AVE) value on the customer satisfaction variable which 
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has AVE value of 0.494. The author re-observes in Table 3 to find 
the outer loading value of customer satisfaction is low. In Table 3 
there is a low outer loading value that belongs to customer 
satisfaction, that is, CS5 with a value of 0.538 and the writer 
deletes the CS5 indicator to increase the AVE value of customer 
satisfaction[21]. 

Table 6: Average Variance Extracted (after) 
Source: Questionnaire Testing Results with SPSS 

Constructs Average Variance 
Extracted (AVE) 

Accessibility 0.781 
Efficiency 0.675 
Loyalty 0.551 
Privacy 0.852 
Requirement Fulfillment 0.661 
Satisfaction 0.510 

Table 7: Cronbach’s Alpha 
Source: Questionnaire Testing Results with SPSS 

Constructs Cronbach’s Alpha 
Accessibility 0.721 
Efficiency 0.756 
Loyalty 0.793 
Privacy 0.829 
Requirement Fulfillment 0.744 
Satisfaction 0.924 

Table 8: Composite Reliability 
Source: Questionnaire Testing Results with SPSS 

Constructs Composite Reliability 
Accessibility 0.877 
Efficiency 0.860 
Loyalty 0.857 
Privacy 0.920 
Requirement Fulfillment 0.853 
Satisfaction 0.935 

 After the researchers removed the CS5 indicator, it can be seen 
in Table 6 that AVE value owned by customer satisfaction 
increased from 0.494 to 0.510. 

Table 9: Hypothesis Test Result 
Source: Questionnaire Testing Results with SPSS 

Hypothesis Path Original 
Sample T-Statistic Conclusion 

H1 EF→CS 0.385 4.664 Significant 
H2 RF→CS 0.193 2.323 Significant 
H3 AC→CS 0.046 0.541 Less significant 
H4 P→CS 0.444 5.954 Significant 
H5 EF→CL 0.245 1.723 Less significant 
H6 RF→CL -0.056 0.446 Less significant 
H7 AC→CL 0.091 0.754 Less significant 
H8 P→CL -0.034 0.263 Less significant 
H9 CS→CL 0.519 3.029 Significant 
 

After the researchers removed the CS5 indicator, it can be seen 
in Table 8 that AVE value owned by customer satisfaction 
increased from 0.494 to 0.510. 

The following conclusions are obtained from the results of 
testing the hypothesis of the research model based on Table 9: 

a. Hypothesis 1, Efficiency Factor (EF) has a significant positive 
effect on Customer Satisfaction (CS). That is because the 
value of the path coefficient and T-statistics are at a minimum, 
namely 0.384 and 4.664. 

b. Hypothesis 2, Requirement Fulfillment (RF) factors have a 
significant positive effect on Customer Satisfaction (CS). That 
is because the value of the path coefficient and T-statistics are 
at a minimum, namely 0.193 and 2.323. 

c. Hypothesis 3, The Accessibility (AC) factor is less influential 
on Customer Satisfaction (CS). That is because the path 
coefficient and T-statistics are below the minimum values, 
namely 0.046 and 0.541. 

d. Hypothesis 4, Privacy factor (P) has a significant positive 
effect on Customer Satisfaction (CS), which is due to the 
value of the path coefficient and T-statistics are at a minimum 
value, namely 0.444 and 5.954. 

e. Hypothesis 5, Customer Loyalty (CL) Efficiency Factor (EF). 
That is because the path coefficient and T-statistics are at a 
minimum value, 1,723. 

f. Hypothesis 6, The Requirement Fulfillment (RF) factor is less 
significant to Customer Loyalty because the value of T-
statistics is at a minimal value of 0.446. 

g. Hypothesis 7, The Accessibility (AC) factor is less significant 
to Customer Loyalty (CL) because the value of T-statistics is 
at a minimum value of 0.754. 

h. Hypothesis 8, Privacy Factor (P) Less significant to Customer 
Loyalty (CL) because the T-statistic value is at a minimum 
value of 0.263. 

i. Hypothesis 9, The Customer Satisfaction (CS) factor is 
significantly positive towards Customer Loyalty (CL) because 
the T-statistics value is 3.029. 

 

 
Figure 2: Results of Partial Research Model 

Source: (author analysis) 

In Figure 2, the relationship between variables based on the 
hypothesis received and has been proven to have a significant 
effect. The following discussion of the results of hypothesis 
testing. 
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4. Results 
Based on the results of data processing related to the influence 

of e-service quality on customer satisfaction and customer loyalty 
in the XYZ e-marketplace, it can be concluded as follows: 

1. There are 10 indicators namely customer satisfaction (CS4, 
CS5, CS7, CS8, CS14, CS15), efficiency (EF3), and customer 
loyalty (CL1, CL2) that do not meet the criteria because the 
value is less than 0.7 but of the 10 indicators only customer 
satisfaction (CS5) is omitted due to the low outer loading 
value that is 0.538 so that the AVE of customer satisfaction 
shows below 0.5. Therefore, researchers conducted outer 
loading testing again by removing the indicator on customer 
satisfaction (CS5) after the researchers re-tested the outer 
loading, the AVE value indicates that all indicators have 
reached values above 0.5 and met the required requirements. 

2. The factors that influence this research on customer 
satisfaction are efficiency, privacy, and fulfillment 
requirements. But other variables such as accessibility have 
less effect on customer satisfaction. While the factors that 
influence customer, loyalty are only customer satisfaction. 
But other variables such as accessibility, efficiency, privacy, 
and fulfillment requirements have less effect on customer 
loyalty 

3. There is a positive and significant effect on the efficiency, 
privacy, and customer satisfaction variables on customer 
loyalty variables with each value above 1.96 

4. In measuring the significant level of relationship between 
variables it can be concluded that the accessibility variable has 
no significant effect on customer satisfaction. This has been 
proven by the results of the measurement of accessibility 
variable has a value of 0.541 <1.96, then so does the variable 
efficiency, requirements fulfillment, accessibility, and privacy 
has an insignificant effect on customer loyalty with each value 
below 1.96, which means not significant. 

5. Discussion 

E-Service Quality in the XYZ e-marketplace must be re-
considered and must be improved again both in terms of the 
services provided to customers. The results of the study, e-service 
quality that has been done in the Accessibility section is something 
that must be considered again because of the low level of customer 
satisfaction in the given accessibility. On other hand e-service 
quality does not directly affect customer loyalty due to achieving 
a customer loyalty, the customer must feel satisfied first so that the 
customer can be loyal and shop again at the XYZ e-marketplace. 
The last service quality has a good impact on customer satisfaction, 
this is because when customers shop using the XYZ e-marketplace 
application the services provided by XYZ already meet customer 
needs but there is one indicator that is accessibility that is not 
achieve customer satisfaction. 
6. Future Work 

From the results of our research, researchers suggest: 

1. In the future work the study should compare to another 
marketplace. 

2. Due to the many insignificant hypotheses (5 of 9) it is 
recommended that future research use other variables to 
achieve much better research results. 

3. Try to use other models such as UTAUT or TAM to do 
research about the impact of e-service quality on customer 
satisfaction and customer loyalty. 

4. Adding the number of samples due to the small number of 
samples then it causes the results of testing the research 
hypothesis is not satisfactory, so it is advisable to increase the 
number of samples in future research. 
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Long-range, Low-Power Wide Area Network (LoRaWAN) is a very scalable solution for the
Internet of Things (IoT). Due to the air channel environment’s complexity, connectivity is a
crucial parameter for successfully planning and deploying the IoT networks. Measurements and
simulations have been used to evaluate LoRaWAN propagation models in the Urban environment,
but it is a challenging task. While practical propagation evaluation has been prohibitively
expensive, the theoretical modeling results have been less accurate. This paper uses real-world
measurements and a trace-driven simulation technique to evaluate the RF propagation models’
prediction performance for LoRaWAN 868 MHz propagation. First, a novel LoRaWAN trace-
driven simulation of Glasgow city centre has been performed. Second, LoRaWAN 868 MHz
measurements have been used to perform a critical analysis of LoRaWAN trace-driven Radio
Frequency (RF) propagation models and validation. The processed trace dataset is composed of
GPS coordinates, and the corresponding LoRaWAN received signal strength. The dataset has
been extracted from 5017 datasets of LoRaWAN measurements taken from Glasgow city centre.
A trace simulation program built-in ICS-Telecom was used to simulate LoRaWAN propagation
in the real-world urban environment. Comparison of LoRaWAN simulation traces and the
real-world data was performed to evaluate the prediction performance accuracy of Deygout
94, ITU-R 525/526, and COST-Walfish Ikegami (COST-WI) propagation models. All models
over-estimated LoRaWAN trace-simulated RSS levels in comparison to collected measurement
samples. While Deygout 94 prediction accuracy was higher with mean absolute error (MAE) at
0.83 dBm and standard deviation (SD) at 4.17 dBm, COST-WI performed poorly with MAE and
SD at 2.87 dBm and 10.96 dBm respectively.

1 Introduction

This paper is an extension of work originally presented in The
International Conference on UK-China Emerging Technologies,
Glasgow, UK, August 2019 [1]. The purpose of this work was
the application of a trace-based approach to evaluate the prediction
capabilities of the conventional propagation models for LoRaWAN
networks. As the Internet of Things (IoT) network is steadily grow-
ing, an understanding of conventional radio propagation models’
prediction accuracy is key to the successful planning and deploy-
ment of Long-range, Low-Power Wide Area Network (LoRaWAN).

Unlicensed IoT technologies allow anyone with an idea to create
and deploy IoT applications. Authors in [2] have predicted that a
global number of IoT connected devices will rise to 75.44 from 15.4

billion in 2025. LoRaWAN [3] is one of the Low Power Wide Area
Network (LPWAN) technologies for the interconnection of physical
things. It uses Long-Range (LoRa) modulation technology [4] at
the physical layer to achieve long-distance connectivity among the
connected things. LoRaWAN end-devices connect to LoRa gateway
using Radio Frequency (RF) propagation through the air channel
and LoRaWAN network and application servers. Due to the com-
plexity of the air channel environment, connectivity is a crucial
parameter for the successful deployment of the IoT networks. To
understand whether a LoRaWAN network meets the acceptable con-
nectivity performance, a detailed investigation of the network using
radio propagation prediction models is requisite to the network’s de-
ployment. However, Received Signal Strength (RSS) prediction in
LoRaWAN networks has become a complex task due to prediction
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performance differences in RF propagation models. These models’
ability to accurately predict the RSS depends on how correctly they
capture factors affecting RF signal propagation in the air channel.

Propagation models rely on natural and environmental factors
to calculate signal power attenuation, path loss in the air channel.
In the Line-of-Sight (LOS), the signal power attenuators include
RF and the distance between end-devices and LoRa gateways. On
the other hand, in cities, where Non-Line-of-Sight (NLOS) is dom-
inant, environmental attenuators of signal power include human-
made structures such as dense tall and short buildings, cars, and
bridges. The path loss incurred by the propagating signal due to
these obstructions is a consolidation of LOS and NLOS path loss
due to multipath, scattering, diffraction, and reflection losses. To
incorporate sufficient natural and environmental factors in the RF
propagation models, numerous empirical propagation models [5]
and deterministic propagation models [6] have been designed.

Different empirical and deterministic RF propagation modeling
techniques highlight contrasts in prediction performance accuracy
and application scenario. Empirical models were designed to predict
the RSS in the event of insufficient knowledge of terrain profile data.
These models were designed based on actual measurements taken
from the propagation environment conditions. They are made of
simple mathematical formulae with no reliance on the digital terrain
data and are less accurate for a distance range of less than 1 km
[7]. On the other hand, deterministic models largely depend on the
digital terrain models to predict the RSS. These models take into
consideration the free space and NLOS path loss. Accordingly, de-
tailed knowledge of digital terrain models is a prerequisite for their
prediction performance. Further contrasts exist within empirical and
deterministic models in terms of parametric design consideration
and prediction performance accuracy. Empirically, measurements
and simulation methods are accurately used to investigate these
models’ ability to predict the RSS in radio networks.

Taking measurements from the real-world networks and simula-
tion of the air channel propagation are vital methods used to evaluate
the RF models. Studies [5], [6] and [8] have used measurements
and simulations to evaluate the performance of various propagation
models, but less has been done to validate their applicability on
LoRaWAN networks in an urban environment. The studies in [9]–
[13] have used only measurements to understand the behavior of
air channel propagation on LoRaWAN network operations, but this
is an expensive approach as best practices involve taking measure-
ments at the later stages of network optimization. To validate the
applicability of empirical propagation models for LoRaWAN in the
city environment, our previous work in [14] showed less satisfactory
empirical models’ prediction performance against measurements.
Trace-driven simulation can bridge the gap between measurement
and simulation to evaluate RF propagation models’ performance for
LoRaWAN networks.

In this paper, we use real-world measurements and trace-driven
simulation technique to evaluate the RF propagation models’ predic-
tion performance for LoRaWAN networks. Trace-driven simulation
method can be used to evaluate computer-based models, but it works
well if a trace contains the experience required by the trace simula-
tion program [15]. The RF models are implemented in ICS-Telecom
[16], and the simulation required a digital terrain model of Glas-
gow city centre. The simulation that uses a trace that contains the

system’s experience makes a more realistic simulation performance
[17]. The study utilized a digital terrain model at 25 m and a dataset
from Glasgow city centre. This dataset contained 5017 measure-
ments with GPS coordinates and their corresponding LoRaWAN
RSS. Trace-driven simulation results were compared against the
real-world measurements to evaluate the prediction accuracy of Dey-
gout 94, ITU-R 525/526, and COST-WI. All models over-estimated
LoRaWAN trace-simulated RSS but showed superior prediction
performance over empirical models in [14]. The result shows that
the LoRaWAN network’s trace-driven simulation with these mod-
els provides a more realistic RSS prediction than the conventional
simulations.

The main contributions of this work are given in the summary
below:

• A novel use of measurement and trace-driven simulation of
LoRaWAN 868MHz propagation prediction for Glasgow city
centre.

• The trace-driven simulation and extraction of LoRaWAN RSS
traces spread over the digital terrain model of Glasgow city
centre with the minimum, maximum range of trace signal
levels, and the total number of trace measurements.

• Critical analysis of LoRaWAN trace-driven RF propagation
models and validation with real-world measurements. Dey-
gout 94 prediction accuracy was higher with MAE at 0.83
dBm and SD at 4.17 dBm.

• Visual comparative analysis of trace patterns between the
LoRaWAN real-world measurement site in Figure 2. and
trace-simulated site in Figure 5.

• Shown the functional relationship (Figure 4.) between trace-
driven simulation and the data collection, data processing,
and input to the prediction models.

This paper is arranged as follows: Section I briefly introduces
LoRa technology, LoRaWAN network, conventional RF propaga-
tion models, motivation for performance and evaluation of RF mod-
els with trace-driven simulation, and the related work. Section II
provides details about measurements and simulation. Section III
contains the RF models’ performance analysis and discussion. Fi-
nally, section IV presents the conclusion and prospective future
work.

1.1 Overview of LoRaWAN and LoRa

LoRaWAN is one of the media access control protocol for low-
power Wide Area Network (WAN). It is a long-range wireless com-
munication technology that enables low-powered IoT devices and
applications to communicate over the Internet [18]. LoRaWAN spec-
ification V1.0 [3] published in 2015, provides LoRaWAN details to
describe the network communication protocol and architecture. The
typical LoRaWAN network architecture is a star topology consisting
of the end-devices, applications, gateway, and the server. These
devices may be connected through the air or cables. LoRaWAN-
enabled devices may be categorized as Class A, B, or C, depending
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on the capacity for a trade-off between downlink latency and battery-
life saving. Figure 1. describes a typical star-topology of LoRaWAN
architecture. While LoRaWAN defines the architecture and system
communication protocol, LoRa is a modulation technology defined
at the physical layer.

Figure 1: Basic LoRaWAN Network Architecture

LoRa is a spread spectrum technique adapted by Semtech [4]
and implemented at the physical layer for digital wireless modula-
tion. It was derived from chirp spread spectrum technology [19]
to achieve a long-range radio communication in LoRaWAN net-
works while retaining the ability to operate at low-power levels.
Furthermore, the LoRaWAN network employs different spreading
factors (SF), another key technology to allow a trade-off between
the coverage and data rates [20]. Higher SF configuration helps the
LoRaWAN network to transmit further, but at the cost of low data
rates, and vice-versa. Thus, the LoRaWAN network delivers the
required connectivity to enable the LoRa end-devices to transmit
data over the air channel to the gateway and then to the network and
application servers.

1.2 Radio Propagation Models

RF propagation models[21] characterize the propagation of radio
waves as function carrier frequency, distance, and other NLOS
factors in the air channel environment. These RF models, deter-
ministic, semi-empirical, and empirical, employ several attenuation
factors, including LOS, diffraction, multipath, to estimate the RSS.
These models perform connectivity analysis in radio networks to
fast-track radio coverage information. Radio propagation effects
are heavily site-specific and depend on configuration parameters

such as terrain cover, operating frequency, distance, transmitter, and
receiver antenna height. In this study, commonly used RF mod-
els in ICS-Telecom, Deygout 94, ITU-R 525/526, and COST-231
Walfish-Ikegami models are evaluated for RSS prediction accuracy
in LoRaWAN network. These models are respectively, deterministic,
semi-deterministic, and empirical.

1.3 Deygout 94

Deygout 94 model determines diffraction attenuation for N suc-
cessive knife-edge or rounded obstacles. The model is based on
the idea of the main signal blocking component [22], which exerts
considerably high obstruction losses to the link between the trans-
mitting and receiving ends. The overall diffraction loss, LD, is given
as:

LD =

N∑
i=1

L1(Vi) (1)

where L1 is the diffraction loss in case of one main obstruction
between the transmitter and receiver, and Vi is the diffraction param-
eter for the ith knife-edge. The total path loss is the sum of Deygout
94 diffraction losses, free space, sub-path attenuation, and 3D losses
that are implemented in ICS-Telecom.

1.4 ITU-R 525/526

The ITU-R 525/526 uses ITU-R P 525 [23] to calculate the free
space loss and ITU-R P 526 to calculate attenuation due to diffrac-
tion [24]. The concept of ITU-R 526 calculation of diffraction
losses is similar to Deygout 94. It calculates sub-path and diffrac-
tion losses using the Delta Bullington diffraction model [25]. The
ITU-R 525 calculates the basic free space transmission loss, PA0

between isotropic antennas, as follows:

PA0 = 32.4 + 20log10(d) + 20log10( f ) (2)

where f is frequency (MHz) and d is the distance (km).

1.5 COST-231 Walfish-Ikegami

COST 231 Walfish-Ikegami (COST-WI) the model [26] is a com-
bination of Walfish and Ikegami models. Unlike the deterministic
model that requires digital terrain models, including the buildings
layer, COST-WI is an empirical model that requires characteristic
values. It improves the path loss prediction by considering more data
to characterize medium-sized flat urban environments [27]. Com-
pared to other empirical models, the COST-WI parameters include
the heights hb of the building, the separation between buildings d,
the widths of roads w, and the angle θ to the direct radio path. The
range of fundamental parameters considered is 800-2000 MHz for
frequency, 1-3 m, 4-50 m, 0.02-5 km for distance, and end-device
and gateway antenna height, respectively. The model calculates
path loss due to the LOS and NLOS. The mathematical formulae
for LOS and NLOS are respectively defined in (3) and (4) below.

PLOS = 42.64 + 26log10(d) + 20log10( f ) (3)
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If NLOS is the case, then path loss calculation is a combina-
tion of attenuation due to free space PLOS , the rooftop to street
diffraction, and the scattering Lrts, and the multiple screen diffrac-
tion loss Lmsd. The totality of this (NLOS) path loss is described
mathematically [27? ] as follows:

PNLOS = PLOS + Lrts + Lmsd (4)

The Lrts, the diffraction loss from the rooftop to the street is deter-
mined as in the following formula:

Lrts = −16.9 − 10log10(w) + 10log10( f ) + 20log10(hb − hr)
+ Lori (5)

where, w is width of the roads, hb and hm are the height of building
and end-device mobile station respectively. The street orientation
correction factor, Lori[28] is given as:

Lori =


−10 + 0.35α for 0◦ < α < 35◦

2.5 + 0.0755(α − 35) for 35◦ < α < 55◦

4 − 0.0114(α − 55) for 55◦ < α < 90◦
(6)

where α is the street orientation angle, Lmsd, the multiscreen loss,
represents diffraction loss from multiple obstacles. The following
mathematical representation determines it:

Lmsd = Lbsh + Ka + Kdlog10(d) + K f log( f ) − 9log10(sb) (7)

where the correction factors, Lbsh and Ka represent path loss when
the gateway is above and below the rooftops, respectively. sb rep-
resents buildings separation. The terms Kd and K f quantify the
diffraction loss as a factor of the distance, d and frequency, f , and
are defined in[26] as follows:

Lbsh =

−181log(1 + ht − hb) ht>hb

0 ht≤hb
(8)

Ka =


54 ht>hb

54 − 0.8(ht − hb) ht<hb and dkm≥0.5km
54 − 1.6(ht − hb)d dkm<0.5km

(9)

Kd =

18 ht>hb

18 − 15(ht − hb)/hb ht≤hb
(10)

K f = −4 +


0.7( fMHz/925 − 1) for medium-size city and

suburban
1.5( fMHz/925−1) for metropolitan centres

(11)

1.6 Motivation for Performance and Evaluation of RF
Models with Trace-driven Simulation

The evaluation of how the air channel affects the propagation of
wireless communication signals is a challenging task. In cities, the
physical environment, including buildings, bridges, people’s motion,
and vehicles, adversely affect propagating RF signals. To accurately
evaluate the effects of the physical environment in cities, simula-
tion methods and models have become an integral part of wireless
communication systems’ planning and deployment. However, it has
been challenging to identify which RF propagation models, from
their significant number, produce realistic predictions of the RSS.
The assumption that simulation models can be applied to model-
ing propagation effects in different environments, protocols, and
applications have often been proved less accurate.

The literature is yet to contain either the RF propagation pre-
diction models or an established understanding of the actual RF
propagation prediction models’ performance for the LoRaWAN
propagation system in cities. Studies that attempted to evaluated
LoRAWAN propagation system performance in different urban sce-
narios used the analysis of the real-world measurements [9]–[13].
However, the use of field measurement to characterize the impact
of the air channel on RF propagation is usually costly as it involves
real systems. In wireless communication networks, taking real-
world measurements is usually the last phase of network planning
and deployment, aiming to optimize a wireless network system
performance. Instead, the network planning tools use propagation
prediction models to estimate path loss due to air channel condi-
tions. In our previous work [14], we evaluated conventional em-
pirical propagation models’ performance to determine applicability
for predicting LoRaWAN RSS in an urban scenario. Although the
study showed that COST-WI had better prediction performance for
LoRaWAN RSS than other models considered for the study, this
result was over-predicted by 6.48 dBm. Therefore, this indicates
that empirical RF models lack accuracy in attempts to capture paths
loss over the rooftops, diffraction, and reflections arising from the
buildings and streets set up, and these factors are better handled
with deterministic models.

In this paper, we intend to evaluate Electromagnetic Wave (EM)
based deterministic models to understand the applicability of these
models to predict LoRaWAN RSS in urban areas. The EM deter-
ministic models’ ability to accurately consider the phenomena of
path loss over the rooftops, diffraction, reflections from buildings,
dispersion, and wave running are essential features for dense ur-
ban outdoor RF propagation [29]. Deterministic models require
the use of accurate and high-quality terrain models of the environ-
ment. However, in the presence of low-quality terrain models, the
use of trace-driven simulation for evaluation of deterministic and
semi-deterministic models produced more accurate LoRaWAN RSS
prediction than empirical RF models. This study can give insight
into the effectiveness of trace-simulation with standard propagation
models for evaluation of IoT connectivity with LoRaWAN networks
at 868 MHz in the NLOS urban environment.
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1.7 Related Work

Trace-driven simulation is a technique that utilizes both measure-
ments and simulation for evaluation and prediction of the perfor-
mance of the computer-based systems [30]. All the trace-driven
studies reviewed in this paper used a software probe to collect mea-
surement trace data except [31], which used device-specific data
collection from the testbed. Trace-driven simulation technique has
been introduced in [32] as a technique that uses analysis of mea-
surement trace data to redo similar experimental circumstances in
the simulations. Trace-driven simulation has been used to perform
a realistic simulation.

Trace-driven simulation use analysis of the experimental trace
data in an attempt to recreate simulation of the experimental condi-
tions. Authors in [33] stated that sufficient and accurate measure-
ment datasets could directly serve as a basis of propagation perfor-
mance prediction or fitting the RF models. Trace-driven simulation
was used in [34] to model the error behavior of the WaveLAN wire-
less channel. Chia et al [35] proposed an Automata-Synchronized
Replay (EAR) system software to perform trace-based simulation
of the measured packets received over the Wireless Local Area
Network. The EAR was used to control trace packet, synchro-
nize the environmental effects in trace packet with the packets, and
other signals received from the real-world environment. The system
implementation results show that the EAR achieved an event repro-
duction rate of 92.45% under a fading environment. Trace-driven
simulation can be used to evaluate wireless link models.

In [36], the authors presented a Wireless Link Simulator (WiL-
inkSim). This simulator implemented models based on mathemati-
cal distribution to correctly represent wireless errors (bit error rate)
due to the air channel’s effects. WiLinkSim utilizes trace-driven
models for realistic simulation of Rayleigh and multipath fading
and during the deployment of a real-world network. G. Judd and
P. Steenkist [37] indicated that trace-driven simulation is one of
the accurate methods to model RF signal propagation. Authors in
[38] used measurement error traces to configure stochastic error
models to reproduce the signal-to-noise-plus-interference ratio er-
rors of the received wireless signal. The accuracy for Bernoulli,
Gilbert-Elliot, and chaotic map error models’ ability to reproduce
or estimate the measured dataset was performed by comparing the
measured traces with models’ simulated traces. The results showed
that Gilbert-Elliot and chaotic map error models attained enough
accurate reproduction of the measured traces.

2 Measurement Setup and Simulation

In the first step, the measurement trace dataset was collected, and
then, the RF propagation prediction models were trace simulated us-
ing the measurement processed trace data. The measurement trace
dataset was collected from an experimental LoRaWAN network
installed in Glasgow City using LoRaWAN end-devices and Servers.
The processed trace data needed for trace-simulation was selected
from the measured data. This trace data served as input data to the
trace simulation program. Below is the detailed description of data
collection, data processing, and trace-simulation setup.

Table 1: Measurement and Trace-simulation Parameters.

S/N Parameters Values

1 Operating frequency Band 868 MHz
2 Bandwidth 125 kHz
3 End-device transmit power 14 dBm
4 Number of Gateway 3 m
5 Gateway antenna heights 30, 27 and 27 m
6 End-device antenna height 1.5 m
7 Measurement spreading factor (SF) 7-12
8 Trace-simulation spreading factor (SF) 7, 8 and 12
9 Maximum transmit and receive distance 2275 m

2.1 Data Collection Setup

Capturing the field measurements is essential in characterizing air
channel impact on LoRaWAN system applications under real-world
conditions. We performed an experimental field study to acquire
real-world LoRaWAN measurements from Glasgow city, Scotland,
the UK. On the map, the city’s latitude and longitude are 55.8642◦

N and 4.2518◦ W, respectively. The city is built at the bank of River
Clyde and constitutes tall and huge buildings and open spaces. Data
collection was performed in this city’s environment to characterize
the effects the NLOS has on the air channel for RF propagation of
the LoRaWAN network. The leading equipment used to collect data
is the LoRaWAN end-device and three gateways. The former was a
Multitech mDot module [39] with LoRa and LoRaWAN protocol,
regulated by a single board Raspberry Pi computer, whereas the
later constituted Kerlink gateways, enabled with Semtech LoRa
SX1301 chip [40]. The Raspberry Pi computer was connected to
a 3G/GPS module to keep location records for the received from
transmitting end-device operated at 868 MHz and 14 dBm.

Figure 2: A Google map showing the location of the three LoRa Gateways installed
in Glasgow city centre and measurements waypoints. The blue markers on the map
represent GPS and their corresponding LoRaWAN RSS waypoints obtained during
the measurements

The gateways operated at three locations. The first gateway at
Glasgow Caledonian University, 30 m on top of George More build-
ing. The second gateway at Strathclyde University, 27 m on top of
James Weir building, and the third gateway placed at 27 m on top of
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Skypark. The distance between gateway at Skypark and James Weir
building is 2005 m apart, and both buildings are respectively, 590 m
and 1900 m from George More building. Figure 2. is the display of
a 1:300 Google map showing the topography of Glasgow city centre
used for the LoRaWAN RSS measurements. It indicates the location
of the three LoRa Gateways and measurement waypoints. The three
gateways utilize the cable and mobile networks to connect to the
network server to record packets received from the transmitting end-
device. The mobile end-device transmissions operated the 868 MHz
and 14 dBm. Table 1. shows details of LoRaWAN transmission
parameters. The packets were sequentially transmitted, and success
or failure to receive an ACK message was recorded. These packets
altered between 7-12 the spreading factor. We collected the data in
a backpack logger unit at the walking speed in Glasgow city. The
data collected in the network server and backpack logger unit were
combined and processed in a database. This data shall be known as
measurement trace data.

Figure 3: LoRaWAN 868 MHz simulation without traces over a Bing digital terrain
model of Glasgow city centre. The three green squares in a reddish/brown color
represent the simulated LoRa gateways. Colors represent the variation of signal
levels, with blue indicating the weakest and reddish the strongest signals.

2.2 Data Processing and Input to Models

To prepare LoRaWAN system measurements for a trace simulation
program, we processed measurement trace data. Measurement trace
data contained feature data and metadata not required by the trace
simulation program. A total of 5008 measurement trace data col-
lected in the backpack logger unit and network server was loaded
into the database. We used the command line manipulation com-
mands to pare measurement trace data down to locations coordinates
and the RSS suitable trace simulation. Consequently, manipulation
of measurement raw data resulted in 5008 datasets for latitude, lon-
gitude, and corresponding RSS required for the ICS-Telecom trace
simulation function.

The trace simulation program is built from LoRaWAN and RF
propagation system models. LoRaWAN system configuration pa-
rameters in Table I. and RF propagation models are introduced in
section I. The LoRaWAN parameters in this table are based on the
LoRaWAN band regulation in the European Union and the physical

position of gateway and end-device antenna heights used during
the measurements. Similarly, the maximum transmission is the
distance between the transmission and reception attained during
the measurements. However, due to lack of mobility during the
simulation, the SF was heuristically fixed at 7, 8, and 12. The trace
simulation program imported the processed trace data through the
measurement import function to perform a trace-driven simulation.
It executes the LoRaWAN and RF propagation environment using
the processed trace data. The trace-driven simulation program’s
output, which is of interest to this work, was the trace-driven RSS.
This output is compared with the RSS in the processed trace data
for performance analysis. Figure 4. shows a block diagram of the
trace-driven simulation model. This model’s main parts are; data
collection, data processing, and LoRaWAN and RF propagation
conceptual models.

Figure 4: Block Diagram of Trace-driven simulation

2.3 Trace-Driven Simulation

The trace-driven simulation requires a combination of system mea-
surements and simulation [41]. In this paper, trace-simulation set
up involved importing processed trace data and configuration of the
Glasgow city centre digital terrain model. When the trace simula-
tion program starts, it loads the processed measurement trace data
and the LoRaWAN RF propagation system model to reproduce the
same experimental conditions in the ICS-Telecom. Authors in [?
] showed that trace-simulation produces more realistic simulation
results than conventional simulation. In [42], the authors provided
a detailed account of the advantages of trace-simulation over the
conventional simulation. To simulate Glasgow city centre terrain,
we imported and configured a 1:300 Bing terrain model of Glasgow
city centre at 25 m resolution into ICS-Telecom. However, low-
resolution terrain maps such as 25 m provided a digital elevation
model and the city’s clutter to the simulator, leaving out the build-
ing layer. This input facilitated the simulation of the LoRaWAN
system in Glasgow city centre. Over the terrain map, we placed
three system gateway models. Each gateway model location con-
figuration on the terrain map matched the latitude and longitude of
system gateways used during the LoRaWAN measurements. Like
the measurement system, the distance between LoRaWAN gateway
models at Strathclyde University and Skypark on the terrain map
represents 2005 m apart. The respective distance between these
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gateway models from Glasgow Caledonian University represents
590 m and 1900 m on the ground. Figure 3. shows the LoRaWAN
868 MHz simulation system set up without traces over a Bing digital
terrain model of Glasgow city centre. The next step was to load the
processed trace data for trace-driven simulation of the LoRaWAN
868 MHz system.

Figure 5: A trace-driven simulation of LoRaWAN 868 MHz over a Bing digital
terrain model of Glasgow city centre. The three green squares at the base of red
triangles represent the simulated LoRa gateways. Colors represent trace-driven
RSS data. The blue color refers to the weakest signals, and reddish/brown refers
to the strongest signals. The trace-driven data follows waypoints of the real-world
measurements.

Through the measurement import function, the trace simulation
program imported the processed trace data. Presented to the digital
terrain map are LoRaWAN system measurement locations, a set of
latitude and longitude coordinates. Figure 5. shows a trace-driven
simulation of LoRaWAN 868 MHz over a 1:300 Bing digital terrain
model of Glasgow city centre. It presents the trace-simulated RSS
in the previously identified location with the processed trace data,
which contains latitude, longitude, and corresponding RSS. At the
base of the trace simulation program, there are LoRaWAN and RF
propagation system models. These models are the designed base of
the trace-driven simulation program. LoRaWAN and RF conceptual
system models comprise LoRa modulation, LoRaWAN network,
RF propagation models, and the terrain model. The configuration
of the LoRaWAN simulation system parameters is similar to Lo-
RaWAN system parameters shown in Table I. On the other hand,
the configured RF propagation models are described in Section I.
After the trace-simulation, extraction of the predicted trace-driven
LoRaWAN RSS followed for each of the RF models.

The extraction of trace-simulated LoRaWAN RSS from the
LoRaWAN simulation system provided a trace-simulated dataset
required for prediction performance analysis. The minimum trace
signal level was set to -140 dBm and the maximum trace signal level
set to -61 dBm. The total number of trace data was set to 5008. The
trace-simulated LoRaWAN RSS are spread over the digital terrain
map of Glasgow city centre in Figure 5. and the color code shows
the varying signal strength, which depends on different factors,
including clutter obstructions in the environment. The predicted
trace-driven dataset for each propagation model was extracted from
the LoRaWAN simulation system digital terrain map. Alternatively,
the predicted trace-driven dataset can be exported from the simula-

tion system. To validate the obtained trace-simulated dataset, we
compared the RF propagation models’ trace-simulated LoRaWAN
RSS with the LoRaWAN system RSS, measured from Glasgow city
centre.

3 Performance Analysis and Discussion
To evaluate models’ prediction performance accuracy, we validated
LoRaWAN trace-simulation with measurement trace data. Common
mathematical error methods measured the prediction accuracy of
the models. The error performance metrics used to represent the
error between measurement and simulation are the Mean Square
Error (MSE), ∆

′

yi, Mean Absolute Error (MAE), |∆y|, and Standard
Deviation (SD), σe. In this paper, N indicates the total number
of measured or simulated data samples, whereas ∆yi denotes the
difference between predicted and measured datasets. While MAE is
used as a measure of RF models prediction error, SD measures the
average distance between measurement and the predicted dataset. C.
J. Willmott and K. Matsuura [43] examined the ability of MAE and
Root-Mean-Square Error (RMSE) to represent the average error per-
formance of a model. The authors concluded that MAE is a preferred
measure of one dimension average error performance compared to
RMSE, which is suitable for more than one error performance of a
model. However, in [44], authors argued that both MAE and RMSE
may be used to evaluate the average error prediction accuracy of
the models. In this study, the MAE is considered to be an intuitive
measure of average error prediction accuracy in RF models.

∆yi = (RS S predicted − RS S measured) (12)

∆
′

yi =
1
N

N∑
i=1

(RS S predicted − RS S measured)2 (13)

|∆y| =
1
N

N∑
i=1

|∆yi| (14)

σe =

√√√
1
N

N∑
i=1

(∆yi− | ∆y |)2 (15)

Table 2: Error Performance Metrics

Parameters Deygout94 ITU-R525/526 COST-WI

MSE 18.7812 20.978 24.2155
MAE 0.83 1.01 2.87
SD 4.17 5.84 10.96

The comparative analysis of RF models prediction accuracy
showed that all the three investigated models over-estimated the
RSS measurements. However, Deygout 94 registered higher pre-
diction accuracy with MAE at 0.83 dBm. The MAE for ITU-R
525/526 and COST-WI was 1.01 dBm and 2.87 dBm, respectively.
In terms of prediction error, Deygout 94 prediction had the lowest
Mean Square Error, MS E at 18.7812 dBm, followed by the ITU-
R 525/526 and COST-WI with MS E at 20.978 dBm and 24.2155
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dBm respectively. Furthermore, Deygout 94 exhibited the lowest
standard deviation, σe at 4.17 dBm, followed by the ITU-R 525/526
and COST-WI at 5.84 dBm and 10.96 dBm respectively. This result
implies that Deygout 94, a deterministic model, performs better RSS
predictions than the ITU-R 525/526 and COST-WI models. COST-
WI poor prediction performance is attributed to its reliance on the
buildings’ information. Table II. shows models’ prediction error
performance metrics calculated in equations 12-15 for MS E, MAE
and σe using measured and trace-driven dataset in the NLOS city
environment. Overall, it can be observed that Deygout 94 obtained
low prediction error performance.

Density and vertical obstructions presented to the application
through a high-resolution DTM is crucial for modeling RF propa-
gation [45]. The DTM at 25m resolution that presented the NLOS
obstructions over Glasgow city centre terrain landscape into the
ICS-Telecom lacked detailed buildings’ information. The graph-
ical representation in Figure 6. shows the relationship between
the LoRaWAN 868 MHz measurement dataset and models trace-
simulation performance in the NLOS conditions in Glasgow city
centre. The measurement and trace-driven simulated data are plotted
as a RSS function, in dBm and distance, d in meters. The visible
gap between measurements and trace-driven simulation may be
attributed to the low resolution of the DTM, which fails to repre-
sent actual NLOS conditions in Glasgow city centre to the Trace
Simulation Program. However, trace-driven RSS trend against the
distance follows RSS measurements with Walfish-Ikegami keeping
more distance and Deygout 94, making a closer drift with measure-
ments. The clustered data visible on the graph indicates many RSS
collected at specific locations due to reduced NLOS obstructions.
On the other hand, the flattened regions are an indicator of either
low variations of LoRaWAN RSS as signal reception reduce or
completely blocked due to an increase in density and the height of
buildings in the City’s air channel.

Figure 6: Models trace-simulated performance comparison with LoRaWAN 868
MHz measurements. The vertical axis plots real-world LoRaWAN RSS measure-
ments, dBm and models’ trace-simulated LoRaWAN RSS data, dBm. The horizontal
axis represents the distance, d in m.

The trace-driven simulated models improved prediction accu-
racy performance compared to empirical models in the previous
study [14]. Both studies were carried out for LoRaWAN 868 MHz
in Glasgow city centre, and the same measurement dataset was used
for validation. Table III. shows the comparison of prediction accu-
racy of empirical models, in cyan color heading and trace-simulated
models, in the yellow color heading. The improvement in trace-

simulated predictions compared to empirical RF models can be
attributed to measurement traces and differences in model design
and application. The spreading of LoRaWAN RSS over the Glasgow
city centre map shows how trace-driven simulation leads closer to
measurements.

Table 3: Comparison of Emprical and Trace-simulated Models Prediction Accuracy

Parameters Deygout94 ITU-R525/526 COST-WI-Traced Okumura-Hata COST231 COST-WI

MSE 18.7812 20.978 24.215 48.84021 57.2056 96.746

MAE 0.83 1.01 2.87 5.564 6.131 7.413

SD 4.17 5.84 10.96 9.158 11.425 7.454

The analysis of measurements and simulation mapping over
Glasgow city centre’s map shows significant variation in the RSS
spreading. The simulation mapping of RSS in Figure 3. spreads all
over the map compared to the mapping of RSS measurement, which
follows the data collection path. On the other hand, LoRaWAN
trace-driven simulation mapping in Figure 5. attains a close match
to the mapping of RSS measurements in Figure 2. when the mini-
mum and maximum trace signal level and the total number of trace
dataset is set. The closer pattern between the measured and trace-
driven RSS mapping matches the claims that trace-driven simulation
performs realistic simulation [32]. This pattern shows that the trace-
driven simulation technique can perform a realistic evaluation of RF
models for the planning and deployment of LoRaWAN in cities.

4 Conclusion and Future work
We have created a trace-driven simulation of LoRaWAN 868 MHz
for Glasgow city centre. Trace-driven simulation techniques us-
ing the real-world measurement trace dataset make it possible for
RF propagation models to produce realistic RSS predictions of
LoRaWAN radio links. This paper has used measurements to per-
form trace-driven simulation over the DTM of Glasgow city centre.
We have used LoRaWAN trace-driven RF propagation models to
analyse and evaluate several RF propagation models’ prediction
performance accuracy for LoRaWAN 868 MHz. The RF mod-
els considered in this study are Deygout 94, ITU-R 525/526, and
COST-WI. The trace simulation program, built in the ICS-Telecom,
imported 5017 processed trace datasets measured from an exper-
imental LoRaWAN 868 MHz network deployed in Glasgow city
centre. The processed trace dataset contained the latitude, longi-
tude, and the corresponding measurement RSS. The comparative
performance analysis of trace-driven LoRaWAN simulation traces
and the real-world measured LoRaWAN processed trace dataset
showed that RF propagation models produce realistic LoRaWAN
RSS predictions.

All models over-estimated LoRaWAN trace-simulated RSS lev-
els in comparison to real-world collected data samples. However,
a comparison of trace-driven simulated models and empirical RF
models shows that trace-simulated RF models produce a more ac-
curate prediction. Deygout 94 prediction accuracy was the higher
with MAE at 0.83 dBm and SD at 4.17 dBm. COST-WI cannot
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be used for simulation of LoRaWAN coverage estimation in an
urban environment unless high-resolution DTM models are used in
ICS-Telecom. Currently, most studies use measurements to evaluate
LoRaWAN performance. This approach is expensive, and trace-
driven simulation can be a better option. Although it requires DTM,
the use of even low-resolution DTM produces results better than
conventional models. The random neural network could be used to
design a more accurate and inexpensive RF propagation model in
the future.
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The performance of indoor illumination control in many applications, such as in an intelligent
building, relies on the quality of the light sensors. In many cases, the light level is not uniform
and depends on the direction of the illumination source. It usually requires multiple sensors set
up in different directions to gather the overall light level. We propose a system that can provide
multi-directional light sensing data by rotating a single sensor. This approach overcomes the
problem of static sensors network by dynamically changing the measuring angular of the light
sensor. We present a sensor system prototype using the ESP8266 controller board, BH1750 light
sensor, stepper motor, and 3D printed rotation base mechanism. The system can calculate the
sensing angle and transmit sensing data to the monitoring unit or Internet of Things platforms
for visualization and analysis. The testing results in normal workrooms show that the rotating
sensor can measure the light level in different directions and detect the direction of the main
illumination source. Even blocking some directions, the sensor still is able to accurately measure
and provide sensing information on the remaining directions. Our sensor system is useful in
both whole lighting and local lighting control applications.

1 Introduction

Light sensing information has a vital role in illumination control
applications as in industrial lighting or a sensor-actuator (S-A) build-
ing. The characteristics and capability of light sensors highly affect
lighting control performance. The indoor illuminance depends on
both artificial and natural light. The light measuring is not just
based on the photodetector in the sensor, but also other factors like
sensor direction and occupant activities. Typically, the S-A sys-
tem uses multiple light sensors or a network of sensors that are
located distributively. As mentioned in [1], there are challenges in
the use of a network that contained a large number of sensors such
as unreliable sensor nodes (fault tolerance), difficult to add a new
sensor or to change sensors direction (scalability), and late respond
of light changing events (low latency). For a single sensing node,
the sensor could be blocked by unaware objects or illuminated by an
offensive light beam (not the lighting source), causing an inaccurate
measurement. We proposed in [1] a rotating light sensor system that
helps to reduce these issues. This paper presents a new design of
the system with more details of the evaluation results.

The system proposed in [1] used a single light sensor rather
than multiple sensors, and the sensor can rotate freely to measure

the light illuminance from numerous directions. The sensor also
recognizes the measuring angle as a part of the sensing data. In
[1], we introduced a demonstration version of the sensor system
that had a relatively large size. We present here a new version with
a reduction in the overall size. For validation purposes, we add a
static sensor to the system. The significant advantage of our system
is that it is able to provide light sensing data at different angles using
just a single sensor compared to a system that uses multiple sensors.
The rotating sensor can detect the temporary light changing at a
specific angle or determine which measuring direction may have
been blocked. These features allow the sensor to accurately tracking
the light information in real indoor applications. The system can
also work on the Internet of Things (IoT) [2] applications since it
can connect and transfer data to the popular IoT platforms.

The paper is organized as follows. The following section pro-
vides the related works. The methodology, design, and features of
the rotating sensor system are presented in Section 3. The perfor-
mance analysis and experimental results are provided in Section 4.
The last section concludes the paper.
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2 Related Work

Light sensing data is used in the illumination control system is often
come from either a single sensor or a network of sensors. The use
of light sensors networks has become more popular, especially in
medium and larger size applications. Using a single sensor may not
provide enough sensing information, while a network of sensors has
the challenges of fault tolerance [3], scalability [4], and low latency
[5]. We have observations about these challenges based on our work
in light sensing and lighting control research. Firstly, the fault toler-
ance feature in the light sensors network requires the system to work
correctly when some sensors may have been failed. It is difficult
to satisfy this requirement when the light sensors are distributed at
a different location. For the scalability, there is a challenge in the
application that requires to increase illumination areas such as in
the commercial center or industrial working floors. In such a case,
the component cost would increase, and the sensor system should
be portable enough to adapt to the extensions. Lastly, the static
sensor system may have a low latency issue system when it places
the sensor in a fixed direction and orientation. The static system
may not quickly sense the changing of illumination level in the
zones uncovered by the sensor. In [6], the lighting control system
used the wireless sensor networks data to control the illumination to
reduce the energy costs. A significant deployment and maintenance
costs of the sensors was reported. In addition to the components
cost, there was another complexity in the controlling system related
to the variation of the light level caused by the sunlight [6]. The
study in [7] indicated the effect of other natural factors like sun
movement, clouds, and shadows on changing the light levels in
the testing applications. The effect of distance and direction of the
sensors and light sources on the sensing data was studied in [8].
They studied the controlling of both overall and local illumination.
The controlling plan uses the local light sensing data to provide
illumination upon the user’s needs. A limitation is that the system
requires a light sensor to be carried with the user to measure the
local light level. These local measurement data were used in the
illumination controlling plan to meet the user requirement.

For the location-based illumination control, the whole lighting
provides background light, and the local lighting provides concen-
tration light [9]. In this system, the control system uses light sensing
data to control both background and concentration illumination. The
work in [10] had evaluated the effect of the local light sensing on
controlling the whole lighting devices. It also requires to determine
the location zone of the user to provide the personalized light control
[11, 12].

In [13], the author studied the distributed light control system
to accommodate both the user occupancy and the natural daylight
level. A large number of light sensors were used in their system to
examine the relationship between the occupation bases and the rele-
vant light sensors. The testing result also indicates the dependence
of the light control performance on the accuracy of the local and
whole light sensing information.

We have not seen such a system using a rotating sensor in light
sensing applications. In the field of radio tomography, a study pre-
sented in [14] introduced a rotating RF sensor system to sense the
radio system from multiple directions and improve the accuracy of
tomographic imaging. As we stated in [1], since the light ambient

is heterogeneous, it is necessary to create a light sensor system that
can measure light from different angles and reduce the problem of
multiple sensor networks. Such a system is useful to increase the
quality of intelligent lighting control applications.

3 Design of the new Sensor System
The rotating sensor motioned in [1] was a demo prototype. We have
designed a new version of the sensor system that could be used as
a real measurement tool. An image of the new sensor system is
presented in Figure 1. The new design took care of the following
factors:

• Improving the rotation system.

• Reduce the distance between the sensor and the rotation mod-
ule.

• Optimizing the overall diameter of the sensing system.

• Adding a static sensor for referencing.

3.1 Multi-Directional Light Measurement Vector

Consider a visible light source s, the Lumens from this source can
be calculated based on the Is intensity [15] as:

Φs = 4πIs. (1)

For the isotopic light source, where the intensity is the same in
all directions, the measurement of the luminous flux on a unit area,
also known as or light level in a specific area or illuminance, is the
ratio of the Lumens Φ over the area of the measuring surface. How-
ever, in the indoor environment where the source is not isotopic, for
a flat radiating surface of a sensor, the calculation of the illuminance
need to consider cosine the observation angle (θ) with respect to the
surface normal as shown in the Equation (2)

E =
Φs cos θ

A
. (2)

In the lighting control system, the observed ∆E, changing of
illuminance on the light sensor surface, are used to control light
bulb brightness:

∆E =
∆Φs cos θ

A
. (3)

In our proposed system, the light level is measured in multiple
directions. Hence, we use a vector of illuminance as:

E =


E0
E1
...

EN−1

 , (4)

where N is the number of the measuring directions and En is the
measured illuminance at the direction n ∈ [0,N − 1].

There are two major advantages of the sensing data provided by
a rotating light sensor comparing to a static sensor. First, the light
intensity measured by a static sensor depends on a single sensing
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direction, the angle θ as in Equations (2) and (3), while the rotating
sensor provides a combination of illuminances from multiple direc-
tions. In the real application, such as lighting control, the measuring
direction could be blocked by an object that makes the sensing value
of the static sensor inaccurate. The rotating sensor can be able to
void this issue as it measures the light from different angles. Second,
the rotating sensor uses a vector of illuminance (4) that can indicate
the main light source direction. Furthermore, we can apply the
gradient calculation (∇) on the vector of illuminance to measure the
rate and direction of change in the light intensity.

3.2 Features of the Rotating Sensor System

The new sensor system is shown in Figure 1 has an overall diameter
of 100 mm. This design is small enough to use in most indoor
applications. Table 1 summarizes the features of the sensor system.
The system uses one light sensor to dynamically measure multi-
directional light intensity. In this system, there is no need to use
many sensors as in a sensor network. By rotating the light sensor,
our system may avoid the issues when the static measuring angle
has been blocked by an object.

Figure 1: A sample image of the new rotating light sensor system. The light sensor
is attached to the side of the curved handle of the rotation base structure.

Table 1: Features of the sensor system

System Features Value
Light Sensor BH1750
Stepper Motor 28BYJ-48
Stepper Motor driver board ULN2003
Microcontroller Module ESP8266
Overall Dimension (mm) 100
No. of Measuring Directions 8 and 16
Sensor Measuring Resolution (Lux) 1 (high) or 4 (low)

MMotor 
Driver

Main Control Board

Data Monitor and Analysis

Static 
Light 

Sensor

No. of 
pulses Direction

Rotating 
Light 

Sensor

Figure 2: Diagram of the sensor system.

Figure 3: Sample views of the rotation base structure design.

Figure 4: Conceptual logic circuit of the sensor system.

As shown in the system diagram in Figure 2, the major com-
ponents of the system are the light sensor, stepper motor, motor
diver board, and the main control board. The system uses a micro-
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controller to control the rotation, sensing the light illuminance, and
transfer data to the monitoring platform. In this design, we have
improved the rotation system and created a new base structure of
the sensor. Figure 3 shows several views our the new base structure.
The structure was 3D printed and used in the sensor system.

As a modified version in [1], the new system uses an additional
static sensor to provide a reference as requested. In this study, we
consider the static sensor is the sensor that has a fixed sensing sur-
face normal vector, thus the observation angle θ for any lighting
source stays unchanged (see Equation 2). The rotating sensor is
the sensor that its observation angle can be changed. By rotating
the sensor in an axis different than the normal vector of its sensing
surface, we can change its observation angle.

The logic circuit of the new system is shown in Figure 4. The
sensors communicate with the microcontroller using the I2C pro-
tocol. Both static and rotating sensors are the BH1750 [16] digital
light intensity measuring module. The sensor module has an inter-
nal converter to convert the analog signal to the digital value. The
module also contains a preprocessor to process the digital value and
return the measuring value in the range of 1 to 65535 Lux.

The circuit uses a ULN2003 stepper motor driver to provide a
drive interface between the microcontroller and the stepper motor.
The ULN2003 driver pins, IN1, IN2, IN3, and IN4, are connected
to the microcontroller digital pins. The power supply pins (VCC
and GND) of the ULN2003 driver board are connected to the mi-
crocontroller 5V pin and GND pin, respectively. The stepper motor,
model 28BYJ-48, runs in 32 steps mode and has a built-in gear with
a 64 to 1 reduction ratio to produce 2048 steps per revolution. The
step-angle relation is calculated as:

α =
i × 360
2048

, (5)

where α represents the angle, and i is the number of controlling
step of the motor. Sample images of the motor and the driver board
were presented in [1]. In this new design, the motor is attracted to
the center hole of the base structure shown in Figure 3. The motor
can rotate the whole structure hence rotate the light sensor. For the
microcontroller, we used the ESP8266 [17] board that runs in the
Arduino environment. This module has a Wi-Fi microchip with a
full TCP/IP stack to transfer the data. We program the system in the
Arduino code using the C++ programming language.

Table 2: Relation of the sensing directions, angle interval, and motor steps interval

No. of Sensing Directions ∆α Steps Interval
8 45◦ 256

16 22.5◦ 128
32 11.25◦ 64
64 5.625◦ 32

3.3 Measuring Multi-Directional Light Illuminance

The main procedures of the illuminance measurement are kept simi-
lar to in [1] except for the additional signal of gathering the static
sensor data. As mention in [1], for the applications that require the
data of light intensity in different directions, the users may have to
manually set up several sensors at different orientations. We devel-
oped an algorithm to automatically rotate the sensors, calculate the

angles, and gather the illuminance in multiple directions. Figure 5
presents the major steps of the algorithms. In the beginning, the pro-
gram set up the initial direction of the sensor. The sensor can rotate
in a full 360◦ revolution, hence any angle can be set as the initial
sensing direction. Then the sensor system starts collecting the angle
and illuminate data. In each iteration of the major loop shown in Fig-
ure 5, the control program rotates the sensor by increasing the motor
step, calculates the sensing angle, gets the light level information,
and transmits the data to the monitoring software. The counting of
the motor steps is used to calculate the angle based on the Equation
(5). When the motor reaches a full circle (at 2048 counted steps),
the counting is reset to Zero, and the rotating direction is reversed.
The sensor system can measure light in any direction or at a group
of interval directions. Table 2 summarizes some combinations of the
sensing directions, angle interval (∆α), and the motor steps interval.
The visualizations of 8 sensing directions with 45◦ apart and 16
directions with 22.5◦ apart are shown in Figure 6.

Figure 5: Flowchart of the control algorithm of the light sensor system. The major
procedures are to control the rotating light sensor. The command to get static light
sensor data is optional.

Figure 6: Sample views of the rotating light sensor with different number sensing
angles. Left: 8 directions from d0 to d7 with ∆α = 45◦. Right: 16 directions from
d0 to d15 with ∆α = 22.5◦. The lights are for presentation purpose only.

4 Performance Analysis of the Sensor Sys-
tem

Indoor lighting control is the major application of our proposed
sensor system. We have tested the system in a workroom with the
effect of the popular parameters on the sensor, like the changing of
light power and blocking object. We present here the experiments
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Figure 7: Snapshot of monitoring the light sensing data on the Ubidots website.

and results for testing the ability of the system to detect the main
light direction, detect the blocked direction, and accurately measure
light intensity.

4.1 Measuring and Transmitting Light Data

In [1], we presented the experiment that showed how the sensor
measures the light level from multiple directions. For this new
design, in addition to the multi-directional light sensing data, the
system also collects the sensing data of a static reference sensor.
We tested our device on transferring the data to the Ubidots [18]
IoT platform. The data was transferred remotely through the Wifi
signal. Figure 7 shows a part of the testing data monitored on the
Ubidots website with multiple light sensing signals in one plot. We
also have tested our system with the ThingSpeak [19] platform that
has integrated MATLAB toolbox for analyzing the data.

For the data presented in Figure 7, the rotating sensor measured
the light in 16 directions with ∆α = 22.5◦ (Table 2 contains more
detail of the measuring angles). It can be seen that our system is able
to measure and provide light sensing data from multi-directional. In
Figure 7, the rotating sensing data is labeled as a topic channel for
each direction from topic0 to topic15. The static sensor channel is
labeled as topic16. When monitoring the data, the channel topics
(directions), the Lux values, and the measuring times can interac-
tively be seen by selecting a data point on the graph. As shown
in the figure, different sensing direction has a different value. In
the beginning, when all lights were off, all sensing data was low
(roughly under 150 Lux). Then, after we turned on all the lights
(around 11:55 am timestamp, see Figure 7), the system recorded the
increase of light levels in all directions. We blocked some directions
of the rotating sensor at two later movements. As of the result, there
were two failings of the light level at the blocked directions (in the
12:05 - 12:10 pm and the 12:25-12:30 pm periods, see Figure 7). In
this experiment, the static sensor (topic16) was not blocked at any
time, and it was used to provide the reference sensing data.

4.2 Detecting Main Light Direction

The distribution of light sources may generate an unbalance light
level in the room. Our sensor can detect the major light direction that
information helps to rearrange the illumination sources or indicate
the location having the best light level. In this experiment, we place

the rotating sensor at the center of a workroom that has several light
sources. The light sources were placed around the room at different
locations and distances to the sensor. We regularly turn on the lights
to test the sensor performance. The sensor was set to measure in 16
directions (d0 . . . d15, with ∆α = 22.5◦). Figure 8 displays some
radar charts of the measured results. For each chart, the data value
as a length on angular spokes represents the magnitude of sensing
value in a corresponding direction. The line connects the data values
represses one full rotating revolution (360◦).

(a) (b)

(c) (d)

Figure 8: Radar charts of light sensing data on different main illumination directions.

The charts in Figure 8 associate with four scenarios of the light-
ing in the testing room. For an instant, Figure 8 (a) shows the Lux
values measured in directions d2 , d3, and d4 are much higher than
the rest. In that case, only the light source at the direction of d3 was
on, hence there is a peak sensing data in d3 (about 250 Lux) and
two relevant highs on the adjacent angles d2 and d4. Figure 8 (b)
shows the major level of light in d5, d6, and d7 with the peak value
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of 350 Lux, and Figure 8 (c) shows the main level in d12, d13 and
d14 with above 500 Lux peak value. These results plotted in the
radar charts admit that the rotating sensor can detect the direction
of the main light source. This result also can be observed from our
vector of the illuminance shown in Equation 4 since the direction of
the vector is influenced by the major scalar member values. Figure
8 (d) presented a test case where the light level is more consistent on
the left side of the sensor (d9 to d15). In the case of a uniform light
level, we may obtain consistent light sensing values in all directions.

4.3 Detecting Blocked Directions

We have performed an experiment to show how the rotating sensor
can detect the temporary blocking directions with sudden changes
in the sensing data. During this test, the rotating sensor was set
up to run first, and then some sensing directions were temporarily
blocked. Figure 9 plots the testing result. Before the time T1, the
sensor indicates the major light level in directions d4, d5, d6, d7
and d8 with the high value above 300 Lux (d6). In the period of T1
and T2, when the sensor was blocked from the major light source
direction, there was a sudden fall in the sensing value of the relevant
angles. As plotted in Figure 9, all sensing values of d4 to d8 direc-
tions have steeply decreased to around 50 Lux while other values
mostly unchanged. After the T2 moment, when the blocking object
moved out, the sensing values from the main light directions got
back to normal. It can be seen that we can use the directions having
a temporary steeply reduction to indicate which sensing angle of the
sensor was blocked. In the experiment presented in [1], we reported
the result of detecting a sudden change of the natural background
light, such as when opening the doors to get more sunlight.

Figure 9: Sensing data of the rotating sensor when blocking some sensing angles.

4.4 Accuracy Analysis

The demand level of illumination to be controlled depends on the
change in the sensing value. When using a single sensor or a net-
work of sensors that was set at a static direction, it is possible that
an unaware object temporarily blocks the sensor. Such a case makes
a temporary change in the measuring data, leading to an inaccurate
controlling of the illumination. The rotating sensor provides light
sensing values from different directions that can help to avoid this
problem.

We performed an experiment that used both static and rotating
sensor. The artificial lighting sources were kept unchanged, but the

static sensor would be blocked at a certain time during the exper-
iment. Figure 10 shows the LUX values of the static sensor at a
fixed angle and the rotating sensor rotated in eight directions (from
d0 to d7 ). In this experiment, the rotating sensor measures light
at every 45◦. In the beginning, the static sensor data was around
450 Lux (±20), while the rotating sensor had different values at
different directions with the high value in d4 of above 500 Lux
and d3 around 430 lux. The directions d0, d5, and d7 had sensing
values in between 320 and 350 Lux, and the direction d1, d2, and
d6 had data in the range of 270 to 300 Lux. Then, we blocked
the measuring direction of the static sensor. As shown in Figure
10, there is a sharp fall in the value of the static light sensing data
down to 100 Lux and lower. If an application used just the static
sensor to control the lights, it would incorrectly record a reduction
in the light level and would control an unnecessarily increase of the
illumination power. There was no need to change the illumination
since the lights were stable throughout this experiment (except for
a small variance in the natural light). For the rotating sensor, the
sensing signals in the directions d0, d1, d6, and d7 were almost
stable (around 300 Lux and 350 Lux). There was a small reduction
in the direction d2 and d5 and a quire decreasing in the direction d3
and d4, but these sensing values were still around 250 Lux. When
we blocked the static sensor, we approached the sensor location
through the direction d3 and d4 that caused the changing of the data
in these (and surrounding) directions. If we use the rotating sensing
data of multiple directions for the lighting application, the control
unit could use the data of the stable directions and decide to keep
the illumination level the same. The prevention of an unnecessary
increase in illumination power is useful to save energy costs.

Figure 10: Light sensing values of the static sensor and the rotating sensor. The static
sensor was blocked at a certain time, causing a reduction in the sensing value. The
time ticks in the horizontal exist are presented at 60 seconds interval.

5 Conclusion
We have presented a rotating light sensor system that can measure
light level in multi-direction rather than using server sensors posi-
tioning at different orientations. The system uses a stepper motor to
rotate the sensor and track the motor steps to calculate the measuring
angle. The light level values can be directly transferred to the moni-
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toring system for further process. Besides, the sensor can connect
with the popular IoT platforms, such as Ubidots and Thingspeak, to
remotely visualize and analyze the sensing data. We also presented
a new design of the sensor system with an optimal compact structure.
The performance of the sensor system has been evaluated through
testing experiments. The results show that the proposed sensor
system is able to measure light level in different directions, detect
the main light source direction, and determine the directions having
temporary light changing. Moreover, even some sensing directions
may be blocked, the rotating sensor still accurately measures the
light level in other directions. In the future, we intend to develop
a three-dimensional (3D) rotation light sensor. A motion tracking
sensor shall be used to keep track of the 3D orientation. We plan
to optimize the rotation system and perform more experiments of
using the rotating light sensor in the light control applications.

References
[1] D. A. Hoang, T. T. Tung, C. M. Nguyen, K. P. Nguyen, “Rotating Sensor

for Multi-Direction Light Intensity Measurement,” in 2019 International Con-
ference on System Science and Engineering (ICSSE), 462–467, 2019, doi:
10.1109/ICSSE.2019.8823447.

[2] A. P. Plageras, K. E. Psannis, C. Stergiou, H. Wang, B. B. Gupta, “Effi-
cient IoT-based sensor BIG Data collection–processing and analysis in smart
buildings,” Future Generation Computer Systems, 82, 349–357, 2018, doi:
https://doi.org/10.1016/j.future.2017.09.082.

[3] S. Chouikhi, I. El Korbi, Y. Ghamri-Doudane, L. A. Saidane, “A survey on fault
tolerance in small and large scale wireless sensor networks,” Computer Commu-
nications, 69, 22–37, 2015, doi:https://doi.org/10.1016/j.comcom.2015.05.007.

[4] C. Dandelski, B. Wenning, D. V. Perez, D. Pesch, J. M. g. Linnartz, “Scalability
of dense wireless lighting control networks,” IEEE Communications Magazine,
53(1), 157–165, 2015, doi:10.1109/MCOM.2015.7010529.

[5] I. Parvez, A. Rahmati, I. Guvenc, A. I. Sarwat, H. Dai, “A survey on low
latency towards 5G: RAN, core network and caching solutions,” IEEE Commu-
nications Surveys & Tutorials, 20(4), 3098–3130, 2018, doi:10.1109/COMST.
2018.2841349.

[6] V. Singhvi, A. Krause, C. Guestrin, J. H. Garrett Jr, H. S. Matthews, “Intelligent
light control using sensor networks,” in Proceedings of the 3rd international

conference on Embedded networked sensor systems, 218–229, ACM, 2005,
doi:https://doi.org/10.1145/1098918.1098942.

[7] J. Lu, D. Birru, K. Whitehouse, “Using Simple Light Sensors to Achieve Smart
Daylight Harvesting,” in Proceedings of the 2Nd ACM Workshop on Embed-
ded Sensing Systems for Energy-Efficiency in Building, BuildSys ’10, 73–78,
ACM, New York, NY, USA, 2010, doi:10.1145/1878431.1878448.

[8] L. Yeh, C. Lu, C. Kou, Y. Tseng, C. Yi, “Autonomous Light Control by Wire-
less Sensor and Actuator Networks,” IEEE Sensors Journal, 10(6), 1029–1041,
2010, doi:10.1109/JSEN.2010.2042442.

[9] M. Pan, L. Yeh, Y. Chen, Y. Lin, Y. Tseng, “A WSN-Based Intelligent Light
Control System Considering User Activities and Profiles,” IEEE Sensors Jour-
nal, 8(10), 1710–1721, 2008, doi:10.1109/JSEN.2008.2004294.

[10] D. Caicedo, A. Pandharipande, “Distributed Illumination Control With Local
Sensing and Actuation in Networked Lighting Systems,” IEEE Sensors Journal,
13(3), 1092–1104, 2013, doi:10.1109/JSEN.2012.2228850.

[11] K. Warmerdam, A. Pandharipande, “Location data analytics in wireless
lighting systems,” IEEE Sensors Journal, 16(8), 2683–2690, 2015, doi:
10.1109/JSEN.2015.2509982.

[12] X. He, A. Pandharipande, “Location-Based Illumination Control Access in
Wireless Lighting Systems,” IEEE Sensors Journal, 15(10), 5954–5961, 2015,
doi:10.1109/JSEN.2015.2449276.

[13] N. van de Meugheuvel, A. Pandharipande, D. Caicedo, P. van den Hof, “Dis-
tributed lighting control with daylight and occupancy adaptation,” Energy and
Buildings, 75, 321 – 329, 2014, doi:https://doi.org/10.1016/j.enbuild.2014.02.
016.

[14] M. Bocca, A. Luong, N. Patwari, T. Schmid, “Dial it in: Rotating RF sensors
to enhance radio tomography,” in 2014 Eleventh Annual IEEE International
Conference on Sensing, Communication, and Networking (SECON), 600–608,
2014, doi:10.1109/SAHCN.2014.6990400.

[15] C. Nave, “Hyperphysics,” 2020.

[16] M. electronics, “BH1750 ROHM Semiconductor Datasheet,” 2020.

[17] E. Systems, “ESP8266 Overview,” 2020.

[18] Ubidots, “Ubidots Internet of Things and Cloud tools,” 2020.

[19] thingspeak, “ThingSpeak IoT analytics platform,” 2020.

www.astesj.com 227

http://www.astesj.com


 

www.astesj.com     228 

 

 

 

 

Vehicle Rollover Detection in Tripped and Untripped Rollovers using Recurrent Neural Networks  

Kailerk Treetipsounthorn1, Thanisorn Sriudomporn2, Gridsada Phanomchoeng*,2,3, Christian Dengler4, Setha Panngum1, Sunhapos 
Chantranuwathana2,5, Ali Zemouche6,7 

1Department of Computer Engineering, Chulalongkorn University, Bangkok, 10330, Thailand 

2Department of Mechanical Engineering, Chulalongkorn University, Bangkok, 10330, Thailand 

3Applied Medical Virology Research Unit, Chulalongkorn University Bangkok 10300, Thailand 

4Chair of Automatic Control, Technical University of Munich, Munich, Germany 

5Smart Mobility Research Unit, Chulalongkorn University, Bangkok 10300, Thailand 

6University of Lorraine, CRAN UMR CNRS 7039, Cosnes et Romain, 54400, France 

7EPI Inria DISCO, Laboratoire des Signaux et Systèmes, CNRS-CentraleSupélec, Gif-sur-Yvette, 91192, France 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 01 September, 2020 
Accepted: 01 November, 2020 
Online: 10 November, 2020 

 Comparing to other types of vehicle accidents, fatality rate of tipped rollover accidents 
shows significant number. Thus, tripped rollover prevention systems are important in order 
to keep driver safe. In other hands, different rollover indices are defined to handle the risk. 
The variable unknown parameters of each index, for instance, current load of the vehicle 
or center of gravity, are considered as a difficulty. In this work, the recurrent neural 
networks, which are designed to work on sequential data in order to provide data estimation 
without additional estimation algorithm, are investigated in purpose to estimate the tripped 
and untripped rollover index. The vehicle simulation software with industrial standard 
CarSim is applied to validate the result. The Tanh recurrent neural network is stated in the 
result to be the most accurate tripped rollover index estimator for the uncertain parameters, 
for example, sprung mass and the height of the center of gravity. The suitable input features 
for tripped and untripped rollover index and neural network structure are verified. To 
prevent and provide warning of rollover, an advance future prediction can also be designed 
for the future tripped and untripped rollover prediction. 
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1. Introduction  

This work is an extension based originally on the groundwork 
presented in the 9th IEEE International Conference on Robotics, 
Automation and Mechatronics (CIS-RAM 2019) [1]. This paper 
will focus on development of recurrent neural networks for tripped 
rollover while Ref. [1] focus on only untripped rollover. The 
number of rollover accidents has grown continuously according to 
the change in vehicles’ size, which are both weight and dimension, 
over the last 10 years. The majority type of fatality on the road is 
pointed to rollover accidents. In 2010, 9.1 million cars, which 

includes passenger cars, SUVs, pickups and vans, crashed and 
2.1% of those crashes were caused by rollovers collected by 
National Highway Traffic Safety Administration’s records 
(http://www.safercar.gov). From those 2.1% of crashes, there were 
over 7,600 deaths which was up to 35% of total deaths from 
vehicle accidents [2]. In addition, 20% of vehicle-crash deaths in 
Europe are from the rollover [3]. In Germany, 2-5% and 90% of 
vehicle accidents and deaths from the accidents are caused by 
vehicle rollover accidents in 2005 respectively [4]. 

The vehicle rollover accidents are categorized as tripped and 
untripped rollovers. A rollover accident that have contacted with 
an external obstacle, such as a pothole or guardrail, is called a 
tripped rollover. Untripped rollovers are defined the other way 
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round. It happens because of the effect of high lateral acceleration 
on a dangerous turn, i.e. sharp turn, and it is unrelated to external 
input [5-6]. Tripped rollovers tend to happen more frequently than 
untripped rollovers with 95% and 5% of total rollovers according 
to the statistic provided by NHTSA [2]. From the significant 
number of deaths from rollovers compared to the total number of 
high-way traffic deaths, vehicle safety must be improved to 
prevent the vehicle from rollover accidents. 

Hence, several automotive manufacturers, e.g., Ford and Volvo 
have advanced with active rollover prevention systems which aim 
to prevent untripped rollover accidents [7]. Analysts and 
researchers likewise take interest largely in differential braking 
systems e.g.  Anti-lock Braking Systems (ABS), Electronic 
Braking Systems (EBS) and Electronic Stability Programs (ESP) 
[3, 7-13]. The baking systems perform vehicle’s yaw rate and 
speed reduction by adjusting each wheel’s sequence of brake 
patterns. Also steer-by-wire technology [13-17] e.g. active front 
steering (AFS), active rear steering (ARS), or four-wheel steering 
(4WS) are to be used in case of the balancing of performances 
among yaw stability, violence, and rollover prevention and an 
active suspension system [18-20] can be used to avoid rollover 
when the wheels lifted off the road. Then, an active roll bar 
stabilization system [20-22] uses an active stabilizer for active 
torque distribution between front and rear axles of the vehicle. This 
can reduce the roll motion. In addition, active torque management 
[23] has the capability to prevent rollover accidents. Many control 
techniques are developed to enhance these systems. 

Precise detection of vehicle rollover is mandatory in order for 
these active rollover prevention systems to fully function. To the 
present, there are multiple impending vehicle rollover detections 
developed with computational rollover index. The rollover indices 
are developed by various approaches. For example, Static Stability 
Factor (SSF) was developed to measure the rollover resistance of 
a given vehicle design configuration [24]; ref. [25] introduced 
rollover indices that consider kinetic energy, then Rollover 
Prevention Energy Reserve (RPER) is started off to look into 
rollover risks by taking energy function as the main account [7]; 
ref. [26] introduced a dimensionless rollover index that takes roll 
dynamics into consideration by utilizing phase plane analysis; 
zero-moment point also is developed to predict the possibility of 
rollover [9]; lateral Load Transfer Ratio (LTR) is popularly 
discussed in numerous studies [5, 7, 14-18]; to name a few. It is 
seen that a lot of rollover indicators are developed based on LTR 
such as Multiple Rollover Indices (MRIs) for trailer vehicles and 
Predictive Lateral Transfer Ration (PLTR) [9]. Lateral Load 
Transfer Ration is actually one of the approaches that take several 
factors into account, for example, roll angle, roll center and height 
of center of gravity of a vehicle. Many techniques have been 
established to estimate these factors. For example, extended 
Kalman filter technique or nonlinear observer/estimator has been 
built up to improve the accuracy of the lateral Load Transfer Ratio. 
Other than that, ref. [27] introduced an algorithm that utilizes the 
time-to-rollover (TTR) metrics to assess the time until rollover as 
a warning option. With this approach, an advance real-time 
prediction of rollover risk can be provided. Moreover, this 
technique can be used with several other rollover indices 
simultaneously. Despite a number of rollover detection techniques 
developed until now, only untripped rollovers are detected. 

Ref. [5, 6, 28] has introduced a new rollover index which 
incorporates external road inputs as a factor to detect not only the 
untripped but also tripped rollover conditions. The external 
obstacle road inputs are estimated based on a vehicle dynamic 
model and nonlinear observer. The simulation and experimental 
results are presented using a 1/8th scaled vehicle.  

 Since the indicator to detect rollover risk is very important for 
improving the rollover prevention systems and rollover warning 
system [29-31], it is necessary to develop the rollover indicator for 
detecting both tripped and untripped rollovers. It is shown that the 
traditional rollover index is not effective enough to identify tripped 
rollovers and there are only few focused on tripped rollovers that 
are published. In addition, most accurate rollover indicators relay 
on dynamic models which require known parameters such as 
vehicle mass or height of center of gravity of a vehicle. Therefore, 
here proposed is a neural network indicator developed to identify 
tripped and untripped rollovers. Neural networks known for 
adaptable and nonlinear information processing capability perform 
fittingly in the areas of predication, expert system, and mode 
identification [32-37]. By taking the approach to be introduced 
afterward into account, the estimation algorithms to estimate 
unknown parameters such as roll angle, height of center of gravity 
of a vehicle, or vehicle mass are not required. These parameters 
may be changed all the time due to the number of passengers and 
load. Also, the technique can be applied in many situations. This 
research is the extended technique in [1, 38] which is focused on 
untripped rollover to detect tripped rollover. 

This research has the following outline: Section 2 will 
introduce the vehicle rollover and the rollover index for detecting 
tripped and untripped rollovers. Next, the recurrent neural network 
technique for detecting tripped and untripped rollover is presented 
in Section 3, and the methodology to apply the recurrent neural 
network to the rollover problem is presented in Section 4. The 
process of evaluation of the suitable neural network, the suitable 
input features, the suitable neural network structure and the future 
tripped rollover prediction are included in this section. Then, 
Section 5 will present the tripped rollover results. Finally, Section 
6 will discuss the conclusion to the findings. 

2. Vehicle Rollover Index 

Traditional rollover index posts as most popular technique to 
detect vehicle rollover among many techniques [5-7, 14-18, 28-
33] used nowadays. 

2.1. Traditional Rollover Index 

In order to detect lift-off condition of the wheels [6, 7], the 
rollover index is used as a real-time indicator. Lateral Load 
Transfer Ratio (LTR) is known as another name of the index. The 
standard rollover index is designed for predicting incidents that are 
caused with the lift-off conditions of the wheels for untripped 
accidents. A number of researches use the basic model to derive 
their rollover indices. A scaled lateral acceleration, a function of 
roll angle [12], or a function of lateral acceleration and roll angle 
[9, 18] is considered as a base argument for these rollover indices. 

The rollover index by the conventional definition is portrayed 
by 
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𝑅𝑅 =
𝐹𝐹𝑧𝑧𝑧𝑧 − 𝐹𝐹𝑧𝑧𝑧𝑧
𝐹𝐹𝑧𝑧𝑧𝑧 + 𝐹𝐹𝑧𝑧𝑧𝑧

,       − 1 ≤ 𝑅𝑅 ≤ 1 (1) 

where 𝐹𝐹𝑧𝑧𝑧𝑧 is right normal tire force and 𝐹𝐹𝑧𝑧𝑧𝑧 is left normal tire force. 
𝑅𝑅 = 1  ( 𝐹𝐹𝑧𝑧𝑧𝑧 = 0) or 𝑅𝑅 = −1 (𝐹𝐹𝑧𝑧𝑧𝑧 = 0)  is the value when a 
rollover incident is defined. 𝐹𝐹𝑧𝑧𝑧𝑧  equals to 𝐹𝐹𝑧𝑧𝑧𝑧  and 𝑅𝑅 = 0 is when 
the vehicle travels straight forward. If 𝐹𝐹𝑧𝑧𝑧𝑧 = 0, then 𝑅𝑅 = 1 and 
this will cause the lift-off occurrence of the left wheel. If 𝐹𝐹𝑧𝑧𝑧𝑧 = 0, 
then 𝑅𝑅 = −1 and this will cause the lift-off occurrence of the right 
wheel. 

 Based on the one-degree-of-freedom model, the summation 
and difference of tire forces 𝐹𝐹𝑧𝑧𝑧𝑧 + 𝐹𝐹𝑧𝑧𝑧𝑧 and 𝐹𝐹𝑧𝑧𝑧𝑧 − 𝐹𝐹𝑧𝑧𝑧𝑧  can be 
calculated. An implementable rollover index processed with the 
one-degree-of-freedom model is demonstrated by [1, 6] 

𝑅𝑅 =
𝐹𝐹𝑧𝑧𝑧𝑧 − 𝐹𝐹𝑧𝑧𝑧𝑧
𝐹𝐹𝑧𝑧𝑧𝑧 + 𝐹𝐹𝑧𝑧𝑧𝑧

=
2𝑚𝑚𝑠𝑠𝑎𝑎𝑦𝑦ℎ𝑅𝑅
𝑚𝑚𝑚𝑚𝑙𝑙𝑤𝑤

+
2𝑚𝑚𝑠𝑠ℎ𝑅𝑅𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡

𝑚𝑚𝑙𝑙𝑤𝑤
 (2) 

where 𝑚𝑚𝑠𝑠 is Sprung mass, 𝑚𝑚 = 𝑚𝑚𝑠𝑠 + 𝑚𝑚𝑢𝑢, 𝑚𝑚𝑢𝑢 is unsprung mass, 
𝑎𝑎𝑦𝑦  is lateral acceleration, ℎ𝑅𝑅  is Center of gravity (C.G.) height 
from roll center, 𝑚𝑚 is acceleration due to gravity, 𝑙𝑙𝑤𝑤 is track width, 
and 𝑡𝑡 is roll angle. 

 Lacking influence of the vertical road input and other external 
inputs limit the rollover index in (2) with only the untripped 
rollover detection. Lateral acceleration and roll angle influence this 
rollover index. However, the roll angle, which is complicated to 
measure, is removed in some published paper’s rollover index 
calculation. 

2.2. Rollover Index for Tripped and Untripped Rollover 

 The influence of road inputs and other external forces are 
considered in rollover index both for tripped and untripped 
rollovers in order to indicate the tripped rollovers caused by 
external input tripping. Figure 1. shows a vehicle rollover model 
where the influence of right road inputs,  𝑧𝑧𝑧𝑧𝑧𝑧, left road input, 𝑧𝑧𝑧𝑧𝑧𝑧, 
and an unknown lateral force input, 𝐹𝐹𝑧𝑧𝑙𝑙𝑙𝑙 , at an arbitrary height, 
ℎ𝑧𝑧𝑙𝑙𝑙𝑙 , from the roll center are presented. It also demonstrates the 
normal tires forces, 𝐹𝐹𝑧𝑧𝑧𝑧 and 𝐹𝐹𝑧𝑧𝑧𝑧. 

 
Figure 1: Tripped and Untripped Rollover Model 

 The four-degree-of-freedom vehicle model provides the  
derivation of the rollover index in the case of tripped rollover and 
the derivation is presented in [6]. Equation (3) shows the rollover 
index for tripped and untripped rollover which is shown in [6]. 

𝑅𝑅 =
𝑚𝑚𝑢𝑢(�̈�𝑧𝑢𝑢𝑧𝑧 − �̈�𝑧𝑢𝑢𝑧𝑧) −

2
𝑙𝑙𝑠𝑠2

(𝐼𝐼𝑥𝑥𝑥𝑥 + 𝑚𝑚𝑠𝑠ℎ𝑅𝑅2)(𝑎𝑎𝑧𝑧𝑧𝑧 − 𝑎𝑎𝑧𝑧𝑧𝑧)

𝑚𝑚𝑢𝑢(�̈�𝑧𝑢𝑢𝑧𝑧 + �̈�𝑧𝑢𝑢𝑧𝑧) + 𝑚𝑚𝑠𝑠�̈�𝑧𝑠𝑠 + 𝑚𝑚𝑚𝑚

+

2
𝑙𝑙𝑠𝑠
𝑚𝑚𝑠𝑠𝑎𝑎𝑦𝑦ℎ𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡 + 2

𝑙𝑙𝑠𝑠
𝑚𝑚𝑠𝑠𝑚𝑚ℎ𝑅𝑅𝑐𝑐𝑠𝑠𝑡𝑡𝑡𝑡

𝑚𝑚𝑢𝑢(�̈�𝑧𝑢𝑢𝑧𝑧 + �̈�𝑧𝑢𝑢𝑧𝑧) + 𝑚𝑚𝑠𝑠�̈�𝑧𝑠𝑠 + 𝑚𝑚𝑚𝑚
 

(3) 

where �̈�𝑧𝑢𝑢𝑧𝑧 is right unsprung mass acceleration, �̈�𝑧𝑢𝑢𝑧𝑧 is left unsprung 
mass acceleration, �̈�𝑧𝑠𝑠  is sprung mass acceleration,  𝑙𝑙𝑠𝑠  is length 
between the left and right suspensions, 𝐼𝐼𝑥𝑥𝑥𝑥  is roll moment of 
inertia, 𝑎𝑎𝑧𝑧𝑧𝑧 is right vertical accelerometer measurement, 𝑎𝑎𝑧𝑧𝑧𝑧 is  left 
vertical accelerometer measurement, and 𝑚𝑚 = 𝑚𝑚𝑠𝑠 + 2𝑚𝑚𝑢𝑢. 

The second term of (3), the function of lateral acceleration and 
roll angle, is similar to (2) when comparing the traditional rollover 
index in (2) and rollover index for tripped and untripped rollovers 
in (3). To be more clarify, the second term of (3) is the traditional 
rollover index for detecting untripped rollover, and the first term 
of (3) is the additional term used for detecting tripped rollover. 

 There are some difficulties in implementing the (3) to 
determine tripped rollover due to the parameters and variables that 
are unable to identify, e.g. the location of roll center, center of 
gravity (C.G.) height or roll angle. The estimations of these 
unknowns are required to complete the estimation algorithms. 
Furthermore, the difference of dynamics between an actual vehicle 
and the four-degree-of-freedom model might lead to errors. The 
recurrent neural network is implemented to detect tripped and 
untripped rollovers in order to optimize the estimation. After 
training the data, the traditional estimation algorithm to estimate 
parameters and detect rollover are not required in the model 
anymore. 

3. Recurrent Neural Networks (RNNs) 

Recurrent neural network is a popular special type of neural 
networks. In this paper, sequential data will be sensor data over a 
period while in other cases it can be, for example frames in video, 
or words in a text. When a new input is introduced to the sequence, 
a hidden state vector, ℎ, which is an added memory of the recurrent 
neural network, is updated. To avoid features losses while training 
neural networks, the crucial data of the previous sequence is 
maintained in this hidden state. The recurrent neural network has 
the ability to work with various lengths of sequence data in 
addition to the benefit in compression of past information. 

 
Figure 2: The Structural of Recurrent neural network a) tanh architecture b) 

LSTM architecture c) GRU architecture d) RNN Connection 
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There are four types of neural networks used to evaluate and 
create the neural network models for detecting tripped and 
untripped rollover. The four types of neural networks are 1) 
feedforward neural network (FNN), 2) Tanh neural network, 3) 
long short-term memory (LSTM) neural network [39], and 4) gates 
recurrent unit (GRU) neural network [40]. The detail of 
implementing these neural networks can be found in [39-46] and 
the short introduction of them is shown in [1]. The structural of 
recurrent neural network is shown on Figure 2. 

4. Methodology 

The data which is not normally determined in a vehicle such 
as the wheel’s forces exerted on the ground by the vehicle wheels 
is mandatory to compute the precise rollover index in (1). 
Moreover, Ref. [6, 28] determine the tripped and untripped 
rollover index based on half vehicle model (4 Degree of 
Freedom). The variables, which are used, are right unsprung mass 
vertical acceleration, �̈�𝑧𝑢𝑢𝑧𝑧 , left unsprung mass vertical 
acceleration, �̈�𝑧𝑢𝑢𝑧𝑧, right vertical accelerometer measurement, 𝑎𝑎𝑧𝑧𝑧𝑧, 
left vertical accelerometer measurement, 𝑎𝑎𝑧𝑧𝑧𝑧, lateral acceleration, 
𝑎𝑎𝑦𝑦 , sprung mass acceleration, �̈�𝑧𝑠𝑠, roll angle, 𝑡𝑡, roll rate, �̇�𝑡, and 
right suspension compression, (𝑧𝑧𝑠𝑠  −  𝑧𝑧𝑢𝑢𝑧𝑧  + 𝑧𝑧𝑠𝑠

2
 𝑐𝑐𝑠𝑠𝑡𝑡𝑡𝑡). They also 

assume that the parameters such as sprung mass, 𝑚𝑚𝑠𝑠, unsprung 
mass, 𝑚𝑚𝑢𝑢, C.G. height from roll center, ℎ𝑅𝑅 are constant and not 
changed. 

 To detect tripped rollover with various conditions, the good 
measurement inputs are needed to verify for recurrent neural 
networks. Also, a feedforward neural network is compared with 
recurrent neural networks in this case to validate the advantages 
of employing recurrent neural networks rather than a static neural 
network. The feedforward neural network uses the same inputs as 
the recurrent neural networks for processing the data and a 
comparable number of parameters. Moreover, the structure of 
neural networks is verified for determining the suitable one. 

There is a reconstruction of the relationship between the inputs 
and the rollover index from a dataset processed in a simulation 
constraint. The next part is presented with the details on the 
dataset used for training, also the structure of the neural networks 
and the training setup will be described 

4.1. Dataset generation for tripped and untripped rollover 

The software CarSim, a standard industry vehicle simulation 
software, is used to process all the data concerned. In a first step, 
22,000 simulations with non-selectively sampled height of the 
center of gravity and sprung mass of the car are simulated with a 
variety of tripped rollover scenarios. The height of the center of 
gravity is uniformly studied between 0.6 and 1.2 meters, based on 
[47] as a background which also take an estimate of additional 
loads into account. The sprung mass is uniformly generated 
between 2100 to 3000 kg, a mass comparable to loaded SUVs. 
Next, a trajectory of the scenarios is generated based on Fig 2. The 
trajectory consists of the 50 meters of straight path and the circular 
arc path of the random radius in the range from 50 to 200 meters 
based on highway data of Bangkok, Thailand. Samples 80 to 180 

km/h uniform distribution will determine the target velocity of the 
vehicle. Then, the CarSim is going to control the real velocity over 
the trajectory in a feedback loop to remain adjacent to the speed 
that is set goal. Also, the steering angle of the vehicle is close-
loop controlled to follow the trajectory. 

 

Figure 3: CarSim Trajectory Setup 

To create tripped rollover scenarios, the bumper and pothole 
are randomly generated along the circular arc path of the 
trajectory as shown in Figure 3. The shape of the bumper and 
pothole is randomly created from the sine function with the 
amplitude between -0.15 to 0.15 m and the frequency between 
0.625 to 1.25 Hz. Only one bumper or pothole is created for each 
trajectory. Also, it is created only half lane of the trajectory to 
make only half side of the vehicle strike the bumper or pothole. 
For the left turn trajectory, if the bumper is generated, the bumper 
is created on the left side of the vehicle and if the pothole is 
generated, the pothole is created on the right side of the vehicle. 
Then, for the right turn trajectory, if the bumper is generated, the 
bumper is created on the right side of the vehicle and if the pothole 
is generated, the pothole is created on the left side of the vehicle. 
These increase the chance for tripped rollover. 

The normal forces on the left and right wheel, 𝐹𝐹𝑧𝑧𝑧𝑧 , 𝐹𝐹𝑧𝑧𝑧𝑧 , are 
provided by a simulation, so each estimation is able to process to 
determine its rollover index. The rear wheel vertical forces are 
used to identify the rollover index. However, the front wheels, 
employing the said methodology together with a small variation 
from elastic deformations in the wheels and wheel suspensions, 
can also specify the rollover index as well. The rollover index 
computed with (1) is the neural networks’ training target, 
calculated according to (1). From there, when two wheels are 
lifted off road, the sequences stop. That is because the rollover 
index is defined only for the case of at least one wheel lifting the 
ground. And it will contribute to a sequence range of length 
between 0.325 to 19.925 seconds. In every simulation case, there 
will be a collection of data of the vehicle variables at the sample 
rate of 40 Hz. However, each simulation dataset also possesses 
insignificant and irrelevant information of the subject vehicle or 
those that are unable to be scaled in an actual subject. So, the 
unnecessary data are needed to be discarded. Then, for the 22,000 
files of h5 files (1.64 GB), they are splitted into 3 groups. There 
are a training set of 16,000 files, a validation set of 4000 files, and 
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a test set of 2,000 files. The training set is used for training. Other 
than that, it is mandatory for the validation set to detect possible 
overfitting of the model while the test set is used to evaluate the 
error of the neural networks.   

4.2. Training of the recurrent neural networks for tripped rollover 

There are three major factors of neural networks for detecting 
tripped and untripped rollover needed to be verified. The first 
factor is which neural network should be suitable, the second 
factor is which inputs should be good for neural networks, and the 
last one is which structure of the neural networks should be 
implemented. To verify these three factors, three training sets are 
simulated. Then, future tripped and untripped rollover prediction 
also is verified with simulation. 

4.2.1 Training for determining a suitable neural network type 

For this task, four types of neural networks will be compared 
and given information. Table 1 is presented with the detail of the 
neural networks which are constructed to take into account 
approximately the same quantity of parameters. About 5,000 
parameters are to be taken to comparison between each neural 
network. In Table 1, “𝑁𝑁° neurons” shows the number of neurons 
in each layer in the horizontal axis, and also takes into account the 
input layer (n inputs) and output layer (1 output). The recurrent 
neural networks, the second entry in “𝑁𝑁° neurons” represents the 
number of hidden states. “𝑁𝑁° params” specifies the number of 
parameters in the neural network. In this column, the added 
number will be those of all elements in its weight matrices and 
bias vectors. 

Firstly, a feedforward neural network (FNN) will be 
introduced. FNN is made up of three hidden layers using the 𝑡𝑡𝑎𝑎𝑡𝑡ℎ 
activation function and a linear output layer as shown within [1]. 
Secondly introduced is a neural network (Tanh) which is a 
recurrent neural network, that employs a 𝑡𝑡𝑎𝑎𝑡𝑡ℎ  recurrent layer. 
And followed the recurrent layer aforementioned are a 𝑡𝑡𝑎𝑎𝑡𝑡ℎ 
hidden layer and an output layer. Thirdly, LSTM neural network 
which utilizes a long short-term memory layer, again followed by 
a 𝑡𝑡𝑎𝑎𝑡𝑡ℎ layer and linear output layer. And for the fourth one, GRU 
neural network that adopts a static Tanh layer and a linear output 
layer, works with the gated recurrent unit. Then, the neural 
networks training diagram is shown on Figure 4. 
 

 
Figure 4: The Neural Networks Training Diagram 

Table 1: Summary of The Neural Networks’ Structure 

NN Type 𝑵𝑵° neurons 𝑵𝑵° param 
FNN n 48 48 42 1 48n+4501 
Tanh n 46 46      1 46n+4417 

LSTM n 30 16      1 120n+4353 
GRU n 32 32      1 96n+4353 

 

Table 2: Input Variables for Neural Networks 

Symbolic Descriptions 

𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤: [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝐿𝐿1 ;𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝐿𝐿2 ; 
𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝑅𝑅1 :𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝑅𝑅2] 

Vertical speed of each wheel:  
Left front, 𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝐿𝐿1 , 
Left rear, 𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝐿𝐿2 ,  
Right front, 𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝑅𝑅1 ,  
Right rear, 𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝑅𝑅2 , (𝑘𝑘𝑚𝑚/ℎ) 

𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧: [𝐴𝐴𝑥𝑥;𝐴𝐴𝑦𝑦;𝐴𝐴𝑧𝑧] 
 

Longitude acceleration, 𝐴𝐴𝑥𝑥, 
Lateral acceleration, 𝐴𝐴𝑦𝑦, 
Vertical acceleration, 𝐴𝐴𝑧𝑧, (𝑚𝑚) 

𝐴𝐴𝐴𝐴𝑥𝑥 Roll Acceleration of sprung mass 
body ( 𝑟𝑟𝑎𝑎𝑟𝑟 𝑐𝑐𝑠𝑠𝑐𝑐2 ⁄ ) 

𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧: [𝐴𝐴𝑉𝑉𝑥𝑥;𝐴𝐴𝑉𝑉𝑦𝑦;𝐴𝐴𝑉𝑉𝑧𝑧] 
Roll rate, 𝐴𝐴𝑉𝑉𝑥𝑥, 
Pitch rate, 𝐴𝐴𝑉𝑉𝑦𝑦, 
Yaw rate, 𝐴𝐴𝑉𝑉𝑧𝑧, (𝑟𝑟𝑠𝑠𝑚𝑚/sec ) 

𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠 Vertical acceleration of sprung mass 
C.G. (g) 

𝑣𝑣𝑥𝑥 Longitude speed (𝑘𝑘𝑚𝑚/ℎ) 
𝑆𝑆𝑡𝑡𝑠𝑠𝑠𝑠𝑟𝑟𝐷𝐷𝐷𝐷 Steer angle from driver (deg) 

𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆: [𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝐿𝐿1;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝐿𝐿2; 
𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝑅𝑅1;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝑅𝑅2] 

Compression of spring each wheel: 
Left front, 𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝐿𝐿1, 
Left rear,𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝐿𝐿2, 
Right front, 𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝑅𝑅1,  
Right rear,𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝑅𝑅2, (𝑚𝑚𝑚𝑚) 

Table 3: Input Combination Training for Determining a Suitable Neural Network 
Type 

No. Input Features n FNN Tanh LSTM GRU 
1 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠 ;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧] 8 4885 4785 5313 5121 
2 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠 ;𝐴𝐴𝐴𝐴𝑥𝑥] 6 4789 4693 5073 4929 
3 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠 ;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧] 8 4885 4785 5313 5121 
4 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠 ;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝐴𝐴𝑥𝑥] 9 4933 4831 5433 5217 
5 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠 ;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧] 11 5029 4923 5673 5409 
6 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠 ;𝐴𝐴𝐴𝐴𝑥𝑥;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧] 9 4933 4831 5433 5217 
7 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠 ;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝐴𝐴𝑥𝑥] 12 5077 4969 5793 5505 

For the inputs to the neural networks, it is still unclear to select 
them to predict the tripped rollover. Thus, to initially investigate 
this task, the inputs are selected based on (3) [6] and the full 
vehicle suspension model. In addition, the selected inputs can be 
measured by sensors [6, 28]. The list of the inputs is shown on 
Table 2. The input combinations are also evaluated in this case. 
The input combinations for training in this section is shown on 
Table 3. 

Next, the neural networks are trained over 3000 epochs using 
backpropagation through time. When the process is completed, 
since the result beyond that came out slower on the validation and 
training loss. The mean squared error is used as the loss function: 

𝐿𝐿 =
1

𝑁𝑁𝑙𝑙𝑧𝑧𝑙𝑙𝑡𝑡
�

1
𝑇𝑇𝑖𝑖
��𝑅𝑅𝑧𝑧𝑟𝑟,𝑖𝑖,𝑙𝑙 − 𝑦𝑦𝑖𝑖 ,𝑙𝑙�

2
𝑇𝑇𝑖𝑖

𝑙𝑙=1

𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑖𝑖=1

 (4) 

with 𝑅𝑅𝑧𝑧𝑟𝑟,𝑖𝑖,𝑙𝑙 the rollover index as calculated using the cases data in 
trajectory 𝑠𝑠 at time step 𝑡𝑡 and 𝑦𝑦𝑖𝑖,𝑙𝑙 the scalar output of one of the 
neural networks for the same trajectory and time step. 

The leading software that is used for computing the neural 
networks is the Knet module [49] by the Julia programming 
language. The program runs on the notebook, Acer Nitro, with 
CPU i7-7700HQ (2.8 GHz), 8 GB Ram, GeForce GTX1050, and 
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Window 10 (64 bits). In the meantime, Training is done on a 
consumer level GPU is used to perform the network training for 
about 1 hour per model by using average quantity of parameters. 
This altogether resulted in more than 240 hours of training time. 
The Ram usage during the training is approximately 6 to 7 GB. 
And there also implemented the Adam optimizer along with the 
suggested settings in [50]. Then, the gradient was computed on 
mini-batches of 2,048 sequences. 

4.2.2 Training for determining suitable inputs for the neural 
network 

Since the performance of the neural network is required and 
the sensor cost is needed to be minimized, the inputs to the neural 
network need to be optimized. The extra inputs, suspension 
compressions as using in [28] for each wheel, are included to the 
list for evaluation. Then, the input combinations are evaluated to 
determine the suitable inputs for predicting rollover. The input 
reduction is also included in this test for reducing number of using 
sensors. The lists of the inputs are shown in Section 5.2 Table 5. 

Next, only the best neural network type from the section 4.2.1 
are trained. The training process and the loss function are 
implemented similar to the section 4.2.1. 

4.2.3 Training for determining suitable neural network structure 

In this task, the neural network improvement is investigated. 
Eight different structures of the best neural network from the 
section 4.2.1 are compared. The neural network structure is 
modified by increasing number of the layers and the neurons. Also, 
the optimized inputs from the section 4.2.2 are used in this task. 
Then the neural network structures are also summarized in Table 
6. Next, the training process and the loss function are 
implemented similar to the section 4.2.1. 

4.2.4 Training for future tripped and untripped rollover 
prediction 

The future tripped and untripped rollover perdition uses the 
vehicle parameter measurement to prediction rollover index of a 
vehicle in the future time based on the training model. It can 
provide an extra time to prevent or warn the danger of the rollover. 

 In this case, the output of each data set is shifted by time while 
the input is reduced to identify with to the length of the output. 
The shifted time varies from 0.1 second up to 1 second. Then, the 
best model from Section 4.2.3 are used and, the training process 
and the loss function are implemented similar to the section 4.2.1 

5. Results 

The training as descript in Section 4 are applied to the data set. 
The final losses on the train, validation and test datasets are 
presented in this section. 

5.1. The suitable neural network type 

The test losses in different neural networks on the different 
input features are shown on Table 4. Also, the example of loss on 

the train dataset and validation dataset over the epochs are 
presented in Figures 5a and 5b, subsequently. The training and 
validation losses of all different neural networks and all input 
features shows that the overfitting does not occur for all cases 
because the validation loss decreases as the training loss decreases 
and the losses from validation dataset are small as the losses from 
training dataset. Also, the underfitting did not occur for all cases 
because the neural network models can detect the rollover index as 
shown in Figures 6 and 7. 

Table 4: Remaining Loss of Different Neural Networks on Test Data Set 

No. Input Features n 
Average RMS error of 2000 

Data Set × 𝟏𝟏𝟏𝟏−𝟒𝟒 
FNN Tanh LSTM GRU 

1 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧] 8 15.9 10.5 11.3 27.2 
2 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝐴𝐴𝑥𝑥] 6 228 33.3 96.3 156 
3 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧] 8 17.7 13.2 14.4 28.9 
4 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝐴𝐴𝑥𝑥] 9 12.5 10.3 11.1 17.4 
5 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧] 11 9.82 7.91 9.98 22.8 
6 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝐴𝐴𝑥𝑥;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧] 9 17.1 22.7 13.3 43.0 
7 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝐴𝐴𝑥𝑥] 12 9.09 7.54 9.47 21.5 

Note: the highlighted cell of the table represents the smallest value 
of the table. 

 
a) Training Loss of No. 7 Table 4 

 
b) Validation of No. 7 Table 4 

Figure 5: The Example of Training and Validation Loss 

By comparing four types of the neural networks on Table 4, 
GRU recurrent neural network and FNN seems have the large test 
losses for all different input features. Since the tripped rollover 
happen in the very short time So, there is few tripped data 
occurred. This makes GRU which has a too long-term memory 
cannot learn the model well. Also, FNN contributes to a large 
outstanding error because the formula only processes the 
valuation with the current input 𝑥𝑥𝑙𝑙. 
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a) Comparison of Rollover Index and Rollover Index from Neural 

Networks 

 
b) Comparison of Rollover Index Error 

Figure 6: The Example of Rollover Index in the Case of (𝑚𝑚𝑠𝑠 = 2722 𝑘𝑘𝑚𝑚, ℎ𝑅𝑅 =
0.847 𝑚𝑚, 𝑣𝑣𝑥𝑥 = 82 𝑘𝑘𝑚𝑚/ℎ) 

 
a) Comparison of Rollover Index in the Bumper Case 

 
b) Comparison of Rollover Index Error in the Bumper Case 

 
c) Comparison of Rollover Index in the Pothole Case 

 
d) Comparison of Rollover Index Error in the Pothole Case 

Figure 7: The Example of Rollover Index in the Bumper Case (𝑚𝑚𝑠𝑠 =
2331 𝑘𝑘𝑚𝑚, ℎ𝑅𝑅 = 0.777 𝑚𝑚, 𝑣𝑣𝑥𝑥 = 118 𝑘𝑘𝑚𝑚/ℎ) and Pothole Case (𝑚𝑚𝑠𝑠 = 2912 𝑘𝑘𝑚𝑚, 

ℎ𝑅𝑅 = 0.730 𝑚𝑚, 𝑣𝑣𝑥𝑥 = 141 𝑘𝑘𝑚𝑚/ℎ)  

However, Tanh recurrent neural network has the lowest final 
loss on test loss excepted for No. 6 Table 4 with the input features, 
[𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝐴𝐴𝑥𝑥;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧]  because it has not too long term 
memory. While the test loss from LSTM recurrent neural network 
is larger than it from Tanh recurrent neural network except for No. 
6 Table 4.  

For an empirical comparison, the rollover index (black solid 
line in Figure 6a) according to (1) and the neural network 
estimation are shown in Figure 6a for the selected section of the 
test trajectory. The vehicle takes a cornering at about 2 seconds 
and during cornering it strikes a bumper at about 6 seconds. This 
caused a rear wheel to leave the road while its counterpart stayed 
intact on the ground. The estimated rollover index for the LSTM, 
Tanh, and FNN are similar and barely distinguishable, whereas 
the estimation of GRU shows a clear offset and a large error at 
around 6 seconds. The absolute value of the estimation error is 
presented subsequently in Figure 6b. As shown, the highest values 
in the estimation error for the rollover index is seen following the 
subject vehicle returns from rollover condition back to its normal 
condition that all of the wheels are on the ground at around 6.1 
seconds in the trajectory. However, situational peaks are more 
prominent, while those of GRU are even more grand. 

Figure 7 shows the rollover index and rollover index error of 
the Tanh recurrent neural network of different vehicle parameters 
on the bumper and pothole trajectories. The Tanh recurrent neural 
network can predict the rollover index even though the vehicle 
parameters are changed because the neural network can handle the 
vehicle parameter changing. It can learn and adapt the parameters 
inside the neural network and then predict the rollover index.  
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Figure 5a shows the case that the vehicle with the parameters, 
𝑚𝑚𝑠𝑠 = 2722 𝑘𝑘𝑚𝑚 , ℎ𝑅𝑅 = 0.847 𝑚𝑚 , 𝑣𝑣𝑥𝑥 = 82 𝑘𝑘𝑚𝑚/ℎ , takes a 
cornering at about 1.8 seconds and during cornering it strikes a 
bumper at about 2.4 seconds. The maximum error of the 
estimation happens at about 2.4 seconds. Next, Figure 5b shows 
the case that the vehicle with the parameters, 𝑚𝑚𝑠𝑠 = 2912 𝑘𝑘𝑚𝑚 , 
ℎ𝑅𝑅 = 0.730 𝑚𝑚, 𝑣𝑣𝑥𝑥 = 141 𝑘𝑘𝑚𝑚/ℎ, takes a cornering at about 1.8 
seconds and during cornering it strikes a pothole at about 4.4 
seconds. Then, the maximum error of the estimation happens at 
about 4.4 seconds. 
 In summary, the suitable neural network for tripped rollover is 
Tanh recurrent neural network since it has ability to retain 
information of the past and handle the vehicle parameter changing. 
Also, the lowest test loss happens when using Tanh recurrent 
neural network with No. 7 Table 4.  with the input features, 
[𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝐴𝐴𝑥𝑥]. 

5.2. The suitable input features for the neural network 

Since the error of the Tanh neural network is needed to be 
improved, the suspension compressions for each wheel, longitude 
speed, and steering angle are added and evaluated. The test losses 
of these cases are shown in Table 5. The results show that the 
suspension compressions for each wheel, longitude speed, and 
steering angle are significant input features for the neural network. 
They can reduce the test losses up to 2.93 × 10−4. Also, once the 
the suspension compressions for each wheel, longitude speed, and 
steering angle have been included in the input features, the input, 
𝐴𝐴𝐴𝐴𝑥𝑥, seems not effect to the test losses. 

In case that the number of suspension compressions is 
reduced to be only front or rear side, the test losses is increased as 
shown in No. 3 and 4 Table 5. No. 3 Table 5. has higher the test 
losses because the actual rollover index is determined from the 
rear wheel vertical forces.  

In summary, the suitable input features for tripped rollover 
for Tanh neural network is 
[𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧;𝑣𝑣𝑥𝑥; 𝑐𝑐𝑡𝑡𝑠𝑠𝑠𝑠𝑟𝑟𝐷𝐷𝐷𝐷;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆]  which are agree 
with [28]. The example of rollover index in this case is shown in 
Figure 8. 

Table 5: Remaining Loss of the Tanh Neural Network on Different Input Feature 
on Test Data Set 

No. Input Features n 𝑵𝑵° 
param 

Average 
RMS error 

of 2000 
Data Set ×
𝟏𝟏𝟏𝟏−𝟒𝟒 

1 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤; [𝐴𝐴];𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆] 17 5,199 4.61 
2 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤; [𝐴𝐴];𝐴𝐴𝐴𝐴𝑥𝑥;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆] 18 5,245 4.82 
3 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝐿𝐿1 ;𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝑅𝑅1 ; [𝐴𝐴];𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝐿𝐿1;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝑅𝑅1] 13 5,061 7.41 

4 [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝐿𝐿2 ;𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝑅𝑅2 ; [𝐴𝐴];𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝐿𝐿2;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝑅𝑅2] 13 5,061 6.58 

*[𝐴𝐴] ≔ [𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧; 𝑣𝑣𝑥𝑥; 𝑐𝑐𝑡𝑡𝑠𝑠𝑠𝑠𝑟𝑟𝐷𝐷𝐷𝐷] 
Note: the highlighted cell of the table represents the smallest value 
of the table. 

5.3. The suitable neural network structure 
The error of the Tanh neural network is still needed to be 

improved. The different types of neural network as shown in 
Table 6. are evaluated with 3 set of input features, case No. 1, 3, 

and 4 from Section 5.2. 

 
a) Comparison of Rollover Index 

 

b) Comparison of Rollover Index Error 

Figure 8: Example of Rollover Index (𝑚𝑚𝑠𝑠 = 2583 𝑘𝑘𝑚𝑚, ℎ𝑅𝑅 = 0.829 𝑚𝑚, 𝑣𝑣𝑥𝑥 =
101 𝑘𝑘𝑚𝑚/ℎ) 

The results show that the neural networks in the case no. 7 
Table 6 with the input #1 have the lowest test losses of 
3.66 × 10−4. In addition, the neural networks in the case no. 5 
Table 6 with the input #3 has the test losses of 4.33 × 10−4 and 
the neural networks in the case No. 8 Table 6 with the input #2 
has the test losses of 7.30 × 10−4.  

In summary, for the lowest test losses, the suitable Tanh neural 
network structure is the case No. 7 Table 6 which is (n 46 46 50 
30 1). Moreover, for the low test losses and low number of input 
features, the suitable Tanh neural network structure is the case No. 
5 Table 6. The test losses in this case is different from the test loss 
from the best one only 0.67 × 10−4. 

Table 6: Remaining Loss of Different Tanh Neural Network Structure on Test 
Data Set 

No. 
Neural 

Networks’ 
Structure 

Average RMS error of 2000 Data Set × 𝟏𝟏𝟏𝟏−𝟒𝟒 

𝑵𝑵° param 
Inputs 
#1 

Inputs 
#2 

Inputs 
#3 

n=17 n=13 n=13 
1 n 12 12          1 12n+337 7.87 12.30 9.18 
2 n 24 20          1 24n+1145 5.76 9.91 7.11 
3 n 46 46          1 46n+4417 4.61 7.41 6.58 
4 n 46 46 30     1 46n+5811 5.54 7.90 7.35 
5 n 46 46 30 30 1 46n+6741 4.34 10.30 4.33 
6 n 46 46 30 50 1 46n+7381 4.43 7.32 6.14 
7 n 46 46 50 30 1 46n+8281 3.66 7.83 5.71 
8 n 46 46 50 50 1 46n+9321 4.14 7.30 5.43 

* Inputs #1: [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤; [𝐴𝐴];𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆] 
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   Inputs #2: [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝐿𝐿1 ; 𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝑅𝑅1 ; [𝐴𝐴];𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝐿𝐿1;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝑅𝑅1] 
   Inputs #3: [𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝐿𝐿2 ; 𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤𝑅𝑅2 ; [𝐴𝐴];𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝐿𝐿2;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆𝑅𝑅2] 
Note: the highlighted cell of the table represents the smallest value 
of the table. 

5.4. Future tripped and untrippped rollover prediction 

By using the Tanh neural network in No. 7 Table 6, the error 
of the models shown in Table 7. Also, the example of the rollover 
index perdition is shown on Figure 9. The results show that once 
the shift time increases, the error increases. The difference 
between shift time 0.0 and 0.1 second is approximately 
25 × 10−4. The error seems large. However, if consider the future 
tripped rollover prediction plot on Figure 9a, the plot shows that 
they seem correctly predict the trend of rollover index up to 0.5 
seconds in future. The prediction lines look like the actual rollover 
index but it is shelfed by the time. 

In summary, this predict is very useful and can provide an 
extra time prediction for rollover prevention and warning system. 

 
(a) Comparison of Rollover Index 

 
(b) Comparison of Rollover Index 

Figure 9. The Example of the Rollover Index in the Case of (𝑚𝑚𝑠𝑠 = 2722 𝑘𝑘𝑚𝑚, 
ℎ𝑅𝑅 = 0.847 𝑚𝑚, 𝑣𝑣𝑥𝑥 = 82 𝑘𝑘𝑚𝑚/ℎ) 

Altogether, the results exhibit that the Tanh recurrent neural 
network is able to predict the tripped rollover index with a larger 
preciseness than others once it is considered with the undetermined 
parameters, for instance, the height of the center of gravity and 
sprung mass. So, once processing the training data, it is necessary 

to take the said undetermined values into consideration. The 
suitable input features for tripped rollover index should be 
[𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧;𝑣𝑣𝑥𝑥; 𝑐𝑐𝑡𝑡𝑠𝑠𝑠𝑠𝑟𝑟𝐷𝐷𝐷𝐷;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆]  with Tanh neural 
network structure of (n 17 46 46 50 30 1). Moreover, the future 
tripped rollover prediction can provide an extra time prediction for 
rollover prevention and warning system. 

Table 7: Remaining Loss of the Tanh Neural Network on Test Data Set 

Future Perdition 
Time (Sec) 

Average RMS error of 2000 Data 
Set × 𝟏𝟏𝟏𝟏−𝟒𝟒 

0.0 3.66 
0.1 29.2 
0.2 35.6 
0.3 43.4 
0.4 55.5 
0.5 83.4 
0.6 133.4 
0.7 214.1 
0.8 328.2 
0.9 464.5 
1.0 616.6 

 

 
Figure 10: Application Diagram of The Neural Network 

The application of the developed neural network is shown on 
Figure 10. The measurement data from a vehicle is sent to the 
recurrent neural network which can compute the estimated rollover 
index within 0.03 ms. Then, the estimated rollover index is sent to 
rollover prevention/warning system to calculation the control law 
to make the vehicle action and reduce the roll risk.  

6. Conclusions 

An essential factor of the carrying out the rollover preventive 
systems and warning ones is the assessment of the rollover risk. 
The rollover risk pointer or the rollover index is estimated by 
employing the feedforward neural network together with three 
other recurrent neural networks. It is seen that when in occurrence 
of any uncertain parameters, for instance, undetermined height of 
the center of gravity of the subject, the Tanh recurrent neural 
network shows higher performance juxtaposed with others. 
Calculations of the loss on a test set and an empirical evaluation 
on test trajectories support in verifying the estimation quality. The 
outcomes of the test are encouraging for further research, and the 
performance assessment of the recurrent neural networks in an 
actual vehicle would be an interesting subject of further research. 

The sensory inputs that are chosen play a crucial part in the 
estimation of the rollover index. The results show that the suitable 
input features for tripped rollover index should be 
[𝑣𝑣𝑧𝑧𝑤𝑤𝑤𝑤;𝐴𝐴𝑧𝑧𝑠𝑠𝑠𝑠;𝐴𝐴𝑥𝑥𝑦𝑦𝑧𝑧;𝐴𝐴𝑉𝑉𝑥𝑥𝑦𝑦𝑧𝑧;𝑣𝑣𝑥𝑥; 𝑐𝑐𝑡𝑡𝑠𝑠𝑠𝑠𝑟𝑟𝐷𝐷𝐷𝐷;𝐶𝐶𝑚𝑚𝐶𝐶𝑆𝑆]  which are agree 
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with the previous research. Also, the suitable Tanh neural network 
structure of is (n 46 46 50 30 1). Moreover, the future tripped 
rollover prediction can correctly predict the trend of rollover 
index up to 0.5 seconds in future. This will be useful for rollover 
prevention and warning system. 
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 One of the biggest business problems of marketers, is to optimize the return on investments 
of direct Marketing campaign. This main purpose which can only be ensured by targeting 
the appropriate customer. The main challenge faced by companies when advertising, is to 
configure properly a campaign, by choosing the right target, so A high user acceptance 
rate is ensured to advertisements. However, when dealing with an important size of data, 
the important specification to consider is the combinatorial aspect of the problem and the 
limitation of the approach based on mathematical programming methods. In this work, and 
considering the optimization of targeting offers as an of NP-hard problems, we concluded 
that the use of a meta heuristic algorithm is more suitable to use a classical (exact) method. 
We choice to use an improved bat Algorithm hybridized with Genetic Algorithm. The results 
of computational experiments confirmed that the proposed algorithm gives competitive 
results. 
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1. Introduction 

There are two axes which characterize research in 
metaheuristic: exploration and exploitation. Exploration 
guarantees a diversified search in the space regions; however, the 
exploitation seeks to ensure the intensification of the search to find 
a better solution. The goal is to have a balance between these two 
contradictory objectives [1]. In the literature, many works make a 
difference between local search methods, instead of single 
solution-based and population-based methods. In this work, and 
unlike previous works, we deal with the targeted offers problem in 
direct marketing campaigns using population-based methods, and 
we focus on two algorithms; the Genetic Algorithm which can 
easily escape from the local minimum, and the Bat Algorithm (BA) 
which has the characteristic to quickly converge towards a local 
solution. Based on the imitation the concept of natural choice and 
heredity, the Genetic Algorithm is considered one of the most 
famous evolutionary search techniques. It was effective in 
optimizing several types of problem where a deterministic 
polynomial solution is infeasible. The Bat Algorithm, inspired by 
the foraging behavior of micro-bats, has been developed by Yang 
in 2010 [2], and it can be considered as an effort to gather positive 
side of previous metaheuristic algorithms. Thanks to its simplicity, 

flexibility, and easy implementation, the Bat Algorithm works well 
with complicated problems. The main feature of this algorithm is 
the quick convergence at a very initial stage by keeping a balance 
when switching from exploration to exploitation. In order to 
maximize their benefits, firms use “marketing campaigns” as a 
fundamental tool, along two main axes; by attracting new 
customers, so-called acquisition or by prospecting additional 
revenues with their existing customers by proposing new products 
to them; and this is called retention. Our approach focuses on the 
second axis (retention). To maximize the marketing profit to 
determine the combination: which product to offer and for which 
customer, under a set of constraints by using a new improved Bat 
Algorithm hybridized with Genetic Algorithm. The final goal is to 
choose the right product, to offer to the right customer, at the right 
time to maximize the marketing Return on Investment (ROI). This 
goal is not easy to implement because of the fact that firms have 
multiple products to offer under a complex set of business 
constraints [3]. In this work, and due to the discrete aspect of this 
kind of problems, the use of a binary version of the Bat Algorithm 
is essential. The standard BA was originally designed for the 
optimization of non-discrete problems [4]. The objective is to find 
a solution with a discrete value. The sought solution is represented 
by a matrix which contains binary values; 1 if product j is offered 
to customer i, and 0 otherwise. This paper is organized as follows, 
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section 2 describes some related works in the same area; works 
about the targeted marketing problem are mentioned first, followed 
by works which process the Bat Algorithm’s binary aspect in a 
discrete search space. In section 3, we describe the problem of 
Market Targeting and the modeling adopted to search a solution 
for the problem. In section 4, we describe two metaheuristic 
algorithms; namely the Binary Bat Algorithm (BBA), and the 
Genetic Algorithm. In this section we present our proposed 
algorithm: Improved Genetic Binary Bat Algorithm (IGBBA) 
developed to encounter the shortcomings of the two first 
algorithms while searching for adapted solutions. Experimental 
results are presented in section 5 for the three algorithms with a 
comparison of their performance. 

In [3], author presented an optimization problem and replaced 
the classic database Marketing problem intended to generate the 
optimal profit under a set of business constraints. Approximately 
2.5 million customers, eleven unique offers, and five investments 
are considered. The solution provided an approximately optimal 
solution to the ideal capacity assignment problem. The result is a 
decision describing which customer to target and which product to 
offer to him. In [5], author presented eight algorithms to solve the 
problem of maximizing the Return on Investment of targeted 
marketing. Seven of these algorithms are considered as exact 
methods and the eighth one is a heuristic method: the Tabu Search 
(TS). In the results, the TS showed the best performances. In [6], 
author took up the problem as described by author in [5], focusing 
on solving the problem by developing an efficient technique. The 
approach followed by author in [6] consists of hybridizing two 
metaheuristics: Greedy Randomized Adaptive Search Procedure 
(GRASP), and General Variable Neighborhood Search (GVNS). 
Three steps characterize the method followed by in [6]; the first 
one verified the efficiency of the GRASP algorithm proposed to 
initialize a good solution. In the second step, author kept the same 
parameters, but this time, they called the VND procedure for a 
local search. In the third step the complete proposed algorithm 
GGVNS was tested and it provided better results. In [7], author 
proposed a multi-objective DMLS metaheuristic for searching for 
sets of non-dominated solutions, in order to maximize both the 
promotion campaign’s total profit and the risk-adjusted return. In 
order to remedy to the concept of volatility, author, in [7] proposed 
a greedy randomized initial solution builder, able to perform local 
searches considering different neighborhood exploration 
techniques, and a genetic method is designed. All the works cited 
above used metaheuristic based on local search methods to ensure 
an optimization of the return on investment, while respecting the 
business constraints. On the other side, the use of a Binary Bat 
Algorithm will allow us to deal with the target marketing 
optimization problem by looking for solutions made up of discrete 
(binary) values instead of looking for continuous solutions. In 
designing the Bat Algorithm in its binary version, how to update 
velocity and position must be adapted in order to guarantee the 
binary aspect of the research. In [8], the goal is to use the concept 
of velocity and position of bats in real space to move each bat in a 
discrete space with 0 and 1 values only. The idea was to change 
the position of micro-bats with the probability of their velocity. To 
achieve this objective, the technique used is based on a transfer 
function which allows a transformation of the value of the velocity 
to a probability, to update the position. this amounts to saying that 

this transfer function calculates the probability of changing the 
position from 0 to 1 and vice versa. 

2. Problem Description 

Direct Marketing is a tool that allows firms to promote their 
products directly to customers, and measure results quickly. One 
of the most important benefits of Direct Marketing is "Upgrading 
firm's loyalty strategies" in order to maximize the companies’ 
Return on Investment. In [5], and In [3] before, authors presented 
the formulation of the product targeting problem as a mixed-
integer programming (MIP) problem including more business 
constraints, and it can be rewritten as follows: 

Given a set of m customers C = [c1, c2... cm], and a set of n products’ 
offers P = [p1, p2 …pn], the objective is to maximize the Return on 
Investment under these business constraints: 

• The corporate hurdle rate:  each company defines its hurdle 
rate (HR) to make sure that the Return on Investment is equal, 
at least, to a value of HR. 

• During the campaign, the budget of each product is limited. 
• A limitation is imposed on the total number of products 

offered to each customer. 
• And there is also a Minimum Quantity Commitment (MQC), 

which is the number of units of a product to be offered in 
order for that product to be part of the campaign. It means 
that no customer will receive an offer of a product which is 
not part of the campaign. If the product belongs to the 
proposed ones then at least Pj > 0 customer will receive an 
offer. 

A solution is represented by a binary array R|C|×|P|, where C 
indicates the set of available costumers, and P represents the 
possible products to be used in the campaign. If a given cell si,j |i
∈C, j∈P is equal to “1” (true), the product j will be offered to 
the customer i; otherwise, the value would be “0” (false).  
There are two basic parameters of the customer lifetime value’s 
computation; pij is the probability that customer i responds 
positively to an offer of product j, and DFVij is the return to the 
firm when customer i responds positively to the offer of product j 
[11, 12]. the problem can be modeled as follows: 
 

1 1
( )

m n

ij ij ij
i j

r c x
= =

−∑∑  - 
1

m

j j
j

fc y
=
∑                  

        (1) 

where: 
• rij is the expected revenue of the company from the offer of 

product “j” to customer “i”, and rij = pij DFVij 
• cij is the cost generated while offering product “j” to customer 

“i” 
• Mi is the upper limit value of number of different products to 

offer to a customer “i” 
• Pj is the MQC limit associated with product “j” 
• Bj is the budget, associated to the product “j” during 

campaign. 
• fcj is the cost of using product j in the campaign 
• Oj is the MQC bound of the product j, 
• HR is the hurdle rate specific to each company 
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The goal is to maximize the fitness function (1), by finding the 
optimal combination of the two matrices X and Y: 
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The constraints, to which the problem is subject to, can be 
modeled as follows: 
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, {0,1}ij ijx y ∈   for each i =1…m and j=1 …, n   (7) 
 

Figure 1 below, illustrates an example of a problem with an 
advertising campaign optimization. The matrix represents a 
solution S|C|x|P| concerning 5 products to offer to 10 customers, so 
as to optimize the Return on Investment by taking into account 
business constraints (maximum products to offer for each 
customer, fixed cost and budget for each product). In summary, 
this figure represents the offers to be adopted by each customer. 
The first column on the left, represents the 10 customers who are 
the subject of the campaign with the maximum product values to 
offer to each Customer. The first line at the top represents the 
different product offers with the fixed cost of each product and 
the budget allocated during the campaign. the values 1 means that 
product j is offered to customer i during the campaign and 0 if not. 

3. Methodology 

There are several types of algorithm hybridization; The 
hybridization used in this paper contains both sequential and 
parallel hybridization. The sequential one concern using GA in the 
initialization of a feasible solution. The parallel hybridization is 
used for perfecting the solution found in each BA iteration by an 
application of the GA limited in terms of number of iterations. 

3.1. Building initial solution using Genetic Algorithm (GA): 
One of the very important phases when dealing with the 

customer targeting problem, is the creation of an initial good 
quality solution which must be feasible by respecting the business 
constraints. 
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Figure 1: A solution example for the optimization problem of customer targeting 
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The classical initialization of the Bat Algorithm, and which is 
based on randomization, creates a non-feasible or poor-quality 
initial solution. To solve this problem, we opted to build the initial 
solution using GA with a reduced population, and a number of 
reduced chromosomes. Genetic Algorithms are considered as the 
most known heuristic technique of search and optimization, and 
are inspired by natural evolution. They have proven to be effective 
in several complex problems [3]. GA modeled the decision 
variable of a search problem by a string composed of alphabets 
with a certain cardinality. Each chain is considered a candidate 
solution, and it is called a chromosome, while the alphabets that 
make up the chromosomes represent the genes. In the problem of 
marketing campaigns’ optimization, a chromosome is considered 
as a string representation of solutions to the problem. In this kind 
of problems, the classical GA is imposed and represents the 
solutions by a bit string. Chromosomes composed of bit strings is 
a representation formed of genes with binary values allele. These 
values take 1 if a product is offered to the customer and 0 
otherwise. The gene may represent a decision to offer a product j 
to a specific customer i. The final goal is to optimize the fitness 
function. It is a calculation which determines to what extent the 
chromosome can represent a solution to a given problem. GA is 
also characterized by the notion of population; It treats an artificial 
population; these are strings in a binary alphabet usually [9]. GA 
is composed of 6 steps to find an optimal solution for the problem; 
the objective in targeted offers problem is to maximize the return 
on investment by finding an optimal solution of equation (1):  

1. Initialization 
A randomized procedure is usually used when generating the 
initial population of the candidate solution. However, if we 
randomly choose the composition of the chromosomes with 
a weighting of 50% for each value 0 and 1, we will obtain a 
non-feasible solution which do not respect the business 
constraints. For this, we have opted in this paper for a 
weighting distribution of 80% when a product j is offered to 
customer i, and 20% when it is not. With this method we have 
the certainty that our initial solution respects the business 
constraints but it will not necessarily represent an initial good 
quality solution.  

2. Evaluation  
When the population is initialized first time (population 
initialized), the fitness values of each candidate solutions are 
evaluated to determine how fit an individual is. 

3. Selection  

The selection is a step that keeps the best solutions by 
memorizing copies of those solutions with the highest fitness 
values. This concept imposes the mechanism of maintaining 
the most suitable among the candidate solutions 

4. Crossover 
Crossover is the most impactful phase in GA. It is a phase 
which consists in combining two or more parent solutions in 
order to generate a better solution. 

5. Mutation 

The GA ensures via this stage a diversity of the population in 
order to escape a local convergence, by modifying the 
solution in an arbitrary way while acting locally. 

6. Termination 

The algorithm terminates if there is no improvement in the 
solution quality, when time is reached, or when an acceptable 
solution is obtained.  

The following is a pseudo code of Genetic Algorithm (GA): 
 

Algorithm 1: Genetic Algorithm 
Randomly create initial population 
Calculate the fitness function for all individuals. 
while Iteration < MaxGeneration do 
    Select the best-fit individuals for 

reproductions; 
   Proceeding to offspring by execution 
crossover and mutation phases; 
   Evaluating the fitness function of new 
chromosomes; 

  

end while    
Return 
the best 
solution in 
the 
population 

   

Figure 2: Pseudo Code of Genetic Algorithm 

3.2. Binary version of Bat Algorithm 

The Bat Algorithm (BA) is one of the most recent 
metaheuristic algorithms which uses a technique of imitation of 
micro-bats behavior to find an optimal solution. Previous work 
has proven the effectiveness of this algorithm compared to old 
metaheuristics like Genetic Algorithm (GA) or the Particle 
Swarm Optimization [8,10]. However, the continuous solutions 
generated by the BA are not valid for certain types of problem. 
The objective of our paper is to find a discrete solution (1 when 
the product "j" is offered to the customer "i" and 0 otherwise). For 
that reason, in this paper, the use of a binary version of Bat 
Algorithm is imposed [4]. In order to adapt this algorithm to the 
context of the Targeted Offers problem in Direct Marketing 
Campaigns, a binary version of Bat Algorithm will be used and 
which is proposed by authors [8,10]. This version is called Binary 
Bat Algorithm (BBA). By modifying the micro-bats positions 
values from 0 to 1 and vice versa, the BBA moves micro-bats in 
a binary search space [8, 10]. In [11,2],  When designing the BA, 
author respected the two main techniques used by microbats to 
find their prey. Micro bats decrease loudness and increase the 
pulse rate of sound emitted during chase. These characteristics 
have been modeled as follows [11,2]: Each micro-bat i is 
characterized by its position posi

t, and its velocity veli
t at a specific 

iteration (time). Exploring new solutions is performed by 
updating positions of micro-bats as following: 
 

1 ( )t t t best
i i i ivel vel x Glob Freq+ = + −  (8) 

1 1t t t
i i ipos pos vel+ += +    (9) 

Globbes represents the best solution achieved until this 
iteration, and Freqi, which represents the frequency of the i-th 
microbat, is obtained following this equation: 
 

min max min( )iFreq Freq Freq Freq β= + −   (10) 
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where β is randomly generated from a uniform distribution in 
[0,1]. Thanks to these equations the exploitability aspect is 
ensured in the Bat Algorithm. However, the exploitation side is 
guaranteed by a random walk procedure as follows: 
 

t
new oldpos pos Lε= +    (11) 

Lt is the loudness of the bats’ emitted sound, in order to perform 
an exploration instead of exploitation. Lt is the average loudness 
of all the micro-bats at this iteration step: Lt = <Li

t >, and ɛ is a 
random number in [-1,1] [2,8,9].  
To keep balance between exploration aspect and exploitation 
aspect during the search process, loudness Lt, and pulse emission 
rate ri should be updated only if the candidate solution is improved 
as the iterations proceed. They are updated as following [2,10]: 

t t
i iL Lα=      (12) 

  0 ( )1 expt t
i ir r γ− = −     (13) 

where α and γ are predefined constants. The search principal in 
BA, is once a micro-bat has found the prey’s location, the 
loudness will be decreased while the pulse rate will be increased. 
However, The Bat Algorithm is designed, at the origin, to search 
in a continuous space of solutions. The algorithm, in its original 
version is not applicable when the set of solutions is discrete, 
because during an optimization in a binary search space, by 
treating only values 0 and 1, the Eq.  (9) is no longer valid to 
update the position of the microbats. To encounter this obstacle, 
authors in [8, 14] proposed a new solution: the idea is to use a 
transfer function with the aim of updating the position of micro-
bats with the probability of their velocities. In practice the transfer 
function has the role of mapping velocity values to probability 
values. In other words, the transfer functions are used to move the 

microbats in a binary space instead of a discrete space. The most 
important factor for designing this function is to force micro-bats 
with high velocities to switch their positions. To do this, a transfer 
function, called v-shaped function, and position updating rule are 
proposed in [8,10], and described in Equations (14) and (15) as 
follows: 
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posi

k(t) and velik(t) are the position and velocity of microbat “i” at 
the iteration “t”, where k is the problem dimension. (posi

k(t))-1 is 
the complement of posi

k(t). Figure 3 presents the general steps of 
the Bat Algorithm in   its binary version. 

3.3. Proposed Hybridized Bat Algorithm 

While dealing with the problem of targeted marketing 
maximization, we note that the Genetic Algorithm takes a 
considerable time to find a solution but with a minimum chance of 
blocking in a local minimum, while the Bat Algorithm has the 
advantage of quickly converging on a solution to the problem. 
However, BA may easily be trapped in a local minimum. Taking 
into account the random aspect of the initialization procedures, the 
two algorithms suffer from the poor quality of the initial solution. 
To overcome these obstacles, we propose to hybridize the Binary 
Bat Algorithm, to benefit from convergence in advanced iterations, 
with the Genetic Algorithm that generates better population from 
good parents. These results are close to a global optimum.

 

Algorithm 2: Standard Binary Bat Algorithm 
Initializing the population of micro-bats: POSi(i=1, 2, ..., n)=rand(0 or 1) and VELi=0 
Define initial pulse frequency value Freqi 
while (num_iteration < Max generation iterations) do 
   Update both frequency and velocities values 

  Determining transfer function value by Eq. (14) 
  Update micro-bats’ positions by executing Eq. (15) 

   if (rand > ri) then   
  Randomly choice a solution (Globbest) among the best solutions.;    
  Modifying some of the dimensions of position vector with some of Globbest dimensions;    
  end if    
 Randomly flying and Generating a new solution    
 if (rand < Li and f(posi) > f(Globbest) and Constraint(Globbest)=True) then 

Accept the new solutions; 
end if 

   

 Evaluating the fitness function for all microbats in the population    
 Increase ri and reduce Li    
 Getting Globbest after ranking the micro-bats    
end while 
Return the best solution. 

   

Figure 3: Pseudo Code of Standard Bat Algorithm 
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The initial solution in the proposed algorithm is generated 
by performing the Genetic Algorithm for the first time, with a 
reduced number of chromosomal parents; this will quickly 
generate an initial solution of better quality than standard 
algorithms. The exploration and exploitation are controlled by 
pulse emission rate, in the case of standard Binary Bat Algorithm 
[12,13]. By proceeding iterations, this factor takes on larger 

values, which causes a progressive loss of the exploitation 
capacity of the algorithm. by introducing linear decreasing inertia 
weight factor, the exploitation capability of the algorithm is 
improved while the exploration capability will be improved by the 
hybridization of both algorithms. Figure 4 presents the steps of 
the proposed algorithm: 

 

Algorithm 3: Hybridized Binary Bat Algorithm 
Randomly create GA initial population 
Calculate the fitness function for all individuals 
while Iteration < MaxGeneration do 
    Select the best-fit individuals for reproductions; 

   Proceeding to offspring by execution crossover and mutation phases; 
   Evaluating the fitness function of new chromosomes; 

  

end while 
Return Initial solution to execute Binary Bat Algorithm 
Initializing the population of micro-bats: POSi(i=1, 2, ..., n)=rand(0 or 1) and VELi=0 
Define initial pulse frequency value Freqi 
while (num_iteration < Max generation iterations) do 
   Update both frequency and velocities values 

  Determining transfer function value by Eq. (14) 
  Update micro-bats’ positions by executing Eq. (15) 

   if (rand > ri) then   
  Randomly choice a solution (Globbest) among the best solutions.;    
  Modifying some of the dimensions of position vector with some of Globbest dimensions;    
  end if    
 Randomly flying and Generating a new solution    
 if (rand < Li and  f(posi) > f(Globbest) && Constraint(Globbest)=True) then 

Accept the new solutions; 
end if 

   

 Evaluating the fitness function for all microbats in the population    
 Increase ri and reduce Li    
 Getting Globbest after ranking the micro-bats    
end while 
Return the best solution. 

   

Figure 4: Pseudo Code of Hybridized Genetic Binary BA (IGBBA) 

4. Computational Experiments and Discussion 

The proposed algorithm was developed in Matlab 2015on a 
Lenovo T470s computer Core i7, with 2.6 GHz clock speed and 
20 GB RAM. The linear solution was obtained using CPLEX 
(IBM solution), and the dataset, proposed and generated by author 
in [5], is used for comparing the three algorithms: 

• The cost value cij may take 1,2 or 3 (Randomly) 
• The return of the firm rij is an integer generated between 0 

and 16 randomly. 
• The corporate hurdle rate HR can take 5%, 10%, and 15% 

values. 
• In this paper, there are three different values of the number 

of customers: 100 customers for small category S, 1000 
customers for medium category M, and 10,000 customers 
for large category L. 

• For each category of customers, we have two different 
numbers of product n: 5 and 10 products. 

• For each combination (category of customer and number of 
products), a minimum-quantity commitment bound Pj is 

randomly generated between ii
M

n
 
 
  

∑  and 2 ii
M

n
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• The upper bound Mi is selected between 1 and n/5.  
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To test the performance of the proposed algorithm, we report 
the same dataset and conditions from computational experiments 
in [5] and [6]. The GAP is calculated when a feasible solution is 
found by the adopted algorithm. By analyzing Table 1, we clearly 
deduce that the proposed IGBBA algorithm gave better solutions 
compared to GA and BBA.  

The GAPs of IGBBA are significantly lower, and the BBA 
appears as the second-best algorithm by comparing the GAPs. 

Figure 5, which is a graphic representation of the fitness function 
using the three discussed algorithms, shows the fast convergence 
of the BBA and the IGBBA compared to the Genetic Algorithm. 
As reported in Table 1, and for the three categories of the S3 
format, IGBBA is clearly better than the methods used in the 
previous works, with a clear difference in performance based on 
the GAP calculation. However, for the medium and large 
categories, the IGBBA is considered very competitive and 
sometimes better than the other algorithms. 

 
Figure 5: Convergence of fitness function 

Table 1: Experiment results 

  Small Medium1 Medium2  Large 
  5 10 15 5 10 15 5 10 15  5 10 15 

    Results experiments of [5]   
Initial 

Solution 19.2 
17.8

5 
18.3

4 
17.
9 

16.
2 18.36 

18.9
2 

19.2
3 

17.8
4 

 26.2
2 

24.8
6 

25.6
5 

Tabu 
Search 6.86 6.52 7.76 

7.2
2 

8.5
4 7.6 9.75 9.58 9.11 

 10.8
6 

11.0
4 

10.2
3 

γ     
 

Results experiments of [6]     

0 10.68 6.98 7.77 
9.7
2 

9.1
2 12.15 

11.2
9 9.9 

11.1
5 

 12.9
9 

12.2
9 

12.1
5 

0.2 6.9 7.14 7.92 
7.2
2 

8.6
7 7.69 

10.2
6 9.59 9.34 

 11.2
4 

10.9
4 

10.7
4 

0.4 6.79 6.45 7.58 
8.4
7 9.1 7.89 9.68 9.76 9.91 

 10.8
6 

11.2
2 

10.1
1 

0.6 6.77 6.5 7.49 
7.2
4 

8.4
2 7.63 9.85 9.78 9.44 

 11.5
1 

11.9
3 

10.2
2 

       IGBBA results     
Initial 

Solution 
(GA) 23.8 

19.0
5 

19.7
5 

20.
1 

18.
8 17.21 

19.4
5 

22.8
8 

18.6
6 

 
27.3

2 
25.6

7 
26.3

1 

IGBBA 6.69 6.51 7.01 
7.1
1 

8.5
5 7.12 9.45 9.77 9.07 

 10.8
6 

11.0
1 

10.1
1 
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5. Conclusion 

The BA which is one of the most efficient algorithms was 
appointed to deal with that type of problem; it was used in binary 
version given the discrete nature of the solution space. In order to 
be able to search in a discrete space, a transformation of the 
positions of the micro-bats, to discrete values, is essential. The 
hybridization can provide a more efficient behavior and a higher 
performance when dealing with large-scale problems. This 
combination carried out in this paper has shown its effectiveness 
by remedying the disadvantage of the risk of jamming in a 
minimum local. As extension of our work, new constraints can be 
proposed, like reducing products costs where customer respond 
positively to a big number of products or where the number of 
customers respond positively to a specific product j. On the other 
hand, an optimization of IGBBA algorithm can be proposed to 
reduce the execution time. We addressed a very important issue 
in the marketing strategy of companies in order to optimize their 
return on investment during advertising campaigns. We have 
taken up the modeling done by author in [5] with the business 
constraints that must be respected to maximize the profit of the 
company. To test its proposal, author, in [5], created a dataset 
randomly, respecting a certain logic of the upper and lower limits 
of each parameter; a job that will produce several dataset 
categories according to different sizes depending on the number 
of customers, number of products and the value of Hurdle rate. A 
dataset on which this paper was based to test our proposal and 
compare it with the results of [5] and the result of other 
works. Since the problem is considered an NP-hard one, the use 
of metaheuristics is required; we have treated the problem based 
on methods based-population differently to the works cited above 
and which are all based on neighborhood methods. 
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 This article is a continuation of the work presented in the Third World Conference on Smart 
Trends in Systems Security and Sustainability (WorldS4). In this version we focus on 
matching IT and business processes from different management levels by using IT-
Governance (ITG) Risk and Compliance frameworks in a smart way. In fact, every 
information system (IS) has two main interfaces with two key systems: Operating System 
(OS) and Decision System (DS). Every system has his own frameworks and best practices 
for efficient management.  IT Governance is the ability to control IT strategy 
implementation by ensuring business and IT alignment for profitable digital services. Also, 
the variety of IT Governance frameworks for each hierarchical level in the enterprise, 
should be efficiently deployed together in order to have coherent recommendations for IS, 
OS and DS users. It is why we use COBIT 5 as a strategic IT Governance framework able 
to match and integrate other frameworks and best practices dealing with IT services, IT 
risks and compliance as well. We based the proposed IT GRC smart adviser on artificial 
intelligence and knowledge management as technical axes. This article presents, IT 
Governance frameworks, their matching problems and related works. Then it proposes a 
smart architecture with new functionalities to match COBIT processes with other 
frameworks in order to cover different management levels. The technical contribution of 
this article is to propose and implement an IT GRC smart adviser based on many 
frameworks and best practices to optimize and improve IT Strategies.  The simulation was 
presented, the obtained results were compared to human experts’ decisions and big 
similarities were observed. The aim of this article is to integrate knowledge from many IT 
GRC frameworks for better IT governance in a smart and easy way. 
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1. Introduction 

Information system Governance is nowadays different from 
classical management of software and hardware. Many users with 
different profiles are interacting directly or indirectly with it. They 
use IS to enrich their data sources through operation systems 
deployed in different gadgets for simple use. They use it to answer 
daily questions as well such as production rate, new clients number 
and providers’ expectations. The created data is the most valuable 
resources ever. It enables CEO and other Business offices to take 
the right decision. But good IT governance allows to take this 
decision in the right time through the right IT solution.   

The real challenge of top managers is to use digital solution to 
create value. They should also manage risk, and comply with 
regulations. The decision is no longer IT responsibility. It achieves 
business and technical offices as well. The use of one IT 
governance framework in its document version is no longer 
enough: It is true that they contain very advanced know-how and 
feedback, but it requires experts, time and a large budget to take 
advantage of them. These three elements: time, budget and 
knowledge are very expensive in the current market due to its 
severe competition and the law of the most powerful. 

As a result, digital tools are mandatory to facilitates the 
governance of the information system. It is also a need for 
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performance management system to ensure the right and efficient 
use of these frameworks. 

Consequently, in this new multi-user, multi-partner 
environment, the CIO’s missions remain information system 
strategy definition, IT resources management and technical 
problems resolution as well. Meanwhile, with Big data and cloud 
computing matters, we notice the emergence of new technical and 
business risks that should be managed effectively by IT and 
business together. To perform these tasks, many IT governance 
frameworks should be deployed in easy to use digital solutions as 
we did in [1]. But the main problem is how to integrate them in the 
same personalized repository for every company. How can we 
design an IT Governance, risk and compliance framework that 
matches the company’s needs with optimal time, minimum budget 
and good software quality insurance? How can we integrate Data 
Governance into IT Governance in a fluid and value-creating way 
by taking in consideration Governance critical success factors [2]? 

To answer these question, we propose an intelligent IT 
Governance model based on COBIT 5 as a business driven 
repository for corporate and IT governance. In fact, COBIT 5 
offers with a common, non-technical and technology-independent 
language a management framework able to align governance and 
management standards. By providing a simple architecture to 
structure guidance documents, Cobit 5 contains knowledge 
previously distributed in different standards like COBIT 4, Risk 
IT, Val IT, ITAF and BMIS. It also allows practical matchmaking 
with different management levels’ frameworks like ITIL, CMMI, 
ISO 27000 family and COSO. 

In this article, we propose an update of the smart IT 
Governance adviser architecture [1] to allow IT services, IT risk 
management and compliance efficient management, in addition to 
matching stakeholders’ motivations with real business goals [2]. 

We will add new layers communicating with the semantic 
model, to link stakeholders and digital solutions via IT Governance 
ontology designed and created in [3]. We also propose a smart 
matching between every COBIT process and its correspondence 
with other frameworks. In IT Governance jargon we call that 
“Appling a unique and integrated standard principal” for better 
alignment as presented in [4].  

After the introduction in the first section, the second section 
presents the most pertinent IT Governance Risk and Compliance 
frameworks and then exposes an overview of their matchings with 
COBIT 5. The third section gives a brief state of art of Knowledge 
management as a technical axe. The fourth section analyses briefly 
related works. The fifth section presents the smart IT Governance 
adviser updates and the knowledge management system 
architecture. The fifth section, discusses the new model, its uses 
and its extensions, the sixth section details the model 
implementation and results analysis. In the last section, the article 
is concluded and work perspectives are listed. 

2. IT GRC frameworks 

In the ITG literature, numerous frameworks are presented, 
with advantages and limitations of each of them. Thus, each 
framework offers specific recommendation according to its 
domain. In practice, ITG should makes these repositories coexist 

for better results, since they present a necessary complementarily 
for pertinent decisions. We present some of the main standards in 
terms of enterprise management, services, projects management 
and IT security to show how IT governance frameworks drive 
accountability and process maturity [5]. In what follows, we 
present the most used frameworks namely ITIL, CMMI, ISO27001 
and IT BSC. 

2.1. ITIL  

IT Infrastructure Library (ITIL), is an approach 
documentation for IT service management, to support business 
organizations users. It is created by the British government in 1990 
[6]. In 2004, ITIL v2 was created with 9 books, focusing on the 
link between technology and business, and based on processes to 
provide the right services to customers. Many companies are using 
ITIL to improve IT services control and good results are as for 
processes improvements.  ITIL service is a way to deliver value to 
a customer in an easy way and with low cost and risk. In 2007, 
ITIL V3 was implemented on five best practice books, offering 
supplements by sector or by market as well as generic models 
(process maps). This version is not subject to certification, and it 
offers continuous improvement of the services offered to IT 
Department clients. The latest version is ITIL V4. its main 
advantage is the integration of new agile practices and Devops 
method. It has developed 34 practices, in 3 themes instead of 26 
processes in 5 categories.  

• 14 in "General Management practices",  

• 17 in "Service management practices"  

• 3 in "Technical management practices".  

ITIL V4 edition book introduces new like Service Value System 
(SVS) and the four-dimensional model. 

2.2. ISO 27001 

ISO 27001 is a framework to implement information security 
management system (ISMS). Released in November 2005, it also 
provides a model for operation, monitoring, and review the ISMS. 
It also enables the creation and implementation of good IT service 
management, a s presented in [7]. The risk management approach 
ISO 27001 uses is a top-down and neutral method. It is a planning 
process with six parts: 

• Security policy definition 

• WSIS scope definition. 

• Risk assessment performance. 

• Risk identification. 

• Goals and controls implementation 

• Applicability declaration. 

ISO 27001 deals with responsibility management, internal 
audit and continuous improvement without specific information 
security controls. It should be noted that in the accompanying code 
for each practice, a checklist must be taken into consideration.  
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The last version is ISO27001 with 2014 and 2015 corrections. It 
highlights information security management systems requirements 
with special focus on information technology and security 
techniques. 

2.3. IT Balanced Scorecard 

Balanced Scorecard (BSC) [8] is the framework explaining 
company vision and strategy. It suggests action plans to give 
internal processes feedback with continues improvement. The 
BSC, according to its authors Robert Kaplan and David Norton, 
allows for traditional financial results, but these results highlight 
the past, which was normal in the industrial era, with long-term 
investments. There are insufficient customer relationships. These 
financial elements are insufficient, however, to control companies 
in the digital age, which should be based on their future value by 
investing in customers, suppliers, employees, processes, 
technology and innovation. ". The BSC offers a management tool, 
organized on four aspects: 

• Financial aspect: define the financial benefit provided to 
shareholders 

• Customer aspect: market and customer expectations; 

• Internal process aspect: potential improvements to be made to 
the company's internal processes, which bring value; 

• Future construction aspect: mobilization of human resources 
and infrastructure for improvement and learning. 

It is assumed that this approach leads to a good vision of 
corporate Governance. 

2.4. CMMI 

The Capability Maturity Model (CMM) [9] is a project 
management framework developed by the Software Engineering 
Institute (SEI) of Carnegie Mellon University. It describes 
software development maturity practices and principals. With an 
ad hoc path, CMMI proposes to software development 
organizations a process improvement capability. IT contains a list 
of models like MM Software, CMM systems engineering and 
integrated development of CMM products. These models were 
merged and extended into CMM integration known as "CMMI" 
with either a stage view or continuous view. As for the staged view, 
it offers five organizational maturity level (initial, managed, 
defined, quantitatively managed and optimization). As for the 
continuous view, it includes six levels of processing capacity 
(incomplete, executed, managed, defined, quantitatively managed 
and optimization).  

2.5. IT GRC Frameworks matching with COBIT  

For better IT Governance, IT department must deal with each 
task by deploying it in its real context and link it with a project or 
a process. IT processes are the starting points while governing an 
information system. For example: deploying an ERP; computer 
backup organization; servers’ security; or new IT supplier 
integration; 

An IT process is defined as a set of activities around a specific 
event to measure results for customers [10].  

While analyzing the IT GRC frameworks before, we remark that 
process-driven aspect is almost in all them. IT changes 
approaching components into active components inside the 
organization. The IT process is measurable in effectiveness and 
efficiency by defining activities to implement, responsibilities and 
controls. At this level, each repository focuses on one or more 
concepts to find more priority and to zoom on either governance 
risk or compliance. 

Meanwhile, process management is highly recommended in 
the agile environment we are living in. This type of management 
allows [11]: 

• Requirements understanding  

• Processes added value; 

• Process performance and efficiency measurement; 

• Positive communication between stakeholders. 

• Top Management easy and measurable decisions. 

Technically speaking, IT process is easily designed as a 
simple or complex function or procedure with inputs and outputs. 
In this article encapsulate best practices and frameworks processes 
into computerized executable functions. 

a) ITIL –COBIT 

COBIT identifies what the CIO should do, ITIL prescribes 
how it should be done to optimize the use of IT resources. ITIL 
and COBIT have several common points (for example the BAI10 
process in COBIT is equivalent to configuration management 
process in ITIL). 

 
Figure 1: Matching COBIT with ITIL 

COBIT 5 proposes the convenient IT investment to link 
priorities with objectives in both IT and business context (cascade 
principle). We have already seen it in [1]. The cascade of COBIT 
5 objectives makes it possible to align IT objectives and company 
objectives, which makes it possible to refine and prioritize IT 
processes. the cascade of COBIT 5 objectives allows stakeholders 
to answer the following two questions: 

• How to prioritize areas of interest when applying ITIL v3 
processes? 
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• How to define the right maturity level and the efficient 
processes for better business decisions? 

One last thing, COBIT 2019 is also correctly matched with ITIL 
v4 which allow us to upgrade our system regarding future IT GRC 
Frameworks versions. 

b) CMMI –COBIT 

Traditional mapping is designed to be used in one direction. 
Indeed, a user searching for an element in COBIT model finds the 
element or elements linked to the appropriate CMMI model. 
Others by the reverse probably exist in several places on the map 
(several elements of CMMI for a COBIT element) which is not 
easy to isolate to determine what is linked exactly. These 
traditional cards are unidirectional and they are valid for the 
correspondence of all IT GRC repositories. In this perspective, 
COBIT 5 CMMI Practices Pathway Tool, has emerged as a 
common Excel tool made by ISACA and CMMI, intended for 
users who want to navigate freely from COBIT 5 to CMMI and 
vice versa[12]. The dynamic and permanent correspondence 
between CMMI and COBIT makes it possible to limit maturity in 
the different levels of governance, which allows self-assessment 
and continuous development. 

c) ISO27001 -COBIT 

There is a mapping between COBIT 5 and ISO 27001 
domains: “COBIT 5 for information security” this repository 
presents a mapping guide aiming at implementing the domain area 
of COBIT process with ISO27001 controls[13]. 

3. Knowledge Management 

3.1. Definition  

Knowledge Management (KM,) is a multidisciplinary research 
area offering methods, techniques and assistant tools: creation, 
acquisition, sharing and use of knowledge in an organization, with 
a view to 'improve individual, collective or organizational learning 
[14]. Knowledge is defined in a complementary way by raising one 
of his systemic aspects namely: 

• Ontological (what is knowledge), 

• Functional (what it does), 

• Genetics (genetics here has the meaning of genesis not 
inheritance) 

• Transformational (where it comes from and what it becomes)  

• Teleological (why). 

In artificial intelligence context, different types of knowledge 
are identified:  

• Procedural knowledge to explain how can we solve a given 
problem is solved. It indicates how to complete a task; 

• Declarative knowledge: it is statements describing objects and 
concepts and focusing on problem resolution indications. 

• Meta Knowledge is specific domain knowledge explanation. 
For example, what is suitable at a given situation e to solve a 
given task; 

• Heuristic knowledge: also called surface knowledge. It is 
empirical knowledge acquired by an expert through his past 
experience, it is used to guide reasoning; 

• Structured knowledge: describes a mental model of the expert 
in the form of a structure (concepts, sub-concepts, objects, 
etc.). 

3.2. Design methods 

There are 3 approaches of Knowledge management modeling:  

a) Bottom-up modeling approach:  

The bottom-up or data-driven approach is based on a step of 
elicitation of expert knowledge (interviews, document analysis, 
task analysis, etc.) followed by a conceptualization step. Example: 
KOD and MIKE [14]. One of the advantages of the bottom-up 
approach is that it leaves experts free to express their perceptions 
and their tasks without constraining them. In addition, developed 
models correspond to existing points of view. However, the high 
cost in terms of time and expertise in the elicitation process, the 
difficulty of re-use as well as the complexity of the validation 
process are major drawbacks of the approach. 

b) Top-down modeling approach: 

This approach is called Model-Driven Approach. The 
development of knowledge models in this approach consists of 
finding pre-existing generic models and adapting them to the field 
and the application concerned. Two sub-approaches can be 
distinguished in this family: the select-and-modify approach and 
the modeling-by-composition approach from library elements. 
Example: CommonKADS [15], MASK [16]. The main advantages 
of this approach in addition to providing a support for knowledge 
acquisition are models generality and reusability. But adapting an 
existing model to a specific application is a very difficult task. In 
the literature, we also find mixed approaches which tried to take 
advantage of the two approaches like [17] and [18]. 

3.3. COBIT knowledge Base 

Applying a single integrated framework is the third principle 
of COBIT 5 that proposes a knowledge management for COBIT 
alignment with other standards and frameworks for enterprise 
complete coverage. As shown in figure 2, Cobit 5 has a knowledge 
base of current guidance and contents collected from old versions 
and other standards and frameworks. This knowledge base 
enriched by enablers such as data, IT processes, resources and 
ethics allow different stakeholders to find answers to their 
questions about best practices to deal with different IT Governance 
situations in different levels (strategy, services providing, risk 
management…etc.). In fact, simplicity, guidance materials 
structuring and consistent production are the main advantages of 
this architecture that integrates different frameworks. knowledge 
in one shot [19]. IT Governance repositories are a set of knowledge 
sources capitalized by experts for better Information system 
management in different types of organizations. In this 
perspective, we are working on a smart IT Governance Knowledge 

http://www.astesj.com/


M. Chergui et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 247-255 (2020) 

www.astesj.com     251 

Management system that will be interfaced with the adviser in 
future version. 

 
Figure 2: COBIT 5 Knowledge base  

4. Related works 

To assess the state of art of IT GRC platforms, a rigorous 
evaluation of the fourteen main suppliers [20] is presented in table 
1. A comparison of the strengths of each of the solutions was 
established from the Forrester description, functionalities 
presented on the official sites and the demos available on the net, 
as long as the solutions are all proprietary. 

Table 1: GRC existing platforms 

Vendor Product   Version  Strong points 

ACL ACL  

ACL 
Analytics 
12.5 
 ACL 
Analytics 
12.5 
Exchange 
6.5 

- Financial control 
analysis and testing 
-Audit solution 
- Community of 
practitioners 
-Simple user interface, 
mobile support and 
analytical integration. 

Enablon Enablon 8 V8.4  

-Operational risks 
- Legal and regulatory 
aspect 
- Environmental, health 
and safety management 
- Corporate social 
responsibility initiatives, 
litigation, a responsible 
supply chain, air quality 
management or public 
service data. 
 

IBM IBM 
Ope,Pages V7.3 

-Financial control 
management 
-Operational risk 
management 

LogicManager LogicManager V17  -Humain advisors 
availability 

-Fastest average 
deployment times 
 

MetricStream 
MetricStream 
M7 GRC 
PLatform 

V7.0  

-Energy, health care, 
insurance, food and 
beverage and automotive 
-Good user interface 

Nasdaq  BWise  V5  

-Middle market and 
information security 
organizations 
 

NAVEX 
Global 

PolicyTech 
NAVE 
Engage 
RiskRate 
EthicsPoint 

Sep 1, 
2017 
July 31, 
2017 
August 
30, 2017 
August 
15, 2017 

-Compliance 
-Data Management 

Riskonnect 

Riskonnect 
Integrated 
Risk 
Management 

GRC 
2017.2  

-Support 72 languages 
-GRC workflow and 
dashboards 
-Adapted to 
Salesforce.com clients 

RSA Archer RSA Archer V6.2 

- IT GRC 
- Financial risks and 
regulatory change 
management 

Rsam Rsam GRC V9.2 

-Data collection from 
different platforms 
-Risk analysis and 
management 
 

SAI Global Compliance 
360 

Sept 7, 
2017 

-Health care and IT GRC 

SAP SAP solutions 
for GRC V10.1 

- Big data and predictive 
analytics 
-Audit tool 
 

ServiceNow ServiceNow 
GRC Jakarta 

-IT Services 
management 
-IT GRC 
-Risks to information 
security and IT 
operations 

Thomson 
Reuters 

Thomson 
Reuters 
Connected 
Risk 

Sept 7, 
2017 

-Risk and Compliance 
-Financial control 
management 
-Managing regulatory 
changes 

The comparative analysis and the measurement of the 
effectiveness of these solutions in relation to the ITG dependency 
factors allow us to deduce that: 

• In most cases, it is GRC solutions without IT GRC 
functionalities, 

• The majority of these solutions even if they have IT GRC 
functionalities, it is ERP solution module to be deployed with 
the rest of the modules. 

• The cost of setting up is high (by consulting the list of their 
references on the market and their targets). 
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• Need for external advice for better operation (possibly advice 
from the seller of the solution). 

• There is a discrepancy with regard to the ITG implementation 
in the IS of various companies (size, turnover, type, maturity, 
location, etc.). 

• They do not concern all of Information System stakeholders 
and all areas of the company at the same time. 

5. Proposed model 

This project started by EAS team [21] to propose an IT GRC 
digital solution with five intelligent modules for business and IT 
alignment by mapping processes. It also manages IT risks and 
measures business impacts. This was done by choosing for every 
process the right framework(s). There were many limitations for 
this architecture namely as far as execution time is concerned and 
also many communication problems among distributed systems 
which cause the decrease of IT Governance service’s quality. IT is 
the reason why in[1], we implement the strategic level via a smart 
advisor to optimize the IT Governance semantic model. This 
solution main advantage was the “All in one” service and the easy 
use for final users. The advisor is a simple chatbot to which IT 
manager, Business Manager, CEO or even a project manager can 
ask IT Governance questions and he is answered simply and 
quickly. 

In this version, we kept the same semantic engine model that 
interprets user real time questions using test mining. The same IT 
Governance ontology [3] to match concepts and relations but we 
replace our knowledge base by COBIT knowledge base.  Cobit 
knowledge base, as shown before, is fed by Cobit but also the other 
repositories (ITIL, CMMI and ISO27001 at first) with processes 
matching. 

This change allows the semantic engine not only to answer via 
Cobit guidelines but also ISO27001 for risk management, ITIL for 
services Governance and CMMI for IT project management in 
implicit way. The unique Knowledge base improves the 
performance of the system and ensures the efficiency of responses 
by arriving at a more delicate granularity for each process. 

 Indeed, the smart adviser is mainly made of an expert system 
applying cascading principles (1st principal of Cobit 5) to unify 
objective and value creation definition among different 
stakeholders. By updating the semantic engine, we also unified 
guidelines in hierarchical way.   

Every stakeholder will find deeper guidelines depending on 
what he is asking for: a top manager will be satisfied by Cobit 
suggestions but CIO or a business manager will need more details 
that he will find properly in ISO27001, ITIL or even CMMI. So, 
by deploying the cascading principle and the single unified 
principle, the IT GRC smart adviser deep dive enterprise needs to 
suggest more operational recommendations. 

The business driven architecture has a chatbot to ask 
stakeholder questions about eventual risks, resources management, 
value creation…etc) according to users’ answers the smart advisor 
cascade his business request into enterprise goals. Then, depending 
on the questioned profile, the smart advisor asks for more details 
to match enterprise goals with IT goals. 

 

  

 

 

 

 

 

 
Figure 3: Semantic engine update 

Every company description and characteristics should be 
previously configured in the knowledge base facts to define IT 
Governance road map. The proposed solution also allows 
cascading IT decision according to COBIT 5, through the semantic 
engine as shown in figure 2. After that, IT related goals are 
matched to enablers in a new abstraction level compared to [13]. 
The proposed semantic engine is now a five layers’ system: 
• Text mining layer annotate stakeholder answers. 

• Persistence component storages stakeholder needs in the 
knowledge base 

• Processing component compares stakeholder’s request to 
Cobit 5 suggestions from knowledge base.  

• Enabling component chooses the best facilitator (s) to 
implement. 

• IT GRC KMS is a knowledge management system to feed 
Cobit Knowledge base with matched processes and 
guidelines. 

As for Cobit Knowledge base, it is the set of rules and facts 
related to each COBIT process and domain one by one with: 
CMMI, ISO27001 and ITIL. In this level we are not updating the 
ontology since the system will interpret user questions through 
COBIT cascading.  

6. Discussion 
In previous work [1], The smart adviser contains a matchmaker 

agent between the semantic engine described above and IT GRC 
business driven configuration.  

The matchmaker verifies first the company static parameters to 
initiate the IT GRC road map. It also enables the stakeholder to ask 
questions and have answers from the semantic engine in Chatbot 
way. Meanwhile, matchmaking research and priority algorithm 
detailed in [22] match every request with best guidelines according 
to a corresponding rate. The indexing algorithm does the 
following: 

• Text indexing according to the words that compose it. 

• Similarity test with inverted index. 

• Returning similar texts with rank for every user query. 

• Knowledge extraction from Cobit Knowledge Base.

Persistance Processing Enabling 

COBIT 
Knowledge Base 

Text 

mining 

.owl IT GRC 
KMS 
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Table 3: Proposed solution and state of the art comparison 

Solution 
Simple user 
interface 

Risks 
management 

- Legal and 
regulatory aspect 
 

Human 
adviser 

Deployment 
times 
 

information 
security 

IT 
GRC 

Workflow 
and  
dashboards 

Data 
management 

ACL X         
Enablon  X X       
IBM  X        
LogicManager     X X     
MetricStream X         
Nasdaq       X    
Riskonnect X       X  
RSA Archer  X X    X   
Rsam  X       X 
SAI Global       X   
SAP        X X 
ServiceNow  X X    X   
Thomson Reuters  X X       
NAVEX Global   X      X 
Proposed solution X X X X X X X X X 

 

The smart advisor update is done in this step: Once similarity 
ranks are fixed, an inference engine questioned the rules base 
according to a maximization algorithm. The rules base 
communicates simultaneously with the fact base and the inference 
engine to give the convenient answer according to COBIT first and 
later to ITIL, CMMI and ISO27001 (see figure 3). The answer is 
returned to the matchmaker agent who sends it to the active 
adviser. One last thing is that two or three advisors could be 
handled for the same request successively for IT Governance, risk 
management or project management as well. 

 

 

 

 

 

 

 

 
 

Figure 4: Cobit Knowledge Base architecture 

In table 2 we compare the proposed IT GRC smart adviser to 
solutions presented in table 1: 

To summarize, the update of the smart IT Governance adviser 
understand stakeholders’ needs by annotating their questions and 
finding answers in Cobit 5 cascading model, via a text mining 
layer. This component is mainly managed by the processing entity 
connected with the Cobit knowledge base to confront them at this 
last base of rules to elaborate a roadmap with many granularity 
levels (IT Governance, risk management, services managements 
and IT project management. Cobit knowledge base is mainly made 
of facts bases and rules base linked to IT GRC Knowledge 
management system (that we will detail in a future work). Rules 
base is regularly actualized through IT GRC new repositories and 
expectations. As for Facts base, it is actualized by the organization 

information system parameters. The inference engine feeds the 
smart advisor with the appropriate decisions after semantic 
analysis and primitive matching.  In addition, for every level   
facilitator implementation is also given, with a balanced squared 
card dimension, the result road map enables a prioritization of 
processes implementation.  

As for the processing and analysis steps compared to [1], we: 

• update the semantic engine, 
• implement the COBIT knowledge base, 
• link the KB with the matchmaker agent, 
• implement the chatbot 
• annotate answers 
• test the adviser  
• compare its results with a human expert’s decisions 
• evaluate the adviser performance 

7. Implementation 

To validate experimentally the proposed architecture, we 
implement and improve different versions of the platform. Let’s 
give an overview of the IT Governance platform evolutions: 

The first and second versions were java simulators, the third, 
fourth and fifth version were web application where, in addition to 
the proposed functionalities, communicate with the global EAS-IT 
GRC platform[23]. In the first version, we simply validated the 
communication of different intelligent agents with predefined 
business goals. In the second version[24], we added to the first 
version kernel, the knowledge base where we stored the basic 
information and the different mediation rules and we implemented 
an agent launch interface to simulate exchanges. We have carried 
out tests to validate results. In the third version, we have 
implemented almost all of the features offered with interfaces of 
potential users; 

• IT Governance Ontology of information systems governance 
that we deployed in the mediation layer for the interpretation 
of offers and requests; 

• Global comparison algorithm to improve the expert mediation 
system; 

Rules base 
IT GRC 
KMS Facts base 

 

Inference Engine 

owl 

Decision
 

Smart 
advisor 
Matchmaker 
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• Update repository with version 5 of Cobit; 
• Request logging and learning to develop the proposed offers. 

As for the fourth version presented in [1], we simplify user 
web interface and encapsulate IS Layer in a configuration agent for 
better device coordination in multiple access case. We also 
optimize the semantic engine model, to extract IT Governance 
knowledge.  

In the fifth version, presented in this paper, we add two main 
contributions namely the semantic engine knowledge management 
updater and the knowledge base detailed architecture. 

Here is the fifth version IT Governance user query interface: 

 

After a secure authentication and configuration questions 
interface, figure 5 shows user requests about the IT strategy or 
business strategy related to digital issues. An order of priority for 
every request is defined by the user (value from 1 to 5). 

Figure 6 shows results as recommended business objectives, IT 
objectives and IT processes to focus on. A report is generated with 
other details such as facilitators, controls and metrics, maturity 
models, key activities and the responsibility matrix. 

 

The application presents the detail of the request and the 
corresponding offers before allowing the user to edit the report, 
this primary summary allows him to decide whether it is necessary 
to start detailed ITG processing or obtained results are sufficient. 

Many functional tests have been done. The corresponding 
framework of every objective is calculated via the priority function 
of the semantic engine. It also depends on the attribute and search 
criteria in the knowledge base. Let’s compare as example the 
results of the platform with experts’ decision about the request: 
"obtain relevant information and make strategic decisions in 
relation to risks" (experts proposed framework is ISO27001). 

The results of the platform are presented in table 3. The request 
corresponds to several business objectives (OB). Each OB is 
detailed on one or more IT objectives and each IT objective is 
explained with several IT processes. According to results in table 
3, we can deduce that the adviser chooses ISO27001 like the 
expert. IT objectives are recommended with priority gap due to 
semantic engine priority calculation; an IT Objective could be 
proposed by the expert but appears in the solution with a lower 
priority value.  

As for evaluating the adviser response time to enhance its 
performance to give business managers rapid recommendations. It 
was made on a PC with Windows 10 operating system Intel Core 
i7 processor, 2.66 GHz and 16 GB of memory. Three comparison 
matchmaking modes were tested, namely equality, plug-in and 
Subsumption. We varied the number of requests according to four 
intervals [1, 5] [5, 10] [10.20] and> 20. The number of results per 
request were also taken into consideration. 

 

Obtained results are presented in figure 7. The adviser is 
efficient since obtained results are in milliseconds. Governance 
advisor [1] is then presented trough a smart semantic model 
updater with IT Governance knowledge system architecture to deal 
with frameworks matching problem. These two contributions were 
added to implement other IT Governance frameworks for a 360° 
IT Strategy view: strategic alignment, risk and resources 
management, performance management and compliance. We 
chose COBIT 5 as IT Governance generic framework and 
semantic Web, and knowledge management as technical 
background to implement this solution. 

As for limitations, the actual version of IT GRC adviser does 
not deep dive compliance recommendations. Compliance 
processes design should be done according to regional regulations. 
The same remark is available for specific risks namely financial 
and health risks analysis.  As for the state of progress and 
perspectives of this work, we are working on:  
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• IT Governance Knowledge management system 

• Functional tests and proof of concepts. 

These perspectives enable the IT GRC advisor to be more 
performing so as to achieve industrialization level. The difference 
is also minimal between the 3 matchmaking mods which means 
that it is indifferent to requests complexity. The correlation of 
response time with requests number is linear per part, which means 
the algorithms complexity is reasonable with the increase of 
iterations. 

8. Conclusion and perspectives  

In this article, we raise IT Governance frameworks matching 
problem. After an introduction, we present IT Governance 
frameworks and their correspondences with COBIT5 as strategic 
level repository. We also listed existing IT Governance platforms 
with their strong and week points analysis. An update of the IT 
Governance advisor [1] is then presented trough a smart semantic 
model updater with IT Governance knowledge system architecture 
to deal with frameworks matching problem. These two 
contributions were added to implement other IT Governance 
frameworks for a 360° IT Strategy view: strategic alignment, risk 
and resources management, performance management and 
compliance. We chose COBIT 5 as IT Governance generic 
framework and semantic Web, and knowledge management as 
technical background to implement this solution. 

As for limitations, the actual version of IT GRC adviser does not 
deep dive compliance recommendations. Compliance processes 
design should be done according to regional regulations. The same 
remark is available for specific risks namely financial and health 
risks analysis.  As for the state of progress and perspectives of this 
work, we are working on:  

• IT Governance Knowledge management system 
• Functional tests and proof of concepts. 

These perspectives enable the IT GRC advisor to be more 
performing so as to achieve industrialization level.  

Conflict of Interest 

The authors declare no conflict of interest. 

References 

[1] M. Chergui, A. Chakir, H. Medromi, “Smart IT governance, risk and 
compliance semantic model: Business Driven architecture,” in Proceedings 
of the 3rd World Conference on Smart Trends in Systems, Security and 
Sustainability, WorldS4 2019, 2019, doi:10.1109/WorldS4.2019.8903997. 

[2] I. Alhassan, D. Sammon, M. Daly, “Critical success factors for data 
governance: a theory building approach,” Information Systems Management, 
36(2), 98–110, 2019. 

[3] C. Meriyem, S. Adil, M. Hicham, “IT Governance ontology building process: 
example of developing audit ontology,” International Journal of Computer 
Techniques, 2(1), 134–141, 2015. 

[4] T. Huygh, S. De Haes, A. Joshi, W. Van Grembergen, “Answering key 
global IT management concerns through IT governance and management 
processes: A COBIT 5 View,” in Proceedings of the 51st Hawaii 
International Conference on System Sciences, 2018. 

[5] A. Joshi, L. Bollen, H. Hassink, S. De Haes, W. Van Grembergen, 
“Explaining IT governance disclosure through the constructs of IT 
governance maturity and IT strategic role,” Information & Management, 
55(3), 368–380, 2018. 

[6] H. Gunawan, “Strategic Management for IT Services Using the Information 
Technology Infrastructure Library (ITIL) Framework,” in 2019 International 
Conference on Information Management and Technology (ICIMTech), 
IEEE: 362–366, 2019. 

[7] A.S.O. Parra, L.E.S. Crespo, E. Alvarez, M. Huerta, E.F.M. Paton, 
“Methodology for Dynamic Analysis and Risk Management on ISO27001,” 
IEEE Latin America Transactions, 14(6), 2897–2911, 2016, 
doi:10.1109/TLA.2016.7555273. 

[8] J.-H. Shin, J.-S. Choi, I.-H. Kim, “Development of IT BSC-based 
Assessment System to Measure BIM Performance for Architectural Design 
Firms,” Journal of the Architectural Institute of Korea Planning & Design, 
32(1), 3–12, 2016. 

[9] U. Durak, A. D’Ambrogio, T. Gerlach, “Applying IEEE Recommended 
Practice for Distributed Simulation Engineering and Execution Process for 
Modeling and Simulation Based Airborne Systems Engineering,” in AIAA 
Scitech 2020 Forum, 896, 2020. 

[10] T. Clauss, “Measuring business model innovation: conceptualization, scale 
development, and proof of performance,” R&D Management, 47(3), 385–
403, 2017. 

[11] N. Slack, A. Brandon-Jones, Operations and process management: principles 
and practice for strategic impact, Pearson UK, 2018. 

[12] M. Ramakrishnan, A. Shrestha, A. Cater-Steel, J. Soar, “IT service 
management knowledge ecosystem–literature review and a conceptual 
model,” 2018. 

[13] R. Almeida, R. Lourinho, M.M. da Silva, R. Pereira, “A model for assessing 
COBIT 5 and ISO 27001 simultaneously,” in 2018 IEEE 20th Conference 
on Business Informatics (CBI), IEEE: 60–69, 2018. 

[14] H. de J.G. Antunes, P.G. Pinheiro, “Linking knowledge management, 
organizational learning and memory,” Journal of Innovation & Knowledge, 
5(2), 140–149, 2020. 

[15] S.-A.K. Kaya, N. Messaoudi, M. Bouhadida, A. Bennour, “Le Knowledge 
Management: Socle de Construction de Memoire de Projet,” Réformes 
Economiques et Intégration En Economie Mondiale, 424(3911), 1–21, 2016. 

[16] M.S. Saleh, O. Ismail, A. Kamel, H. Hassan, “From CommonKADS to SOA 
Environment: An Adaptation Model,” Arabian Journal for Science and 
Engineering, 43(12), 7605–7619, 2018. 

[17] P.G.C. Hector, J.-L. Ermine, V. Ribiere, A. Bennet, “A knowledge-based 
development model for primate cities of the developing world,” International 
Journal of Knowledge-Based Development, 9(4), 386–419, 2018. 

[18] V. Bombardier, P. Charpentier, B. Almecija, “Design of a log sorting X-ray 
system based on domain ontologies,” IFAC-PapersOnLine, 49(12), 479–484, 
2016. 

[19] J.J. Kirton, B. Warren, “G20 Governance of Digitalization,” International 
Organizations Research Journal, 13(2), 16–41, 2018. 

[20] R. Murphy, “The Forrester WaveTM: Governance, Risk, And Compliance 
Platforms, Q1 2016,” Cambridge, USA, 2016. 

[21] M. Chergui, H. Medromi, A. Sayouti, “Intelligent audit of information 
systems by inter- organizational workflow,” 2014 International Conference 
on Next Generation Networks and Services (NGNS), 1–6, 2014, 
doi:10.1109/NGNS.2014.7090888. 

[22] M. Chergui, A. Chakir, H. Medromi, M. Radoui, A new approach for 
modeling strategic IT governance workflow, 2017, doi:10.1007/978-981-10-
1627-1_22. 

[23] A. Chakir, M. Chergui, H. Medromi, A. Sayouti, “An approach to select 
effectively the best framework IT according to the axes of the governance 
IT, to handle and to set up an objective IT,” 2015 Third World Conference 
on Complex Systems (WCCS), 1–8, 2015, 
doi:10.1109/ICoCS.2015.7483311. 

[24] A. Chakir, M. Chergui, J.F. Andry, “A smart updater it governance platform 
based on artificial intelligence,” Risk, 8, 9, 2020. 

 
 

 
 

http://www.astesj.com/


 

www.astesj.com     256 

 

 

 
 
 
Multi Operated Virtual Power Plant in Smart Grid 
Yevhen Fediv, Olha Sivakova, Mykhailo Korchak* 

Lviv Polytechnic National University, Department of Electric Power Engineering and Control Systems, Institute of Power 
Engineering and Control Systems, Lviv, 79012, Ukraine 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 23 August, 2020 
Accepted: 14 October, 2020 
Online: 10 November, 2020 

 In order to balance the power in intelligent distribution networks (Smart Grid or Microgrid), 
it is proposed to organize a «multi operated virtual power plant». The resources of active and 
reactive power for which can be obtained using an AC voltage controller with a phase-angle 
control for regulation of operating modes of the ohmic load of consumers, for example, 
distributed systems of electric space heating or electric water heating, etc. A method is 
proposed and the results of the analysis of the phase-angle control modes by gate turn off 
(GTO) thyristors of the AC voltage regulator, which provides the generation of virtual 
reactive power by consumers of active power, are presented. The process equipment of such 
a virtual power plant is fully suitable both for the dynamic production of a virtual resource of 
active power to balance, for example, the power of dynamic distributed renewable energy 
sources (virtual power plant (VPP) mode), and to regulate reactive power to ensure adequate 
voltage levels and increase stock stability of operation of electric load units (virtual reactive 
power plant (VRPP) mode). References 24, figures 8. 
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1. Introduction  

This article is an extension and continuation of the work 
presented in the materials of the IEEE conference [1], which 
shows the possibility of power electronics to obtain a resource of 
reactive power from consumers-regulators with an active nature 
of consumption. Improving the efficiency of power supply, 
development in the direction of intellectualization according to 
the concept of Smart Grid is based on modern advances in power 
electronics [2-4]. 

In addition to balancing active power with frequency 
stabilization, an important operational task in Smart Grid systems 
is to ensure proper voltage levels in power grid units, increase the 
stability margin of power generation and consumption systems, 
and optimize operating costs in the transportation and distribution 
of electricity.  

The basis for solving these problems is to ensure the balance 
of reactive power in the system, the availability of appropriate 
resources and the ability to quickly involve them at different 
levels of transmission, conversion and distribution of electricity 
[5, 6]. In the Smart Grid concept, the problem of reactive power 
compensation is highlighted as key. Different methods of reactive 
power compensation are considered in [7, 8]. 

The universal and most efficient centralized source of 
reactive power at present is the Static Compensator (Statcom) 
device [9], which is primarily intended for flexible power 
transmission systems or powerful industrial power supply systems. 

Problems of using Statcom in low-voltage networks and their 
interaction with distributed energy sources are considered in 
articles [10,11], where special attention is paid to the use of 
photovoltaic inverters as reactive power sources.  

In [12-14], the use of static compensator D-STATCOM for 
unbalanced radial power distribution systems is investigated in 
order to ensure voltage stability within acceptable limits. This 
review of known works addresses issues related to the optimal 
choice of power, control methods, installation location, etc. of 
reactive power sources as physical objects installed by the power 
supplier. However, currently in the Smart Grid an important role 
is given to virtual energy sources 

In the classical sense, a VPP is a distributed power plant that 
combines the resources of active power generation from 
distributed energy resources (DER) as a reserve at the disposal of 
transmission and distribution operators [15]. VPPs in Microgrid 
are able to increase resource efficiency and maintain the necessary 
balance of generation and consumption in the power system. 
Distributed renewables and drives in VPPs are not virtual but real 
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resources. In fact, virtual (feigned) generation of electricity will 
be equivalent to refusing or limiting its consumption. For example, 
by integrating water heating or electric heating systems into a grid 
and remotely controlling them with electricity consumption, you 
can align the active power consumption schedule at a particular 
distribution network node without significant consequences for 
household or industrial consumers themselves. 

Another possibility is the participation of customers in virtual 
power plants to provide reactive energy. [16-20] discusses the 
provision of reactive power services from DER using a market 
mechanism and a plan to convert Microgrid into VPP, which is 
beneficial for consumers, prosumers and utility operators. 

Involving distributed sources to solve the problem of reactive 
power balancing, by analogy with a virtual power plant, can be 
combined into virtual reactive power sources. In [21, 22] the 
problem of reactive power is not allocated separately but included 
in the list of tasks for the organization of VPP. [23] presents the 
concept of a dynamic VRPP as an ancillary service to reasonably 
combine decentralized power distribution sources into a 
coordinated pool to provide reactive power for the needs of power 
transmission system operators. Common in the known concepts is 
the involvement in the VRPP real distributed sources of reactive 
power. 

2. Purpose and task of the research  

The aim of the work is to study the problem of balancing 
active and reactive power in distribution networks with the 
involvement of consumers' resources in the form of integrated 
virtual power plant (VPP-VRPP), where reactive power resource 
is obtained by regulating the receivers used for VPP. This is 
especially true for facility power systems that are not encouraged 
to install their own sources to compensate for reactive power. 

The ranges of complex regulation by means of power 
electronics of consumers with active character of loading for 
reception of a virtual resource of active and reactive power by 
regulation according to needs of operators of power supply 
systems are substantiated in the work. 

3. Finding a solution to the problem 

Figure 1 shows the equivalent circuit diagram of one phase 
VPP-VRPP, which shows the AC voltage regulator, which 
includes a source of sinusoidal voltage with internal inductance, a 
block of power dual-operation (GTO) thyristors VS1 and VS2, a 
limiting diode suppression diode) VD, as well as resistive 
resistance R of water heater or electric heating. 

u(t) R
i

VS1

VS2 2i

1i

VDLs

R

 
Figure 1: Equivalent power supply circuit of the heater 

To protect against the effects of rigid switching of thyristors 
inductive overvoltage emissions in the interval between the 
closing of the thyristors, a two-way TVS diode VD is designed. 

To obtain the energy characteristics in the steady state VPP-
VRPP, we assume that the thyristors VS1, VS2 are ideal switches, 
not taking into account the diode VD, inductance 0sL = , and 
voltage of the power supply system is sinusoidal as shown in (1) 

( ) ( )sinm uu t U t= ω +ϕ   (1) 

where mU  is power supply voltage amplitude; uϕ is the initial 
phase of the supply voltage; ω is angular velocity. 

To obtain the power in the circuit of the resistor, controlled 
by key semiconductor elements, we have to analyze two 
characteristic modes. 

3.1.   Mode of consumption of virtual reactive power from the 
power supply network.  

This mode is characteristic for traditional single-operation 
(semi-controlled) thyristors or SCR (Semiconductor Controlled 
Rectifier). For its realization thyristors VS1 and VS2 is being 
opened by the controlling impulse, with a delay of an angle α
relative to the natural angle of their entry into operation 

0 0 kα = ± π , where 0,1, 2k =  , and closing them at the natural 
time of closing 0 kβ = π+ π  (Fig. 2).  
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Figure 2: VRPP current and voltage time diagrams in the mode of reactive power 

consumption 

As a result, we obtained the shift of the main harmonic of the 
source current (1)Ri towards the delay relative to the voltage of the 
grid. It is equivalent to the consumption of virtual reactive power 
by electrical circuit, in which reactive elements are not presented. 

It should be noted that the value of the reference times of the 
thyristor control angles (natural value of the angles of opening and 
closing of the thyristors) are characteristic of the purely active 
nature of the circuits with key elements. 

To evaluate the energy effect of the above method of 
regulating the operation of the electric receiver, we decompose 
the current Ri  in the Fourier series. n-harmonic component of the 
relative current is descripted in expression (2) 

( )( ) sin +n nm ni t I n t∗ω = ⋅ ω ϕ   (2) 

can be obtained as (3) 
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2 2nm
nm n n

b

I
I A B

I∗ ∗ ∗= = +   (3) 

where bI  is the current amplitude in the mode of full conductivity 
of thyristors according to (4) 

,b m R mI I U R= =    (4) 

nA ∗  and nB ∗  are the coefficients for the decomposing to the 
Fourier series is written using (5) and (6):  
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∫

∫
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For the 1st harmonic ( 1n = ) obtained equations (7) and (8): 

( )1
1 cos 2 1

2
A ∗ = α −  π

   (7) 

( ) ( )1
1 sin 2 2

2
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Figure 3: VRPP current and voltage time diagrams in the mode of reactive power 

generating 

3.2.  Mode of virtual reactive power generation in the power 
supply network. 

This mode is dual to the previous one. For its realization 
thyristors VS1 and VS2 is being opened in the natural moments 
of their entry into operation 0 0 kα = + π , where 0,1,2k =  , and 

closing with an advance on the angle β  relative to the natural 
angle 0β  of closure (Fig. 3).  As a result, we obtained the shift of 
the main harmonic of the source current (1)Ri  in the direction of 
advance relative to the grid voltage, which is equivalent to 
generation of reactive power by resistance into the power supply 
system.  

The formulas obtained by the authors for the decomposition 
coefficients in the Fourier series of the resistor current take the 
form (9) and (10).  
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∫

∫
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∗
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= ω ω ω
π

+ ω ω ω
π

 − π−β + − π−β       = 
π −

+ π−β + + π+β       − 
+ 

∫

∫
           (10) 

For the 1st harmonic ( 1n = ) we obtained equations (11) and (12): 

( )1
1 1 cos 2

2
A ∗ = − β  π

   (11) 

( ) ( )1
1 2 sin 2

2
B ∗ = π −β + β  π

  (12) 

4.  Generalization of the results of the analysis of control 
regimes 

In both of the above modes of thyristor control with a 
change in the value of the control angles and there is a 
simultaneous change in both active and reactive power, the 
value of which can be calculated by expressions (13) and 
(14). 

( )2 2
1 1 1 1 1 1 1cos cosu i mP A B I∗ ∗ ∗ ∗= + ϕ −ϕ = ϕ           (13) 

1 1 1sinmQ I∗ = ϕ                                    (14) 

where, 1 1,P Q∗ ∗
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2 2
1 1 1mA B I∗ ∗ ∗+ =  ̶  the amplitude of 

the fundamental harmonic of the current, 1 1 1arctan( )B Aϕ =   ̶  
the initial phase of the fundamental harmonic of the current, and 

1 0uϕ = . 

Figure 4 shows the results of the calculation of VPP-VRPP 
control characteristics by reactive power. The maximum 
generation of reactive power is 1 0,32 p.u.Q ∗ ≈ different signs 
are reached at the control angles of the boards 2α = β = π . In 
case of regulating the VPP-VRPP by changing the opening angles 

varα = of thyristors and constant closing angles const 0β = =  
from the mains consumes excess reactive bias power ( 1 0Q > ), 
and by constant angles of thyristor opening ( const 0)α = =  and 
adjusting the angle varβ =  change we get the mode of generating 
reactive bias power to the mains ( 1 0Q < ). 
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Figure 4: VPP-VRPP control characteristics by reactive power 

The obtained characteristics are symmetric with respect to the 
angle 2α = β = π , but in the mode of reactive power control the 
preference should be given to the range of angles 0 2α = β = π  
of regulation of the boards, because in the range of angles 

2α = β = π π  we get a significant harmonic current distortion 
(Fig. 5) 
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Figure 5: Coefficient of harmonic current distortion  

Calculated by expression (15) 

2

1

1 1
(%) 100 100,

n
ndis

I

I
I

THD
I I

≠= =
∑

 (15) 

The value of the harmonic distortion coefficients of the 
current consumed from the mains for the above-recommended 
range of adjustment of the control angles is (0...36,6) %ITHD = . 
For the mode of full conductivity of thyristors, there is no 

distortion, and for the modes 2α = β = π  the harmonic distortion 
of VPP-VRPP current is 36,6ITHD ≈ %. 

π0

1

0,5

3π/4π/4 π/ 2/2
Control angle  [rad]

A
ct

iv
e p

ow
er

  [
p.

u.
]

 

Figure 6: VPP-VRPP control characteristic by active power 

The change in the reactive power of the VPP-VRPP in the 
process of regulation is accompanied by a simultaneous change in 
the active power consumed by the electric receiver (Fig. 6). 
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 Figure 7: Displacement angle for two ways of regulation (modes) VRPP 
As you can see from Fig. 4 and fig. 6, in the process of 

regulation, with increasing value of reactive power, the value of 
active power decreases, which generally contributes to the tasks 
to be solved by virtual power plants, the control effect on the 
active 0,dP dα < 0dP dβ <  and reactive 0,dQ dα > 0dQ dβ >  
power of the resistive electrical receiver is different in signs. 

We obtained modes in which the generation of reactive power to 
balance it in the load center is accompanied by a simultaneous 
decrease in active power consumption, which contributes to both 
the normalization of the voltage level (VRPP task) and active 
power balancing (VPP task). 
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Figure 8: Reactive displacement power factor 
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In the mode of maximum reactive power 2α = β = π , the value 
of the displacement angle of the main harmonic of the current is 

1 32,5ϕ ≈ ±   (points A and B on the corresponding 
characteristics of Fig. 7), and the coefficient of reactive 
displacement power (Fig. 8) 1tg 0,64ϕ = ± . 

5. Conclusions  

The article considers a comprehensive approach to solving 
the problems of active and reactive power balances in Microgrid 
networks, using hidden (virtual) resources, which are organized 
in the form of a virtual active-reactive power plant (VPP-VRPP). 
Using distributed resources of consumers and their active role in 
the operation of Microgrid. 

Resources of active and reactive power are received from one 
source - ohmic receivers of consumption with involvement of 
means of power electronics as regulating elements. 

By feeding the ohmic load from voltage regulators with GTO 
thyristors, the distribution network operator, if necessary, reduces 
the consumption of active power and adjusts the value and sign 
(consumption from grid or grid generation) of reactive power. 

The range of change of control angles of thyristors of a 
voltage regulator is chosen for reasons of reduction of negative 
influence of nonlinear electric loading on quality of the electric 
power in Microgrid. 

The use of integrated multi-controlled VPP-VRPP can be 
recommended for damping transients and ensuring the stability of 
Microgrid operation in modes with frequency and voltage value 
close to critical, to prevent avalanche-like changes. 
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 Wind energy is emerged rapidly as the most important and viable sustainable power source 

due to the mature technology and wide availability. The integration of wind energy sources 

and utilization of nonlinear loads having different characteristics results in several 

challenges in a distribution system. One of which is power quality issue .Hence, in this 

work, the impact of power quality issues in a distribution system integrated with the wind 

generation system is studied in the uses of a shunt active power filter (SAPF) and presence 

of non-linear load conditions. The realization of SAPF is carried out using active power 

component theory (APCT) for reference current extraction, proportional-integral (PI) 

controller, and  fuzzy logic controller (FLC) for dc-link voltage regulation and a basic 

hysteresis band current controller method for the extraction of switching pulse for 

operational the inverter. To enhance power quality in the proposed system, a modified fuzzy 

logic-controlled (MFLC) is developed to improve the transient performance of shunt APF. 

The proposed model is developed in MATLAB and results are given so as to show the 

presentation of the performance of this compensation technique in terms of mitigation of 

system harmonics, reactive power compensation, and enhancing the power factor. 
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SAPF 

 

1. Introduction  

This Electrical energy has become an integral part of human 

life and its use is increasing globally by leaps and bounds to 

improve the living standard. Global concern of utilization of green 

and clean energy sources for sustainable power systems and 

shortage of fossil fuel reserves create opportunities for renewable 

energy sources (RES) of generation. In this manner, the 

expanding dangers to the earth from the vitality created by the 

broad utilization of fossil fuels have left us with the thought of 

renewable energy sources (RES) as the main conceivable 

arrangement. The demand for sustainable power sources has 

highly increased due to a lack of fossil fuel, environmental impact 

and global warming problems of the world. The classification and 

trends of wind energy chnology has been discussed [1-4] in detail. 

Wind power is the most developing, promising, and viable 

sustainable power source that has been dissipated over the word, 

and utilization of this energy source has been expanding vary 

large scale. The integration of distributed generation (DG) is 

directed to increments in vitality productivity and a decrease in 

emission. The ever-increasing load demand and scarcity of 

electric power have attracted the attention of power engineers to 

evolve the new techniques for the effective utilization of electrical 

energy. Such evolutions have increased the use of power 

electronics devices and controllers in manifold over the last two 

decades for more efficient operation of the electrical equipment 

and to transfer more power through the power networks, but they 

degrade the power quality in the distribution network connected 

with wind generation source.  

The PQ problem of grid-connected wind energy conversion 

has been discussed [5-8] by many authors in past years. In [9], the 

author discussed the power quality issues related to flicker, 

reactive power, current harmonic distortion, stability of wind 

generator during the faulty conditions. Further, there are a lot of 

disturbances that create PQ problems such as harmonics distortion, 

voltage interruption, transient disturbances, frequency variations, 

etc. Out of these disturbances the main polluting impact will be 

created by harmonic distortion but at the same time, it does not 

mean that power conditioning is only confined to harmonic 

filtering. In [10], the author introduced the power electronics 

devices to operate on the sinusoidal voltage but they inject 

harmonics in the power system networks and increase reactive 

power demand. The injected harmonics are responsible for the 

distortion of voltage and current waveshapes. These nonlinear 
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loads are a big reason of harmonics, and extra neutral currents in 

the power system network. In [11], the author reviewed the 

different sources of customer- generated harmonics include 

AC/DC converters adjustable speed drives, switching power 

supplies, AC phase control circuit, cyclo converters, magnetizing 

current of transformer, arc furnaces, welding machines, traction 

systems, switch-mode power supplies (SMPS), computers and 

programmable logic controllers (PLC’s), etc. Moreover, the 

single-phase loads like personal computers (PCs), fluorescent 

lights, printers, Xerox machine, television, etc. are also 

responsible for excessive neutral current distribution system.  

The capability and use of SAPF has been investigated in [12-

14]. A SAPF could be used as the potential solution to mitigate 

the utility current disturbances and enhancing power quality in 

power distribution system integrated with wind generation system. 

The shunt connected custom power devices are especially useful 

to maintain power factor, balancing of load, limitation of 

harmonics and voltage regulation at distribution voltage level, etc. 

The SAPF operated in the current control mode is capable of 

injecting negative harmonic current into the grid. Hence, in 

today’s scenario, active power is popular and preferred over the 

passive filter. Shunt APF has the ability to mitigate the current 

harmonics from the system but series has sued for voltage 

harmonics.  In [15], the author discussed for fast and precise 

estimation of reference current, predictive and adaptive 

controllers based on the neural network have been proposed. The 

quick estimation of compensating currents a lot of artificial and 

soft computing techniques was used. Because of the added 

advantage of ANN to compute the Fourier series coefficient the 

authors have preferred this over others improved hysteresis current 

controller technique is overcome wide variation of switching 

frequency, hence, reduce the switching frequency. In [16], the 

author implemented a lot of on the hysteresis based current 

controller in literature like as adaptive frequency domain control of 

PWM strategy, three-dimensional PWM technique, etc. 

In [17], the author developed a standalone wind-diesel hybrid 

system, in which an active shunt filter is introduced to mitigate 

the harmonics of load current. In [18-19], they are presented the 

recent work on the grid integration of renewal energy with SAPF 

for current harmonic elimination. The dc-link voltage control is 

achieved by either PI or fuzzy logic technique in SRF based SAPF 

for proposed system. In [20], the author discussed the purpose of 

analysis the harmonic reduction and SAPF control technique 

using harmonic extractor-based method to renewable energy 

source   integrated with grid. In [21], the author proposed the SRF 

reference current method based shunt active power filter with PI 

controller to mitigate the current harmonics from the grid 

connected wind at PCC simultaneously non-linear load conditions. 

In [22], the author implemented the ICC controller is proposed for 

shunt active filter for enhance power quality in renewable source 

interfaced grid system. In [23], the author proposed the system 

performance parameter like output voltage, frequency and THD 

level at variable wind speed and nonlinear load conditions. The 

validity of proposed SAPF is analyzed with fuzzy logic based 

PWM technique. In [24], the author implemented a technique for 

reduce of harmonics in hybrid SAPF connected distribution 

network to enhance the power quality. The optimal controller was 

made by the improved optimization algorithm.  

The recent literatures on the grid integration of wind energy 

with SAPF mainly focus on the study of current harmonics 

reduction by the grid current THD analysis. However, a smaller 

number of publications had been reported for proposing 

distribution grid level implementation of SAPF for power quality 

enhancement with the integration of wind energy source. Hence, 

there is a need to investigate the methods which may be 

implemented at the grid level to mitigate the power quality 

problem due to wind energy into the distribution grid. The 

performance of APC- PI theory with direct and indirect current 

control methods are compared and found that in both conditions, 

the neutral current compensation is almost same but the 

remarkable improvement is observed in power factor, reactive 

power compensation and load balancing with indirect control 

method. It is proved through proposed simulation that the indirect 

current control method performance is better than direct current 

control for the distribution grid integrated with wind generation 

system. So, proposed Indirect APC-MFLC methods are suitable 

to compensate harmonics and reactive power, neutral current 

during unbalanced loading conditions. The system is capable of 

maintaining unity power factor as well as sinusoidal source 

currents. Hence, the power quality of distribution system is 

improved. 

The major contributions of this paper are integration and 

design of APCT based SAPF in proposed system for enhances the 

power quality problem.  The proposed MFLC controller strategy 

is validated through APC theory by extensive simulation results 

for enhancement in overall power quality problem of the proposed 

system. This paper is classified in five sections, first is the 

introduction in Section 1. Section 2 mathematical modeling and 

detail of the proposed model and proposed SAPF control method in 

Section 3, simulation result and discussion presented in Section 4. 

The conclusion is shown in Section 5. 

2. Proposed Model 

A PMSG based wind energy connected through AC-DC-AC 

converter to distribution grid with a non-linear load connected to 

load bus shown in Figure 1. A shunt APF connected with the 

system for enhancement of power quality in non-linear loading 

conditions and PMSG integrated with the grid. The proposed 

system is not only capable of transfer  the wind energy to the  grid, 

but will also act as a shunt active power filter (SAPF) to mitigate 

the current harmonics and regulate reactive power feed by the 

nonlinear loads. Table 1 provides parameter of wind turbine and 

PMSG. 

 

Figure 1: Block Diagram of Distribution Grid- Integrated Wind Generation 

System with Shunt APF and Non-linear Load. 
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A. Modeling of Wind Turbine System 

The wind speed is sum of these components. 

                  𝑉𝑤(𝑡) =  𝑉𝐵(𝑡) + 𝑉𝑁 (𝑡) +  𝑉𝐺(𝑡) +  𝑉𝑅(𝑡)              (1) 

where, 𝑉𝑤 is the wind speed, all of them in “meter/ second” and 
time t is in “second Here this wind speed signal have four 
component, i.e. the basic speed of wind (𝑉𝐵), a fluctuating wind  
( 𝑉𝑁 ) that describes a steady increase in wind speed, gust 
component (  𝑉𝐺 ) and a gradient wind component (𝑉𝑅) . The 
mechanical energy given wind turbine is determined as follow [3] 

              

2 2

wind air

1
( , )

2
p wP C r V   =                         (2) 

Power coefficient (Cp) is the ratio of mechanical power generated 

by the turbine to the power available in the wind. Which λ is the 

tip speed ratio, Cp is given as [3] 

              
1 2 3 4 5

1 x

pC c c c c c 


 
= − − − 

 
                  (3) 

 is a function of the pitch angle of rotor blades, when  is equal 

to zero. 

                 
2

1 1 0.035

0.08 1   
= −

+ +
                            (4) 

Therefore, the tip speed ratio can be given as [3]  

                       a wr V =                                          (5) 

The mechanical torque turbine is defined as follow [3] 

                 

2 20.5 p air w

mech

a

C r V
T

 


=                              (6) 

The driven train is treated as one concentrated mass model to time 
efficiency and precision. It is defined as: 

          
𝑑

𝑑𝑡
𝜔𝑎 = 

1

𝑗
(𝑇𝑚𝑒𝑐ℎ − 𝑇𝑒𝑙𝑒𝑐𝑡 − 𝐵𝑥𝜔𝑎)                    (7) 

where, Bx is damping coefficient, ωg is angular speed (rad/sec), 

Telect is the electromechanical torque (Nm),Tmech is the 

aerodynamic torque and J equivalent rotational inertia of the 

generator (kg-m2) 

B. Modeling of PMSG 

The direct axis and quadrature axis voltage equation of 

generator is define as  

qqe
d

ddsd iL
dt

di
LiRV +−−                        (8) 

gedde

q

qqsq iL
dt

di
LiRV  +−−−              (9) 

e  is the rotor speed in rad/s of the generator, describe by 

e aP =                                     (10) 

The electromagnetic torque of PMSG is given by 

                           
( )

3

4
elect g d q d qT P L L i i = + −

 
 
                 (11) 

Then, the angular speed of generator is defined as [4]: 

                          

( )
1

a mech elect x a

d
T T B

dt j
 = − −                    (12) 

Table 1: parameter of wind turbine & generator 

Parameter Value 

Generated Power, (P) 2 MW 

Stator Resistance (Rs) 0.7305 m 

Stator d-axis Inductance (Ld) 1.21 mH 

Stator q-axis Inductance (Lq) 2.31 mH 

Permanent Magnet Flux (g) 6.61 Wb 

Inertia (Jeq) 10000 kg.m2 

Radius of Blades (r) 38 m 

Air Density () 1.205m3 

3. Proposed Control Method for SAPF 

The Voltage Source Inverter has seen widely utilized in shunt 

APF setup to minimize power quality issues. It is also utilized for 

energy storage during ideal system conditions, but the charging 

and discharging of this capacitor controlled utilized a control 

theory. Hence, only the active filter fit for producing counter 

harmonic current and feeding the reactive power to point of 

common coupling (PCC). Figure 2 presents the configuration of 

the proposed shunt APF with a distribution system integrated into 

the wind energy conversion system (WECS). The main aim of 

proposed method is to evaluate the control strategy for current 

harmonics reduction, compensation of reactive power and 

balancing of load current at PCC when the supply current is 

distorted. 

3.1. Active Power Component (APC) or Unit Vector Template 

Theory 

Shunt APF can effectively handle the harmonics and reactive 

power problems simultaneously. Presently shunt APFs are 

designed to encounter all the harmonics which is generated by 

nonlinear loads but the distribution system is highly unbalanced, 

so it is required to mitigate the neutral current burden and make 

the source current sinusoidal for the calculation of the desired 

compensation current. The unit vector templates are determined 

as 

                     

𝑈𝑎 =
𝑣𝑆𝑎

𝑉𝑆𝑃
= 𝑠𝑖𝑛𝜃

𝑈𝑏 =
𝑣𝑆𝑏

𝑉𝑆𝑃
= sin(𝜃 − 1200)

𝑈𝑐 =
𝑣𝑆𝑐

𝑉𝑆𝑃
= sin(𝜃 + 1200)

                         (13)

                           

 

In a three-phase system, it is represented as *

ai , *

bi , and *

ci . Neutral 

current ought to be zero, along these references neutral current 

taken as zero in a balanced system. Capacitor voltage error goes  
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Figure 2: Proposed Shunt APF Configuration with Distribution System 
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Figure 3:  Block Diagram of UVT/APCT Algorithm with Indirect Current Control Method 

 

Figure 4: Flowchart of Active Power Component Theory (APCT) Algorithm 
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through the low power filter. The filtered dc voltage is contrasted 

with the reference value. Reference current can be composed as  

* * * *,   ,   ,   a m a b m b c m c n m ni I U i I U i I U i I U= = = =      (14) 

As present in the Figure 3 that capacitor voltage error goes 

through the LPF, which remove the high-frequency ripple from 

the voltage. This filtered dc voltage is compared with the 

reference value. Now error between the reference and grid current 

is processed by utilizing the following equations 

𝑖𝑎
∗ = 𝐼𝑚𝑈𝑎
 𝑖𝑏
∗ = 𝐼𝑚𝑈𝑏
𝑖𝑐
∗ = 𝐼𝑚𝑈𝑐
𝑎𝑛𝑑

𝑖𝑛
∗ = 𝐼𝑚𝑈𝑛}

 
 

 
 

                                              (15) 

Figure 4 presents the flowchart of the APCT algorithm with 

indirect current control method.

 

 

3.2. DC voltage Controller 

DC voltage controller calculates response of the model and 

increasing proportional above a value can generate swaying. 

Integral control expels the error from the output. To actualize the 

PI controller, the dc link voltage is estimated the reference value. 

The transfer function of the PI-controller is given from [18] as 

follows 

                                
( )( ) i pH s k S k= +                               (16) 

For the usage of the fuzzy rule over the PI controller in close loop 

filter, the dc voltage signal is compared with reference signal and 

reference error will be produced as follow [18]: 

                                 dc, reference dc, actule V V= −                           (17) 

The reference for nth sampling time is taken as a change of 

error in fuzzification process is determining as follows [18]-[19] 

                             ( ) ( ) ( 1)e nC e n e n= − −                               (18) 

3.3. Proposed Fuzzy Ligic controller 

The proposed modified fuzzy logic controller (MFLC) of the 

system is used to control the response of the dc voltage. They can 

be defined, as 

      

   ( )1 2 1 2, , , , , , , , ,

     for 1,2, ,

i i

i i i ii i

k k

i i x x x xx xx x U T T T

i n

  =

=
             (19) 

    

   ( )1 2 1 2, , , , , , , , ,

     for 1,2, ,

i i

i i i ii i

l l

i i y y y yy yy y V T T T

i m

  =

=
                (20) 

where x & y is the input & output linguistic variable form a fuzzy 

output space. The size of a term set, T(xi) = Ki is called as the fuzzy 

partition number of Xi. In the case of a two – input-one-output 

proposed MFC system, If T(x1) = 9 and T(x2) = 9, than the number 

of fuzzy control rules is 99. A bell shaped relationship function 

has been used. 

                

( )












 −
−=

2

2

exp)(
l

i

xi

mx
x


                      (21) 

This modified fuzzy controller rules are developed and 

approved dependent on AND Boolean logic operator. The new 

rules are characterized by fundamental stability position and 

moment in time response. To use of fuzzy sets, we restructure 

operators of the standard set method to fit the particular 

relationship functions of fuzzy logic for a value between zero & 

one. Here two variables are utilized as a contribution of MFLC, 

first is Error E and second change of error Ce. The moment in time 

response has been divided into four regions A1, A2, and A3, A4 with 

two arrangements of point, first is the peak value index (b1, b2), 

and second cross over-index (c1, c2). The fuzzy operator AND is 

formed from a grouping of fuzzy prepositions. Based on the above 

theory, rules are defined as ZE, PN NB, NS NM, PS, PB, and PB, 

PM for processing the dc-link response shown in Table 2. Figure 

5 shows the moment in time response of a stable closed loop-

system. 

 

Figure 5: Moment in Time Response of a Stable Closed Loop System. 

Table 2: Mechanism of Proposed modified fuzzy rule 

Error/ 

Change 

error 

(E)/(Ce) 

NB NM NS NN ZE PN PS PM PB 

NB NB NB NB NB NB NB NB NM ZE 

NM NB NB NM NM NM NM NS ZE PM 

NS NB NM NM NS NS NS ZE PS PM 

NN NB NM NS NN ZE ZE PS PM PB 

ZE NB NS NS ZE PN PN PS PM PB 

PN NS NB NS PN PS PS PS PM PB 

PS NM NS ZE PS PS PS PM PM PB 

PM NB ZE PS PM PM PM PM PB PB 

PB ZE PM PB PB PB PB PB PB PB 
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4. Result and discussion 

The performance analysis of the distribution grid integrated 

with wind generation system is study with proposed SAPF under 

the use of different controllers for unbalanced loading condition. 

The impact of PQ issues in a distribution grid integrated with wind 

generation system is investigated in the presence of SAPF. The 

effectuation of SAPF is carried out using active power component 

theory (APCT) for reference current generation with direct and 

indirect current control method. Proportional integral (PI) 

controller is proposed with modified fuzzy logic controller 

(MFLC) for dc link voltage regulation and a basic hysteresis band 

current controller method.  For study state analysis purposes, the 

load change with an increase at t=1.2 sec, and again it is changed 

with decreasing at t= 2.3 sec. The RMS load current at t=0.2 sec 

is in phase “a” 139.2 Amp, phase “b” 103 Amp, and in phase “c” 

68.8 Amp. This result presents the unbalanced condition in the 

distribution system. Without compensation the neutral current 

flow in 73.3 Amp, the reactive power drawn is 20 kVAR, power 

factor degradation is below 0.8, and load current THD is 22.50%. 

A SAPF with a hysteresis-based APC technique is used to 

enhance the performance of the system according to certain power 

quality standards. In this technique, the reference signal is 

compared with actual utility load current. 

4.1. Case 1: Direct current control with APCT-PI 

In the direct current control method with APCT-PI, the 
switching pulses are generated through hysteresis controller by 
comparing the sensed three phase shunt APF current with their 
computerized generated reference current signal. The 
performance of the direct current control method with the APCT 
technique as shown in figure 6. The following observation has 
been made out after compensation reactive power flow between 
souse and load is 7 KVAR, natural current is around 7 Amp and 

system power factor is nearly 0.94. 

4.2. Case 2: Indirect current control with APCT-PI 

In the indirect current control method, the PWM switching 
pulses are obtained by comparing the sensed three phase current 
with their reference current which are generated by the reference 
current extraction methods.   The performance of the in-direct 
current control method with the APCT technique is shown in 
figure 7. The following observation is made out after 
compensation reactive power flow between souse and load is 6 
KVAR, natural current is around 6.8 Amp and system power 
factor is nearly 0.996. Hence the performance of the in-direct 
current control loop with unit vector template theory is found 
better than direct control so modified FLC implanted on indirect 
current method. 

4.3. Case 3: Indirect current control with Modified Fuzzy Logic 

controller with APCT 

It provides the batter result in a comparison of harmonics 

mitigation, reactive power compensation, and power factor 

improvement. From the figure 8, following observation, has been 

made out after compensation reactive power flow between souse 

and load is 3.7 KVAR, natural current is around 4.7 Amp and 

system power factor is nearly 0.999. Hence the performance of 

the in-direct current control loop with MFLC based APC theory 

is found suitable for SAPF. The comparisons of harmonics 

mitigation are shown in figure 9.  

Figure 6: Indirect current control method shown as Isourse , Iload, Inetural, Preact., PF,  
VDC  and In with   APC-MFLC theory. 

 

Figure 7: Direct current control method shown as Isourse , Iload, Inetural, Preact., PF, VDC  

and In with APC-PI theory. 
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Figure 8: Indirect current control method shown as Isourse , Iload, Inetural, Preact., PF,  

VDC  and In with   APC-MFLC theory. 

4.4. Performance comparison of direct APC-PI, Indirect APC-PI 

and Proposed Indirect APC-MFLC 

The comparison of overall performance of proposed system 

are discussed in Table 3.The performance of APC- PI theory with 

direct and indirect current control methods are compared and 

found that in both conditions, the neutral current compensation is 

almost same but the remarkable improvement is observed in 

power factor, reactive power compensation and load balancing 

with indirect control method. It is proved through proposed 

simulation that the indirect current control method performance is 

better than direct current control for the distribution grid 

integrated with wind generation system. So, proposed Indirect 

APC-MFLC methods are suitable to compensate harmonics and 

reactive power, neutral current during unbalanced loading 

conditions. The system is capable of maintaining unity power 

factor as well as sinusoidal source currents. Hence, the power 

quality of distribution system is improved.  

 

Figure 9: THD with Direct APCT-PI, Indirect APCT-PI & Indirect APCT-

MFLC. 

5. Conclusion 

This paper presents a SAPF based on APC theory for 

reference current generation and proposed MFLC method for dc-

link voltage control to enhance power quality of the distribution 

grid integrated with wind energy source under non-linear load. 

The performance of APC theory with direct and indirect current 

control methods is compared and found that in both conditions, 

the neutral current compensation is almost the same but the 

remarkable improvement shown in power factor, reactive power 

compensation, and load balancing with the indirect current control 

method.  

Table 3: Comparison of direct APCT-PI, Indirec apct-pi and indirect Apct-MFLC 

Parameter 

Direct control 

with APCT 

Indirect direct control 

with APCT 

Indirect direct control 

with MFLC- APCT 

Isa Isb Isc Isa Isb Isc Isa Isb Isc 

Balancing of source current Is 108.4 98.06 105.1 103.6 102.8 106.6 110.8 1.8.1 108.1 

Harmonic RMS after comp. 4.793 5.321 5.464 3.329 3.478 3.688 2.760 2.821 3.050 

Neutral current In after amp. 7.0 6.8 4.7 

Reactive power after comp. (kVAr) 7 6 3.7 

Power Factor (PF) 0.94 0.996 0.999 
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Hence, it has been proved through a simulation study that 

the indirect current control loop performance is better than the 

direct control loop for the unbalanced distribution system. The 

performance of the proposed method using APC-MFLC based 

realized SAPF is compared to that of SAPF designed based on 

reported strategies such as direct APC-PI controller and indirect 

APC-PI controller. The simulation results show the effectiveness 

of the proposed control algorithms to mitigate the harmonics, 

compensate the reactive power, and neutral current and to 

improve power factor with the balancing of source current using 

the MATLAB/Simulink.Finally, the proposed algorithms are 

capable of improving power quality problems in the distribution 

system with wind energy sources under non-linear load. 
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 Learning styles studies have been discussed widely in academic field. It can be considered 
as a factor that contributes to the achievement of the students in their learning because 
everyone has a unique learning style when learning. In this paper, we aimed to examine the 
association of learning styles and attitude towards academic achievement. By identifying the 
student’s learning styles preference, it will offer benefits to the student and instructor by 
improving learning achievement. Sample data were collected among 328 pre-university 
science and engineering students using cross-sectional survey. Attitudes Towards 
Mathematics Inventory (ATMI) and Index of Learning Style© (ILS) were used as the 
instruments to collect data from the respondents. Data were analysed using Stata statistical 
tool to examine the result. Result showed that there was no association of learning styles and 
attitude towards academic achievement in this study. 
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1. Introduction  

Mathematics is one of the subjects in Sijil Pelajaran Malaysia 
(SPM), a high school national examination taken by secondary 
school students in Malaysia, as it is one of the subject requirements 
to continue study in pre-university program. However, the 
percentage of students who passed with distinction and credit in 
this subject has not improved from 2017 to 2019. Students who 
passed with distinction were 31.5% in 2017, 31.2% in 2018 and 
31.2% in 2019 while those who passed with credit were 25.2%, 
24.9% and 24.1% for 2017, 2018 and 2019 respectively [1, 2]. It is 
quite worrisome to see these statistics as mathematics does not 
only exist as individual subject, but it is also used as a tool in other 
subjects such as physics, chemistry, accountancy and economics 
to name a few. There are many aspects needed to be studied and 
improved in order to overcome this problem and the aspects of the 
students’ learning styles and attitudes toward mathematics are 
among the aspects worth looked into.  

In [3], the author mention that the learning style theory was 
originated from psychology research domain. However, this 
theory appears to have wide acceptance in many educational 
researches in exploring the issue of student achievement through 
learning style. There are several disciplines that have applied this 
theory in their studies such as nursing, engineering, mathematics 
[4-6] and online learning mode course [7]. 

In literatures, some studies on learning styles and academic 
achievement have been discussed extensively. For example, 

studies in [8], the studies found that there was no significant 
difference between learning style and academic achievement 
among Polytechnic undergraduate business students in Malaysia. 
The study concluded that by promoting student self-awareness and 
learning strategies, it will affect their learning style. In [9], the 
author studied the relationship of learning styles and academic 
achievement in mathematics among Grade 8 students. The study 
concluded that learning style is significantly related to academic 
achievement.  

Based on the literature, there is a lack of study that discussed 
on pre-university students’ learning style and attitude towards 
mathematic achievements. Moreover, the mixed results found in 
literature have motivated this study to be conducted. In addition, 
this study is an extension of the original research [10] that 
examined pre-university student’s attitude towards mathematics 
achievement. Despite the fact that pre-university students from 
science program have always gained better achievement 
compared to students from engineering program, the original 
research showed that mathematical capability of the students was 
not influenced by the program they enrol in a local public 
university. Thus, the result showed that there was no significant 
findings on the attributes associated to academic achievement [10]. 

Therefore, it is significant to broaden this study on learning 
styles and attitudes towards mathematics achievement for pre-
university students. The objectives of the studies are: 

a. To study the student’s preference learning style towards 
mathematics. 
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b. To study the differences of student attitudes towards 
mathematics. 

c. To measure the association of learning style and attitudes 
towards mathematics achievement. 

In the next section, it discusses the related work on learning 
style. It is followed by research methodology while the final 
section is result and conclusion. 

2. Related Works 

What makes individual learning style distinct? Individual 
learning style is driven by some attributes such as characteristics 
and behaviour of the learner. According to literature, learning style 
has three basic elements which are cognitive, motivational and 
physiological. These elements indicate how the learner perceive, 
respond, and cooperate with the learning environment [11]. Every 
student has different level of cognitive, motivation and psychology 
responsive to the learning atmosphere [12]. Moreover, learning 
styles give an impact to the academic performance [13]. 

 In an analysis done in [14], result showed there was a positive 
relationship between students’ learning styles and the attitude 
towards mathematics. Many researches agreed that the effect of 
learning styles and positive attitude contributed to better 
achievement in mathematics. In [15], the author suggested that 
learning environment designed according to learning styles may 
increase students’ success while the researcher in [16] said that 
individual learning style correlated the highest with mathematics 
performance. Likewise, studies conducted in [17], the author stated 
that positive attitudes towards mathematics and science are also 
associated with higher achievement in each subject.  

There are several types of learning model discussed in 
literature on learning style which includes Kolb’s Learning Style 
instrument (LSI), Learning Style Questionnaire (LSQ), Canfield 
Learning Style Inventory (CLSI), Cognitive Styles Analysis 
(CSA), Index of Learning Survey (ILS) and VARK (Visual, Aural, 
Reading or Write and Kinaesthetic) model [18].  

Table 1: ILS dimension 

Domains Description 
Sensing vs. 
Intuiting 

Sensing – concrete and practical learner. Prefer facts, 
sound, sight, data, and physical sensation. 
Intuiting – abstract and theoretical learner. Prefer 
concept, theories, and insights. 

Visual vs. 
Verbal 
 

Visual – learn from what they have seen.  
Verbal – learning through the words whether from 
spoken or written. 

Active vs. 
Reflective 

Active – learn by performing practical activity and 
collaboration with others. 
Reflective – learn through thinking or pondering and 
working alone. 

Sequential      
vs. Global 

Sequential – linear thinking process. Prefer to do 
things step by step. 
Global – holistic thinking process. Prefer to study the 
whole picture to understand entire subject. 

The most common models used in literatures are VARK model 
and ILS model [5-6],[19]. Different models of learning style have 
their own strengths and weaknesses. VARK model examines on 
sensory modality that includes visual, aural, read/write and 
kinaesthetic of learning styles. This model is used to identify 
learner preferred learning mode in which the learner may have 

multimodal learning styles [19]. Another model used among many 
researchers is Richard M. Felder and Linda K. Silverman’s 
Learning and Teaching Styles based on its instrument of Index of 
Learning Styles (ILS). Initially, the model consists of five 
dimensions of Felder and Silverman’s Learning Styles; Sensory-
Intuitive, Visual-Auditory, Inductive-Deductive, Active-
Reflective and Sequential-Global [12] but it has been updated to 
four dimensions which are Sensing-Intuiting, Visual-Verbal, 
Active-Reflective and Sequential-Global. In ILS model, 
information was perceived and processed by four domains [20, 
21]. 

Furthermore, literature on learning style preferences among 
engineering student showed that students prefer active, sensing and 
visual learning styles in their problem-based learning (PBL) 
curriculum course [22]. Moreover, other studies also found that 
engineering students favoured sensing, visual, active and 
sequential learning styles [6]. In another perspective, learning 
styles preferences may differ between genders in which females 
have reflective, sensing, visual and sequential learning styles while 
males prefer active, sensing, visual and sequential [23]. In 2015, 
the author found that there was a significant relationship between 
learning styles and educational achievement such as in 
mathematical field [7]. In addition, there is a positive significant 
relationship between students learning style who used Active-
Reflective and Visual-Verbal learning style and their score means.  

ILS is more reliable, valid, and suitable for identifying learning 
styles [20]. It is a well-established tool and widely used to assess 
learner’s learning styles. Moreover, various studies have been 
done on learning style using ILS [23]. Thus, this study adapted ILS 
model to fulfil the objectives of the study.  Instruments used in this 
study are Attitudes Towards Mathematics Inventory (ATMI) and 
Index of Learning Style© (ILS). How does ATMI measure the 
attitude of the learner in mathematics? In ATMI instrument, it 
consists of four attributes; i) Self-confidence: learner’s confidence 
and self-concept in comprehend mathematics; ii) Value: belief of 
usefulness, relevance and worth; iii) Enjoyment: learner has fun 
working with mathematics; and iv) Motivation: learner’s interest 
and desire to study in mathematics [24]. 

3. Methodology 

This study used cross-sectional survey among students 
attending pre-university studies in a local university and all 
students were invited to participate in this survey. A total of 328 
students participated in this survey, giving the response rate of 
13%.  

A set of questionnaire consisted a range of information 
including socio-demographic as well as questions measuring their 
attitudes towards mathematics using Attitudes Towards 
Mathematics Inventory (ATMI) [25] and Index of Learning 
Style© (ILS) [26] was distributed among the participants. There 
were four self-reported domains focused in ATMI which included 
to measure self-confidence, value, enjoyment and motivation. 
ATMI consisted of 40 items on 5-point Likert scale ranging from 
strongly disagree to strongly agree. Its Cronbach’s alpha indicated 
good reliability (α= 0.97). To find the result on the attitude of the 
student, each domain score was summed up. The higher scores 
showed positive attitudes towards mathematics. 

The ILS consisted of 44-items which were divided into four 
subscales (active/reflective, sensing/intuitive, visual/verbal, and 
sequential/global). The Cronbach’s alpha for ILS was considered 
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good with 0.74 [21]. The scores in ILS were computed by taking 
the difference on the number of items selected for each of the two 
styles in a scale. The total scoring was between -11 to 11. The 
scoring was categorised as strong (+/- 11-9), moderate (+/--5) and 
mild (+/-3-1) preferences.  

Data analysis was done using Stata statistical software [27]. 
Prior to analysis, data were cleaned and verified for any errors, 
outliers or missing values. Continuous data were reported as means 
and standard deviations while categorical data were reported as 
frequencies and percentages. Normality test was conducted using 
Shapiro-Wilk’s test. Bartlett's test for equal variances was 
conducted prior to mean comparisons between groups. P-value of 
more than 0.05 from Bartlertt’s test confirmed the assumption of 
equality of variance. Bivariate analysis between continuous 
variables was run using t-test, while ANOVA was used for more 
than 2 comparison groups. Pairwise correlation was measured 
using Pearson correlation. The association between mathematics 
attitude and learning style on mathematics achievement was 
measured by linear regression. All statistical tests were conducted 
at 5% significant level. 

4. Results 

4.1. Participants 

Table 2 shows a total of 328 pre-university students who 
participated in this study. It reflected the same participants who 
were used in both studies. The respondents were about 53% female 
and 47% male students. About 60% of the participants were from 
science program and 40% of the participants were from 
engineering program. There was a statistically significant 
difference between program and gender (Chi-square=49.233, p-
value <0.001). More than half of the respondents reported that they 
attended boarding school previously (57%). More than 70% from 
both male and female students scored A+ in mathematics during 
their Higher School Certificate (HSC) exam. However, result 
showed that there was no statistically significant association 
between school type and gender (Chi-square=0.658, p-
value=0.417).  

Table 2: Distribution of participants in the survey 

 
All 
(N) 

Male 
(n) 

Female 
(n) 

Chi-
square 

test p-value 
Program      
Science 195 61 134 49.233 <0.001 
Engineering 133 94 39   
Type of school      
Boarding school 187 92 95 0.658 0.417 
Non-boarding 
school 

141 63 78   

HSC 
Mathematics 

     

A+ 235 115 120 0.939 0.333 
A 93 40 53   

4.2. Finding from the original research 

Result in Table 3 was taken from the original research which 
was presented in ICEED, 2019. The original research was more 
focused on the students’ attitude towards mathematics final exam 
achievement for pre-university students. ANOVA test was 
conducted and the result showed there was no statistical 

difference between attitude and mathematics achievement                                           
(F=074, p-value = 0.658) of the students [10].  

Table 3: Attitude and mathematics achievement 

Attitude Sum of 
squares Df 

Mean 
square F Sig. 

Between 
groups 

606.636 8 75.829 0.74 0.658 

Within 
groups 

32784.668 319 102.773 

Total 33391.304 327    

4.3. Learning styles preferences 

Figure 1 shows the distribution of domain in learning style 
preferences.  Female students were found to score more than 50% 
in most of the domains. Those who attended boarding school 
scored higher in all domains compared to non-boarding school 
attendees. Students who got A+ in their HSC mathematics exam 
were found to dominate all domains (more than 65%) while those 
who got between B+ and A for their HSC Additional Mathematics 
exam were found to score between 20% and 35% in all domains. 
Majority of the students from science program were found to 
prefer reflective (65%), sensing (67%), visual (60%) and global 
(62%) learning styles. 

 
Figure 1: Percentages of Learning Style Preferences (Domain)  

Figure 2 shows the distribution of domain in learning style 
preferences for science and engineering students.  Majority of the 
students from science program were found to prefer reflective 
(65%), sensing (67%), visual (61%) and global (62%) learning 
styles. 

 
Figure 2: Learning Style Preferences (Domain) by program 
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4.4. Learning Style Preferences (Domain) during pre-university 
studies 

 Students who did very well (grade A) for both pre-university 
mathematics examinations during their studies had preference in 
all domains of learning styles.  For semester 1 paper, 50.6% of 
those who scored A grade preferred sequential learning style while 
for semester 2 paper, students who scored A preferred both verbal 
(70.8%) and sequential (70%) learning style, respectively. In 
comparison, students who scored B grades (B- to B+) were found 
to prefer global learning style for both semester 1 and semester 2 
papers as shown in Figure 3. 

 
Figure 3: Learning Style Preferences (Domain) in pre-university program 

4.5. Students’ attitude towards mathematics  

The summary from ATMI survey that measured the students’ 
attitude towards mathematics is presented in Table 4. The results 
indicate that male students have more positive attitudes compared 
to female students. Students from both types of school showed 
interest or positive attitudes towards mathematics. Those who did 
very well in both mathematics papers during HSC examinations 
have much higher positive attitudes compared to others. The same 
was true for those who were from engineering program. There 
were variations of attitude scores found across grades in 
mathematics subjects during pre-university studies. For semester 
2 paper, students who scored B- and below were found to have 
higher positive attitudes’ scores compared to the others. However, 
for semester 1 paper, their attitudes towards mathematics seemed 
to be equally distributed across all grades.  

Table 4: Score on ATMI by gender, school type, HSC Mathematics and HSC 
Additional Mathematics 

Characteristics N Mean SD 
Gender    
Male 155 137.941 10.237 
Female 173 136.584 9.971 
School    
Boarding 187 137.064 10.093 
Non-boarding 141 137.410 10.153 
HSC Mathematics    
    A+ 235 137.745 10.334 
    A 93 135.914 9.429 
HSC Additional 
Mathematics 

   

   A+ 13 140.538 9.812 
   A 101 139.129 8.975 

   A- 97 137.505 10.586 
   B+ 70 135.514 9.970 
   B 46 134.283 10.946 
   B- 1 130.0 0 
Program    
Science 195 136.533 10.470 
Engineering 133 138.241 9.492 
Pre-university 
Mathematics 
Semester 1 grade 

   

   A 148 138.412 9.926 
   A- 78 136.667 9.979 
   B+ 42 134.048 12.791 
   B 32 137.375 8.454 
   B- 17 136.353 9.006 
   C+ 8 138.500 6.655 
   C 2 139.500 2.121 
   D 1 134.000 0 
Pre-university 
Mathematics 
Semester 2 grade 

   

   A 212 137.439 10.209 
   A- 37 136.567 9.907 
   B+ 30 136.867 10.274 
   B 26 134.154 10.376 
   B- 10 141.000 9.333 
   C+ 6 138.667 10.875 
   C 5 140.400 5.771 
   D+ 1 148.000 0 
   D 1 134.000 0 

4.6. Association between learning style and attitudes towards 
mathematics achievement 

Multiple linear analysis was conducted to measure the 
association between learning style and attitudes towards 
mathematics on the mathematic score while controlling for the 
effect of gender, type of school and HSC grade in mathematics. A 
significant regression model was observed (F(5,322)=7.44, 
Prob>F= <0.001 and Adjusted R2=0.089). In this model, we found 
that learning style and attitude were not statistically associated 
with mathematics scores (Blearning style=0.446, p=0.054 and 
Battitude=0.019, p=0.708, respectively) as presented in Table 5. 

Table 5: Association between learning style and attitudes towards mathematics 
on the mathematics score in pre-university (semester 2 paper) 

Predictors     B       t p-value 
Learning style scores 0.446 1.93 0.054 
Attitude scores 0.019 0.37 0.708 
Female 4.047 3.75 <0.001 
Non-boarding school 3.682 3.39 0.001 
HSC Mathematics, (A+) 3.221 2.690 <0.001 

     F (5,322)=7.44, Prob>F= <0.001 and Adjusted R2=0.089 

5. Conclusion 

This study showed that preference learning style was 
dominated by the female students from science program who had 
attended boarding school. Those students who got A+ in HSC 
mathematics dominated more than 65%. These students’ 
preference learning styles were reflective, sensing, visual and 
global learning styles. Meanwhile, the result showed that when 
the students were in pre-university studies, those who scored 

Learning Style Preferences (Domain) 
Grade Active Reflective Sensing Intuitive Visual Verbal Sequential Global 

Semester 1 
A 48.0% 40.3% 44.7% 45.7% 45.1% 45.8% 50.6% 38.5% 
A- 22.1 26.6% 22.3% 25.7% 23.0% 33.3% 23.3% 24.3% 
B+ 12.7% 12.9% 13.8% 11.4% 12.8% 12.5% 14.4% 10.8% 
B 7.8% 12.9% 9.0% 10.7% 10.5% 0% 6.7% 13.5% 
B- 5.9% 4.0% 6.4% 3.6% 5.3% 4.2% 2.2% 8.8% 
C+ 2.9% 1.6% 2.7% 2.1% 2.3% 4.2% 1.7% 3.4% 
C 0.5% 0. % 1.1% 0% 0.7% 0% 0.6% 0.7% 
D 0% 0.8% 0% 0.7% 0.3% 0% 0.6% 0% 

Semester 2 
A 67.2% 60.5% 63.3% 66.4% 64.4% 70.8% 70.0% 58.1% 
A- 10.3% 12.9% 11.7% 10.7% 10.5% 20.8% 9.4% 13.5% 
B+ 7.8% 11.3% 8.5% 10.0% 9.5% 4.2% 8.3% 10.1% 
B 8.3% 7.3% 8.5% 7.1% 8.5% 0% 7.2% 8.8% 
B- 3.4% 2.4% 3.2% 2.9% 3.0% 4.2% 1.1% 5.4% 
C+ 1.5% 2.4% 2.7% 0.7% 2.0% 0% 2.2% 1.3% 
C 1.5% 1.6% 2.1% 0.7% 1.5% 0% 1.1% 2.0% 
D+ 0% 0.8% 0%) 0.7% 0.3% 0% 0% 0.7% 
D 0% 0.8% 0%) 0.7% 0.3% 0% 0.6% 0% 
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grade A during semester 1 preferred sequential learning style 
while students in semester 2 who scored A preferred verbal and 
sequential learning styles. Thus, it shows that there is no specific 
learning style that the students prefer to use because it depends on 
the environment of the studies. In terms of the student’s attitude, 
we can conclude that there was a variation of attitude score found 
across grades in mathematics subject during pre-university studies. 
Those who had positive attitude scored a good grade in 
mathematics both in HSC and pre-university studies. Besides that, 
we have studied the factors that contributed towards academic 
achievement. The result showed no association was found 
between learning style and attitudes towards mathematics based 
on the mathematics scores. Thus, this study can help the 
instructors to plan their teaching through student’s learning style 
to improve student achievement in mathematics. In addition, this 
study was conducted on pre-university students from science and 
engineering background which only focused on mathematics 
academic achievement. Therefore, this research can be expanded 
by investigating pre-university learning style for all subjects taken 
by the students and their academic achievement.   
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 Video and its processing are an interesting area as the increase in usage of internet videos, 

online streaming, CCTV, impact of internet on normal crowd increased. The need to know 

about video and its processing become an eminent area in research in current era. The 

paper tries to cover the traditional video processing, the advancement in video codec from 
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provides an insight to need of video compression, steps involved in it, followed by overall 

review about video compression in various areas. The detailed explanation with reason of 
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to the video codecs. It summarizes the advancement in recent video processing using CNN, 

NN, deep learning too.  
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1. Introduction  

‘Video’ the meaning has shifted far from a set of moving 

pictures from a traditional point of view to far extends. But the 

knowledge of traditional video processing is important to have a 

clear perspective towards the current video processing era. Video 

processing have a vast meaning from enhancement of various 

parameter in video, resolution, restoration of videos, denoising of 

videos, video compression etc. Each has its own impact and 

development in each stage of video processing development from 

video in a digital camera to HDTV to mobile camera to 4K,8K,10K 

videos. “The development of video compression started from the 

very started from the very start with a shadow of image 

compression such as Huffman coding, Golomb coding [1], 

arithmetic coding [2] etc. Later transform coding was introduced 

by encoding in spatial frequency including Fourier transform [3], 

Hadamard transform [4], Discreet Cosine Transform [5] etc 

followed by JPEG” [6] 

The scope of video standardisation focus on video 

optimisation, allows complexity reduction for implementation and 

it no guarantee in terms of quality. Only decoder, bit stream and 

syntax of decoder is standardised. The scope if standardisation lies 

in the codec part of video processing. The basic knowledge about 

the fundamental terms in video processing helps to have strong 

view about any processing or standardisation done in video. 

Video processing needs basic overview about the fundamentals 

like bitrate, display resolution, frame rate, frame type, interlacing, 

aspect ratio, video quality and compression techniques. 

Bit rate is termed as the video data transferred in a frame of 

time or number of bits in the video transferred in a time durartion.it 

is related directly to the sharpness of the frame. This is a vital thing 

when we consider live broadcast into consideration. The term 

bitrate should be handled intelligently based on the encoder and 

decoder. Transfer speed also is a matter to be considered here. 

Display resolution in video is another area to be noted in video 

processing. Screen resolution /display resolution was not that 

important part in traditional era of video processing but as time 

moved and screen came with various sizes colour option, video 
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Screen resolution comes with an extension of ‘p’ and ‘i’ like 

780p,1080p,1080i etc, it represents progressive /interlaced. The 

CRT monitors and TV followed interlaced scanning were the 

problem is flickering. Progressive scanning came into market as 

boom because the recent display screen responds fast. The refresh 

rate will be 60 normally to have better view effect. There are 

various frame resolution or frame type as in table 

Table 1: Screen resolution Table 

Sl.no Resolution 

name 

Horizontal 

pixels count 

Vertical 

pixel count 

Another 

Name 

1 720p 1280 720 HD 

2 1080p 1920 1080 Full HD 

3 1440p 2560 1440 Quad HD 

4 2160P 3840 2160 4K 

5 4320P 8k 7680 4320 8K 

6 4320p 10k 10240 4320 10K 

 

Its noted that high resolution video can be viewed in low 

resolution screen. Video resolution doesn’t matter on the screen it 

watching as it is taken care by the down sampling part in the 

decoder. 

Aspect ratio says how the screen is with respect to the height 

of the display. In early ages 4:3 was common aspect ratio. In early 

2010’s by the boom of mobiles 16:9 become so prominent. Display 

orientation is another thing to be known. Size of the screen 

resolution should be considered properly for better display. 

The paper is divided into three sections. The section 2 give 

brief idea about the steps  in video compression, section 3 give a 

review of traditional video coding standards its origin, features and 

developmental stage towards next version. Comparison is done 

between various compressions followed by a overview about 

recent video compression with CNN and deep learning [7]. The 

paper ends with a conclusion with the need of learning traditional 

video compression for future research.  

2. Video compression 

2.1. Overview of video compression 

Video compression is defined as a data reduction method ie 

used to encode the video. Video coding process helps that is the 

reduction of size of video file by making it compatible to store and 

need only less bandwidth for transfer. Video compression started 

as a succession of image compression. The compression mainly 

happens in a better way in video processing as the information 

carried by the frames are similar in most cases. A better percentage 

of compression can be achieved by taking this area into 

consideration. Video compression is essential as storage is taken 

into consideration. The disk space is important as we can more 

videos in fact more information can be loaded. Various transforms 

like DCT, DST etc can also be considered to reduce file size or in 

other words compression. 

2.2. The stages of video compression 

The basic steps in video processing are divided into six steps 

staring with partitioning the picture, predicting the similarity 

within the frame and between the frame. Majority of compression 

happens in this stage [8]. The predicted frame and other 

information’s are transformed using DCT and quantized. All these 

were coded by using entropy coding and send as bit steams with 

proper bit rate. 

 

The input frame is transformed using DCT after picture 

partitioning (Splitting picture into macro blocks as apart of coding 

tree unit), then quantized. The quantized frame is inversed and 

compared with the previous frame in motion compensation and 

estimate is done by subtracting reconstructed frame from input 

frame and the residual with motion compensation. This is done by 

intra and inter prediction techniques basically comparing CTU 

within the frame and between frame to reduce redundancy and to 

gain maximum compression. The residual frame obtained will be 

75 percentage compressed by this stage. The obtained frame 1&2 

is transformed and quantized and the reconstructed frame is 

compared and subtracted. The process repeats and the output is 

encoded and framed and send in prescribed bit stream format.  

3.  Traditional video coding standards  

Digital video technology covers the area of communication 

digital video telephony, digital TV, video storage, and a series of 

applications. This helps in the development of video codec in a 

faster way. The way of development of video codec are mainly 

focused on the organization ITU and ISO/IEC, joint venture of IFC 

and ISO are also available. ITU standards covers video codecs 

from H.261, H.263, H.263+, and this focus mainly in the video 

compression in real time communication for example video  

conferencing whereas ISO/IEC mainly focus on the internal 

streaming, video storage etc. The bird view of video compression 

is shown in figure 4. Based on the purpose and application the 

compression features vary, upon that the segregation can be as the 

Figure 3: Basic Video Compression Steps 
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one used in web or internet application, in cinemas, and for other 

medias. The ISO/IEC organization works on MPEG series as 

ITU/VCEG works on H.26x series. The ancestry of recent video 

compression followed this way. 

 

Table 2:  Specifications of H.262 

1 Bit rate 1.5-2.0 Mbps CBR/VBR 

constant /variable bit rate 

2 Packet/ cell loss rate (CLR) <1 in 10 (-8) 

3 BER <1 in 10(-10) 

4 Packet/ cell delay variation <500ns 

 

3.1. H.120 Video Compression Standard 

The video coding standard starts with H.120 i.e. developed in 

the year 1984 by CCITT currently known as ITU-T. The primary 

application was video telephony and teleconferencing over ISDN. 

The bit rate available was 64kbits /sec.H.120 was not that good 

enough for real life applications, its spatial domain was good and 

temporal resolution was poor. The discussion came that encoding 

should have less than 1 bit as an average in a pixel. This leads to 

the idea of DCT block-based codec ie H.261.  

3.2. H.261 Video Compression Standard 

H.261 is the first member in the H.26x family developed in the 

year 1988-1990 in November by VGCE ie ITU-T9 video coding 

expert groups. The focus for the development of H.261 was similar 

to H.120 like video conferencing in ISDN and video telephony as 

it couldn’t satisfy it [9]. The bit rate it was focusing was multiples 

of 64 kbits /sec. It was used as a backward compatibility mode in 

H.323 and some video conferencing system still it couldn’t be 

perfect and need refinement that leads to next video codec. But still 

it remains as a milestone in the history of video codecs. 

3.3. H.262/ Moving Picture Expert Group-2 

 H.262/MPEG-2 was proposed in 1995 by the joint venture of 

VCEG and MPEG. It is mainly for storage of video like SVCD, 

digital video, Blue ray, broadcasting, DVD video etc. Its bit rate is 

suitable for only less than 1Mbps, performs bad for high bit rate. 

MPEG -2 is a lossy compression method with motion estimation 

vector, DCT quantization an encoding by Huffman coding, the 

technique happens in this sequence [10]. The motion vector 

estimation compares the frame and approximate it into similar set 

of video frame in a translated form with changes between the 

frame. This helps to reduce the greater percentage of temporal 

redundancy in the video frame. This is followed by DCT that helps 

to convert the spatial information to frequency domain and discard 

all high frequency information that will not affect the visual 

experience of human eye. Quantization is applied to the coefficient 

of DCT. Huffman coding shortens the code and helps in better 

compression but its lossy with entropy coding.MPEG is good for 

high quality video with a particular set of transmission limit but 

not that better for internet transmission as the QoS of MPEG can’t 

be satisfied always with intend.  

3.4. H.263 Video Compression Standard 

H.263 was designed for low bitrate mainly on video 

conferencing. This was evolved from the pros and cons of H.261,  

MPEG-1, MPEG-2 standard developed in 1996 by ITU -T9. 

The main application was B-ISDN video on mobile phones (3Gp), 

video conferencing and video telephony adopted H.324 PSTN. the 

bit rate followed was 33.6 Kbps. It was developed as their levels 

that is 1,2,3 as H.263, H.263+, H.263++ with various extra features 

added on it. H263+ was focusing on improved compression 

performance and bit stream scalability. H.263++/H.263 2000 

namely MPEG 4 part 2, it helps surveillance system its simple 

profile formal. 

 
Figure 5: H.261 [7] 

Figure 4: Video Compression Overview 
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3.5. H.264 Video Compression Standard 

H. 264/MPEG 4, AVC i.e. [10]an extended version of H.263, 

MPEG 4 visual released on 30th may 2003 is developed by 

ISO/IEC and ITU and H .264 and distribution of video content. 

The resolution it support is 4096X2304 that includes UHD and 4K 

videos. It uses variable bit rate. Advanced Video Coding /AVC is 

25th version of AVC ie MPEG 4 part 10[11]. It is the best-known 

video coding standard for media storage like Blue ray disc and 

widely used in streaming in internet source that used variable bit 

rate. Scaling video coding is a domain feature here added with 

multi view video coding, 3D-AVC and multi resolution frame 

compatible (MFC). The application area includes DVBC (digital 

video broadcast project), HD-DVD, ATSC (advanced television 

system connector), CCTV (closed circuit TV), DSLR etc. 

3.6. H.265 Video Compression Standard 

H.265 is devoloped as the successor of AVC with reduced file 

size, reduced bandwidth[12]. There are CTUs in HEVC than 

macro blocks in H.264. The HEVC have variable CTU size from 

4x4 to 64x64. The main features of HEVC includes flexibility in 

partitioning size, flexibility in trasform block size and predicting 

the modes, parallel processing architecture, sophistication for 

prediction, signalling mode and motion vector[13]. HEVC  

architecture has encoder and decoder. In encoder picture 

partioning is done. In the next process is the partioned picture is 

predicted by intra /inter prediction and the result is subtractred 

from the original unit[14]. The residue is transformed by DCT and 

quantised in next step. At the end transformed output, predicted 

information, mode information, and header are entropy encoded. 

In decoder the counterpart does the reverse operation to deliver the 

picture to other end of communication[15]. 

3.7. Society of Motion Picture and Television Engineers 

standards 

It was introduced in founded in “1916 as the Society of 

Motion Picture Engineers or SMPE is a global professional 

association, of engineers, technologists, and executives working in 

the media and entertainment industry. An internationally 

recognized standards organization, SMPTE has more than 800 

Standards, Recommended Practices, and Engineering Guidelines 

for broadcast, filmmaking, digital cinema, audio recording, 

information technology (IT), and medical imaging[16-19]. In 

addition to development and publication of technical 

standards documents, SMPTE publishes the SMPTE Motion 

Imaging Journal, provides networking opportunities for its 

members, produces academic conferences and exhibitions, and 

performs other industry-related functions”[20].Compression 

Systems in SMPTE has standardized five VC standards: VC-1 to 

VC-5 to provide well-reviewed documentation and enhanced 

interoperability. The latest of these is the VC-5 standard family 

that provides documentation and reference software for the video 

compression used in GoPro systems and workflows. SMPTE also 

has a new project to document the Apple ProRes codec. 

3.8. Video Processing for Internet 

On 2 codec designs are popularly known as VP3 then 

VP7.VP6 was used in flash 8 video codec. It was used in google, 

skype, YouTube etc. Microsoft and Windows media player version 

9 properties similar to Real video, DivX and On 2 tech. AVC 

improves compression quality, H.264 becomes leading standard 

and used by many video applications such as in iPod PlayStation 

Portable, as well as in TV broadcasting standards like DVB-H and 

DMB[21].AVS audio video standards were initialized by China, 

the main reason china holds the key factors in development of 

consumer electronics. Coding efficiency is equivalent to H.264 

while computation complexity is less. It was widely used standard 

[22]. 

Figure 6: Hybrid video encoder [1] 

Figure 7: H.264 codec [12] 

Figure 8: Video Compression with HEVC [14] 
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Table 3:  Comparison Table of video codecs 

Parameter  HEVC AVC VP9 

Compression 

Efficiency 

Twice 

compared 

to AVC 

Less than 

HEVC 

Less than 

HEVC 

Resolution 

&uploading speed 

Less 

compared 

to AVC 

Better 

compared 

to both 

More  

Bandwidth 

required for 

broadcast 

15mbps 32mbps 
More than 

HEVC 

Compatibility  
4k TVs, 

VOD 

3Dvideo 

coding. 

Better in 

chrome, 

opera 

Firefox… 

Royalty  
Not open 

source 

Not open 

source 

Open 

source 

Computation cost low high low 

Encoding quality 

Good for 

low bit rate 

videos 

Use lower 

bit rates 

better than 

previous 

standards  

Good for 

high bit rate 

videos 

FPS Support up 

to 300fps 

Support up 

to 59.94fps 

Support up 

to 60fps for 

video 

4. Neural network and Deep learning-based video coding 

standards. 

After the development of H.265/HEVC, the blocks in the 

codec were explored and improved by adding neural network/ deep 

learning techniques [22-27] into it. The development of video 

codec in the following year will be mainly on making a smart video 

codec by incorporating the deep learning features into it[28-30]. 

The trial of neural network /deep learning into HEVC standard by 

the application of trying to make smart modules in HEVC. By 

using multiple features, the modules are trying to be made smart. 

The future of codec lies in the hands of deep learning i.e. the future 

is expecting a smart video codec by absorbing the basic steps in 

codec and improvising it by adding deep learning techniques into 

it. Work have been done in HEVC modules intra-prediction, inter-

prediction, quantization and encoding and loop filter with neural 

network methods [31] that can be revised and learned separately. 

As an overview the neural network for video coding can be 

reviewed this way, for intra prediction all the method developed 

for still image can be used. As we know the applications are many. 

For neural network based intra-prediction the effective tool 

considered can be motion, with the better training network it can 

be effectively done. Some other research happened in this area 

using CNN are post processing, resolution up conversion sub pixel 

interpolation, loop filtering, intra-coding, encoding optimization 

etc. 

 

5. Conclusion 

Video and its processing are the area that is focusing on a 

smart era in the near future with high quality advancement. The 

paper points the video processing developmental stages from 

initial days till now. This helps to focus on the recent research in 

video processing and thus paves way for new research knowing 

about the origin, features and properties of early codecs, earns us 

to work on the future of video processing. The early era of video 

compression started with basic coding like Huffman coding, 

arithmetic coding etc and transforms like Fourier transform, DCT 

etc followed by the hybrid video processing era with many 

compression techniques from Motion JPEG to H 265. The detailed 

study of this helps to identify that in each stage the was trying to 

improve the compression ratio, reduce the complexity of circuit, 

and with high uploading speed.  The research and advancement in 

this area can be done by having a strong base about the existing 

video processing. The drawbacks of the system can be reviewed 

and that helps in the research to make it smarter one. The future is 

focusing on smart video processing and deep learning, NN, CNN 

are the strong pillars for intelligent video processing. 
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 This paper is an extension of work originally presented in PM2.5 Prediction-based Weather 
Forecast Information and Missingness Challenges: A Case Study Industrial and Metropolis 
Areas, which focused on imputation algorithm to solve missingness challenge and 
demonstrated a basic prediction system to prove the proposed algorithm, II-MPA. 
Distributed and decentralized systems, recently, have been proven for their effectiveness in 
multiple perspectives. This paper introduces “Overmind”, the solution that governs and 
builds the network of decentralized machine learning as a prediction framework named 
after its functionality: it aims to discover a set of data and associated attributes for 
assigning machine learnings in the collaborative decentralized manner. Overmind also 
empowers feature transfer learning with data preservation. It demonstrates how discovered 
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tested and evaluated the accuracy against the traditional single machine learning 
prediction model in the original work. The results are satisfactory in both prediction 
performance and transfer learning. 
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1. Introduction  

This paper is an extension of work in [1]. Traditionally, a 
single machine learning is built to process upon a dataset; this can 
be served as a recommendation, prediction, classification, etc. 
Unfortunately, the drawback of the traditional model is realized 
where machine learning problems and algorithms are far enough 
that all scenarios can be resolved using a single model [2]. A 
traditional approach relies on the training process over a whole 
dataset; data exploration, perhaps, consumes time and resources. 
Also, the experience in data analytics does not guarantee the 
effectiveness of the built machine learning systems to specific 
business scenarios. Moreover, discovering new attributes in real-
world scenarios may require a brand-new dataset and retraining 
process. As business prefers to preserve data as much as possible, 
this is supported by system design which deals with a new data 
pattern and the least trade-off and penalty in performance. 

This paper innovates a framework under the “Data Blind” 
concept  – it indicates the knowledge over dataset and scenarios, 
which are unknown and undiscovered. Hence, the proposed 
framework performs data analytics for building machine learning 
models that serve multiple purposes. Overmind, a system 
conceptual model in distributed artificial intelligence, is named 
after its theoretical design. Overmind aims for managing dataset, 
discovering data pattern, and creating collaborative agents, as a 
complete framework. This paper experiments a demonstration of 
how it works, and steps, which are taken to gather results and 
contributions. An interpretation of behaviours and outcomes will 
be studied and presented in future works. 

2. Previous works 

The concept of Overmind has been forged base on previous 
machine learning algorithms and the decentralized systems. We 
also explore related works on feature transfer and selection. Thus, 
this section illustrates in two aspects, which are Multi-agent and 
Decentralized System, and Feature Transfer. 
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2.1. Multi-Agent and Decentralized System 

A term of Distributed Artificial Intelligence (DAI) has been 
defined based on the concept of distributed intelligent agents. 
Many projects and methodologies have been reported and 
summarized into categories proposed in [3] as system conceptual 
and agent conceptual models. The fine examples of DAI 
contributions were presented in [4–6] in the area of Intelligent 
Manufacturing System (IMS) since 1990. Then, a decentralized 
and distributed machine learning works were published in 1993 [7, 
8]. The Cooperative Distributed Problem Solving (CDPS) that 
involves active agents sharing cooperative behaviours and 
protocols was invented in 1995 [9]. However, the cooperation is 
working based on broadcasting negotiation between a system and 
active agents by receiving the message to perform solving 
collaboratively. 

Undeniably, this paper is highly influenced by the concept 
proposed in years ago. Although, machine learning has been 
continuously improved its capability and intelligence to the level 
that can resolve complex problems in the real-world scenario. 
Today, a decentralized reinforcement learning [10], which is again 
inspired by the multiagent system, describes problem statements 
that require large-scale real-world machine learning whereas the 
completed work focuses on two dimensions - Networked 
Evolution Strategies (NES), and Bayesian Optimality in the 
Wisdom of the Crowd (BOWC). NES describes network structure 
of communication between parallel-processing agents, that speed 
up learning process. This network structure of communication 
inspires Overmind's concept to integrate network analysis 
components and allow communication among decentralized 
machine learnings. Lastly, BOWC draws attention to the 
modelling on how humans learn from the influence of each other; 
this also inspires the Overmind concept for incorporating the 
knowledge management framework to mimic the collaboration in 
humans. 

Decentralized Clustering in Large Multi-Agent Systems [11] 
draws a concept of using multi-agents in decentralized clustering, 
which is one of the major machine learning objectives. To 
overcome data clustering real-world problems such as data is 
widely distributed, data sets are volatile, and data instances also 
cannot be compactly processed, decentralization of multi-agent 
has proven its better performance against the traditional k-mean 
algorithm. This reviewed work hints decentralized clustering of a 
single dataset, perhaps, gives significant contributions in pre-data 
processing. 

Recently in 2019, Feature Distributed Machine Learning 
(FDML) is studied collaboratively called FDML: A Collaborative 
Machine Learning Framework for Distributed Features [12]. This 
work inspires privacy preservation in feature engineering when 
one machine learning model can acquire prediction power by using 
additional features from other machine learning without sharing 
actual features. This works fully introduces the collaborative 
machine learning framework with high capability in transfer 
learning. The experiments are conducted using a different 
algorithm, and the results yield significance in real-world 
application development. 

Nowadays, a concept of distributed and decentralized 
artificial intelligence has been widely reported, which shows 

upcoming era in machine learning integrated fields of research 
such as artificial intelligence in distributed ledger technology [13], 
artificial intelligence as IoT [14, 15], distributed security solution 
[16, 17], etc. Surprisingly, these integrations are all based on a 
distributed and decentralized concept. 

2.2. Transfer Learning 

In this sense, transfer learning refers to a process where 
discovered knowledge is fed to existing machine learning for 
reinforcement and adaptation over modelling that intents to re-
train for better performance. Furthermore, the communication 
among models in a network is established for transferring 
particular knowledge from one machine learning to others [18]  

Similarly, work in [19] introduces the transferring knowledge 
over different classes. This work also emphasizes transfer learning 
in feature selection for machine learning models using a proposed 
framework. The results of this work influents possibility of transfer 
learning in real-world dataset across classes and domains.   

In sum, this paper draws conceptual designs based on previous 
works in two dimensions, which are distributed and collaborative 
systems, and transfer learning. However, the algorithm and process 
behind our work are different from the origins due to its' concepts 
and purposes. Ultimate research questions under our contributions 
are following: (1) how to establish an end-to-end platform for 
demonstrating collaborative machine learning models in a 
dynamic network in order to power up the prediction and (2) how 
to create a flexible system for transfer learning between models in 
a network that reflects the reinforcement. 

3. Methodology 

This work follows a quantitative research method. Firstly, the 
literature review is performed by limiting the scope of previous 
works and using keyword-searching. The results of the review are 
compounded into the conceptual design of the proposed 
framework, Overmind, which will be described in the next section 
of this paper. The reviewing of the proposed framework is 
conducted by researchers and authors. Experiment and testing are 
conducted on our previous work dataset, Thailand Air Quality 
Index (AQI) and weather forecast information. The result of 
applying this proposed framework is studied by comparison 
against the traditional framework on the same dataset, as presented 
in sections 5 and 6 of this paper. 

4. Overmind: A Framework for Decentralized Machine 
Learnings 

Overmind, a collaborative decentralized machine learning 
framework, is proposed considering dealing with anonymous 
dataset before building a machine learning model to serve purposes 
such as prediction, recommendation and classification. Figure 1 
shows the main conceptual design of deploying multiple 
collaborative machine learning models (“agents”) each of which is 
responsible for a specific cluster of data. Collaboration means the 
agents can communicate and exchange knowledge, and share the 
workload for data processing. 

This paper proposes Overmind as a collection of functional 
processes which are: 

1. Determine Data Clustering 
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2. Assign Agent 
3. Establish Network 
4. Transfer Learning 

In the following section, the aforementioned functional 
processes are explained in the respective order.  

 
Figure 1: Overmind Architecture 

4.1. Determine Data Clustering 

Firstly, just the traditional approach, Overmind mimics the 
data cleansing process by using unsupervised learning algorithms 
to divide the dataset into clusters. This can be demonstrated as 
follows: 

1. Let 𝐷𝐷 be the training dataset where 𝐷𝐷 = {𝑑𝑑1,𝑑𝑑2,𝑑𝑑3, … ,𝑑𝑑𝑛𝑛} , 
given that 𝑛𝑛 is the number of instances.  

2. Let 𝐹𝐹 be the feature set, where 𝐹𝐹 =  {𝑓𝑓1, 𝑓𝑓2, 𝑓𝑓3, … , 𝑓𝑓𝑧𝑧} , given 
that 𝑧𝑧 is the number of features in 𝐷𝐷. 

3. Overmind deploys unsupervised learning method to divide 𝐷𝐷 
into clusters, given 𝐶𝐶  is a set of clusters where 𝐶𝐶 =
{𝑐𝑐1, 𝑐𝑐2, 𝑐𝑐3, … , 𝑐𝑐𝑘𝑘}  and members in 𝐷𝐷  are allocated and 
distributed over members of 𝐶𝐶 , and 𝑘𝑘  is the number of 
clusters. 

4. The framework proposes 𝑠𝑠 as centrality node of similarity 
graph of data under 𝑐𝑐𝑖𝑖. Hence, each cluster contains centrality 
node of data which is represented as 𝑠𝑠𝑖𝑖 , where 𝑖𝑖 ≤ 𝑘𝑘   

Figure 2 illustrates the output of determining data clustering 
and assigning agent. 

4.2. Assign Agent 

Agents are the supervised machine learning models trained 
using data in each cluster. Overmind determines the number of 
agents and builds a supervised machine learning algorithm to 
create agents, which can be explained as follows: 

1. Let 𝐴𝐴 be a set of agents trained by using 𝐶𝐶, given that 𝑎𝑎𝑖𝑖 is 
trained by using data under 𝑐𝑐𝑖𝑖 where 𝑖𝑖 ≤ 𝑘𝑘 

2. Hence, 𝑎𝑎𝑖𝑖  will be agent based on 𝑧𝑧  features, given each 
feature contains weight/coefficient for particular 𝑎𝑎𝑖𝑖. Let 𝑊𝑊𝑖𝑖 

be a set of weight/coefficient of features for particular agent 
𝑎𝑎𝑖𝑖 

4.3. Establish Network 

To build a collaborative framework, there shall be linkages 
between agents and rules for cooperation. This paper introduces a 
similarity network of agents based on the graph as below: 

1. Let 𝐺𝐺 be a graph of pairs (𝑉𝑉(𝐺𝐺),𝐸𝐸(𝐺𝐺)) where 𝑉𝑉(𝐺𝐺) = 𝐴𝐴. 
2. Similarity of agents in 𝐴𝐴 is measured by 𝑊𝑊𝑖𝑖 of particular 𝑎𝑎𝑖𝑖, 

given that 𝑦𝑦 is a pre-determined threshold of similarity. 
3. 𝐸𝐸(𝐺𝐺)  will be created and linked between agent in 𝑉𝑉(𝐺𝐺) 

where the similarity measurement of a pair of agents satisfies 
𝑦𝑦. This results in a network of agents.  

4. Denote the centrality of 𝐺𝐺  by 𝐻𝐻𝐺𝐺 . If the centrality of 𝐺𝐺 
corresponds to multiple agents, Overmind selects one. 

Eventually, Overmind creates decentralized machine learning 
as a collection of nodes in a network by using similarity 
measurement. Each node represents a supervised machine learning 
model.  

assessed in term of similarity, which can be advanced for future 
works when one would like to measure affinity among trained 
models. 

 
Figure 2: Illustration of Determining Data Clustering and Assigning Agent 

4.4. Transfer Learning 

This section describes two major transfer learnings of 
Overmind –data and feature transfers. 

4.4.1 Data Transfer 

Data transfer is involved when new data arrive for processing. 
Assumption on testing scenario when 𝑑𝑑𝑛𝑛+1 is discovered and fed 
to framework, Overmind determines a suitable 𝑎𝑎𝑖𝑖  for 𝑑𝑑𝑛𝑛+1  by 
using 𝑠𝑠𝑖𝑖 . This process implies similarity measurement on the 
centrality of clusters and new data instances. The steps are taken 
as below:  

1. Let 𝐷𝐷′  be a test dataset of this framework. Hence, 
{𝑑𝑑1′ ,𝑑𝑑2′ ,𝑑𝑑3′ , … ,𝑑𝑑𝑞𝑞′  }  =  𝐷𝐷′. 

2. Overmind determines each 𝑑𝑑𝑥𝑥′  in 𝐷𝐷′  and measures the 
similarity of 𝑑𝑑𝑥𝑥′  to 𝑠𝑠𝑖𝑖. 

3. Overmind assigns 𝑑𝑑𝑥𝑥′  to 𝑎𝑎𝑖𝑖  which has the highest similarity 
measured between 𝑠𝑠𝑖𝑖 and 𝑑𝑑𝑥𝑥′ . This step can be considered as 
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a batch process where 𝐷𝐷′ is divided into subsets for feeding 
to particular 𝑎𝑎𝑖𝑖. 

4. The accuracy of framework is measured as average accuracy 
of 𝑑𝑑𝑥𝑥′  or average accuracy of subsets in 𝐷𝐷′. 

4.4.2 Feature Transfer 

Features and Feature Transfer are challenging components in 
designing the machine learning model. A traditional approach may 
require retraining of model when dealing with newly discovered 
features. A retaining process takes resources and time consuming 
for a big dataset. Yet, in the real-world scenario, some business 
may obtain a set of new information, both data and features, 
whether it contributes significances or not, but they have no willing 
to dispose of an existing dataset or pre-trained model. 

In this sense, feature transfer refers to the ability that the 
existing trained model determines and deploy the discovered new 
features without retraining model; this means the transfer process 
will occur in every agent in the network. To elaborate flexibility in 
a dynamic machine learning model which accepts changes in both 
dataset and features, Overmind is conceptually designed to 
overcome the aforementioned challenges by described steps 
below: 

1. When 𝑓𝑓𝑧𝑧+1  is discovered within a new dataset 𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛 , 
Overmind predetermines a need of 𝑓𝑓𝑧𝑧+1  by mimicking the 
supervised machine learning model of 𝐻𝐻𝐺𝐺  and process upon 
𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛  along with 𝑓𝑓𝑧𝑧+1. However, to avoid data volume bias, 
Overmind will proportionally random data in each 𝑐𝑐𝑖𝑖 to form 
a dataset as equal as 𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛 . 

2. Let accuracy of forming dataset is denoted by 𝑎𝑎𝑐𝑐𝑐𝑐𝑛𝑛𝑥𝑥𝑒𝑒   and 
accuracy of model upon 𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛  is denoted by 𝑎𝑎𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛 .   

3. If 𝑎𝑎𝑐𝑐𝑐𝑐𝑛𝑛𝑥𝑥𝑒𝑒  >  𝑎𝑎𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛 , Overmind drops 𝑓𝑓𝑧𝑧+1  from 𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛  and 
takes as data transfer process. This indicates that 𝑓𝑓𝑧𝑧+1 cannot 
improve performance of existing system. 

4. If 𝑎𝑎𝑐𝑐𝑐𝑐𝑛𝑛𝑥𝑥𝑒𝑒  ≤  𝑎𝑎𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛 , Overmind considers 𝑓𝑓𝑧𝑧+1 as significant 
feature and process further steps for feature transfer process 
which is described below:  
4.1. Where the existing dataset lacks of 𝑓𝑓𝑧𝑧+1  true values, 

Overmind creates imputation model by changing target 
label to 𝑓𝑓𝑧𝑧+1  using forming dataset. This imputation 
model is denoted by 𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖. 

4.2. Overmind inserts 𝑓𝑓𝑧𝑧+1 for each 𝑐𝑐𝑖𝑖 in 𝐶𝐶, denoted by 𝑐𝑐𝑖𝑖′. 
This may result in extreme missing values in 𝑓𝑓𝑧𝑧+1  . 
Hence, 𝑎𝑎𝑖𝑖𝑖𝑖𝑖𝑖 is used for imputation of missingness.  

4.3. Starting from 𝐻𝐻𝐺𝐺 , agent 𝑎𝑎𝑖𝑖 retrains its model along with 
𝑓𝑓𝑧𝑧+1, the retrained agents are denoted by 𝑎𝑎𝑖𝑖′ 

4.4. Retrained agents 𝑎𝑎𝑖𝑖′ perform cross-validation and 
compare a result against 𝑎𝑎𝑖𝑖 . There are two possible 
outcomes 

• 𝑎𝑎𝑖𝑖′ gives a better performance, then 𝑓𝑓𝑧𝑧+1 is 
accepted. 𝑎𝑎𝑖𝑖′  adjusts 𝑊𝑊𝑖𝑖 , denoted by 𝑊𝑊𝑖𝑖

′ , 
or else 

• 𝑎𝑎𝑖𝑖 gives a better performance, then 𝑓𝑓𝑧𝑧+1 is 
rejected. 𝑎𝑎𝑖𝑖′  flags weight/coefficient of  
𝑓𝑓𝑧𝑧+1 as zero in 𝑊𝑊𝑖𝑖

′ 
5. Overmind reshapes a network of agents, this creates 𝐺𝐺′ =

�𝑉𝑉(𝐺𝐺),𝐸𝐸(𝐺𝐺′)� . Perhaps, centrality of network may be 

different from 𝐺𝐺 , Overmind updates the new centrality, 
denoted by 𝐻𝐻𝐺𝐺′  

Figure 3 shows the establishing of network of agents and 
transferring learning that impacts changes over a network. 

 
(a) 

 
(b) 

Figure 3: (a) Illustrating an established network with transfer learnings for both 
data and feature (b) Demonstrating a reshaped network resulted from transfer 
learning process. 

Until now, a proposed framework creates a dynamic network 
which illustrates the transfer process among decentralized agents. 
Hence, this is called the collaborative decentralized machine 
learning framework. 

5. Performance evaluation: a case study Thailand PM2.5 
and weather forecast information database 
To evaluate framework performance, this paper simulates the 

framework over the testing dataset, which is Thailand PM2.5 and 
weather forecast dataset presented in [1]. This dataset contains 
2,383 instances with 21 features (including target). Overmind’s 
simulation takes place in two functions, Framework Performance 
and Demonstration on Transfer Learning for Feature Transfer, to 
predict PM2.5 values from a given set of features. 

5.1. Framework Performance 
This paper deploys 80% of dataset for training and 20% for 

testing, for both traditional machining learning model –a single 
model –and Overmind.  

In the training process, five uncorrelated features are removed 
from the dataset. Two algorithms, Gradient Boosted Trees (GBT) 
and Neural Net (NN), are used in this paper because the previous 
work has described Thailand PM.5 prediction using these 
algorithms. The set of tuning parameters is left by default using 
RapidMiner 9.6. For GBT, number of trees = 50 with learning rate 
= 0.01. For NN, training cycle = 200 with learning rate = 0.01. In 
addition, 10 folds cross-validation with automatic sampling type is 
used.  
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Throughout this paper, gradient color codes are used to 
indicate how good the results are. Green-colored fields indicate the 
higher accuracy and correlated values and red-colored fields 
indicate the opposite. 

The clustering and agents training results show in Table 1 
Table 1: Distributed Agents in Training Process 

Agents Train Dataset (0.8, 1906, F=15) 
Data Instances 

(N) 
GBT 

(RMSE) 
NN  

(RMSE) 
𝐷𝐷: 𝑎𝑎𝑠𝑠 1906 13.50 7.21 
𝑐𝑐0:𝑎𝑎0 1162 6.56 5.25 
𝑐𝑐1:𝑎𝑎1 256 17.14 9.62 
𝑐𝑐2:𝑎𝑎2 488 12.28 7.00 

s: single traditional model 
𝐶𝐶 = {𝑐𝑐0, 𝑐𝑐1, 𝑐𝑐2} 
𝐷𝐷𝑖𝑖𝑠𝑠𝐷𝐷𝐷𝐷𝑖𝑖𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑑𝑑 𝐴𝐴𝐴𝐴𝐷𝐷𝑛𝑛𝐷𝐷𝑠𝑠,𝐴𝐴 = {𝑎𝑎0, 𝑎𝑎1, 𝑎𝑎2} 

Table 1 proves a better performance, measured by Root Mean 
Square Error (RMSE), on agents, 𝑎𝑎0 and 𝑎𝑎2  than on a traditional 
single model, 𝑎𝑎𝑠𝑠, in both algorithms. It may indicate the abnormal 
data pattern in 𝑐𝑐1  which causes variation of performance for a 
traditional model and assumption of removing these instances are 
not acceptable by business scenario. In other words, 13.43% of the 
instances drop performance of agent for from RMSE 6.56 to 13.50, 
and it seems to be unacceptable tradeoffs. 

Establishing a network of agents, we explore the weights of 
features based on GBT variable importance percentage as shown 
in Table 2 

Table 2: Variable Importance in agents based GBT 

Variable 
Importance 

𝑫𝑫: 𝒂𝒂𝒔𝒔 𝒄𝒄𝟎𝟎:𝒂𝒂𝟎𝟎 𝒄𝒄𝟏𝟏:𝒂𝒂𝟏𝟏 𝒄𝒄𝟐𝟐:𝒂𝒂𝟐𝟐 

AQI 0.762 0.689 0.123 0.282 

CO 0.114 0.004 0.683 0.202 

PM10       0.075 0.139 0.069 0.112 

O3        0.017 0.003 0.041 0.018 

PRESSURE        0.009 0.095 0.035 0.002 

PRECIP        0.007 0.000 0.013 0.000 

HUMIDITY        0.006 0.020 0.019 0.008 

CLOUD         0.005 0.018 0.007 0.008 

SO2 0.005 0.011 0.000 0.357 

NO2 0.000 0.001 0.003 0.004 

WIND 0.000 0.011 0.001 0.001 

GUST 0.000 0.001 0.001 0.003 

TEMP 0.000 0.006 0.005 0.003 

TEMP_FEEL 0.000 0.002 0.000 0.000 

TIME_POINT 0.000 0.000 0.000 0.000 

By examining variable importance in Table 2, both of three 
highest importance features and lowest importance features were 
examined giving a clue that the criteria as feature weight on the 

prediction of PM2.5 differ for each agent. The data in each cluster 
should require a specifically trained agent. 

Recall, an establishing network of agents based GBT 
algorithm, Overmind determines the similarity measurement of 
agents using variable importance. A Euclidean Distance 
Measurement is used to find the distance among agents. In Table 
3, the similarity is measured by using the equation: 

𝑆𝑆𝑖𝑖𝑆𝑆𝑖𝑖𝑆𝑆𝑎𝑎𝐷𝐷𝑖𝑖𝐷𝐷𝑦𝑦(𝑠𝑠,𝑑𝑑) = 1 − 𝐷𝐷𝑖𝑖𝑠𝑠𝐷𝐷𝑎𝑎𝑛𝑛𝑐𝑐𝐷𝐷(𝑠𝑠,𝑑𝑑)               (1) 

where s is source node, d is destination node. 
Table 3: Agent Similarity Measurement 

Source Destination Distance Similarity 

𝐷𝐷: 𝑎𝑎𝑠𝑠 𝑐𝑐0:𝑎𝑎0 0.17 0.83 

𝐷𝐷: 𝑎𝑎𝑠𝑠 𝑐𝑐1:𝑎𝑎1 0.86 0.14 

𝐷𝐷: 𝑎𝑎𝑠𝑠 𝑐𝑐2:𝑎𝑎2 0.60 0.40 

𝑐𝑐0:𝑎𝑎0 𝑐𝑐1:𝑎𝑎1 0.89 0.11 

𝑐𝑐0:𝑎𝑎0 𝑐𝑐2:𝑎𝑎2 0.58 0.42 

𝑐𝑐1:𝑎𝑎1 𝑐𝑐2:𝑎𝑎2 0.62 0.38 

Setting a threshold 𝑦𝑦 = 0.3 means the edges will be created 
when the similarity between nodes is higher or equal to 0.3. 
However, this threshold is an adjustable parameter, the lower the 
threshold the higher chance for connected agents, the similarity of 
agents affects and shapes the transfer process. Where connection 
exists, a pair of the agent can communicate and transfer both data 
and feature, in another hand, isolated agent requires specially and 
specifically consideration. In this study, 0.3 is represented for the 
demonstration that creates linkages between agents unless the 
transfer process cannot be illustrated. Considering a tradition 
model, an agent in a network will results in Figure 4, however, this 
network will be examined again in the feature transfer section. 

 
Figure 4: Network of Agents (|F|=15, 𝑦𝑦 =0.3) 

In the testing process, 477 instances of the dataset were 
distributed to specific agents based on the data similarity 
measurement. Moreover, the prediction assessments on both 
Gradient Boost Tree (GBT) and Neural Network (NN) were shown 
in Table 4. 

The results show high accuracy when distributed agents 
perform a prediction over the associated clustered dataset. 
Undeniably, the traditional model is flexible and stable for input 
data. Perhaps, it should be considered as a tradeoff. We calculate 
average performance for distributed agents as: 

𝐴𝐴𝑐𝑐𝑐𝑐 =  ∑ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑎𝑎𝑖𝑖,𝑐𝑐𝑖𝑖)
𝑖𝑖
0

𝑖𝑖
                               (2) 

 

where 𝑅𝑅𝑅𝑅𝑆𝑆𝐸𝐸(𝑎𝑎𝑖𝑖 , 𝑐𝑐𝑖𝑖) is an accuracy of prediction by 𝑎𝑎𝑖𝑖 on dataset 
𝑐𝑐𝑖𝑖 
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Table 4: Test Results 

Agent Trained By 

Test Dataset (0.2, n=477) 

GBT (RMSE) NN (RMSE) 

𝒄𝒄𝟎𝟎 𝒄𝒄𝟏𝟏 𝒄𝒄𝟐𝟐 𝒄𝒄𝟎𝟎 𝒄𝒄𝟏𝟏 𝒄𝒄𝟐𝟐 

294 55 128 294 55 128 

𝒂𝒂𝒔𝒔 477 8.28 22.87 11.25 4.29 8.69 6.99 

𝒂𝒂𝟎𝟎 294 5.80 36.46 18.51 3.99 22.41 12.34 

𝒂𝒂𝟏𝟏 55 38.64 17.04 21.40 12.30 7.80 12.04 

𝒂𝒂𝟐𝟐 128 19.32 22.34 11.00 13.31 15.36 7.23 

The GBT has achieved average performance RMSE of 11.28 
whereas the traditional model has obtained RMSE of 14.13. On the 
other hand, the NN achieve the RMSE of 6.34, while the traditional 
model achieves at 6.65. These performances described in Figure 5. 

 
Figure 5: Average Performance, measured in RMSE. 

5.2. Demonstration on Transfer Learning for Feature Transfer 

In this demonstration, one correlated feature from a training 
dataset is removed, but a testing dataset remains with full features. 
Based on variable importance in Table 2, AQI is assumedly 
removed from the training dataset. The results of newly trained 
agents are shown in Table 5. 

Table 5: Distributed Agents in Training Process, |F|=14 

Agents 
Train Dataset (0.8, 1906, |F|=14) 

Data Instances (n) GBT 
(RMSE) 

NN 
(RMSE) 

𝐷𝐷: 𝑎𝑎𝑠𝑠 1906 14.28 9.97 

𝑐𝑐0:𝑎𝑎0 553 15.72 11.96 

𝑐𝑐1:𝑎𝑎1 234 16.20 12.45 

𝑐𝑐2:𝑎𝑎2 1119 8.17 7.05 

The performance of two minor clustered (n =553, and n = 234) 
significantly drops. However, it is not yet comparable results 
where |F|=15 because the clustering process may yield a different 
output. Base on this experiment, a same threshold value, 𝑦𝑦 = 0.3 
will result isolated 𝑎𝑎2  which indicates that the data in 𝑐𝑐0  and 𝑐𝑐1 
should be removed from the demonstration and only one agent 
required in this scenario, it is 𝑎𝑎2; the demonstration will be then 

bias, hence, we lower a threshold to 𝑦𝑦 = 0.2  and the result of 
networks of agents shows in Figure 6. 

 
Figure 6: Network of Agents (|F|=14, 𝑦𝑦 =0.2) 

Figure 6 shows that a centrality of network is 𝑎𝑎1, this means 
centrality of the network is determined neither by agent 
performance nor numbers of instances. The centrality of the 
network is responsible for sharing and transferring the discovered 
both data and feature. 

Demonstration on a discovered new dataset and feature 
(n=477, |F|=14+1), assumedly, AQI is a new feature. Overmind 
firstly determines the need for AQI data if it can improve the 
performance of the overall agent or not. Overmind takes sampling 
proportional data from clusters in a network, then building a model 
to evaluate performance against a new dataset.  

Table 6: Comparing Results for a Transfer Learning 

Agent No. of instance 
(n) 

No. of feature 
(|F|) 

GBT 
(RMSE) 

NN 
(RMSE) 

Existing 
Dataset: 𝑎𝑎𝑐𝑐𝑐𝑐𝑛𝑛𝑥𝑥𝑒𝑒 

477 14 14.56 10.12 

New Dataset: 
𝑎𝑎𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛 477 14+1 12.43 7.90 

Table 6 shows a better performance with a new feature, hence, 
a transfer learning should be accepted for the new feature, AQI.  

An existing dataset in a network contains no value of AQI, 
and the business scenario does preserve existing dataset. Hence, an 
imputation model is built by using a new dataset for training 
process (n=477, |F|=14+1). Eventually, an existing dataset is 
imputed for a new feature, AQI; it is deployed to the centrality of 
the network, all agents accept AQI as a new feature because the 
comparison identifies AQI can improve performance as shown in 
Table 7. 

Table 7: Distributed Agents in Training Process, |F|=14+1 (imputed AQI) 

Agents 
Train Dataset (0.8, 2383, |F|=14+1 imputed AQI) 

No. of instances 
(n) 

GBT 
(RMSE) 

NN 
(RMSE) 

𝐷𝐷′: 𝑎𝑎𝑠𝑠′  1906 13.39 6.85 

𝑐𝑐0′ : 𝑎𝑎0′  553 14.19 7.10 

𝑐𝑐1′ : 𝑎𝑎1′  234 14.55 9.55 

𝑐𝑐2′ : 𝑎𝑎2′  1119 7.03 4.71 

Overmind update a network of agents based on changing in 
similarity measurement among agents. 

A re-connected nodes between 𝑎𝑎2′  and 𝑎𝑎0′  is formed, this 
results in a fully connected network, and the centrality of  the 
network is shifted to 𝑎𝑎2′  because it has the highest performance and 
controlling a majority of data in the network (N=1119). Overmind 
then continues data transfer process as described in (A). The data 
prediction results are shown in Figure 7. 
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Figure 7: Network of Agents (F=14+1, Y=0.2) 

Table 8: Test Result after feature transfer process 

Agent 

Test Dataset (0.2, 477, |F|=14+1) 

No. of 
instance 

GBT (RMSE) NN (RMSE) 

𝒄𝒄𝟎𝟎 𝒄𝒄𝟏𝟏 𝒄𝒄𝟐𝟐 𝒄𝒄𝟎𝟎 𝒄𝒄𝟏𝟏 𝒄𝒄𝟐𝟐 

𝑎𝑎𝑠𝑠′  477 14.44 17.02 11.92 7.11 13.11 6.36 

𝑎𝑎0′  162 13.25 18.16 17.23 7.07 16.9 11.79 

𝑎𝑎1′  37 19.73 13.61 25.73 19.81 10.38 15.64 

𝑎𝑎2′  278 18.39 21.18 13.22 11.64 16.21 8.62 

The comparison shows average performance in RMSE using 
GBT with 13.36 in this testing dataset, while a traditional model 
would give an accuracy, 14.46. For NN, the average performance 
in RMSE is 8.69, and 8.86 for a traditional model. This comparison 
is described as shown in Figure 8. 

 
Figure 8: Average Performance, measured in RMSE after feature transfer 

process 

Figure 8 shows penalty in transfer process caused by the 
imputation model that increases the RMSE after transfer process 
as shown in Figure 9. However, it should be reminded that 
demonstrating feature transfer is taken place on the important 
variable which is the AQI. 

To verify the consistency of this approach, the progression of 
the framework functional processes, Determine Data Clustering, 
Assign Agent, and Establish Network has been performed. 
However, in the second round, the dataset is slightly different 
because (1) 1,906 instances (80%) of training dataset have imputed 
AQI values, and (2) 477 instances (20%) of the testing dataset have 
true values of AQI. To avoid confusing, the agents in the second 
execution is denoted by 𝑎𝑎𝑥𝑥:2  where x is a number of clusters 
produced by this execution.  

 
Figure 9: Penalty after feature transfer process 

Table 9: Distributed Agents in Training Process by Second Execution 

Agents Train Dataset (1, 2383, |F|=15) 
No. of instances (n) GBT 

(RMSE) 
NN  

(RMSE) 
𝐷𝐷: 𝑎𝑎𝑠𝑠:2 2383 13.05 6.95 
𝑐𝑐0:𝑎𝑎0:2 1458 6.24 4.22 
𝑐𝑐1:𝑎𝑎1:2 316 17.11 11.27 
𝑐𝑐2:𝑎𝑎2:2 609 11.90 6.44 

s: single traditional model 
𝐶𝐶 = {𝑐𝑐0, 𝑐𝑐1, 𝑐𝑐2} 
𝐷𝐷𝑖𝑖𝑠𝑠𝐷𝐷𝐷𝐷𝑖𝑖𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑑𝑑 𝐴𝐴𝐴𝐴𝐷𝐷𝑛𝑛𝐷𝐷𝑠𝑠,𝐴𝐴 = {𝑎𝑎0:2, 𝑎𝑎1:2, 𝑎𝑎2:2} 

The result in Table 9 shows consistency over the clustering 
process which still produce three clusters with similar proportions. 
Moreover, the overall performance of agents is consistency and 
even slightly improved. Examining agent similarity using variable 
importance between the first and second executions are shown in 
Table 10 and Figure 10. The comparison in Figure 10 shows 
changes in variable importance, but the agents are keeping their 
characteristics over the same set of features.   

Eventually, a network of agents is re-established as shown in 
Figure 11; a network of agents also preserves its structure where 
the centrality of network remains unchanged. However, if the 
similarity threshold is recalled in the very first demonstration of 
establishing a network where 𝑦𝑦 = 0.3, the isolated agent (𝑎𝑎1:2) 
may occur which is assigned to the minority of data (n=316) that 
contribute poor performance. 

Table 10: Variable Importance in agents based GBT by Second Execution 

Variable 
Importance 

𝑫𝑫: 𝒂𝒂𝒔𝒔:𝟐𝟐 𝒄𝒄𝟎𝟎:𝒂𝒂𝟎𝟎:𝟐𝟐 𝒄𝒄𝟏𝟏:𝒂𝒂𝟏𝟏:𝟐𝟐 𝒄𝒄𝟐𝟐:𝒂𝒂𝟐𝟐:𝟐𝟐 

AQI 0.762 0.689 0.123 0.282 

CO 0.114 0.004 0.683 0.202 

PM10       0.075 0.139 0.069 0.112 

O3        0.017 0.003 0.041 0.018 

PRESSURE        0.009 0.095 0.035 0.002 

PRECIP        0.007 0.000 0.013 0.000 

HUMIDITY        0.006 0.020 0.019 0.008 

CLOUD         0.005 0.018 0.007 0.008 
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Variable 
Importance 

𝑫𝑫: 𝒂𝒂𝒔𝒔:𝟐𝟐 𝒄𝒄𝟎𝟎:𝒂𝒂𝟎𝟎:𝟐𝟐 𝒄𝒄𝟏𝟏:𝒂𝒂𝟏𝟏:𝟐𝟐 𝒄𝒄𝟐𝟐:𝒂𝒂𝟐𝟐:𝟐𝟐 

SO2 0.005 0.011 0.000 0.357 

NO2 0.000 0.001 0.003 0.004 

WIND 0.000 0.011 0.001 0.001 

GUST 0.000 0.001 0.001 0.003 

TEMP 0.000 0.006 0.005 0.003 

TEMP_FEEL 0.000 0.002 0.000 0.000 

TIME_POINT 0.000 0.000 0.000 0.000 

 
Figure 10: Comparison of Agent Variable Importance based GBT by first and 

second executions 

This scenario implies that the business may consider, (1) a 
separate studying of agents in order to build a specific algorithm 
for prediction over the associated dataset, (2) removing associated 
data instances out of dataset in order to reduce inconsistency and 
improve prediction performance, (3) reducing a threshold (𝑦𝑦) in 
order to keep particular agent connected to a network because this 
agent can  be a specific dataset where a business foresees this data 
will be increasing over time in soon future. 

6. Results and Discussion 

Till now, demonstrations of both framework performance, and 
the transfer process are explained. The summary of the 
performance of Overmind with four comparing scenarios in cross-
validation agents’ average performance can be concluded as 
follows: 

1. Scenario I: Overmind assigns distributed agents on a fully 
completed dataset. 

2. Scenario II: Overmind assigns distributed agents on a dataset 
where importance attributes is removed. 

3. Scenario III: Overmind assigns distributed agents to 
demonstrate a situation where a new feature is discovered and 
transferred, and  

4. Scenario IV: Overmind assigns retrained distributed agents 
and restates its network 

 
(2) 

Figure 11: (1) Network of Agents in Second Execution (F=15, Y=0.2) without 
Traditional Model, (2) Network of Agents in Second Execution (F=15, Y=0.2) 
with Traditional Model, 

 
Figure 12: Comparison of Average Performance in Cross-Validation Agent 

Generated Models measured in RMSE 

Figure 12 explains, for all scenarios, the cross-validation 
performance in Overmind generated models is impressive 
compared to a traditional single model under GBT algorithm. In 
the other side, the performance is not satisfied when compared to 
the traditional model under NN algorithm.  

To summarize testing performance in testing data, we divide 
into two scenarios, (1) Scenario I: Overmind assigns distributed 
agents on a fully completed dataset, (2) Scenario II: Overmind 
assigns distributed agents to demonstrate a situation where a new 
feature is discovered and transferred. The results are shown in 
Figure 13. 

Figure 13 indicates a better testing performance in all 
scenarios, but the performance is slightly better in the NN 
algorithm. In sum, Overmind can achieve its primary intended 
design and concept, this achievement can be demonstrated through 
our previous dataset for PM2.5 prediction in Thailand. 
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Figure 13: Summary and Comparison on Testing Performance measured in 

RMSE 

7. Conclusion 

Overmind is a framework aiming to demonstrate and facilitate 
a decentralized machine learning-based network analysis. This 
paper proves the concept and its performance through the mixed 
dataset between Thailand PM2.5 dataset and weather forecast 
dataset.  

In data prediction, this framework can significantly reduce the 
data bias scenario, where input data is uncontrollable, variant, and 
clustered. Moreover, Overmind has proven its performance by 
comparing an average accuracy measured in RMSE on both 
traditional models (single machine learning) and distributed agents 
(multiple machine learning, agents). Overmind performs better 
performance than the traditional method in selected dataset using 
the GBT algorithm, reducing the RMSE from 14.13 to 11.28 
(20.16% decrease). Furthermore, the RMSE is slightly reduced 
from 6.65 to 6.34 (4.6% decrease) in the NN algorithm. 

A feature transfer process is demonstrated as a conceptual 
design for data preservation. However, the evaluated performance 
yields penalty due to imputation method.  

In sum, Overmind has successfully formed a collaborative 
decentralized machine learning framework serving as an 
alternative in the design of a machine learning system. Possible 
contributions of Overmind are: 

7.1. Higher Performance and Unaffected by Data Bias. 

Overmind proves its effectiveness as a prediction system in 
the selected testing dataset. The design of Overmind is not affected 
by data bias because distributed agents are designed to function 
over associated sub-dataset.  

7.2. Distributed Resource Utilization 

Overmind mimics the concept of a distributed system so that 
it inherits the advantage where resources are allocated in a 
decentralized manner. Each agent utilizes computational resources 
for processing associated input instead of processing the whole 
dataset. This contribution also involves parallel processing and 
queue system where particular agents may transfer their queued 
inputs, as a bottleneck, to similar connected agents in a network 
for parallel processing where penalty inaccuracy can be traded off. 

This parallel processing for Overmind is already considered and 
planned for future work. 

7.3. Dynamic Models in Collaborative Manner 

Overmind demonstrates dynamic machine learning models 
for feature discovery and transferring across collaborative network 
analysis with data preservation. The concept of similarity 
measurement and network of agents has innovated methods in a 
dynamic framework. There are still opportunities in exploring the 
aforementioned methods to study optimization parameters and 
techniques. 

8. Future Work 

A study on optimization is recommended on Overmind’s 
parameters. An interpretation over a network of agents formed by 
Overmind is an interesting topic to be explored and described how 
it contributes significances to business viewpoints. 

In addition, the enterprise system architecture of Overmind 
can be improved and enhanced for higher performance and 
resilience such as queueing system and redundancy in agent level 
For example, when one agent is in abnormal stage, data can be 
continuously processed by neighbors or connected agents in the 
network; this will reduce the impact of disruption and error in 
artificial intelligence system. 
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 Mobile wallet is an application that allows users to make online payments using their mobile 
phones. In the context of an outbreak of COVID-19 epidemic in Vietnam and the world, 
mobile wallets are considered having many opportunities to change people's cash spending 
habits. The current study assesses the factors impact on the intention to use the mobile wallet, 
focusing on understanding the relationship of promotion with common factors in technology 
adoption research such as perceived risk, perceived usefulness, habits, social influences. The 
research results also show the direct and indirect effects of promotion on intent to use. From 
this result, 7 of 9 research hypotheses were accepted. Promotion, often overlooked by 
researchers, has been proven to be a critical factor when researching technology adoption 
because it significantly improves the level of intentional interpretation of the research model. 
This study will be the premise for future researches when studying adoption technology, 
researchers could integrate promotion to the model to achieve a significant improvement in 
the level of interpretation as showed in this study.  
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1. Introduction  

PricewaterhouseCoopers (PwC) survey in 27 countries 
recorded Vietnam as the fastest growing mobile payments market 
in 2018, with the percentage of users increasing from 37% to 61% 
[1]. Facing increasingly complicated developments of the COVID-
19 epidemic, the Vietnam’s Government has also recommended 
people to limit cash payment and increase the use of online 
payment services to decrease the risk of infection. As a result, 
cashless payment methods, including mobile wallets, have a great 
opportunity to become more and more popular. In Vietnam, the 
ratio of non-cash payments to the total means of payment is only 
14%, so the scope for growth of mobile wallets is huge. This 
context has created many favorable conditions to help mobile 
wallets develop and increasingly change the cash using habits of 
most Vietnamese people, actively contributing to bringing 
Vietnam towards the cashless economy [2]. 

Mobile payment means all payment services are made through 
mobile devices such as laptops, tablets or smartphones. Among 
them, mobile wallets are the latest e-commerce method that helps 
customers to make payment, shopping online, booking and share 
services. In terms of technology, a mobile wallet is an application 
installed in a smartphone or a tablet which allows consumers to 
input money and make online payments directly with the mobile 

wallet [3]. Mobile wallets can also be recognized as the revolution 
derived from e-wallets. Owning a wide ecosystem is a way of 
integrating into the digital transformation stream of users, 
especially young people who love technology. Because of the 
nature of mobile wallets, it is convenient, fast and secure in 
payment for daily activities, reducing the risks associated with 
spending and managing cash. 

Although the application of technology has received long-
standing attention from the government, it has not developed to 
achieve the desired scale, required for application in the entire 
systems payments in Vietnam. Vietnamese clients still prefer to 
use cash, reflected in the fact that there are still nearly 90% of 
transactions are paid by cash. Until now, almost no scholars doing 
research on mobile wallet in Vietnam whereas Vietnam is one of 
fastest growth in Asia area and is considered as a very attractive 
market for investors in all fields, especially technological payment. 
This study was carried out to fill the research gap in Vietnam 
related to mobile wallet. 

This research aims to explore the factors affecting the intention 
to use of mobile wallet in Vietnam. The results are expected to 
provide the suggestions for mobile wallet suppliers to reach 
customers more effectively, and policymakers to drive a cashless 
economy in Viet Nam. In addition, the role of promotion 
demonstrated in this study will be the premise for future researches 
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when studying the adoption of technology, researchers could 
integrate promotion to the model to achieve a significant 
improvement in the level of interpretation as showed in this study.  

We divided the content of this paper into five parts: The first 
part focuses on statement problem and meaning of this study 
comparing previous researches. Part two presents theories related 
study topic and constructing framework model. Besides that, 
authors have description research method and sampling 
characteristic in part three.  To test the relationship between factors 
in the proposed model, we have showed analysis and results in part 
four and the last part is summary research results and implications. 

2. Theoretical background and research framework 

2.1. Theoretical background 

Vietnam belongs to the group of countries with a high 
percentage of internet users (70.3%), equivalent to 68.5 million 
Internet users in 2019. With 43.7 million smartphone users 
(accounting for 45% of the population in 2019), Vietnam are at the 
regional average, higher than India, the Philippines, Indonesia and 
Thailand. Many advanced technologies are being applied such as 
biometric authentication such as fingerprint, face; quick response 
code (QR Code); Tokenization of information[4]. 

The development of technology, the popularity of the internet 
and smartphones has progressively increased the demand for 
cashless and digital transactions around the world. Customer 
attitudes and acceptance regarding mobile payments have also 
experienced a drastic change [5]. Many studies around the world 
have also confirmed that customers like technologies that can 
provide fast, useful services on a mobile platform. Mobile payment 
services, in which mobile wallets are one of the latest advances in 
the digital economy, have integrated these features [6, 7, 8]. 

Mobile wallet is one technology that have many growth 
opportunities in this condition [9]. Mobile wallets could replace 
physical wallets and even debit or credit cards in online and direct 
purchases. We see this technology as a major revolution in the 
digital economy because in the era of technological revolution, the 
issues of speed, interoperability, security and privacy of mobile 
technology have been resolved. In our study, we proposed and 
tested a research framework model which combined constructs in 
the TAM and UTAUT models, expanding with new variables for 
a transitional country like Vietnam such as promotion, a construct 
built from practice. 

Promotion 

Promotion is considered as a short-term marketing strategy and 
used to create awareness and interest in products or services. It 
helps the companies to attain sales and marketing goals [10]. 
Moreover, promotion could affect to the consumer’s mind like a 
benefit to him/her, then creating the changes in consumer behavior 
[11]. Many studies have also confirmed the effect of sales 
promotions on consumer attitudes and consumer behavior [12, 13, 
14]. As a result, promotion is a very useful strategic mean to 
improve profitability.  Sellers are using various promotion 
strategies, for example coupons, product upgrades, price reduction, 
free samples and free gifts to increase intention to buy of 
customers. Promotion can be separated into non-financial and 
financial promotions [15]. The examples of financial promotions 

are discount of prices, coupons and vouchers while promotions 
related non-monetary include bonus products and gifts. The value 
of the promotion is also perceived relatively [16]. Customers could 
recognize a monetary promotion as a decline in losses because of 
this kind of promotion brings a reduction in the purchase cost that 
consumers have to pay. In contrast, promotion of non-monetary 
sales could be considered as a profit from the deal [17].  

Related to the financial and payment sector, [18] showed the 
influence of sales promotion to persuade customers to open a bank 
account [18]. The results of this research showed that 50% of the 
increase accounts of a bank is the result followed a promotional 
campaign. Other researches showed the efficiency of promotion to 
influence the computer purchase and confirmed the positive 
linkages, promoting the behavior of purchase of financial services 
[19, 20]. 

Recent research on omnichannel shopping based on IT has 
included the promotion in the research model but has not found a 
meaningful impact of the promotion on intention to use [21]. 

In Vietnam, a recent study on the determinants of the choice of 
the customer mobile wallet, promotion in second place in the six 
elements outlined in the survey. As emphasized by several authors, 
there are academic and managerial deficiencies in the profound 
understanding of the relationship between promotion and 
consumer behavior [22, 23]. Especially in technology adoption, 
sales promotion still receives very little attention from researchers. 
That is why the construct of promotion is added to this study. 

H1: The promotion of mobile wallet will positively affect the 
customers’ perceived usefulness of this technology. 

H2: The promotion of mobile wallet will negatively affect the 
customers’ perceived risk of this technology. 

H3: The promotion of mobile wallet will positively affect the 
social influences of this technology. 

H4: The promotion of mobile wallet will positively affect the 
habit of customers for this technology. 

Perceived usefulness 

Perceived usefulness was mentioned for the first time by Davis 
in Technology Acceptance Model (TAM). This term refers to the 
ability of customers to improve performance by fully using the 
improved system, reflecting users’ willingness to accept [24]. 

In technology adoption research, performance expectancy 
refers to an individual’s perception that using a technology could 
provide benefits to customers in performing certain activities [25]. 
Reflecting a range of attributes that a technology could give 
benefits to clients, performance has been conceptualized by using 
system features that could enhance speed, productivity, and 
chances of task accomplishment and perceived usefulness [25, 26]. 
Unambiguously, in diverse task settings, performance expectancy 
was affirmed to affect intentions to use technological systems [27]. 
Consumers’ perception that using mobile wallet would support 
them to achieve benefits in doing payment tasks could influence 
the behavioral intention of mobile wallet adoption. The following 
hypothesis was formulated: 

H5: Perceived usefulness will positively affect the user's 
intention to use mobile wallet. 
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Perceived risk 

Perceived risk was a popular construct used in extended models 
of UTAUT2 by several researchers. Perceived risk is considered 
negatively affect on intention to use [8]. Featherman and Pavlou 
also posited that individual’s perceived risk of using a technology 
has negative influence on perceived usefulness (equivalent to 
performance expectancy) and behavioral intention toward that 
technology while his or her perceived ease of use (equivalent to 
effort expectancy) also has an adverse impact on the perceived risk 
[28]. Since mobile wallet is a new technology and includes 
complex and sensitive private information, perceived risks could 
be a difficulty in adopting this technology. Consumers could face 
monetary loss because of their improper operating system 
inaccuracy or potential fraud. As a result, their non-refundable 
paying money would be sent to wrong receivers or scammers or 
just be disappeared. 

Perceived risk diminishes user's readiness and acceptance of 
new technology to more security dangers of technology like 
mobile wallets [7]. Perceived risk could make customers 
underestimate about the perceived usefulness of a technology and 
deny accepting it [29]. Some researches showed that perceived risk 
positively affect on user's intention ([30]; [31]). Two studies in 
2015 further explored factors such as social influence, perceived 
risk and stressed their important role in mobile payment adoption 
[32, 33]. The following hypotheses were developed: 

H6: Perceived risk will negatively affect the intention to use 
mobile wallet. 

Social influence 

Social influence is defined as the degree to which an individual 
perceives that essential referents such as family and friends believe 
he or she should adopt a specific technology [25].  

Recently, in mobile payment adoption, many researches 
integrated social influences into their research frameworks and 
obtained some empirical support [34, 35, 36]. A study of Chong et 
al. (2010) showed that a customer considers the thoughts of their 
friends and their family before choosing a new technology [37]. If 
views of others are not favourable, they will resist adopting that 
technology. Social influence is also found as the most dominant on 
user's behavioural intention in mobile payments [38]. Based on the 
arguments above, the following hypothesis was developed: 

H7: Social influences will positively affect the intention to use 
mobile wallet. 

Habit 

Habit is defined as the degree to which an individual performs 
behaviors automatically because of learning from prior 
experiences [25, 39]. The effects of habit on both behavioral 
intention and actual usage behavior have been proposed and 
validated by researchers [40, 41]. 

With the current development of mobile commerce, consumers 
are using mobile devices like smartphones for almost daily tasks 
such as internet surfing, social connecting, text and voice chatting, 
video calling, gaming, shopping, bill paying. Therefore, that 
development could make mobile-related habits relatively more 
relevant than before toward the influence on both behavioral 

intention and actual usage behavior of mobile payment. According 
to Venkatesh et al. (2012) the role of habits in technology use 
describes the various fundamental processes that affect technology 
use. In this study, habit is considered being a familiar behavior or 
an automatic behavior in using mobile wallets. The following 
proposition was developed: 

H8: Habit will positively affect the user's intention to use mobile 
wallet. 

Intention to use 

According to Davis, behavioral intention is considered as the 
degree to which an individual believes that they will implement a 
particular behavior [42]. In technology adoption theories, the 
relationship between behavioral intention and usage behavior has 
been consistently confirmed [25, 26, 27, 43, 44]. In mobile 
payment context, there is still a gap between intention and actual 
use toward the technology. Although the development of mobile 
commerce has led consumers to use mobile devices in various 
aspects of their daily lives, the actual amount of mobile payment 
is still small compared to other forms of payment. Under the 
technological adoption literature, it can be hypothesized that: 

H9: Promotion will positively affect the user's intention to use 
mobile wallet. 

2.2. Research framework 

Considered the relationships extracted by hypotheses from 
previous studies, Figure 1 shows the proposed research model. We 
included perceived usefulness, social norms, habit; integrated them 
with perceived risk and a novel construct named promotion. 
Intention to use and frequency of use applied to measure using 
behavior. 

 
Figure 1: Conceptual framework (Source: own elaboration) 

We proposed this research framework because predicting 
consumer's behavioural adoption and usage should be evaluated 
from a variety of perspectives. This integrated model can help us 
have a better recognition of the relationships between these 
research constructs. These relations are already confirmed in the 
literature review of previous researches, and the validity of model 
is confirmed in similar studies except the promotion factor that we 
added in this study [45, 46, 47]. This proposed model has showed 
relationship among factors affecting using mobile wallet in 
Vietnam so that previous studies have not focused on evaluating it. 
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3. Materials and Methods 

Authors have used secondary data from previous studies to 
construct the proposed research model. We used a survey method 
with a questionnaire based on the 5-Point Likert Scale to test our 
research model and developed hypotheses. The potential 
participants of this research were chosen in convenience sampling 
method from Da Nang City. 400 young people in Da Nang were 
contacted by e-mail and social network during the period from 
January 2020 to April 2020. A link to the survey was included in 
the messages. 315 valid responses were received. The overall 
response rate was 78.75%.  

3.1. Measurement instrument 

The research had seven constructs: perceived risk, social 
influence, perceived usefulness, habit, promotion, intention to use. 
Constructs and measurement items in this research were modified 
from previous works on technology acceptance. Measurement 
items for constructs of perceived usefulness, social influence, 
perceived risk, habit were altered from Venkatesh et al. (2012). 
The scale of intention to use was employed from Davis (1989). All 
measurement items were measured on a five-point Likert scale, 
ranging from totally disagree (1) to totally agree (5). The frequency 
of use measurement was operationalized by one item that measure 
consumers’ actual frequencies of mobile wallet usage.  

3.2. Analytical procedures  

First, we tested the scales by the Cronbach's alpha, the 
exploratory factor analysis (EFA) and the confirmatory factor 
analysis (CFA). In the next stage, we used the Structural Equation 
Modeling (SEM) method to evaluate the structural relationships 
between constructs in the theoretical model. 

4. Results and Discussion 

4.1. Reliability and validity  

The reliability and validity of the constructs in the research 
were evaluated with SPSS 23. We use Cronbach’s Alpha reliability 
test because it is a widely used measure that examines the scale 
reliability [48]. By measuring the reliability coefficient, the 
reliability test could assess the consistency of the entire scale. 
Baron & Kenny (1986) suggested that a scale would be high 
reliable level if the coefficient alpha is greater than 0.7 while the 

coefficient alpha is higher than 0.6 means the scale is reliable [49]. 
Table 2 showed that Cronbach’s Alpha of all constructs are above 
the threshold of 0.7, satisfied internal consistency. All items kept 
will be included in the analysis Exploratory Factor Analysis 
(EFA). We used this technique to minimize and summarize data 
and it is very useful for identifying groups of variables. The 
relationship of mutually correlated groups of variables consider as 
several basic factors. Each observed variable will be calculated 
with a Factor Loading factor, which shows which factor each 
measurement variable belongs to. The KMO (Kaiser-Meyer-
Olkin) coefficient must reach 0.5 or higher, showing that factor 
analysis is appropriate (0.5 ≤ KMO ≤ 1) [48]. The result of KMO 
coefficient of the study = 0.889 satisfied the requirements. In 
addition, Barlett's test is statistically significant (sig = 0.000 < 
0.05) proving that the observed variables correlate with each other 
in the whole [50]. The results of the EFA analysis yielded results 
consistent with the structure of the six construct. Therefore, all 
constructs of this model ensure reliability and convergent validity. 
These constructs would be used in further analysis to test the 
proposed hypotheses.  

In [51], the author recommended that CFA is rigorous to test 
the overall measurement model and to assess the reliability and 
validity of the constructs. We measure convergent validity by 
using composite reliability (CR) and average variance explained 
(AVE). By the rule of thumb, CR should be above 0.6 and AVE 
should be above 0.5 for all constructs. As the results shown in 
Table 1, CRs of all constructs ranges from 0.723 to 0.898 while the 
AVEs vary from 0.573 to 0.746. These results confirm that our 
model meets the requirement for convergent validity. 

We used the procedure suggested by [52] to check discriminant 
validity. From this perspective, the AVE for each of the research 
constructs should be greater than the squared correlation between 
the construct and other construct. The Table 2 showed the 
measurement model satisfy the requirement for discriminant 
validity. The results indicated that the various AVE are lower than 
the diagonal variables suggesting all the constructs in this study 
have satisfactory discriminant validity. 

Table 3 showed that the CFA model with six concepts also 
shows a good fit with the data. All the indices satisfied the 
recommended cut-off point. We conclude that the model fits data 
well, so this model can be used to test the research hypotheses. 

 

Table 1: Reliability and validity of the tested model 

Latent constructs Cronbach's alpha CR AVE MSV FL range 

SI 0.755 0.723 0.573 0.234 0.503-0.910 

PR 0.897 0.898 0.746 0.021 0.810-0.905 

PU 0.875 0.883 0.716 0.413 0.775-0.874 

HB 0.866 0.870 0.771 0.196 0.836-0.909 

PM 0.857 0.856 0.664 0.473 0.743-0.850 

IU 0.891 0.892 0.674 0.473 0.692-0.917 
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Table 2: Factor correlation coefficients 

 AVE IU PR PU PM SI HB 

IU 0.573 0.821      

PR 0.746 -0.143* 0.864     

PU 0.716 0.642*** -0.086 0.846    

PM 0.771 0.688*** 0.005 0.589*** 0.815   

SI 0.664 0.484*** -0.019 0.422*** 0.472*** 0.757  

HB 0.674 0.443*** -0.116† 0.280*** 0.312*** 0.396*** 0.878 
Significance of Correlations: (The square root of AVE shown as bold at diagonal) 
† p < 0.100, * p < 0.050, ** p < 0.010, *** p < 0.001 

Table 3: Indices fit criteria 

Fit indices 
Measurement 
Model 

Structural 
Model 

Threshold limit 
value Sources 

CMIN/df 1.749 2.221 < 5 
[53] 

CFI 0.975 0.953 > .90 

GFI 0.937 0.912 > .90 [48] 

AGFI 0.907 0.877 > .80 
[54] 

RMSEA 0.049 0.062 < .08 

Table 4: Results of the hypothesis testing from the structural model 

H# Paths β S.E. C.R. P-
value Conclusion 

H1 PM  PU .722 .075 9.635 *** Supported 

H2 PM  PR -.016 .086 -.186 .853 Rejected 

H3 PM  SI .387 .081 4.800 *** Supported 

H4 PM  HB .380 .084 4.534 *** Supported 

H5 PU  IU .282 .055 5.124 *** Supported 

H6 PR  IU -.079 .035 -2.255 .024 Supported 

H7 SI  IU .097 .071 1.361 .174 Rejected 

H8 HB  IU .153 .042 3.602 *** Supported 

H9 PM  IU .447 .080 5.556 *** Supported 

Table 5: Results of evaluation of indirect effects 

Indirect effects Estimate Lower Upper P Conclusion 

PM to PU to IU .204 .119 .325 .000 Supported 

PM to SI to IU .038 -.010 .113 .194 Rejected 

PM to PR to IU .001 -.014 .023 .866 Rejected 

PM to HB to IU .058 .026 .106 .002 Supported 
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Evaluation of direct effects 

After assessing reliability and validity of the measurement 
constructs, in this section we will test the research hypotheses 
based on review of literature and the framework of research model. 
To conclude, the significance of each hypothesis, S.E 
(standardized estimates) and p-value was assessed using SEM 
(structural equation modelling). As showed in the Table 4, seven 
of nine hypotheses were accepted.  

The results in Table 5 showed that the direct path from PM to 
IU was significantly mediated by PU and HB. As discussed above, 
as PU and HB were found to have significant direct effects on 
intention to use the mobile wallet, the mediating effects of SI and 
PR in the relationship between PM and IU were partial in this 
study. 

Evaluation of predictive capability 

In the current study, 60% of the variance in intention to use 
mobile wallet was explained by five factors: PM, PU, SI, PR and 
HB. The R2 values of intention to use in this attain a moderate level 
of predictive accuracy [55]. Hence, the predictive accuracy of the 
research model was satisfied. Comparing with the model not 
integrated the construct promotion, we found the R2 value was only 
51%. This result showed that promotion is an important factor 
when researching technology adoption significantly because it 
improves the level of intentional interpretation of the research 
model. 

4.2. Discussion 

In this study, we integrated and explored the promotional factor 
on users' intentions of mobile wallet. This is an extra factor and 
thus we have built 3 items to measure the effect of this factor. We 
combined with other constructs: social influence, perceived risk, 
perceived usefulness, habit and promotion to measure consumer's 
perception. The research model was successfully predicting a large 
variance in intention to use mobile wallet (60%). These results 
indicate the effectiveness of various constructs of this research 
model. 

Taken as a whole, results show that promotion may affect 
intention to use and suitable for the study hypothesis. Seven 
hypotheses were accepted and two hypotheses were rejected (H2 
and H7). 

PM impact positively to PU 

This is the first study to confirm the direct impact of PM on 
PU. This result also confirms the separation of PM and PU when 
in many studies that PU also implies the benefits from service use. 
Indeed, in the current fierce competition context, the perceived 
benefits measured by traditional items have become almost 
inevitable. PU-free technologies from customers will almost 
certainly be rejected. Therefore, PU is almost a must for all 
companies who want to enter the market need to prove the 
advantages of their products. However, in order for customers to 
choose their products, companies need to have appropriate PM 
strategies, ensuring long-term maintenance, avoiding batches, and 
ensuring financial efficiency. Implementing the above will ensure 
mobile wallet providers a long-term competitive advantage in an 
extremely fierce market with more than 30 mobile wallet providers 
like in Vietnam. 

PM impact positively to SI 

This result is also the first time that PM has been shown to have 
a direct effect on SI. Indeed, when there are attractive promotions, 
customers will recommend more mobile wallets to acquaintances 
because they believe that acquaintances will need to use and will 
bring similar positive experiences. as they experienced. PM has a 
strong impact on SI and thus mobile wallet providers can take 
advantage of this factor to offer promotions that can take advantage 
of even social influences such as referrals to acquaintances who 
will receive. attractive promotions, for example vouchers, gifts ... 
Thus, the effectiveness of the promotions in influencing customer 
behavior in using the mobile wallet will be improved. 

PM impact positively to HB 

As expected, more promotions will be an important factor in 
creating habits among users. Therefore, companies need to offer 
relevant and lasting promotions, striving to maintain the user's 
habit as a must-have routine. To do this, providers need to develop 
and integrate more features into the mobile wallet. Just using the 
mobile wallet can help users solve many problems in life. All of 
these will form the usage habits for customers, creating customer 
loyalty for the mobile wallet. The development of a payment 
ecosystem to provide a convenient and seamless payment 
experience for users is seen as a key factor for wallets to retain 
customers in the long run. 

PM don’t have a significant effect on PR 

Usually, when faced with a decision like whether or not to use 
a mobile wallet, customers often compare gains and losses, risks 
and opportunities.  

However, this result contradicts the original assumption that 
PM will negatively affect perceptions of risk. The promotions also 
do not reduce the risk perception of customers because in recent 
times in Vietnam, many new technology applications have relied 
on customers' trust and subjectivity to implement the fraudulent 
behavior like P2P lending applications. Despite being warned, 
many customers still have serious problems because of the use of 
these new technologies [56]. Hence the vigilance and precaution 
of the customer is very high. 

PU have a significant and positive impact on IU. 

Perceived usefulness in this research has a positive and 
significant impact on intention to use mobile wallet (β = 0.274; p-
value < 0.001). This result is similar with many previous studies 
which found that perceived usefulness was one of the most 
important factors to determine intention to use [3, 57, 58]. 
Usefulness of a new technology is essential to increase intention to 
use. These studies also used UTAUT2 as their basis model and 
reinforced the impact of perceived usefulness on using behaviour 
[5, 8]. However, we found others study in which perceived 
usefulness is insignificant in the prediction of the user's intention 
of mobile wallet services [32]. 

PR have significant and negative impact on IU 

PR has negative and significant effects on IU. In fact, security 
is always a major worry for the customer while performing 
payments via mobile wallet [3]. Public sharing of personal 
information, private information leaks while doing transactions 
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with mobile wallet are the most common concerns [59]. In 
contrast, we have several studies in literature revealed the positive 
relationship between perceived risk and intention to use [31, 60]. 
Marketing strategies that reach target customers must show 
customers that there are no risks involved in using mobile wallet. 
This would lessen perceived risk of customers and therefore 
improve their intention to use mobile wallet. A risk-free 
environment once created would result in a greater intention to use 
a mobile wallet app. 

SI don’t have a significant effect on IU 

SI in the current research does not show a significant impact on 
IU. It is contrast with results of previous studies which confirmed 
that friends, family and relatives significantly influence the user's 
intention [8, 25, 33]. 

HB have a significant and positive impact on IU 

HB was accepted in this research as a significant factor 
influencing intention to use mobile wallet. This result supports the 
perspective of Venkatesh et al (2012) who confirmed HB as a 
critical predictor of customer intention. Take into consideration, 
the mobile wallet providers need to make an effort in creating the 
condition where mobile wallet becomes a habit with consumers. 
For example, they can integrate the e-commerce ecosystem in 
using the mobile wallet as a payment method or think about give 
cashback promotion for payment in the retail market. This effort 
would generate a habit for the consumer to use a mobile wallet 
more frequent for daily life. 

PM have significant and positive impact on IU 

Among the constructs in the model which have a direct 
relationship with IU, PM was shown to have the strongest impact 
to IU (β = 0.439; p-value < 0.001). In a survey conducted in major 
cities in Vietnam about the key factors influencing consumers' 
choice of mobile wallets, diverse and regular promotions were 
assessed as one of the deciding factors to choose a mobile wallet. 
In fact, many people used a technology for the first time because 
of attractive promotions. As mentioned in the first part of this 
paper, this is a factor that has received little attention from 
academics when studying the consumer adoption of new 
technology. However, as showed in the results, mobile wallets’ 
suppliers need to have many attractive promotions to gain 
consumer acceptance. Compared to other platforms, mobile 
wallets do not have many attractive promotions and that may be 
the reason that mobile wallets are still not popular in the 
Vietnamese market. 

From practical perspectives, the results of this study provide 
empirical evidence on critical factors to be considered by not only 
suppliers but also marketers of the mobile wallet. It reveals that 
promotion and usefulness of use of mobile wallets are the most 
important factors in user adoption. These factors will improve 
intention of use of a mobile wallet. To get users to use a mobile 
wallet, application developers must emphasize the benefits of 
usefulness and attractive promotion related with this new financial 
service.  

5. Conclusions and limitations 

This study is successful in providing an integrated research 
model for academics to test the impact of social, psychological, 
and risk factors on technology adoption. In addition, it also helps 

companies providing mobile wallet services by identifying key 
factors that influence users' decisions and helping them to have the 
most comprehensive view of customers. Using SEM analysis, 7 of 
9 hypothesis research were accepted. Results of this research are 
found significant and coherent with previous works on mobile 
payment and mobile wallet. 

This research model explains 60% of intention to use mobile 
wallet in Vietnam, whereas the same model but without construct 
promotion explained only 50% in the variation in intention to use 
mobile wallet. This result demonstrated that putting the new 
promotion variable to the research model of the adoption and use 
of technology is necessary and that makes the theoretical 
contribution of the current study. This is also the premise for future 
researches when studying the adoption of technology, researchers 
could integrate promotion to the model to achieve a significant 
improvement in the level of interpretation as showed in this study.  

Last but not least, in this study, we proposed the scale used to 
measure promotion based on the literature, expert panel and 
interviews with focus group. The items in this scale will provide 
the foundation for further research concerning technology 
adoption such as mobile wallet.  

Beside of our study’s major contribution that adds into the 
existing body of knowledge, we also recognize its limitations, 
mostly regarding the sampling with typically young, highly 
educated people as responders. In addition, our results have 
limitation regarding the specific context of Danang city. Danang is 
an average city with a relatively limited market as its population is 
approximately one million people. This sample only covers with 
young people in this city. In order to further enhance its generality, 
future research could extend the study to more cities or conduct in 
more countries in Southeast Asia to improve the generalization of 
the study. Although this research contributes more empirical 
results in this area, it also has some limitations and therefore 
further studies in this area will be needed. 
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Accurate machining control is indispensable for the smart factories of tomorrow. Variations
in controller responses may cause unacceptable process deviations during machining leading
to productivity losses and possible damage. In the present work, a complex order PIα+ jβDγ+ jθ

(COPID) controller was designed to effectively control surface roughness generation while
machining CNT Al-Mg hybrid composites. Performance of the designed complex order controller
was compared against the conventional PID and fractional order PID (FOPID) controllers
for the machined surface roughness system. Output signal responses indicate that the complex
order controller attains the desired surface roughness set point with zero percent overshoot in
almost same settling time (46 sec) as PID (41 sec) and FOPID (46 sec) controllers. The PID
and FOPID output signals registered overshoots of 96.8 % and 36.7 % respectively. Similarly, in
case of control signals (feed rate) the COPID controller successfully minimised peak overshoot
to 4.6 %; as compared to 64.2 % and 96.5 % in case of the PID and FOPID controllers
respectively. The COPID controller was also effective in reducing its peak time response metric
(2.001 % for control signal and no peak time for output signal due to zero overshoot). In
comparison, the PID and FOPID controllers recorded higher response peak times (7 sec / 26
sec for the PID ouput/control and 5 sec / 7.84 sec for FOPID output/control signal responses).
Overshoot elimination in output signal (surface roughness) is crucial for consistency of the
machined surface quality. Similarly, overshoot minimisation in control signal (feed rate) is
critical because excessive feed rate can damage the cutting tool, work piece, machinery and is
a potential safety hazard for the machine operator as well. Hence, the COPID controller can be
safely and extensively applied in smart industrial control systems of the future.

1 Introduction

This paper is an extension of the work originally reported in the
2019 IEEE International Conference on Mechatronics, Robotics and
Systems Engineering (MoRSE) [1]. In that work, firstly the multi
input single output system of surface roughness generation during
machining of the CNT Al-Mg composites was identified using the
ARX and ARMAX model structures. Thereafter, the fractional
order PID (FOPID) controller was designed to control the identified
system at the desired set point (surface roughness). The authors
reported that the ARMAX model based FOPID control exhibited
better time domain characteristics as compared to the ARX model
based FOPID controller design. The current work extends this work
further to include complex order controller design to improve the

time domain performance even more. PID controller has also been
implemented for better comparisons. Moreover, the output signal
time domain specifications corresponding to the machining vari-
ables not discussed in the previous work have also been included in
the present study.

Metal matrix composites are new age materials finding new and
varied applications due to their superior mechanical properties over
conventional alloys [2]. Carbon nanotubes (CNT) in particular have
attracted attention of researchers worldwide owing to the superior
strengthening characteristics imparted by these nano sized particles
to the base metal alloys [3]. Aluminum based alloy systems have
almost a universal presence across industry sectors and products
[4]. Combination of carbon nantubes and aluminum-magnesium
alloys results in composites with superior mechanical characteristics.
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Modeling and designing effective controllers is an important step
towards automating the machining of these modern materials.

Generally, PID controllers find extensive applications due to
their ease of implementation and maintenance in industrial systems.
However, specialized machinery may require more sophisticated
controllers having better design characteristics. Fractional order con-
trollers offer a better design alternative because they have two more
parameters to tune as compared to the traditional PID controllers
[5, 6]. These controllers are based on fractional calculus, a branch
of integral calculus that enables fractional orders of the model struc-
ture parameters. Fractional order PID controllers (FOPID) have
been demonstrated to exhibit better performance characteristics in
various application areas such as control systems, signal processing,
medical research, material science and many more [7]–[10]. FOPID
controllers prove to be more robust against system variations against
their PID counterparts. Therefore, FOPID controllers are being in-
creasingly preferred in more dynamic systems across industries
[11]–[14]. Machining of complex materials like the metal matrix
composites is one such example of a dynamic system; wherein
the material composition is anisotropic and calls for a more robust
controller architecture [6].

Complex order PID (COPID) controllers are the next step in
the controller evolution [15]. They are an extension of the FOPID
controllers just as the FOPID are extended versions of the PID con-
trollers. The COPID have further two parameters to tune over the
FOPID controllers. In the recent years, COPID controllers have
been gradually attracting increasing investigations into their design
and application aspects [16]–[18]. Khandani et al [19] designed a
complex order controller for DC motors. Pinto and Carvalho [20]
derived a complex order model for HIV infection drug resistance.
Machado [18] optimized complex order controller for linear and
non linear systems using genetic algorithm. Ayadi and Amairi [21]
applied numerical optimization to tune complex order controller
for a second order time delay resonant system. Hanif et al [22]
implemented genetic algorithm for tuning of complex order con-
troller design. Silva et al [23] applied complex order structure to
model hexapod robot locomotion based on foot-ground transfer
function. Jacob et al [15] reviewed frequency domain, time domain
and stability aspects in complex order modeling of linear systems.
Tare et al [24] compared integral, fractional and complex order
controller performances for fractional order systems. Adams et al
[25] determined the transfer function solution to the complex order
differential equation. Shahiri et al [26] investigated robust control
of a non linear fuel cell system using complex order architecture.
From the literature review, it appears that the application of COPID
controller in machining systems needs attention. The current work
aims to bridge this gap.

The CNT Al-Mg composite experimental details may be re-
ferred to in the previous part [1] of the current work. It involved
variation of the input machining parameters (cutting speed, feed
and depth of cut) and data collection of the corresponding values
of the machined surface roughness. Machining experiments were
performed on a CNC turning center (Simple Turn 5057 Haas Au-
tomation) using chemical vapour deposition (CVD) coated tool
inserts (Seco CNMG120408). Surface roughness was measured
by a Handy Surf E-DTS570 tester. The best performing model
structure (ARMAX) describing this machined surface roughness

system in the previous work was adopted in the current study for
the COPID and PID controller design. The FOPID controller time
domain characteristics from the previous work [1] were referred to
in the current work for comparisons with the COPID and PID con-
troller responses. In the previous work, high peak overshoots were
detected in output / control signal responses of the FOPID controller.
The current study aimed to minimise / eliminate peak overshoots by
employing COPID controller design. The following section details
upon the design methodologies followed for the implementation
of the PID, FOPID and COPID controllers in composite material
machined surface roughness system.

2 Controller Design Methodology

This section describes the design methodologies of the PID, FOPID
and COPID controllers for the machined surface roughness system.
All controllers were designed to attain output set point of 1 micron
surface roughness. In machining, cutting speed is inversely related
to surface roughness whereas depth of cut directly increases ma-
chined surface roughness levels. However, feed rate has the most
significant effect on surface roughness generation [2]. Therefore,
feed rate parameter was selected as the manipulated variable in the
current study whereas cutting speed and depth of cut were main-
tained at their mid levels as per the experimental design [1]. Thus,
all controllers were designed to control this multi input (cutting
speed, feed, depth of cut) and single output (surface roughness)
system as shwon in Figure 1.

Figure 1: Multi input single output system schematic for the nano composite ma-
chined surface roughness system

2.1 PID controller

The PID controller has been widely implemented in industries since
many years because of its simple structure and compatibility with the
industrial automation software [27]. In the current work, Simulink
block was utilised to implement PID controller for the machined
surface roughness plant. The PID controller structure is given as
follows:

C(s) = KP + KI

(
1
s

)
+ KD

 N
1 + N 1

s

 (1)

where, KP is the proportional gain, KI is the integral gain, KD is
derivative gain and N is the filter coefficient of derivative. The PID
block was auto tuned in Simulink using the time domain approach.
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Figure 2: Complex PIα+ jβDγ+ jθ Controller Structure in Simulink

2.2 FOPID controller

Fractional PID (FOPID) controller is an extension of the classical
PID controller and is designed based on fractional calculus [28]. In
this controller, the orders of integration and derivation are real num-
bers [29, 14]. The FOPID controller has the following controller
structure:

C(s) = KP + KI

(
1
s

)λ
+ KDsµ (2)

where µ is the order of derivative and λ is the order of integration.
There are five parameters in the fractional PID controller. This
controller has the property of isodamping making it more robust
against variations in the system parameters. The values of λ and µ
were taken between 0 to 2 for the closed loop system to be stable.

Following equations were employed to synthesise the fractional
calculus for the fractional PID controller application:

ωu =
√
ωhωb

ω
′

0 = α−0.5ωu;ω0 = α0.5ωu;

ω
′

k+1

ω
′

k

=
ωk+1

ωk
= αη > 1

ω
′

k+1

ωk
= η > 0;

ωk

ω
′

k

= α > 0

N =
log(ωN/ω0)

log(αη)

where, N is the order of approximation, ωh and ωb are the
frequency bounds for approximation.

In the present work, FOMCON toolbox was used for imple-
mentation of FOPID and COPID controllers [12]. In this tool-
box, Simulink blocks are available for various applications of frac-
tional calculus. It can be used for designing controllers in continu-
ous/discrete time scales, fractional order state space and many more.
In FOPID design, the derivative action was considered zero (KD = 0
and µ = 0). The other gain parameters are taken from PID controller
settings. Value of λ was selected based on the approach given by
Shah and Agashe [29].

2.3 COPID controller

Complex order PID (COPID) controller idea originated from the
3rd generation of CRONE controller [30, 11]. COPID controller
is similar to FOPID controller except that the orders of integration
and derivation are complex instead of real numbers. The COPID
controller has the following structure [16, 26].

C(s) = KP + KI

(
1
s

)α+ jβ

+ KD (s)γ+ jθ (3)

where, KP is the proportional gain, KI is the integral gain, KD is
derivative gain and α, β, γ, θ are the orders of the complex order
controller.

To implement the above equation, a simplification procedure
was carried out in two steps. Firstly, the complex integration was
written as:

www.astesj.com 301

http://www.astesj.com


R. Sekhar et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 299-306 (2020)

KI

(
1
s

)α+ jβ

= KI

(
1
s

)α (
1
s

) jβ

KI

(
1
s

)α+ jβ

= KI

(
1
s

)α
∗ eln ( 1

s )
jβ

KI

(
1
s

)α+ jβ

= KI

(
1
s

)α
∗ e jβ ln ( 1

s )

KI

(
1
s

)α+ jβ

= KI

(
1
s

)α
∗

[
cos

(
β ln

(
1
s

))
+ j sin

(
β ln

(
1
s

))]
The imaginary part of the above equation cannot be synthesised

for time domain implementation of the system. Hence, for imple-
menting the COPID controller in Simulink, imaginary part of the
above equation was omitted [16].

KI

(
1
s

)α+ jβ

= KI

(
1
s

)α
∗

[
cos

(
β ln

(
1
s

))]
(4)

Similarly, derivative component of the Eq. (3) was simplified
for implementation as follows -

KD ∗ sγ+ jθ = KD ∗ sγ ∗ s jθ

KD ∗ sγ+ jθ = KD ∗ sγ ∗ eln s jθ

KD ∗ sγ+ jθ = KD ∗ sγ ∗ e jθ ln s

KD ∗ sγ+ jθ = KD ∗ sγ ∗
[
cos (θ ln s) + j sin (θ ln s)

]
The imaginary part of the above equation cannot be synthesised

for time domain implementation of the system. Hence, for imple-
menting the COPID controller in Simulink, imaginary part of the
above equation was omitted [16].

KD ∗ sγ+ jθ = KD ∗ sγ ∗ [cos (θ ln (s))] (5)

Combining Eq. (4) and (5), the COPID controller structure may
be rewritten as

C(s) = KP +KI

(
1
s

)α
∗

[
cos

(
β ln

(
1
s

))]
+KD∗ sγ∗[cos (θ ln (s))] (6)

The COPID controller given in Eq. (6) was initially tuned by
incorporating the reference values of FOPID controller and was
further fine tuned based on the principles given in literature [31, 29].
The fine tuned COPID controller was implemented in Simulink
(Matlab) as shown in figure 2. The initial value of integer order
integrator was assumed to be a small number during the controller
implementation.

3 Results and Discussions

This section describes the different controller structures, output /

control signal responses, time domain characteristics and Bode plot

for the COPID controller. The discrete-time ARMAX model (or-
der 3331) with 1 sec sample time from the previous work [1] was
obtained as follows:

A(z)y(t) = B(z)u(t) + C(z)e(t)

A(z) = 1 − 0.3675z−1 + 0.4876z−2 − 0.3772z−3

B1(z) = −0.001019z−1 − 0.003656z−2 + 0.01446z−3

B2(z) = 0.6741z−1 + 0.2097z−2 + 13.82z−3

B3(z) = −1.569z−1 + 0.4574z−2 − 1.532z−3

C(z) = 1 + 0.4142z−1 + 0.554z−2 − 0.4004z−3

This model depicts the CNT Al-Mg composite machined surface
roughness system considered in the current study. The PID con-
troller applied on this model structure has the following structure:

C(s) = 0.0407 + 0.0143
1
s
− 0.0633

0.4367
1 + 0.4367 1

s

(7)

The output and control signal responses of this PID controller for a
set point of 1 micron surface roughness are shown in Fig. 3 and Fig.
4 respectively.
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Figure 3: PID controller output (surface roughness, µ) for the machined surface
roughness system
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Figure 4: PID control signal (feed rate, mm / rev) for the machined surface roughness
system

Following is the structure of the FOPID controller applied to the
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composite machined surface roughness system -

C(s) = 0.0407 + 0.0143
1

s0.952 (8)

Fig. 5 and Fig. 6 depict the output and control signal plots for the
FOPID controller set at 1 micron surface roughness output.
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Figure 5: Fractional PID controller output (surface roughness, µ) for the machined
surface roughness system
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Figure 6: Fractional PID control signal (feed rate, mm / rev) for the machined surface
roughness system
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Figure 7: Complex PIα+ jβDγ+ jθ controller output (surface roughness, µ) for the
machined surface roughness system

The complex order controller structure for the same system is
shown below -

C(s) = 0.03 + 0.011
1

s0.98+ j1.05 + 0.00012s0.85+ j0 (9)

The output and control signal trends for the COPID controller are
shown in Fig. 7 and Fig. 8 respectively.
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Figure 8: Complex PIα+ jβDγ+ jθ control signal (feed rate, mm / rev) for the machined
surface roughness system

Table 1: Time domain specifications of output signals

PID FOPID COPID

Rise Time (sec) 5 3.8 39

Peak Time (sec) 7 5 NA

Settling Time (sec) 41 46 46

Overshoot (%) 96.8 36.7 0

Table 2: Time domain specifications of control signals

PID FOPID COPID

Rise Time (sec) 2 1 1

Peak Time (sec) 4 2.924 2.001

Settling Time (sec) 26 7.844 34.38

Overshoot (%) 64.2 96.5 4.6

Table 1 shows the output signal (surface roughness) time domain
specifications of the PID, FOPID and COPID controllers for the
machined composite surface roughness system. The PID controller
scores slightly better than the FOPID and COPID controllers in
case of response settling time. PID also scores significantly better
than the COPID controller in terms of the rise time. FOPID con-
troller attains the least rise time. However, the COPID controller
positively removes peak overshoot from the output signal. The
other two controllers have high overshoots in their respective output
signal responses. High overshoot in the surface roughness output is
undesirable from quality perspective. Generally, critical industrial
components require tight dimensional and surface roughness toler-
ances. Hence, for such cases of precision manufacturing, complex
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Figure 9: Bode plot for complex order controller

order controller promises to be a better alternative over PID and
FOPID controllers.

Figure 10: Output Signal Overshoots (%)

Table 2 shows the time domain characteristics of the control
signal (feed rate) responses. In this case, the FOPID controller
performs well in terms of the rise and settling times. The COPID
outperforms the rest for the peak time and overshoot percentages.
FOPID has the worst overshoot percentage, whereas the PID con-
troller has the worst peak time characteristic. However, PID con-
troller does perform better than the COPID for settling time. In
the current study, control signals correspond to feed rate manipu-
lation in the actual machining systems. High overshoots in feed
rate settings may lead to cutting tool damage / breakage, machine
tool chatter and possible safety hazard for the machinist. There-
fore, minimisation of peak overshoots in feed rate manipulation
is a critical machining requirement being fulfilled by the complex
order PID controller. Fig. 9 and 10 give visual representations of

the relative differences among the output and control signal over-
shoot percentages attained by the three controllers considered in the
current study. Thus, the superiority of the COPID controller over
others may be appreciated in light of the importance of the peak
overshoot minimisation. Fig. 11 shows the Bode diagram for the
complex order controller. This plot indicates that the gain and phase
margin for the COPID controller is∞, implying that the machined
composite surface roughness system is robust against variations in
the system parameters. This result is crucial from the point of view
of the anisoptropic structure of composite materials; that lead to
system variations during machining.

Figure 11: Control Signal Overshoots (%)

4 Conclusions

The current work is an extension of the preliminary study reported in
the 2019 IEEE International Conference on Mechatronics, Robotics
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and Systems Engineering (MoRSE) [1]. The preliminary study
involved system identification and FOPID control of surface rough-
ness evolution in machining of CNT Al-Mg composite materials.
The ARMAX model structure controlled by the FOPID controller
produced best output signal responses as reported in the maiden pa-
per [1]. The current study expanded that work by including PID and
COPID controller designs on the best performing ARMAX model
structure determined in the previous work. All three controllers’
responses were compared in terms of time domain specifications
of the respective output and control signal responses. The current
work also included analysis of the output signal trends for the said
controllers (which was not considered in the preliminary study).
The COPID controller conclusively demonstrated its ability to min-
imise and eliminate peak overshoot percentages in the control signal
(feed rate) and output signal (surface roughness) responses respec-
tively. The other two controllers (PID and FOPID) proved effective
in reducing other time domain metrics viz. rise, peak and settling
times. However these controllers were unable to stem the peak
overshoots to minuscule levels. It is absolutely important to min-
imise and possibly eliminate the control/output signal overshoots
to avoid the adverse affects of such overshoots on the machining
process and product quality. This work establishes that the complex
order PID controllers can be safely and widely adopted towards
effective control of nano composite manufacturing systems for high
productivity.
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 The ever-growing technology in mobile smartphones has enabled users to store sensitive 

and private information; as a result, it required the need for an improved security system. 

Previous approaches heavily relied on shallow machine learning algorithms that require 

feature extraction which is time consuming, laborious and can cause, resulting in poor 

authentication.   In this paper, we propose a deep learning - dense neural network to avoid 

the limitation of the classical algorithms and build a mobile smartphone touch screen 

authentication scheme based on keystroke dynamics.  A deep learning – dense neural 

network classifier was trained using keystroke dynamics features extracted from users. A 

comparative analysis was made between our proposed DNN classifier and some selected 

classical machine learning algorithms on the keystroke dynamics data. The data is split 

into five different data partition of training and testing. Results clearly indicated that the 

deep learning – dense neural network has eliminated the feature extraction steps required 

by the classical algorithms and improved the overall authentication accuracy, as such, 

improved the security of the smartphone device. In addition, it is found that the propose 

deep learning – dense neural network authentication scheme is more robust than the 

classical algorithms and has the potential to be fully implemented on smartphone to 

improve the security system of the mobile smartphone touch screen devices. 

Keywords:  

Smartphones  
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Dense neural network 

 

 

1. Introduction 

The rapid advancement of technology in mobile smartphone 

devices makes them an important part of human life [1–4] . Also, 

the reduction in cost makes it easier for everyone to possess [5] 

including Those with disability,[6, 7] and their popularity is incre-

asing [8, 9] They are now equipped with tremendous functional-

ities and a flexible operating system, providing the opportunity to 

store sensitive information such as official documents as well as 

installing official applications to improve the efficiency of office 

work [10]. Mobile phone users have become addict due to the 

social media applications and other applications being made 

available through google play store and apple store, [10] which 

carry numerous private information. Hence, the security of 

smartphone devices is becoming sacrosanct [11]. Protecting 

sensitive information requires a strong security scheme to protect 

the smartphone from intrusion, many mobile phone authenticatio-

n schemes have proposed including person number (PIN),passw-

ord and authentication [2]  which are all vulnerable to shoulder 

surfing [2, 12]and smudge attacks [13, 14].Recently, biometrics 

have been incorporated into smartphone devices [15] in an effort 

to improve their security system . These include fingerprint auth 

entication and facial recognition. Fingerprint authentication is also 

vulnerable to attacks as a user's fingerprint can be copied from a 

touched object and used to gain access to the device [16]. 

Similarly, Facial recognition is also vulnerable to attack as the 

user’s photo or video can be used to gain unauthorized access to 

the device and this attack is made easier as the pictures of users can 

be found on social media platforms [17]. 

The vulnerability to attack of the current security systems of 

mobile devices has led many researchers to propose different 

machine learning algorithms to improve their authentication 

scheme. For example, [18] they used support vector machine 

(SVM) to build a behavioral authentication scheme to improve the 

traditional authentication system. The scheme authenticates users  
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Based on their behaviors when interacting with social media 

applications. It is found to perform better than other classical 

methods. As [19] presented a continuous behavioral authentication 

model to improve the security of mobile application. In the study, 

k-nearest neighbor (KNN), random forest (RF) and gradient 

boosting (GB) were used to build authentication classifiers. In 

[20], author built an authentication scheme using SVM based on 

physical activity performed by different mobile phone users. The 

proposed SVM model showed a promising result when compared 

with decision tree (DT) and KNN. In [21],  the author hybridized 

SVM and hidden Markova model (HMM) to develop an 

authentication model using EEG signal while a user is drawing a 

pattern. The SVM-HMM model provides the best result when 

compared with naïve Bayes and cosine similarity. In [22],  the 

author trained SVM classifier on facial attributes extracted from 

real images to build a continuous classification scheme. Results 

indicated that the proposed scheme shows a significant 

improvement on the existing continuous facial recognition system. 

Similarly, in [23] the author used a one-class SVM to build a 

behavioral biometrics authentication that automatically adapt to 

human behavior change over time while considering memory 

constraint. Results show that there is a  possibility of using online 

machine learning to adapt to recent human behavior. In [24], the 

author trained a two-class SVM classifier using the user’s SCG 

signal which captures heartbeat signal to improve the security 

scheme of smartphone devices. The heartbeat signal can be used 

as a unique feature to authenticate smartphone users. 

In [25], the author explored four mobile phone non assisted 

sensors; transmitted data, noise, battery and ambient light to 

develop a continuous user authentication based on KNN. The 

KNN classifier achieved a reasonable accuracy. In  [26], it exploits 

user’s hand geometry and behavioral biometrics to build a one 

class classification model based on KNN. The model was 

compared with SVM and experimental results show that KNN 

outperforms the SVM in all the different positions. In [27] It 

creates an authentication scheme using artificial neural network 

(ANN) based on thumb stroke dynamics. The scheme was 

evaluated and compared with other .machine learning algorithms 

and the results of the experiment indicated that the ANN provided 

the best result. It was found that researchers in this domain heavily 

relied on SVM [28–33]; [18, 20–23] for mobile smartphone 

authentication. The previously used algorithms such as SVM, 

KNN, ANN etc. proved to be good in improving smartphone 

security especially when the data size is small. However, these 

algorithms require independent feature extraction before the 

extracted features are fed to the algorithms [19]. The performance 

of the algorithms depend on how well the features are extracted 

before modeling the classifier. Therefore, inefficient feature 

extraction may lead to poor classification accuracy [34] unlike 

deep learning which does not require independent feature 

extraction as it is done automatically and can work on large data 

size [35, 36]. Finally, a [37] convolutional neural network is 

applied to create an authentication scheme based on tap sequence 

and usage behavior of users. 

In this paper, we proposed deep learning (dense neural 

network) based keystroke dynamics authentication for mobile 

smartphones touch screen device. The closest work to our proposal 

is [38] the one that employed deep learning technique to build an 

identification system that identify smartphone users based on 

keystroke behavior captured via a special keyboard or a web 

browser. This differs from our work in the sense  that it focuses on 

a  user's identification while our proposed model focuses on the 

user's authorization and authentication. Similarly, it explores gated 

recurrent unit and bidirectional recurrent neural network (GRU-

BRNN) to build the identification model while our work explored 

the dense neural network. Also, [39] the deep neural network is 

explored to develop an authentication scheme based on user 

keystroke dynamics on mobile phone. Furthermore, our work 

explored supervise learning dense neural network on 71 different 

features of keystroke dynamics to build an authentication model 

while [39] applied deep neural network unsupervised learning on 

timing, tapping and inertial attributes of keystroke dynamics to 

develop an authentication scheme. 

We choose the DNN in view of the fact that the learning 

features are provided from all the combination of the features in 

the layers while convolutional layer depends on minor repetitive 

field with features that are consistent [40].    

The rest of the paper is structured as follows: Section 2 

describes the concept of deep learning. Section 3 describes the 

methodology of the study. Section 4 presents the results and 

discussion before presenting Section five that comprises 

conclusions and recommendation for future work. 

 
Figure 1: Conventional machine learning VS deep learning  

2. Basic Concept of Deep Learning – Dense Neural Network  

Deep Learning is an aspect of machine learning which 

represents multiple hidden layers that can learn on multiple 

attributes to produce better results [36]. Traditional machine 

learning algorithms have limitation on processing real data. 

Building a classification model with conventional machine 

learning algorithms, requiring reasonable amount of human 

expertise and efficient feature engineering to transform the raw 

data to desirable features that can be fed into any learning system 

or  classifier. Deep learning permits inputting raw data into the 

algorithm without being transformed to feature vector or feature 

engineering as the features are learnt automatically during training 

the network [36]. 
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Problems are solved in a hierarchical manner in deep learning, 

where the lower layers depict the basic representation of the 

problem and the upper layers are created based on the lower layers 

to build a more complex model. Deep learning is a hierarchical 

process as each layer in the deep learning network uses the output 

of the previous layer and the output of the current layer serves as 

the input to the successive layer to continuously build a complex 

concept [36]. The number of layers in a network determines the 

depth of the network. Cconventional machine learning only 

focuses on one or two layers, whereas in deep learning, the 

network contains at least three or more hidden layers. The unique 

aspect of deep learning is that the feature layers are automatically 

learned on the raw data not extracted by human expertise unlike 

the conventional machine learning[36]. The major advantages of 

deep learning over traditional machine learning are; automatic 

feature extraction and efficient handling of massive amount of data 

as a result, it keeps improving as the data gets larger [36]. Based 

on the concept presented in[36], we created  Figure 1 to show deep 

learning and the conventional machine learning processes. 

 
Figure 2: A simple example of dense neural network 

 

In DNN, the layers of the network are fully connected as the 

name (dense) suggest, each neuron in a layer is connected to all the 

neurons in the previous layer which means all the nodes are fully 

connected to the nodes in the next layer. A densely connected layer 

learns features from all the combined features of the previous 

layer. The goal of the classifier is to adequately categorize the input 

data [40]. Figure 2 presents the simple example of DNN. 

3.  The proposed deep learning - dense neural network 

authentication model  

This section presents the methodology of the study, where the 

data collection procedure, propose authentication model, propose 

work flow and performance metrics are outlined. The proposed 

model authenticates smartphone users is based on user’s password 

typing behavior on a touch screen. The framework consists 4 steps 

namely; accusation of data, training, user authentication and 

performance evaluation. 

3.1. Dataset 

The dataset used for this study contains keystroke dynamics 

(user typing behavior) data of users collected from nexus 7 touch 

screen smartphone device when typing the “tie5Roanl” password. 

The data was collected from 56 subjects and each subject was 

asked to perform the task 51 times. Therefore, the dataset contains 

2856 records.  The dataset contains 71 attributes (features), the 

main features include: hold, up-down, pressure, finger area, 

average of hold, average pressure and average finger area. Each 

feature has some feature elements which correspond to the typed 

characters. The dataset is obtained from the UCI machine learning 

repository [41]. It was normalized between 0.00 – 1.00, consisting 

of the user’s keystroke dynamics. The data extracted from touch 

screen smartphone is used to conduct the experiment. The dataset 

was partitioned several times and the keystroke attributes were 

used to train the deep learning – DNN classifier model. During the 

authentication phase, user’s tested data for all the 56 subjects. As 

such, the classes are 56 to authenticate each of the 56 subjects. 

Each of the 56 subject is authenticated. If the similarities between 

the two models for each of the 56 users matches, the user is 

authenticated into the smartphone else the user is rejected. To 

evaluate the performance of the proposed deep learning model - 

DNN, the model is compared with previously used machines 

learning algorithms such as SVM, ANN and KNN. These three 

algorithms were chosen because the algorithms are found to be 

highly relied on especially SVM in creating classifiers for 

improving the security of mobile smartphones device [42]. 

 
Figure 3: proposed model workflow 

The SVM, KNN and ANN were trained to build classifier 

based on the keystroke dynamics data for the purpose of validation. 

The performance of the proposed deep learning - DNN classifier 

is compared with that of the SVM, KNN and ANN. The process 

involved assessing how well the algorithms perform on the test 

dataset. The performance of the algorithms on the keystroke 

dynamic dataset is measured based on performance evaluation 

metrics.  The complete work flow of the methodology is presented 

in Figure 3. 

3.2. Performance Evaluation Metrics 

The performance of the proposed touch screen authentication 

model is evaluated using the true positive (these are instances that 

are correctly identified), true negative (instances that are correctly 

rejected), false positive (these are instances that are incorrectly 

identified) and false negative (these are instances that are 

incorrectly rejected). The performance metrics were computed 
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from the results generated from the validation of the models. The 

performance of the deep learning - DNN algorithm and the 
classical algorithms are being evaluated using the performance 

metrics [43]. 

Table 1: Summary of evaluation metrics 

Evaluation metrics Description 

False Positive Rate (FPR) =
𝐹𝑃

(𝐹𝑃+𝑇𝑁)
 

Used to determine how 

many instances are 

wrongly classified. 

F1-Score =
2𝑇𝑃

(2𝑇𝑃+𝐹𝑃+𝐹𝑁)
 

Determines the harmonic 

average between precision 

and recall. 

Recall (𝑟) =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 

Used to determine how 

many instances are been 

classified correctly. 

Accuracy (A) =
𝑇𝑃+𝑇𝑁

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 

This is used to measure the 

accuracy of the technique. 

 

4. Results and Discussion 

In this section, the results generated from the experiment were 

presented including the discussion. The hardware platform, 

parameter settings of the proposed deep learning - DNN, 

comparative analysis of the DNN performance compared to the 

state of the art methods: SVM, ANN, and KNN were presented as 

well as the implication of the result in theory and practice. 

4.1. Parameter Setting 

The implementation was conducted on a platform equipped 

with Microsoft Window 10 with the following specifications:  

• System Type: x64-based processor, 64-bit Operating System  

• Memory installed on system (RAM): 8.00 GB  

• Processor: Intel(R) Core (TM) i3-4000M @ 2.40 GHz 2.40 

GHz  

 

The platform for DNN is TensorFlow using Python. a 

preliminary experiment was conducted to obtain the best 

parameters of the propose deep learning - DNN. The number of 

hidden layers and the nodes on each hidden layer are selected after 

different combination of layers and nodes were run during the 

preliminary experiment. It was found that the deep learning - DNN 

setting with the best performance is presented in Table 2. Different 

learning rates were tested ranging from (0.1 - 0.9), the best value 

was adopted. Adam optimizer provided the best performance when 

compared with Gradient Descent Optimization and Adagrad 

Optimizer. Relu activation function was selected after been 

compared with other activation functions such as softmax, tanh, 

etc. The summary of the preliminary experiment result for setting 

the deep learning – DNN is presented in Table 2. 

 

Table 2: Optimal parameter setting for the proposed DNN 

 

Parameter Setting 

Input layer neuron(s) 71 

Hidden layer 1 neuron(s) 20 

Hidden layer 2 neuron(s) 20 

Hidden layer 3 neuron(s) 20 

Hidden layer 3 neuron(s) 20 

Output layer neuron(s) 56 

Learning rate 0.1 

Optimizer  Adam optimizer 

DNN structure 71-20-20-20-20-56 

Epoch 1000 

Activation Function 

Relu Activation 

Function 

 
 

The deep learning – DNN with the parameter setting in Table 

2 is applied to run on keystroke dynamic datasets to authenticate 

access to mobile smartphone touch screen device. The DNN was 

run 10 times to ensure consistency of the result produced by the 

DNN. Data partition ratio affects the performance of the DNN, as 

such, several partition ratios were used to ascertain the robustness 

of the DNN and it is performance. An algorithm intend for real 

world application should be robust in addition to performance. The 

performance metrics in Table 1 were used to measure the 

performance of the DNN in user authentication for the mobile 

touch screen device. To evaluate the performance of the DNN, the 

classical algorithms SVM, KNN and ANN were also applied on 

the same dataset to authenticate user access to the touch screen 

mobile device based on keystroke dynamic authentication. The 

results of the experiments are presented in Tables 3 – 6 and Figure 

4. The first column indicates the different data partition ratio used 

to evaluate the algorithms. The second column shows the 

algorithm for the experiment while the third, fourth and fifth 

columns indicate the mean, best and the worst performance 

respectively. The bold values in each Table indicates the best result 

obtained. 

Table 3: Performance comparison of the propose DNN with the SVM, KNN and 

ANN based on Recall 
 

Partition Algorithms 

(%) 

Mean 

(%) 

Best 

(%) 

Worst 

(%) 

90-10 

DNN 89.7 96.0 89.0 

SVM 68.7 73.7 51.7 

KNN 44.6 47.7 34.5 

ANN 2.57 3.5 1.8 

80-20 DNN 91.2 94.0 86.0 
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SVM 70.8 72.2 69.7 

KNN 44.6 46.1 43.7 

ANN 2.02 2.3 1.8 

70-30 

DNN 95.0 99.0 92.0 

SVM 71.3 72.7 70.1 

KNN 42.7 45.2 41.2 

ANN 2.1 2.3 1.8 

60-40 

DNN 93.1 97.0 89.0 

SVM 70.4 71.5 68.7 

KNN 41.7 42.4 41.1 

ANN 2.0 2.3 1.7 

50-50 

DNN 93.0 98.0 91.0 

SVM 68.8 69.3 68.2 

KNN 40.4 41.2 40.2 

ANN 1.9 2.2 1.7 

 

The result presented in Table 3 represent the performance of 

the algorithms based on the Recall for the five different data 

partitions. It clearly shows that the proposed DNN model produce 

the best results compared to the classical algorithms. The DNN 

result indicates that the propose DNN classifier was able to 

authenticate user access to the mobile touch screen device based 

on keystroke dynamics with very high level of accuracy. Meaning 

that the DNN determines the number of instances that were 

correctly classified as the legitimate user of the mobile phone touch 

screen device. ANN produced the worst result in all the different 

data partitions. This is not surprising because the shallow ANN 

produce poor result as data size increases.  

Table 4 clearly indicated that the propose DNN outperforms 

the classical algorithms in terms of the F1-measure.  The 

performance of the DNN is far more than that of the classical 

algorithms recording more than 90% in each case. The ANN has 

maintained consistency in producing the worst performance in all 

the data partition ratio. This result means that the DNN is a good 

algorithm with potential to determine the harmonic average 

between the precision and the recall better than the classical 

algorithms. 

 

Table 4: Performance comparison of DNN with SVM, KNN and ANN based on 

F1-Score 
 

Partition 
Algorithms 

(%) 

Mean 

(%) 

Best 

(%) 

Worst 

(%) 

90-10 

DNN 89.6 96.0 84.0 

SVM 69.1 74.5 51.0 

KNN 45.2 48.0 36.0 

ANN 0.1 0.2 0.1 

80-20 

DNN 91.2 94.0 86.0 

SVM 71.1 72.4 69.7 

KNN 45.1 47.0 44.0 

ANN 0.5 0.2 0.1 

70-30 DNN 95.0 99.0 92.0 

SVM 71.6 73.0 70.3 

KNN 44.0 46.1 42.0 

ANN 0.1 0.2 0.1 

60-40 

DNN 93.1 97.0 89.0 

SVM 70.5 71.8 68.1 

KNN 41.8 42.6 41.3 

ANN 0.1 0.2 0.1 

50-50 

DNN 93.0 98.0 91.0 

SVM 69.1 75.0 53.0 

KNN 40.4 41.2 40.3 

ANN 0.1 0.2 0.1 

 

Table 5: Performance comparison of the propose DNN with SVM, KNN and 

ANN based on accuracy 

 

Partition 
Algorithms 

(%) 

Mean 

(%) 

Best 

(%) 

Worst 

(%) 

90-10 

DNN 89.7 96.0 89.0 

SVM 84.1 86.6 75.4 

KNN 71.7 73.3 66.2 

ANN 5.0 5.0 5.0 

80-20 

DNN 91.3 94.1 86.2 

SVM 85.1 85.8 84.6 

KNN 72.0 72.6 71.4 

ANN 5.0 5.0 5.0 

70-30 

DNN 94.8 98.7 92.2 

SVM 85.4 86.1 84.8 

KNN 70.8 72.1 70.1 

ANN 5.0 5.0 5.0 

60-40 

DNN 93.2 97.0 89.2 

SVM 84.9 85.5 84.1 

KNN 70.3 70.7 70.1 

ANN 5.0 5.0 5.0 

50-50 

DNN 92.8 97.6 90.6 

SVM 84.1 84.4 83.8 

KNN 69.7 70.1 69.6 

ANN 5.0 5.0 5.0 

 

Table 5 presents the accuracy of the DNN in authenticating 

the user of a mobile touch screen device in terms of keystroke 

dynamic. It is clearly indicated that the propose DNN has better 

accuracy than the compared algorithms. 

Table 6: Performances comparison of the DNN with SVM, KNN and ANN 

based on FPR 

Partition 
Algorithms 

(%) 

Mean 

(%) 

Best 

(%) 

Worst 

(%) 

90-10 

DNN 9.7 3.6 15.8 

SVM 0.5 0.4 0.9 

KNN 1.0 1.0 2.0 

ANN 2.5 1.8 3.5 

80-20 

DNN 8.5 5.8 13.6 

SVM 0.5 0.5 0.5 

KNN 1.0 1.0 1.0 

ANN 2.0 1.8. 2.3 

70-30 DNN 5.3 1.6 7.6 
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SVM 0.5 0.5 0.5 

KNN 1.0 1.0 1.0 

ANN 2.0 1.8. 2.3 

60-40 

DNN 6.7 3.0 10.6 

SVM 0.5 0.5 0.6 

KNN 1.0 1.0 1.0 

ANN 1.9 1.7 2.3 

50-50 

DNN 7.2 2.8 11.0 

SVM 0.6 0.5 0.6 

KNN 1.0 1.0 1.0 

ANN 1.8 1.7 2.2 

Table 6 clearly indicates that in terms of the FPR, the SVM 

has the lowest FPR compared to the propose DNN. In this 

parameter, the DNN fails to outperform the classical algorithms. 

 
Figure 4: Overall accuracy rate of the proposed deep learning – DNN compared 

to the SVM, KNN and ANN 

Figure 4 indicates that the DNN model has the best 

classification accuracy than the compared algorithms: SVM, KNN 

and ANN with ANN producing the worst classification accuracy 

based on the keystroke dynamics. Our proposed DNN model 

proves to be the overall best performing algorithm for 

classification based on the keystroke dynamic data providing the 

best accuracy rate.  It indicates that the DNN model provides a high 

rate of correctly classified instances and maintaining a low rate of 

classifying incorrect instances. 

Our research work provided a description of the application of 

DNN in authenticating users of mobile touch screen device based 

on keystroke dynamics. The authentication security system is to 

identify authentic users based on keystroke dynamics on mobile 

touch screen device. As a result, keystroke dynamic features were 

used for the training of the propose DNN without feature extraction 

with varying data partition ratios. The DNN authentication based 

on the keystroke dynamics was applied to classy users based on 

evaluation measures: f1-measure, recall, accuracy and FPR. 

The feature extraction method that the classical algorithms 

heavily rely on for their performance in the modelling process is a 

multiple work and human intervention is required significantly. 

Our propose DNN approach for authentication based on keystroke 

dynamics is able to eliminate the double work of the feature 

extraction mostly practiced by researchers in the mobile touch 

screen device domain.  

From the results presented in Tables 3 – 6 and Figure 4. It is 

clear that the propose DNN can perform better than the classical 

algorithms in terms of authenticating users of mobile touch screen 

devices based on keystroke dynamic. The recall and F1-measure 

values of the propose DNN for authentication based on keystroke 

dynamics ranges from 94 to 99% while accuracy ranges from 94 – 

98.7%. The possible reason why the DNN performs better than the 

classical algorithms is because of the ability of the DNN to process 

large size of dataset without requiring feature extraction to 

discover intricate structures. The propose DNN has proven to 

provide better authentication of mobile touch screen device based 

on keystroke dynamic without feature extraction typically required 

by the classical algorithms. As such, the extra steps of feature 

extraction that is tedious and incurring extra computational 

processes can be eliminated with the propose DNN. The DNN has 

proven that it is a good algorithm with the required robustness to 

improve the security of the mobile touch screen devices. 

Therefore, mobile touch screen authentication system can be 

developed with the propose DNN to improve security of the 

mobile devices. The experimental result obtained from the study 

shows that the DNN is a choice algorithm for building classifier 

for the future research work on keystroke dynamic based user 

authentication.  

The task of authenticating mobile touch screen device 

considered accuracy, F1-measure and recall as critical measures 

for evaluating the effectiveness of the authentication systems.  The 

higher the value of these measures the better is the authentication 

system. The propose DNN authentication based on the keystroke 

dynamic can be considered to be successful because of its 

performance on the three performance measures. Though, the 

propose DNN has inferior performance on FPR compared to the 

classical algorithms regarding rejections - FPR. This means that 

the propose DNN can wrongly classify some few instances as the 

percentage is not much. It is argued that a classification technique 

is said to be good if the TPR is high while maintaining a low FPR 

[42]. Therefore, the propose deep learning - DNN is considered the 

best because the SVM does not maintain high TPR and low FPR 

like the deep learning – DNN classifier.  

5. Conclusions and Future Work 

In this paper, we proposed a deep learning approach to build 

a touch screen mobile phone authentication scheme based on 

keystroke dynamics. An experiment was carried out and the deep 

learning model was evaluated by comparing it with conventional 

machine learning algorithms: the SVM, KNN and ANN. Results 

of the experiment show that the propose deep learning model 

outperforms the compared algorithms. The results indicated the 

feasibility of using deep learning to improve the security system of 

the mobile smartphone touch screen devices. The deep learning 

approach has succeeded in eliminating the tedious feature 

extraction step required by the conventional algorithms: SVM, 

KNN and ANN.  The propose dense DNN low performance on 

FPR which is considered to be the next future work to improve the 

value of the FPR. In the future, we plan to use behavioral biometric 

data extracted from users when drawing a pattern password. 
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 Facial emotion recognition is one among many popular and challenging tasks in the field 
of computer vision. Numerous researches have been conducted on this task and each 
proposed either standalone- or ensemble-based processing technique. While many 
researches strive for better accuracy, this research also attempts to increase the processing 
efficiency of computer correctly classifying human emotions based on human face by 
utilizing a single standalone-based neural network. This research proposes the use of 
standalone-based modified Convolutional Neural Network (CNN) based on Visual 
Geometry Group – 16 (VGG-16) classification model which was pretrained on ImageNet 
dataset and fine-tuned for emotion classification. The classification is performed on the 
publicly available FER-2013 dataset of over 35,000 face images with in-the-wild setting for 
7 distinct emotions with the provided 80% training, 10% validation, and 10% testing data 
distributions. The proposed approach outperforms most standalone-based model results 
with 69.40% accuracy. 
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1. Introduction  

Recognizing facial emotions is a challenging and interesting 
task, proven with numerous previously held competitions [1–8], 
available datasets [1, 9–14], and conducted researches on the 
subject. The progresses made for computer vision in recognizing 
emotion by face have been described in many publications [15–
19]. A notable mention is the extensive paper by Li and Deng [19] 
which gives explanatory and thorough review about existing and 
commonly used datasets for facial emotion recognition, along with 
state-of-the-art (SOTA) approaches and their respective results. 

The reviews from [15–19] described many available facial 
emotion recognition datasets, such as Facial Emotion Recognition 
2013 (FER-2013) [1, 9], Static Facial Emotion in the Wild (SFEW) 
[10], Japanese Association of Female Facial Expression (JAFFE) 
[11], Cohn-Kanade (CK) [12], Extended Cohn-Kanade (CK+) 
[13], and Expression in the Wild (ExpW) [14] among many others. 
These datasets vary in many aspects, commonly described by one 
or combination of the following: amount of data, number of 
emotion classes, image- or sequential-based, and in lab-like or in-
the-wild condition. The amount of data available in each dataset 
varies from hundreds to tens of thousands, with some datasets 
having pre-set training, validation, and/or testing data distribution. 
These datasets also vary in number of emotion classes, commonly 

ranging from six to eight emotion classes which include anger, 
disgust, fear, happiness, sadness, surprise, contempt, and is often 
appended with neutral emotion as well. Although some datasets do 
not include neutral and/or contempt expression. Image- or 
sequential-based (video-based or image-sequence-based) datasets 
also give variance in the conducted researches, as each dataset 
type’s processing require different approach. Another difference is 
the condition of the dataset, where lab-like dataset differ from in-
the-wild dataset. The former is recorded in an ideal condition 
(proper lighting, proper face alignment, and/or minimal to no 
usages of face accessories such as eyeglasses), whereas the latter 
depicts face expressions captured in a non-ideal condition from 
real-world scenarios. 

These datasets are utilized in many works related to solving 
facial emotion recognition task, some of which uses conventional 
methods, deep learning, pretrained model, ensemble neural 
networks, combination of deep learning with hand-crafted feature 
selection technique(s), and other related works that will be 
described in following sections. These approaches achieve various 
results, which could be summarized in most researches’ test 
accuracy for lab-like datasets often achieving above 90%, while 
test accuracy for in-the-wild datasets barely surpasses 75% [19]. 

With such low accuracy result from previous researches for 
facial emotion recognition with in-the-wild dataset (as compared 
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with lab-like datasets), this paper attempts to improve facial 
emotion recognition accuracy for image-based in-the-wild dataset 
FER-2013. The proposed model achieved test accuracy of 69.40%, 
which is better than most existing researches with standalone-
based neural network architecture, with the advantage of being 
simpler in terms of network depth and topology and having the 
capability of end-to-end training. 

Continuing this introduction is a review of core concepts, brief 
description of FER-2013 as the used dataset in this paper’s 
experiments, existing approaches for facial emotion recognition 
task using FER-2013 dataset, and the works that inspire and are the 
base of this paper’s model. Afterwards, the proposed model is 
elaborated in detail. Then, the results from the proposed model are 
discussed and compared with other related works to understand 
how well the model performs compared to other taken approaches. 
Finally, this paper concludes with final thoughts about the 
proposed model and future works to improve facial emotion 
recognition task. 

2. Literature Review 

2.1. Studies and Developments 

The study of emotion has gained interest since early 1970s, 
with one remarkable and frequently used research result being the 
work of Ekman and Friesen. They introduced six basic emotions: 
anger, disgust, fear, happiness, sadness, and surprise [20]. Many 
publications would later improve the known basic emotions, such 
as the work of Matsumoto which described contempt as another 
universal basic emotion [21]. Other improvements include the 
introduction of tools for supporting study of emotion recognition, 
such as the development of Facial Action Coding System (FACS) 
[22] with the updated version introduced in 2002 [23]. 

The interest in emotion study gained attention from computer 
science researchers as well, resulting in published researches on 
how to create automated emotion recognition system since the late 
1980s. Even a survey on the developments made during those 
times [24]. These researches were conducted with broad and 
separate focus, such as establishing dataset [11, 12, 25], mapping 
features or feature selection process(es) [26, 27], designing 
architecture [27, 28], and adopting approaches from other fields of 
study [25, 27]. More recent studies adopted CNN for face emotion 
recognition, such as the approaches proposed in [29–31] 

One, if not the most, attractive feature of emotion recognition 
is the human face itself. The main reason behind this is because 
mostly human face expresses emotions one feels [32]. The 
expression(s) is/are shown due to the work of face muscles’ 
coordination which produces many expression configurations 
[33]. Note that the human face can express more than one emotion 
at the same time or at an approximately same time [34]. 

2.2. Facial Emotion Recognition Dataset (FER-2013) 

For such an attractive feature, many datasets have been 
developed for facial emotion recognition task. As this paper only 
utilizes one dataset (FER-2013 [1,9]), it is the only dataset 
discussed in the paper.  

Created in 2013, FER-2013 dataset contains 35,887 grayscale 
48x48-pixel images, with the images being stored in a spreadsheet 

where each image’s pixel values are stored in cells per row. The 
images were obtained utilizing Google search and are later 
grouped per emotion classes, which are anger, disgust, fear, 
happiness, neutral, sadness, and surprise. As the dataset was built 
utilizing Google search, the images are in in-the-wild condition, 
with even very few images being animated characters. 

The dataset originally had data distribution of 28,709 images 
for training and 3,589 images for public test, but after the 
competition ended, another 3,589 images which were used for 
private test were added to the dataset. The usages of FER-2013’s 
data distribution vary among published researches, with each using 
public test images for different purposes, either as part of training 
set, validation set, or test set. Several images contained in FER-
2013 dataset are given in Figure 1. 

 
Figure 1: FER-2013 sample images 

2.3. Standalone-Based Neural Network (SBNN) 

An architecture was proposed using CNN and batch 
normalization, in which the batch size was set constant to 256. The 
training process ran for 8 epochs as higher epochs was reported to 
result in overfitting [35]. Such architecture resulted in 60.12% test 
accuracy on FER-2013’s private test data.  

Other architectures using both CNN and batch normalization, 
varying in number of filters, were proposed in [36]. The 
uniqueness of both architectures is that both do not have any fully 
connected layer and maintain kernel size of 8, and with this design, 
both architectures achieved test accuracy above 65%. 

Global average pooling (GAP) [37] was also used as an 
addition to both CNN and batch normalization [38]. The 
architectures vary in terms of depth-wise separable convolution 
layer, and although both were designed for multi-task purposes 
(emotion and gender recognition), both architectures achieved 
66% accuracy. 

Another new architecture inspired by network-in-network 
architecture and Inception was proposed with addition of utilizing 
a polynomial-based learning rate decreasing method for faster 
convergence and better performance [39]. The data used as input 
were pre-processed first for face feature extraction while still 
maintaining the image form, which resulted in a maximum of 10% 
increase in accuracy. With the proposed architecture and data pre-
processing, the test result for FER-2013 dataset reached 66.4% 
after training for 200 epochs with batch size of 250, noting that the 
test data used is unknown to be either public or private test data. 

Two SBNN architectures, one using custom CNN and another 
using One-vs-All (OVA) Support Vector Machine (SVM) with 
Histogram of Oriented Gradients (HOG) which resulted in 66.67% 
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and 45.95% accuracy on test data of FER-2013 dataset 
respectively were also introduced [40]. 

A new SBNN architecture based on attentional convolutional 
neural networks was proposed in [41]. The proposed model was 
able to focus on only face features that are important to emotion 
recognition, achieving 70.02% test accuracy on FER-2013’s 
private test data. 

The winner of FER-2013 challenge, Yichuan Tang, proposed 
SBNN architecture with L2-SVMs (DLSVM) as replacement for 
softmax layer at the end of the neural network architecture. Such 
modification resulted in the proposed model reaching 71.2% test 
accuracy on private test dataset [42]. 

The current SOTA SBNN architecture was proposed in [43], 
in which they theorized that features at mid-level and high-level of 
a CNN would have impact on the final prediction. They based their 
model, termed as Multi-Level Convolutional Neural Network 
(MLCNN), on VGG architecture with 18 layers and achieved 
73.03% test accuracy on FER-2013’s private test data. 

2.4. Ensemble-Based Neural Network (EBNN) 

An EBNN architecture with 3 subnets, containing 3 and 
increasing convolution layers respectively for each subnet was 
proposed [44]. With batch size of 100, momentum value of 0.9, 
learning rate value of 0.01 decreasing to 0.001 by validation error 
condition, and running from varying epochs of 20 to 100, and 80% 
and 20% data distribution for training and test set respectively, 
they reached 65.03% test accuracy. 

Referred in their paper as aggregator or hybrid CNN–SIFT 
aggregator, [45] combined CNN with Scale Invariant Feature 
Transform (SIFT), specifically Dense SIFT and regular SIFT. The 
EBNN, constructed and trained from scratch with combining 
CNN, Dense SIFT, and regular SIFT, resulted in 73.4% test 
accuracy on FER-2013 private test data. 

Another researcher proposed an EBNN coined as hierarchical 
committee for facial emotion recognition task with 216 retrained 
deep convolutional neural network (DCN) models using transfer 
learning and 108 DCN models trained on aligned faces [46]. This 
method achieved 70.58% test accuracy on FER-2013’s private test 
dataset, with randomly splitting training data for training and 
validation purposes after removing 11 images from the training 
data. The work is further developed in [47] which consisted of 9 
DCNs, with each having 3 convolution-max pooling stages and 
ended with 2 fully connected layers. By using both aligned and 
non-aligned face structure dataset in training each DCN and using 
Alignment-Mapping Network (AMN) with the ensemble, they 
achieved 73.73% accuracy on FER-2013 private test data with the 
same training and validation data distribution as used in [46]. 

Another proposed EBNN architecture was offered in 
Pramerdorfer and Kampel’s work [48]. The ensemble consisted of 
8 DCN models based on VGG, Inception, and ResNet, where each 
base model underwent convolution and/or pooling layer(s) 
removal. They managed to achieve 75.2% test accuracy on FER-
2013 private test data. 

Currently known SOTA EBNN architecture was proposed in 
[49], which combined 3 VGG models, 2 pre-trained models which 
were retrained, and 1 model trained from scratch, combined with 

SIFT and k-means clustering, and flattened extracted feature 
vector as input to local SVM. This approach achieved 75.42% test 
accuracy on FER-2013’s private test data. 

2.5. Other Researches 

There are other notable researches that inspire the proposed 
model which impacts the proposed model’s architecture and 
learning and/or generalization capability. These researches are 
reviewed in this section in the order of previously stated impact 
descriptions, with the purpose of giving brief and proper 
information regarding the researches’ results prior to elaborating 
the proposed model. 

The architecture of the model is based on VGG-16 architecture 
[50], which contains 13 convolution layers with 3 additional fully 
connected layers at the end of the network. After each convolution 
layer, ReLU [51] layer is used for non-linearity rectification. Table 
1 describes VGG-16 architecture. 

Table 1: VGG-16 architecture 

Type Layer 

Feature Extractor 

Convolution 
Convolution 
Max Pooling 
Convolution 
Convolution 
Max Pooling 
Convolution 
Convolution 
Convolution 
Max Pooling 
Convolution 
Convolution 
Convolution 
Max Pooling 
Convolution 
Convolution 
Convolution 
Max Pooling 

Classifier 
Dense/Fully Connected (4096) 
Dense/Fully Connected (4096) 
Dense/Fully Connected (1000) 
Softmax 

However, the existence of fully connected layers in a 
convolutional neural network architecture may lead to higher 
overfitting probability [37]. To overcome this, the authors in [37] 
proposed GAP which works by averaging each of final feature map 
results and directly using the averaged results for classification. 
This pooling method regularizes feature maps as confidence map 
for categories with no parameter requiring optimization, hence 
avoids overfitting. 

Another attempt to reduce overfitting possibility is the use of 
early stopping [52]. Such implementation affects the training 
mechanism as the training may stop before fully reaching the 
specified number of epochs due to no further increase in accuracy 
or decrease in loss in a specific period. Other than using early 
stopping to avoid overfitting, a proper optimizer is required for 
better model learning and/or generalization capability. 
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One most used and popular optimizer is Stochastic Gradient 
Descent (SGD) [53, 54], which takes constant parameter learning 
rate and traverses the gradient by the specified learning rate to find 
global minima. With SGD, it was reported that the generalization 
capability of a model improves [55, 56], hence less overfitting 
probability. Another development for SGD was using momentum 
as additional parameter which accelerates model learning process, 
which has been proven in practice in [57]. However, SGD is often 
slow for learning process since the traversing process is done 
uniformly by the learning rate value. 

An alternative to SGD was proposed in [58] and coined as 
Adam to overcome SGD’s limitation. With Adam, the learning 
process adapts the learning rate parameter as the learning process 
continues, resulting in better learning performance compared to 
SGD. The major drawback of Adam is the generalization 
capability drops significantly as reported in [56]. 

 In an effort to overcome Adam optimizer’s drawback, Keskar 
and Socher proposed SWATS (Switching from Adam to SGD) 
[59], which at first uses Adam optimizer to have better initial 
learning process then switches to SGD on specified trigger 
condition. They empirically argued that SWATS optimizer gives 
better performance on most tasks, especially visual- and text-based 
tasks, by combining both Adam and SGD. 

3. Proposed Model 

Our proposed model was defined to be based on VGG-16 as 
the base model and using GAP as final pooling layer prior to VGG-
16’s classifier. The best model was obtained after experimenting 
on multiple combinations of SGD/Adam/SWATS as optimizer and 
inclusion/non-inclusion of early stopping. The researchers made 
some modifications for VGG-16’s classifier due to the use of GAP. 

VGG-16 was chosen as the base model for several reasons. The 
first reason is because VGG-16 uses convolution layer with 3x3 
kernel instead of 5x5 or 7x7, hence lesser parameters to train [50]. 
The second reason is by using two or three stacked convolution 
layers with 3x3 kernel as an equal for one convolution layer with 
5x5 or 7x7 kernel respectively, VGG-16’s architecture adds more 
rectification layers, which results in a decision function that is 
more discriminative [50]. The third reason is based on empirical 
findings as the researchers reviewed previous publications, in 
which the researchers found that several SBNN and EBNN 
researches used VGG based models and achieved good, with some 
achieving SOTA, results on FER-2013 dataset among other tested 
datasets. While VGG-13, VGG-16, and VGG-19, either in its 
original architecture or modified, are present in the found literature 
reviews, the researchers decided to go with VGG-16 since it is not 
too deep and complex as VGG-19, noting that both architecture 
demonstrated similar results as reported in [50]. The researchers 
also agreed to not use VGG-13 as Simonyan and Zisserman stated 
in their paper that increase in depth in networks results in better 
accuracy [50]. In addition to the architecture selection, the 
researchers theorized that the use of pretrained model may improve 
accuracy and reduce training time. The researchers used VGG-16’s 
pretrained model which was trained on ImageNet [60] dataset 
rather than initializing the network’s weights randomly. 

The researchers also modified VGG-16’s architecture by using 
GAP as final pooling layer before entering VGG-16’s classifier, 

and therefore the researchers replaced all of VGG-16’s classifier 
layers with a single fully connected layer, taking 512 averaged 
input neurons and outputting 7 neurons as the equivalent number 
of FER-2013’s emotion classes. Our proposed model’s 
architecture can be seen in Table 2. 

With the proposed model’s architecture, the researchers 
experimented on multiple combinations of training mechanism, 
optimizer choices, data distribution, frozen layers, and batch 
normalization usage. Our best model was trained using SGD 
optimizer and used early stopping in its training process. Such 
combination proved to be superior as compared with the 
researchers other experiments. The results of the experiments are 
discussed in the next section. 

Table 2: Modified VGG-16 architecture 

Type Layer 

Feature Extractor 

Convolution 
Convolution 
Max Pooling 
Convolution 
Convolution 
Max Pooling 
Convolution 
Convolution 
Convolution 
Max Pooling 
Convolution 
Convolution 
Convolution 
Max Pooling 
Convolution 
Convolution 
Convolution 
Global Average Pooling 

Classifier Dense/Fully Connected (7) 

4. Experiments 

4.1. Experimental Design 

The researchers experimented on combining VGG-16 with 
several optimizers and training method. The used optimizers were 
SGD, Adam, and SWATS, and the training method was 
customized to use early stopping. The experiment was conducted 
using PyTorch and ran on Google Colab with GPU acceleration 
support. Due to the training data’s size and Google Colab’s 
lifetime, the researchers had to perform run-and-pause per 10 
epochs as part of the training mechanism to prevent sudden 
disconnect from the machine, since in such an event the training 
process may stop prematurely. Note that the training and validation 
were done in one epoch. After each run-and-pause, the test was 
performed per 10 epochs on the model and the results are recorded. 

Initially, the researchers had several options to experiment on. 
The options include the use/disuse of batch normalization, 
freezing/not freezing selected layers, imbalanced 
(original)/balanced training data distribution, use/disuse of GAP, 
and SGD/Adam/SWATS optimizer selection. All in all, the 
researchers initially estimated the need to experiment on 
approximately 12 combinations of VGG-16 model. Due to the 
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quite large number of possible combinations and since each epoch 
takes about 7-10 minutes, the researchers had to estimate which 
combination merits further investigation per specified run epochs. 
After each combination has passed the specified run epochs, the 
combination that provided the highest test accuracy was used to 
undergo further training and/or further combination. At the end of 
the experiments, the researchers experimented on 23 
combinations, with all combinations having equivalent 
hyperparameter values. The researchers used learning rate value of 
0.001, 0.9 for momentum on SGD optimizer, and batch size of 32. 

The results of the experiments are given in Table 3. For better 
readability, the following acronyms are used in Table 3: 

• EG: Experiment group 
The researchers group the experiments to select the best model 
in each experiment group, and what the next experiment 
group’s models’ possible combinations are. 

• D: Data distribution 
FER-2013 dataset is very imbalanced, with some classes 
having more than 5,000 images and some having less than 
1,000 images. The researchers tried using both balanced and 
imbalanced FER-2013 dataset to see which would yield better 
results. The acronyms for the experiments’ FER-2013 data 
distribution are as follows: 
o B: Balanced 
o I: Imbalanced 

• BN: Use batch normalization 
The use of batch normalization should help the model learn in 
a more stable manner, yet some of the best performing SBNN 
models do not use batch normalization. To this extent the 
researchers included the combination of using and discarding 
batch normalization in the model. 

• GAP: Use global average pooling (GAP)  
GAP layer helps aggregate feature map information and helps 
prevent overfitting caused by fully connected layers in the 
model. For this reason, the researchers tried the combination 
of using and not using GAP in the experiments. Note that 
although GAP can be used as the classifying layer, the 
researchers appended a fully connected layer instead as the 
classifying layer for GAP’s aggregated feature map. 

• LL: Learning layers 
Finetuning a pretrained model can be done with freezing some 
layers except for the new classifier layer(s). Our experiments 
freeze some layers and keep others to be able to learn (learning 
layers). The following acronyms show possible combinations 
of learning layers in the experiments: 
o F447: Fully connected layers with neurons structure 

4096-4096-7 
o F7: Fully connected layer with 7 neurons 
o 1C: 1-Last convolution layer and all following fully 

connected layers 
o 2C: 2-Last convolution layers and all following fully 

connected layers 
o 3C: 3-Last convolution layers and all following fully 

connected layers 
o A: All layers 

• OPT: Optimizer 
The researchers selected three optimizers to be used in the 
experiments, taking into consideration the generalization 

capability and convergence speed of each optimizer. The three 
optimizers used in the experiments are: 
o SGD 
o Adam 
o SWATS 

• EP: Benchmarking epoch 
Measuring the performance of each experiment group must be 
done using the same settings to have a fair comparison, which 
in this case being the number of epochs of each model’s 
training. 

• TR: Test result 
The obtained accuracy in percent on the test set of FER-2013 
dataset. 

• M: Model series number 
To easily refer to a specific model, the researchers number 
each model. Note that italicized series number means the 
model is used in multiple experiment groups. 

4.2. Experimental Results 

EG1 denotes the first experiments. All combinations in EG1 
underwent training for 10 epochs due to the large number of 
combinations. The best result from this experiment turned out to 
be model with model series number 7 (M7), using balanced 
training data distribution with no batch normalization, GAP layer, 
and SGD optimizer with 64.11% test accuracy result. 

From the best result of EG1, the researchers decided to perform 
the next experiment (EG2) on balanced training data with 
unfreezing 1- and 2-last convolution layer (denoted 1C and 2C in 
Table 3, respectively) since the researchers hypothesized that with 
the use of GAP, training the output (fully connected) layer does 
not do much on improving the model’s generalization capability. 
In addition to the experiment on balanced training data, the 
researchers tried running an experiment for imbalanced data with 
only the output layer being unfrozen. The researchers also 
extended the number of epochs run from 10 to 30 in EG2. The 
result was out of what the researchers had thought, with the 
combination utilizing imbalanced training data having the highest 
test accuracy of 67.26% (M15), and the combination for balanced 
data and unfrozen 2-last convolution layer (M14) coming in 
second with 67.20% test accuracy. 

The researchers noticed how M14 had a close accuracy gap 
with M15 (EG2’s best model). The researchers then slightly 
deviated the experiment in EG3 with the thought of using both 
balanced and imbalanced dataset on no frozen layers. The 
researchers unfroze all layers in the proposed model and trained 
the networks for 30 epochs. The results show that using SGD with 
imbalanced training data and no frozen layer gave the best result 
of all the experiments, with 69.46% test accuracy, which is M17. 
The researchers also noted how the combination that uses balanced 
training data could not compete with the combination utilizing 
imbalanced training data. 

Considering our last observation on EG3, EG4 consisted of 
experiments on imbalanced dataset with SGD optimizer, and the 
researchers tried to reduce the number of unfrozen layers by 
freezing only 3-last convolution layers (3C in Table 3) in hopes of 
speeding training time by reducing trainable parameter count. 
Then the researchers compared the combination’s result with M15 
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and M17. Once again, M17 which was built by unfreezing all 
layers in the network and using imbalanced dataset produced the 
best accuracy result. 

With the best combination now obtained after four experiment 
groups, EG5 established the comparison for such combination 
(imbalanced training data, no batch normalization, using GAP, and 
no frozen layer) but with different optimizers. The researchers also 
tried to use early stopping in this experiment group, with the early 
stopping being effective per epoch 30. The researchers set the 
minimum passing point of the training epoch to be 30 to have the 
models learn at first and not getting cut out by the early stopping 
mechanism. The early stopping mechanism was also executed if 
the validation accuracy does not improve for last 10 epochs since 
the last best recorded validation accuracy. To this extent, note that 
benchmarking epoch (EP in Table 3) refers to last epoch for each 
model after early stopping was effective. What was unique from 
this experiment group is that M17 had gotten better validation 
accuracy but lower test accuracy, proven with the decreasing test 
accuracy in EG5 as compared to EG3 and EG4’s results. 

After EG5, the researchers attempted to do training without 
early stopping, to see whether the model may be caught in local 
minima when early stopping was enabled. The experiments which 
did not use early stopping are grouped as EG6. EG6 proved our 
assumption wrong about our model being caught in local minima 
with the use of early stopping, as all three models in EG6 did not 
show much improvement after passing 30 epochs, nor after the 
benchmarking epoch in EG5. The results of EG6 also show the 
same findings as reported in EG5, in which the model using SGD 
optimizer with the specified hyperparameters value in Table 3 
reigned triumphant compared to other models in EG6. 

With the obtained best model from the experiments, the 
researchers provide their best model’s test accuracy comparison 
with other works’ test accuracy on Table 4. Note that the compared 
models are those from SBNN group as the proposed model is 
categorized as SBNN model. 

Our proposed model outperforms most proposed approaches 
by a significant margin of 3-24%. The researchers argue that the 
capability of VGG-16 is adequate as feature extractor for facial 
emotion recognition and is further enhanced by the addition of 
GAP layer prior to classifier (fully connected) layer. GAP’s 
addition is observed to greatly increase test accuracy, as the 
experiments have shown in Table 3 and shown by [38]. Unfreezing 
all layers in pretrained VGG-16 model also results in the best 
performance. The researchers believe that the model learns to 
better extract features as convolutional layers are learning as well 
during training instead of just letting the fully connected layers 
learn the preferred mapping. In addition to the proposed model’s 
capability, the use of SGD optimizer benefits the proposed model 
as reported in [56] where SGD is reported to yield better 
performance on unseen data. What is unique is the use of Adam 
and SWATS optimizer without batch normalization leads to worst 
performances as shown in Table 3, and yet using batch 
normalization with SGD does not yield the best results. 

Our proposed model also achieves similar, albeit lower, test 
accuracy as compared to the approaches from [40,41] with less 
model complexity. This would be beneficial since utilizing a 
simpler model may result in fewer required resources and faster 

performance in real-life scenarios. Using simpler model would 
also open further research on the possibilities of using simpler 
models when pursuing other objectives. 

Table 3: Experiment results 

EG D BN GAP LL OPT EP TR M 

1 B 

✓ 

✓ F7 
SGD 

10 

51.85 1 

✕ F447 60.29 2 

✓ F7 
Adam 

58.01 3 

✕ F447 56.25 4 

✓ F7 
SWATS 

57.70 5 

✕ F447 57.81 6 

✕ 

✓ F7 
SGD 

64.11 7 

✕ F447 63.02 8 

✓ F7 
Adam 

18.19 9 

✕ F447 24.93 10 

✓ F7 
SWATS 

24.93 11 

✕ F447 24.93 12 

2 
B 

✕ ✓ 

F7 

SGD 30 

64.92 7 

1C 64.27 13 

2C 67.20 14 

I F7 67.26 15 

3 
B 

✕ ✓ N SGD 30 
66.48 16 

I 69.46 17 

4 I ✕ ✓ 

F7 

SGD 30 

67.26 15 

3C 68.12 18 

N 69.46 17 

5 I ✕ ✓ N 

SGD 46 69.40 17 

Adam 
30 

60.57 19 

SWATS 57.09 20 

6 I ✕ ✓ N 

SGD 

100 

69.15 21 

Adam 59.87 22 

SWATS 57.75 23 

Table 4: SBNN results comparison 

Related 
Works 

Proposed Method Test 
Accuracy 

[35] CNN + Batch Normalization 60.12% 

[36] CNN + Batch Normalization + 
Varying number of filters 65% 

http://www.astesj.com/


G.P. Kusuma et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 315-322 (2020) 

www.astesj.com     321 

[38] CNN + Batch Normalization + 
GAP 66% 

[39] New architecture + polynomial 
learning rate 66.4% 

[40] 
Custom CNN 66.67% 

One-vs-All (OVA) SVM 45.95% 

Our model VGG-16 + GAP 69.40% 

[41] New architecture based on 
attentional CNN 70.02% 

[42] SBNN + L2-SVMs (DLSVM) 71.2% 

[43] Multi-Level CNN 
(MLCNN) 73.03% 

5. Conclusions 

In this paper, the researchers report their experiments using 
FER-2013 dataset as the data source. Several researches using 
FER-2013 are also reported and they used different kinds of 
approaches, which the researchers group as standalone-based 
neural network (SBNN) and ensemble-based neural network 
(EBNN) approaches. The proposed network is classified as SBNN 
with VGG-16 as the base model, which was modified into using 
13 convolutional layers and GAP as the last pooling layer. The 
network is then experimented on by varying several variables, 
such as data distribution, use/disuse of batch normalization, GAP, 
optimizers choice, and freezing some layers. The researchers 
experimented on 23 models and found out that using an 
imbalanced dataset, GAP, non-frozen layer, and SGD optimizer 
results in the highest accuracy throughout the experiments, which 
is 69.40%. With this result, the network has surpassed most 
reported networks defined in Table 4 by quite a large margin. In 
addition, the model supports end-to-end training and is much 
simpler as compared to other three best SBNN models [41–43], 
which in return results in lower time and memory consumption. 

Further investigations could be done regarding 
hyperparameter tuning as the researchers experimented on the 
variation of data distribution, pooling layer, and optimizer 
selection only. Other improvement includes using other existing 
models or developing new architecture with similar topology as 
the proposed model for better classifying capability. With the 
proposed model’s result, the researchers believe that further 
modifications may lead to better performance in classifying 
emotions with in-the-wild settings. 
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 Digital twins act through application programming interfaces to their physical 
counterparts to monitor, model, and control them.  Beyond these traditional functions of 
digital twins, they must also act to secure their physical counterparts.  A multi-model 
scheme is presented to help digital twins towards the task of securing the physical system. 
Additionally, this work includes an analysis of more than four hundred thousand tweets 
each relating to digital twin technology and cybersecurity which were collected during June 
and July in 2020.  Of the first corpus of tweets collected by searching for #digitaltwin during 
the research period, only a small population of 10% reference security concepts.  In the 
second and larger corpus of collected tweets, the top mentioned industries were health, 
education, and public.  A naïve Bayes model reached a 70.3% accuracy at differentiating 
tweets that were either related to cybersecurity or the internet of things.  The study also 
indicates that cybersecurity tweets are consistently more negative in many areas of 
sentiment when compared to tweets about the internet of things. The sentiment findings of 
cybersecurity tweets will reinforce the need to address culture in cybersecurity posture 
while the security multi-model schema contributes to the state of the art. 
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1. Introduction 

An API development model for digital twins has been 
proposed recently [1].  This paper augments that work to address 
the cybersecurity concerns of the digital twin within the context of 
the various implementations and industries where the twin may be 
utilized.  Furthermore, the adoption of current security models, 
such as state machine, lattice, non-interference, and information 
flow models are proposed for digital twins. 

In the original paper, a development model for the APIs of the 
digital twin was created.  The model was proposed to establish the 
context of the environment, the system, relationships between the 
two, and the functional and non-functional requirements. 

This research includes the mining of Twitter tweets using 
appropriate search criteria for digital twins, the internet of things 
(IoT), and cybersecurity.  The analysis includes mention analysis 
of industries, exploration of the sentiment, natural language 
processing (NLP) implementation towards the classification of 
tweets, and modeling to predict the twitter user behavior.  

Three sets of tweets were collected for this study with the latter 
two sets being joined into a combined corpus.  Each set was 
collected through the execution of scripts written in R.  The first 
collection is smaller and has 3,102 tweets about digital twins.  The 
second and third collections are larger.  In total, 422,963 industrial 
internet of things (IIoT) tweets and 497,174 cybersecurity tweets 
were collected.  These larger sets were combined into one corpus 
for analysis.  The search criteria for the tweet collections are listed 
in Table 1. 

Table 1: Tweet collection search criteria 

Script Topic Criteria used in actual R code 

Digital Twin "#digitaltwin" 
IIoT "#industry40 OR #IIOT OR #IOT" 
Cybersecurity "#cybersecurity OR #infosec OR #hacking" 

 
This study is organized as follows. Section 2 reviews the 

literature and the background information on the subject. Section 
3 describes our research method, including the collection of tweets 
as well as the processing. Sections 4 and 5 present the results from 
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social media analysis.  Section 6 proposes a multi-model security 
scheme for digital twins.  Finally, section 7 presents the conclusion 
of this study.  

2. Background and related work 

Digital twins are a logical conduit between physical entities 
and humans, geared towards monitoring and controlling a system 
[2].  The design of the interfaces themselves may utilize structured 
standards such as OpenAPI to list the various objects, paths, and 
operations [3]. 

Digital twins can be used during system design for 
vulnerability detection or during physical system operations to 
assist with intrusion detection [4].  Digital twins can utilize and 
manage the Internet of Things (IoT) devices and IoT systems of 
systems [5].  Wireless Sensor Networks (WSN) and attached IoT 
sensor components can be energy and cost-effective monitoring 
approaches [6].  WSNs are also frequently constrained to limited 
computing and power resources and thus security in WSNs can be 
challenged [7].  To maintain the integrity of the sensor data and 
overall system state awareness, secure links with proper 
authentication must be established [8]. 

Vulnerable digital twins offer hackers a blueprint of the 
physical counterpart as well as other backend systems that may be 
a part of system integration [9].  The digital twin can help secure 
the physical systems or be yet another vulnerability as IoT growth 
has created a large cyber-attack surface [10].  IoT has revealed 
security vulnerability ranging from trust management, 
authentication, privacy, to access control of embedded systems 
[11].  While digital twins may present such risk, they are still 
getting popular.  The smart factory market, an economy of 
integrated automation solutions adopted to streamline 
manufacturing, is predicted to be worth approximately $205 
billion-dollar by 2022 [9].  Hearn and Rix also cite another 2019 
study whereof 220 security leaders in industrial and manufacturing 
who were a part of the research survey, 79% indicated they had 
experienced an IoT cyberattack within that past year.  IoT and 
digital twins-based systems can be attractive targets for malicious 
actors. 

Hearn and Rix identify advantages, such as the prevention of 
downtime and monitoring attacks against cyber-physical systems, 
as potential benefits of digital twins [9].  Risks of digital twins in 
cyber-physical systems (CPS) include the intellectual property 
incorporated in the digital twins as well as critical information 
about the CPS itself.  For such reasons, the digital twin itself must 
go through rigorous software hardening routines, such as fuzz and 
penetration testing [9].  Security of the digital twin must start from 
the ground-up, inception to retirement.  Security concerns must be 
incorporated with the organization’s culture [9]. 

IoT systems and CPS are being deployed in the energy 
industry, and there have been instances of cyber-attacks on them.  
Some known attacks include the US electrical grid in 2009, 
Ukraine power outage in 2015, and Stuxnet attacks in 2005 and 
2010 [10].  Common problems can facilitate such attacks, such as 
low power IoT devices have minimal resources and thus they are 
not resilient to denial of service attacks.  A digital twin may create 
yet another vulnerability of an industrial or energy system.   

Atalay & Angin in their 2020 study proposes that the digital 
twin can help to secure a cyber-physical system by establishing a 
security framework.   The framework should contain an extensible 
digital twin that represents the smart grid, a cyber-threat database 
for applicable attack vectors, attack simulation tools, and an 
analysis and reporting module [10].   

The framework suggested by Atalay & Angin starts with the 
creation of the digital twin through specification and reuse of other 
models.  The framework separates the modeling of the CPSs into 
two phases, identification of the elements and their relationships, 
and building the network model using simulation.  By creating the 
digital twin and using models, it is possible to achieve 
standardization through model reuse, utilization of a central threat 
intelligence database of smart grid attacks, and to achieve 
continuity of security evaluation [10]. 

Digital twins may secure physical systems through rule-based 
controls as well as intrusion detection as proposed by Eckhart and 
Ekelhart [4].  They identify a wide range of definitions for digital 
twins.  Some definitions omit simulation and focus on 
visualization, such as implementing augmented reality (AR).  AR 
applications have their security and quality concerns.  Eckhart and 
Ekelhart also explain how a digital twin be used to implement 
intrusion detection for an industrial control system (ICS) or CPS.  
They identify concerns beyond intrusion detection, such as: 

• the origin of digital twins was in the simulation of systems, 
although some authors omit simulation as a benefit of digital 
twins 

• digital twins may have fidelity issues which may limit their 
use 

• digital twins have a lifecycle that follows the lifecycle of their 
physical counterpart 

• proper retirement of a digital twin system is imperative as it 
may contain private and confidential data 

• digital twins may be used for security personnel training or in 
a cyber range as the attack target 

• cost of digital twin creation can still be a prohibitive factor 

Eckhart and Ekelhart refer to their 2018 publication, where, it 
was suggested that previously established specifications of the 
physical system could be modeled with AutoML, virtualized 
within Mininet and other tools, which can reduce the cost of 
creating digital twins [12].  They further proposed that digital twins 
can assist in intrusion detection by offering a baseline of normal 
behavior that can be analyzed and compared to the behavior of the 
physical system to detect outlying and potentially malicious 
activity [12]. 

3. Methodology 

3.1. Collection 

This paper focuses on the analysis of collections of Twitter 
tweets, as well as academic papers.  Scripts have been written in R 
and executed throughout the research period.  More R code has 
been utilized to clean the collected tweets, transform new 
classification data fields, and analyze them for n-grams, mention, 

http://www.astesj.com/


J. Scheibmeir et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 323-330 (2020) 

www.astesj.com     325 

and sentiment analysis. The scripts use various libraries, such as 
the rtweet library as an API to the Twitter social media platform.  
Figure 1 below omits various keys and passwords yet illustrates 
the basics of library import and the implementation of a search and 
data frame store of tweets. 

 
Figure 1: Screenshot of example usage of rtweet library within R Studio 

Three scripts were written to collect tweets for this research.  
The first used a single search criterion, “#digitaltwin”, which has 
collected 3,102 tweets within 21 days of June 2020.  The second 
and third scripts ran for the entire month of July 2020. 422,963 
industry internet of things (IIoT) tweets and 497,174 cybersecurity 
tweets were collected.  The tweets are stored with metadata made 
available via the rtweet API, but not all data has been retained.  
Additional data has been generated and stored such as the industry 
a tweet may mention and the sentiment score (positive or negative) 
of the text within the tweet.  Table 2 lists the acquired and 
generated data. 

Table 2: Tweet data fields 

Field Name Short Description 
created_at The date the tweet was originally posted to 

the Twitter platform 
text Character contents of the tweet 
favorite_count  An integer representing the number of 

times a tweet has been marked as a 
favorite by Twitter users   

retweet_count An integer representing the number of 
times a tweet has been retweeted by 
Twitter users   

country Frequently NA within the dataset and 
sometimes providing the country of origin 
of the Twitter user posting the tweet 

retweet_location Frequently NA within the dataset and 
sometimes providing the country of origin 
of the Twitter user retweeting a tweet 

Industry and 
count 

A list of industries and the count of 
mentions from the gathered tweets 

Sentiment The individual sentiment score of a 
tweet’s text 

Retweet Binomial value indicating if 
retweet_count > 0 

Favorite Binomial value indicating if 
favorite_count is > 0 

 
3.2. Data Preparation and Processing 

Data preparation activities may account for 80 percent of the 
time invested in data science effort [13].  In this study, the 

collection took many days, but the Twitter data was usable 
practically from the beginning.  This is due to the limited search 
criteria used and the nature of the required data (such as we did not 
need the country or retweet_location fields for this research, both 
having many empty or not applicable entries).  The longest time in 
preparation was determining industry mentions and labeling the 
tweets.  Industry and identification keywords for cross-reference 
and classification efforts were collected from the International 
Labor Organization’s web site [14].  Preprocessing was done 
cross-referencing the ILO keywords to the tweet’s text to 
determine the tweet’s topics.  This enabled mention analysis by the 
labor industry. 

In the second corpus of tweets, the labeling of tweets allowed 
the naïve Bayes models to be trained and then tested.  Tweets were 
labeled based upon the search criteria that was used to collect the 
tweets.  This label would consist of either IoT or cybersecurity.  
Eighty percent of the data was used to train the models and twenty 
percent was utilized to test the model accuracy.  Various models 
and parameters were used to predict the correct tweet label.  Other 
preprocessing for the model input parameters included sentiment 
analysis and word lemmatization. The package textstem was 
utilized for word lemmatization and the packages tidytext and 
sentimentr were utilized for the sentiment analysis. 

4. Results of First Corpus Analysis 

The word cloud illustrated in Figure 2 highlights common 
bigrams found within the first corpus of collected tweets, those 
3,102 found with search criterion #digitaltwin, after removing 
common stop words.  While concerning the word ‘security’ is not 
paired with another common word frequently enough to make this 
bi-gram chart, we do see that conversations on Twitter around 
defense, risk, and the industrial use of IoT are occurring, each 
having relevance towards this research.   

 
Figure 2: Word Cloud of Bigrams within the Tweet Collection Text 

The word cloud used in figure 2 omits counts of the actual 
instances of the bigrams.  Table 3 outlines a few common security 
terms and the number of instances they occur within our first 
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corpus, those 3,102 tweets collected by searching #digitaltwin.  
Such terms may occur in one tweet multiple times.  Overall, terms 
such as “encrypt”, or “vulnerability” have almost no mention in 
such tweets and do not appear as a part of the social media 
conversation which is a concerning observation. 

Table 3: Common security terms and their occurrence 

Terms Count of occurrences 
“security”|”secure” 88 
“risk” 212 
“defense”|”defensive” 179 
“iiot”|”industrial iot” 750 
“encrypt”|”decrypt”|”cipher” 1 
“vulnerability”|”threat” 1 

 
Looking at this first corpus of tweets, the percentage of tweets 

containing common security terms make up 10% of the total 
volume of tweets collected using the #digitaltwin search criteria 
within the specified time range, as illustrated in Figure 3.  We 
observe a dearth of conversation within the social media analysis 
towards securing digital twins, which could be used to implement 
the security models needed. 

Figure 3: Most IoT tweets do not mention security topics 

4.1. Most Favored and Most Retweeted Tweets about Digital 
Twins 

Tweets can be favored as well as re-tweeted.  The number of 
favorites indicates the count of unique user accounts that like or 
agree with the content of the tweet [15].  In the first corpus, the 
most favored tweet is also the most retweeted.  It will be discussed 
later in this section.  To provide more breadth of the findings, the 
second most favored tweet is illustrated in Figure 4 [16].  This 
tweet refers to Intel technology and links to a 2015 white paper 
where Intel published best practices to help with IoT sensor 
technology implementation against challenges such as cost of 
ownership, maintaining security, and designing for scalability 
[17]. 

Within the scope of this first corpus, the most retweeted tweet 
is about the use of digital twin used in contact tracing to help 
prevent the spread of Covid-19.  The digital twin was specifically 
built and used to help contain the spread of the virus in Dharavi, a 
location within Mumbai that houses nearly one million residents.  

Many of these residents rely on daily wages.  Living and working 
conditions may reduce or prevent social distancing.  During the 
time of the tweet creation, epidemiologists had credited the 
Dharavi community for their efforts towards containment [18].  
Figure 5 is a screen capture of this most favorited tweet within the 
first corpus [19].  While we cannot confirm the accuracy of the 
tweet, we can recognize from the tweet contents the broad 
application of digital twin usage to monitor, model, and control a 
pandemic.  The nature of such a system and the associated data 
also provide support for why such the system requires a mature 
security posture, to protect individuals and their privacy rights.   

 

Figure 4: Second Most Favored Tweet within the Scope of this Research 

 
Figure 5: Most retweeted tweet within the research scope 

4.2. Mention and Sentiment Analysis 

Studies show digital twins being utilized across industries; 
mention analysis from social media provides an additional 
perspective.  To analyze industry mention among the first tweet 
collection, we crossed referenced the tweets’ text with a list of 
known industry categories [14].  The simple algorithm reads the 
tweet texts and counts industry mentions, including when multiple 
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industries are mentioned within a single tweet’s text.  Figure 6 
illustrates mention analysis results with health, education, and 
public as the top three topics with most mentions within the tweets’ 
text. 

 
Figure 6: Industry mention analysis: health, education, and public are the top 

three mentioned industries 

Utilizing the sentimentr package, each industry group has the 
individual tweet text sentiment scores averaged and placed on the 
chart found in Figure 7.  The sentiment scores from the sentimentr 
package may range from a negative 2.0 to a positive 2.0.  While 
the health and public industries were high in the mention-analysis, 
the sentiment scores for those industry groups are negative.  The 
three industry groups having the highest average sentiment scores 
are engineering, commerce, and energy.   

 

Figure 7: Aggregated sentiment scores grouped by industry 

The tweet in the engineering group having the highest 
sentiment score is given in Figure 8 [20].  This tweet indicates the 
usage of digital twins to assist in the simulation of electric vehicles 
for optimal energy management.   

Today’s electric vehicles market is high stakes. The current 
pandemic threatens the automotive supply chain [21], a Tesla truck 
recently marketed towing a competitor’s vehicle (F-150) up a hill 
[22], and Tesla competitor Nikola Motors saw a one-day stock 

jump of 104% [23].  Security posture is required around the 
intellectual property in this dynamic and competitive market, and 
therefore must be applied to such a digital twin.    

 
Figure 8: Tweet having highest sentiment score within the engineering group 

5. Results of Social Media Analytics of IIoT and 
Cybersecurity Tweets 

Multiple prediction models were created to further inspect the 
tweets.  This included attempts to predict whether a given tweet 
was towards the topic of cybersecurity or IIoT.  Methods such as 
word stems, lemmatization, term frequency-inverse document 
frequency (TFIDF) were utilized in naïve Bayes and general linear 
models. 

A naïve Bayes model that attempted to predict the label, 
cybersecurity or IIoT, of a given tweet using word lemmatization 
and sentiment analysis could predict the label correctly with a 
70.3% accuracy.  While this prediction accuracy is not high, 
perhaps the sentiment coefficient correlations are more telling.  As 
previously stated, security must start with the organization’s 
culture [9].  An organization’s culture consists of the beliefs and 
values of the employees.  Communication incorporating the 
sentiment of the topic may be more influential towards influencing 
behavior or belief.  The sentiment level of the cybersecurity tweets, 
when compared to the IIoT tweets, was higher in the areas of anger, 
disgust, fear, negative, and sadness,  whereas the IIoT tweets 
sentiment level, when compared to cybersecurity tweets, was 
higher in anticipation, joy, positive, surprise, and trust.  Table 4 
lists the average sentiment scores for each classification of 
sentiment by the cybersecurity and IIoT labels.   

Given a tweet is about Cybersecurity, there is a 14.5% 
probability that the tweet is negative, an 11.6% probability that the 
tweet provokes anticipation, and an 11.3% probability that the 
tweet has the sentiment of fear.  This information may be key for 
communicating cybersecurity strategies and plans within an 
organization.  We should consider the sentiment of our security 
posture messaging, and how it fits into the culture, behaviors, and 
values of the communication’s target audience.  

The Term Frequency-Inverse Document Frequency (TFIDF) 
score utilization within a naïve Bayes model had less accuracy, 
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56.3%, compared with the model using both word lemmatization 
and sentiment analysis.  TFIDF does allow us to see important 
words in a corpus, we observe that “bugbountytip” had the highest 
TFIDF score within the cybersecurity corpus at 0.00127. 

Table 4: Sentiment coefficient probabilities on tweet labels 

Conditional Probabilities of IIoT and 
Cybersecurity Tweet Sentiment 

Sentiment Cybersecurity IIoT 

Anger 0.07145 0.03765 

Anticipation 0.11663 0.14300 

Disgust 0.01868 0.01400 

Fear 0.11321 0.06652 

Joy 0.05369 0.07048 

Negative 0.14541 0.07757 

Positive 0.25503 0.35884 

Sadness 0.04404 0.02833 

Surprise 0.03586 0.03683 

Trust 0.14597 0.16677 

6. Application of a Digital Twin as a Multi-Model Security 
Architecture 

Digital twins are commonly used to help monitor, model, and 
control cyber-physical systems.  Engineering a digital twin should 
be done using a systematic approach by performing a needs 
analysis from the physical device and context of the operating 
environment [1].  Needs analysis and environmental context must 
include non-functional requirements, including cybersecurity. 
Securing information confidentiality of these cyber-physical 
systems is a growing concern [24]. Beyond the common monitor, 
model, and control mechanisms, digital twins may also be utilized 
for incorporating multiple security models.   

Several security control models exist.  The information flow 
model is a common mechanism to maintain information 
confidentiality [25].  We outline in Table 5 how the information 
flow model may also work to maintain the integrity of a digital 
twin and its physical counterpart.  Multiple models will need to be 
implemented in the system engineering effort to establish a secure 
posture.  Each model has a strength, such as Bell-LaPadula 
working towards the confidentiality of information [26].  
Furthermore, in Table 5, we indicate how the lattice model, 
incorporating Biba, can work to ensure information integrity.   

The digital twin may also incorporate concepts and techniques 
such as automated policy exchange (APEX) to prevent data 
leakage.  APEX technology works to keep honest people working 
within the guidance of security best practices and policies, as large 
systems and enterprises may have complex policies that not 
everyone is aware of [27].  Using APEX, the digital twin would 
monitor labeled files throughout their lifecycle and use control 
mechanisms, such as deployed agents within the cyber-physical 
system, to prevent or warn on file activities by users.   

Another possible avenue would be for the monitoring portion 
of the digital twin to utilize a System Call Intercept (SCI) 
framework.  SCI works to reduce data leakage by reviewing 
policies of subjects and objects, trapping some specific activities 
before an operating system completing the execution of the activity 
and perhaps suspending the activity completely [28].  Using the 
SCI framework, the monitor and modeling functions of the digital 
twin would use policies to review specific subjects or objects 
(perhaps all users and system components within a zero-trust 
approach) and trap some actions for review before the OS or 
another system component completing the action.  An inventory of 
objects, subjects, and system calls that could be trapped would be 
required to implement such a framework, which will improve data 
protection.  This inventory could be complemented with behavior 
analysis by machine learning models to identify malicious activity.  
Machine learning can be used for countering cybersecurity threats 
and vulnerability mitigation using regression, prediction, and 
classification techniques.   

Table 5 provides high-level examples of how a digital twin 
implementation may satisfy or utilize common security models 
such as State Machine, Lattice, Interference, and Information Flow 
models. 
Table 5: Application examples of a digital twin as a multi-model security schema 

Security 
Model 

Example Digital Twin Application 

State Machine Digital twin control input is first executed within 
the model.  Validation occurs within the model for 
an appropriate output state. The input may be 
rejected before entering the digital twin control 
mechanism for actual processing on the cyber-
physical system. 

Non-
Interference 
Model 

Monitoring and control mechanisms must 
obfuscate users reading (monitoring) and writing 
(controlling) across domains.  This reduces the 
probability of users being influenced by the actions 
of subjects with greater/lesser clearance.  This 
approach may utilize common discretionary access 
control (DAC) across file systems, mandatory 
access control (MAC) through rule-based systems, 
and role-based control.  DAC and MAC limit the 
availability of information objects to certain 
subjects to retain the confidentiality of information 
[29].  

Lattice Model Biba protects integrity by preventing a subject from 
reading lower integrity or lower-level access data 
[29].  Using the Biba Model approach, the digital 
twin modeling process accesses only known 
secured sensors (having a level of integrity through 
controls).  While we may monitor many sensors, 
decision dashboards and predictive analytics 
should utilize only trusted and secured sensors.  A 
matrix of such processes and secure sensors would 
instruct inputs for such high integrity algorithms.  

Information 
Flow Model 

Sensor information flow is one way.  The Digital 
twin may read sensor data for monitoring or 
modeling purposes.  No data is transmitted to a 
sensor to be later sent back, as sensor-originated 
data.  This prevents levels of spoofing sensor data, 
by not allowing writes to the sensor memory.  Any 
PUT type of action to sensors APIs would be 
rejected and logged as malicious intent. 
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Figure 8 illustrates a situation where a population, Bluetooth 
sensors from mobile devices, network paths, and system logic are 
used for the creation of a population’s digital twin.  In this case, 
the digital twin of the population would be used by public health 
officials and the application subscribers for contact tracing.  The 
diagram’s purpose is to provide examples illustrating the concepts 
given in Table 5 applied to a hypothetical contact tracing system. 

 
Figure 8: Applying the multi-model in digital twin security 

 If contact tracing systems were injected with malicious data, it 
could alter the behaviors of a population.  Applying the lattice 
model helps assure that a system having integrity does not read 
from a system or sensor with low integrity.  The lattice model can 
prevent a malicious actor’s device farm from spoofing the contact 
system. To validate the integrity of a sensor or mobile device in 
this case, the system may validate a history of GPS or use human 
interaction to assure the device is not a simulator or otherwise 
driven by a malicious bot. 

Public health officials may instruct the system to deploy 
warning notifications to participants who have opted in to use the 
feature.  However, before deploying the notification, the digital 
twin should utilize the state machine model.  Again, a notification 
could be a malicious message being sent to alarm a population.  

The logic should first model that notification within the digital 
twin.  The modeling should evaluate the message accuracy and 
may even predict how the population may behave to help public 
health officials craft response plans.  If the notification messages 
were not related by a contact tracing scheme, the message may be 
malicious and should be stopped. 

The information flow model is utilized to protect the 
population and their privacy.  The mobile device’s application 
logic allows Bluetooth connections to write to ledgers indicating 
contacts.  This data is anonymized and does not indicate a person’s 
identity.  Writing to this ledger is only allowed by the local mobile 
device which is in the possession of the user.  The centralized 
system does not allow writing to this contact ledger.  The mobile 
device application will pull anonymized alert data from the central 
system.  This data is written to a separate ledger.  The only 
mechanism for the centralized system to send data to the host 
devices is through the SMS push notification mechanism, which 
has levels of security such as users being required to opt-in and the 
state machine model. 

Users of the Population Contact Digital Twin dashboard will 
utilize roles, authentication, and authorization to access the digital 
twin of the population.  Low entitlement users would not have the 
ability to interfere with the population by spying on them using 
inference techniques.  Entitled users, such as medical doctors, may 
be granted access to information having more fidelity to help 
protect the population’s health.  This protects a population using 
the non-interference model with access controls. 

7. Conclusions and Future Work 
7.1. Conclusions 

Digital twins operate from and create new cyber-physical 
system information.  A proper design approach for a digital twin 
should model its cyber-physical system, including its future states.  
In addition to monitoring, modeling, and controlling the cyber-
physical system, a digital twin must also provide security.  This 
fourth element as applied to the prior three digital twin 
requirements allows for a layered approach to securing cyber-
physical systems by implementing multiple security models.  
While past researchers have focused on intrusion detection, this 
article proposes that common security control models such as state 
machine, non-interference, lattice, and information flow models 
can be utilized in digital twin implementation to secure itself the 
associated cyber-physical system.   

In the first corpus of tweets collected in this study by searching 
for #digitaltwin, those referencing security concepts represented a 
small population of 10%.  In the second and larger corpus of the 
collected tweets, the top mentioned industries or business sectors 
were health, education, and public in that order.  The top three 
industries having the highest tweet sentiment were engineering, 
commerce, and energy.  While naïve Bayes models reached only a 
70.3% accuracy at differentiating a tweet that was about 
cybersecurity versus a tweet about digital twins, the sentiment 
findings of the messages leaned towards negative messaging from 
the cybersecurity tweets.   

7.2. Future Work 

 Most of our research utilized social media, which can be time-
consuming to prepare such data and has limits in what it can 
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contribute.  Future research should include detailed case studies of 
direct implementation which would strengthen the approaches 
proposed in this work.  The sentiment findings of cybersecurity 
tweets deserve further research as other researchers have stated 
that security must start with an organization’s culture.  The 
implication of negative messaging on an organization’s 
cybersecurity posture and culture needs to be studied.  
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 Currently, increasing penetration of the Wind Energy Conversion System (WECs) in Power 
generation systems has influenced the supply of electrical power reliability for the 
consumer in comparison with other traditional sources. In this paper, the performance and 
efficiency of a new optimization approach referred to as the “Differential Evolution 
Optimization Algorithm” (DEOA) to measure the reliability of power adequacy systems 
(RPAs). The proposed intelligent algorithm which relies on the Population-based 
Intelligent Search (PBIs) technique is viewed as a feasible alternative for the Monte Carlo 
simulation (MCS) method in the assessment of the non-chronological system. The benefit 
of utilizing this algorithm is apparent in the manner it expedites the calculation and 
achieves greater precision with less calculation effort. Additionally, there is a deeper 
understanding of the effect of the increasing levels of wind energy on generation adequacy 
from the WECs sources to satisfy future power electricity demands. In addition, the 
effectiveness of the suggested algorithm in assessing the RPAs was compared to the 
analytical and MCS method.  
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1. Introduction  

The inconsistent nature of wind energy presents challenges to 
the planners and operation personnel of power plants. Therefore, 
it is now crucially important to assess the extent that power 
impacts the dependability and sufficiency of the power being 
generated by existing plants. In assessing the penetration of the 
wind power from the WECs based on the nature of the wind can 
be complicated as it involves a number of critical issues that have 
to be taken into account when designing the WECs, such as the 
speed and power of the wind. To design a method for estimating 
wind production necessitates a massive amount of historical data 
of wind velocity so that the stochastic nature of the wind at a 
particular location can be accurately simulated. Another possible 
option could be to use a dependable stochastic simulation 
technique for the generation of the time series artificial of the 
wind speed. 

Analyzing how adequate the PS is possible through the 
identification and evaluation of failure states, which are situations 

when customer demand for power cannot be met by the power 
system, hence, making it necessary to practice load shedding to 
ensure the maintenance of the system integrity. Due to the fact 
that there are numerous potential failure situations [1], [2], it may 
not be practicable to directly count and estimate it all even in 
cases of medium-size power systems. 

Currently, RE sources usually combined with the 
conventional electrical grid for generating less polluting energy; 
as for example WTGs [3]. As a result, the estimation of the 
reliability index for unconcentrated resources such as wind 
energy is complicated [4]. As such, new tools need to be used to 
assess PS with the wide presence of wind energy sources [5]. 

Evaluating the dependability of PGS is typically performed 
by simulation or analysis approaches. The majority of authors in 
[6] focused on assessing the dependability of PGS in wind farms' 
basis of analytic approaches. The MCS method offers an accurate 
estimate of the dependability indices. Therefore, the MCS would 
be beneficial for such a purpose, but it requires considerable 
computational work which is time-consuming and should be 
avoided if convergence efficiency is critical [7]. This research 
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offers a replacement for the MCS and PBIs method [8],[9]. This 
optional approach method is used to identify a num ber of 
possible failure situations to facilitate the adequacy indices of the 
system. 

  Numerous PBIs approaches are possible for intelligent 
research, epitome for these algorithms like the BPSO, ISSPs, 
OGA, EC, BPSO, and BCA [10]–[13]. Although some research 
has been done on the dependability of the generating systems, 
there is still a need for approaches that are more appropriate and 
which offer greater computational flexibility and are more 
realistic in representing the desired PGS adequacy [14]–[17]. 

Models are needed for the simulation of the stochastic 
characteristic of PGS behavior, which is not a new issue for 
population-based intelligent research approaches. However, it has 
emerged as an important issue when wind sources and the PS are 
combined and taken into account. This paper suggested a novel 
algorithm known as “DEOA” to lower the time amount cost of 
the computation to simulation pattern in the non-SMCS and other 
Optimization Algorithms by enhancing the checking efficiency in 
a given area state-space employing a PBIs approach. DEOA is 
based on the meta- heuristics searching employed in simulating 
the generating system's operation and taking into account the not 
expecting failure of current systems and the instability of “WECs” 
energy. DEOA exhibited benefits in the form of higher 
computational speed, utilizing a relatively uncomplicated 
structure, providing ease-of-use, and was shown to be highly 
robust. Besides, the numerically simulated solution was 
compared with the MCS-related Work. It also explains the 
impacts of wind energy capacity from the WECs on power 
systems to attain at the level of the incremental peak load 
capability. 

LOLF Loss of Load Frequency 
LDC Load Duration Curve 
RI Reliability Indices 
LH load levels  
PNS Power Not Supplied 
LOLP Loss of Load Probability 
WDM Weibull distribution model  
WPG Wind Power Generation 
BPSO Binary Particle Swarm Optimizations 

MSGA Modified Simple Genetic Algorithm 
RTS  Reliability Test System 

 
2. Assistant Theoretical Materials 

2.1. Assessment of Conventional Generation Systems Adequacy 

Analyzing the reliability of electrical energy systems is 
important to determine PGS adequacy and for possible future 
increase in the system capacity. This is to ensure adequate 
availability of power to satisfy consumer requirements for 
particular installed system capacity. As a result, the could be 
utilized as an element of the quantitative conditions in a power 
generation system in planning for the system’s risk paradigm. In 
this study, the essential evaluated were utilized in facilitating the 
approximation of the PS dependability level of their “Loss of 
Load Frequency (LOLF)", “Loss of Energy Expectation (LOEE)", 
and “Loss of Load Expectation (LOLE)". 

Load designs system are normally non-sequential or 
sequential paradigms that can be used with various Optimization 
Algorithms approaches. The sequential Load Duration Curve 
scheme (" LDC") can, for epitome, can create values of load 
demand hourly states, the implication being that around "8736 
Hours" separate states can be logged per annum [18]. The annual 
LDC approach for IEEE-RTS-79 - 96 is presented in Figure 1. 

 
Figure 1:  Annual LDC model for the RTS 

To attain elevated levels of RPAs and the PGS valuation, the 
best design of RI has an important role in designing and 
developing a successful generation system [19]. Estimates of the 
LOLE, LOEE, and LOLF are made based on the attained capacity 
states' collections and load characteristics. In this study, denoted 
the discrete states for the load levels (LH) at a time (t). The “Loss 
of Load Probability” (LOLP) is estimated as equation (1): 

∑ =
⋅⋅=

sa

j jjji CopyPSLHLOLP
1

)(                           (1) 

where: 

sa = total number of state arrays, and 

Sj = status of the system state. 

Nomenclature 
WECs Wind Energy Conversion System 
RPAs Reliability of Power Adequacy Systems  
PBIs Population-Based Intelligent Search 
DEOA Differential Evolution Optimization Algorithm 
MCS Monte Carlo simulation 
SMCS Sequential Monte Carlo Simulation 
PS Power System 
RE Renewable Energy 
WTGs Wind Turbine Generators 
PGS Power Generation Systems 
ISSP Intelligent State Space Pruning 
OGA Optimization Genetic Algorithm 
EC Evolutionary Computation 
PSO Particle Swarm Optimization 
BCA Bee Colony Algorithm 
LOLE Loss of Load Expectation 
LOEE Loss of Energy Expectation 
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In a failure state, the status value will=1; while in a successful 
state, the status will=0, this refers to the status of the load demand 
satisfaction  [20]. equation (2) displayed the values of the LOLE 
annually:   

∑ =
=

8736

1
)(

j jLHLOLPLOLE                                        (2) 

Estimated the megawatts of the PNS by used equation (3): 

∑ =
−⋅⋅⋅=

sa

j jijjji CapLHCopyPSLHPNS
1

)()(      (3) 

                ∑ =
=

8736

1
)(

j jLHPNSLOEE                               (4) 

Equations employed to calculate the components of the LOLF 
index [19] as:  

             ∑ =
⋅⋅=

sa

j jjji CopyFGSLHLOLF
1

)(               (5) 

                      ∑ =
=

8736

1
)(

j jLHLOLFFG                         (6) 

[ ]∑ = −−⋅=
8736

1 1)()(
j jjj LHLOLPLHLOLPVFL         (7) 

            ][][ )()( LHLH FLFGLOLE +=                               (8) 

 

2.2. Wind Speed Paradigm 

Simulating of wind speed/velocity to study WECs 
performance and dependability was done and reported by  [21]. 
The sequential WECs simulation model involves   the generation 
of hourly wind speed data over a given perio  and specified site. 
The main challenge in maintaining the reliability of PGS is the 
fluctuation nature of wind power. It is therefore necessary to 
develop an appropriate wind velocity model before proceeding to 
analyze the system reliability. 

The majority of research recently done dependent on the 
Weibull distribution model (WDM) to signify the hourly 
fluctuations in the annual mean wind velocity. The level of wind 
turbine generated power at a given wind site depends on the mean 
and standard variation of the wind velocity. Based on the 
assumption that the WDM is able to change particular variables 
such as the shape (b) and the scale (a), it is normally used for 
simulating wind speed fluctuations. Thus, the inverse transform 
function for the WDM in [22] in equation (9) can be employed  to 
simulate the wind speed s. 

                    [ ]bHLnas /1)(−=                                           (9) 

 

where; a and b = two parameters for the WDM; 

H = random variable;  

s = wind speed. 

By applying the wind speed that generated by using the 
equation (9) to the wind turbine units output model, the turbine 
units power output is as shown in equation (10). 
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P

0
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       (10) 

where 

ws = wind speed (m/s), 

Vci = WTG cut-in speed (m/s),  

Vco = WTG cut-out speed (m/s),  

Vr = WTG rated speed (m/s),  

Pr = WTG rated power output (MW).  

The constants A, Bx, and Cx have previously been calculated 
by [22]. 

3. Methodology  

Two programs based on the simulation method have been 
developed using MATLAB. The first simulation program was 
developed to simulate the variations of wind speed using WDM, 
which was utilized for an estimation of the parameters “a” and 
“b”, that were deuced form wind speed data. Consequently, 
during the simulation process, the two parameters (a, b) will 
generate wind speed variations at any time. Additionally, the 
program can estimate a wind power result from the wind turbine.   
Figure 2 shows models for wind speed generation and output 
power simulation. The second simulation program is based on the 
DEOA technique to evaluate the dependability of the PGS and, 
wind power penetration consideration is incorporated in the 
generating capacity adequacy evaluation. According to the steps 
taken as stated in reference [22], the RI was calculated utilizing 
DEOA algorithm as shown in Figure 3. 

 
Figure 2: Diagram of speed and wind power for the turbine unit 
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4. Outcomes Analysis 

4.1. Simulation Outcomes of Speed & Power Wind 

This study explains the possibility to generate wind energy at 
different levels which parallel the probability of wind speed 
fluctuation, therefore, the wind power model can generate wind 
energy with different abilities states as instant at hourly. One of 
the features of the wind speed is that the turbine output power is 
determined subsequently when the hourly wind speed is obtained. 
The simulation of the profiles of the speed of the wind was 
employed to simulate ability states from the simulated generation 
of wind output power.   

There is a need to examine the power output from the wind 
farm,   to obtain a better picture of the selected site so that the 
WDM parameter, a, is set as the mean wind speed and b=2, is the 
usual wind characteristic [23]. The particular WTG 
characteristics employed here are the 4, 25, and 19 m/s (cut-in-
speed, cut-out-speed, and rate speed) and at a rated power of 2 
MW [22]. Figure 4 shows the forecast for hourly wind speed over 
a year, and also indicates the simulation wind power output for 
WTG (with 85 WTG) with a power rate of 2 MW for a similar 
period.   

 
Figure 3:  Diagram of reliability indices assessment using DEGA 

4.2. Cases Running the Algorithm 

This study  develops and tests  a method for evaluating the 
reliability of PGS using WECs with two dissimilar test systems 
(“IEEE-RTS-79” & “IEEE-RTS-96”), to validate how  the 
DEOA performs to assess the dependability and sufficiency of the 
PGS. Meanwhile, it tests the efficiency of the proposed algorithm 
to evaluate multiple penetration-levels of wind energy. 

The test systems “IEEE-RTS-79 and RTS -96” have 32 and 
96 generating units respectively, with the capability to generate 
power ranging approximately from (12- 400  MW), with a total 
power supply of 3405 and 10215 MW respectively, at 
approximately (2850 MW) and (9000 MW) peak load [24], [25]. 
Figure 5 showing the diagram of the single area of the system 
RTS-79, and Figure 6 showing the outline of the RTS-96 of three-
areas interconnected through merging three single areas from the 
RTS-79 system. 

Run I: Valuation of Algorithm Performance for the “RTS-79” 
System 

The designs of the variable control values for the proposed 
DEOA algorithm was documented as displayed in Table 1 [26], 
during applied at the “Test System- 79 & 96” 

 
Figure 4: Wind forecasting and simulation of the wind MW generation for one 

year 

The DEOA algorithm was applied for 100 iterations run 
consecutively in matching conditions as previously stated, to 
verify the robustness and confidence of this algorithm. The results 
of the various implementations are presented in Table 2. The 
results achieved from the DEOA were compared with those of 
[27]. Figures 7 and 8 show that following runs of 100 iterations, 
the values were wavering in the region of the real value. 
Repetitions of the runs of the experiment applying the algorithm 
displayed that this algorithm was highly accurate when 
determining the RI. 
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Table 1: The control values for the proposed algorithm 

Parameter DEOA 
(RTS-79) 

DEOA 
(RTS-96) 

Population size 60 100 
Generation limit 100 150 
Crossover probability 0.6 0.6 
System Capacity (MW) 3405 10215 
Mutation probability High 0. 1 0.6 
Mutation probability Low 0.6 0.05 
Load max 2850 MW 9000 MW 
Threshold probability 1e-15 1e-20 
Stopping Repetitions   100 150 

 

 

Figure 5:  Diagram of single area for the system RTS-79 

Table 2: The DEOA algorithm compare with analytical method through runs of 
the algorithm (100) times 

Method   Reliability Indices Error 
(%) LOLE 

(hour/year) 
LOEE 
(MWh/ye
ar) 

(Accepted value) 
Analytical method  [30] 

9.39418 9.3670 0.28 

(Experimental value) 
DEOA method 

1176.00 1120.00 4.76 

The consequences outcomes of the DEOA algorithm were 
compared with those of other optimization genetic algorithms 
earlier mentioned in [28], [29], as shown in Table 3. Comparisons 

of these outcomes were made. The absolute values utilized for 
these comparisons were from a single turn one mploying 
"MSGA", & "DEOA". 

The computation effort of the proposed method was also 
assessed and a comparison was made with those of "MSGA", 
"MCS", and "DEOA" as shown in Table 4. On the other hand, 
comparison of the simulated proposed method with MCS was 
halted when the coefficient of variation level was approximately 
5% [29]. This comparison was performed with absolute values 
obtained from a single turn on of the DEGA and MSGA. 
Evaluating the computation time of the DEOA, as presented in 
Table 4 was shorter compared to other methods. Hence, the 
suggested DEOA exhibits benefits such as enhanced computation 
speed, by employing a simple structure. 

 
Figure 6:  Diagram of three-areas interconnected for the system RTS-96 

 

Figure 7: Calculation of estimated LOLE with 100 repeated runs for the RTS-
79 System 

 
Figure 8: Calculation of estimated LOEE with 100 repeated runs for the system 

‘RTS-79’ 
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Table 3: Compare the DEOA algorithm RI results for RTS-79 with accepted 
value 

Reliability Indices Experimental value 

MCS 
[26] 

MSGA 
[28] 

DEOA  

LOLE (hour/year) 9.371 9.324 9.370 

Error (%) 0.244 0.745 0.255 

LOEE (MWh/year) 1197 1163 1178 

Error (%) -1.785 1.105 -0.170 

LOLF (occ/year) 1.9190 2.0030 2.300 

Error (%) 0.00 4.37 19.85 

Table 4: Comparison of the runs time between MSGA, DEOA, and MCS 
methods 

Techniques Experimental value 

MCS MSGA  DEOA  

Runs= 200 Runs= 750 Runs= 100 
LOLE (hour/year) 9.541 9.324 9.37 

Time (sec) 372  177  4  

 
Run II: Valuation of Algorithm Performance for the “RTS-96”  

In this run, the control parameters values had been setting 
beforehand as shown in Table 1. The tuning for the failures data 
for Generating stations was in line with previous data provided by 
[30]. The result of the DEOA was compared to those of 
Optimization algorithms declared by [31], as shown in Table 5. 

In this paper, the percentage of error was considered, where the 
percentage error for individual values of the proposed DEOA 
algorithm was compared with individual values of the other 
techniques, as displayed in Tables 2, 3, and 5. On the other hand, 
the error percentage shows the effectiveness of the proposed 
DEOA algorithm in presenting separate values, large positive 
values of the error indicate a considerable deviation in the 
predicted value from the real one. 

Table 5: Results of the RI for the system RTS-96 utilizing the DEOA method 

Techniques Reliability Indices  

LOLE 
(hour/year) 

Error 
(%) 

LOEE 
(MWh/year) 

Error 
(%) 

Analytical 
method   

0.1380 - 24.26 - 

MCS 
Algorithm 

0.1400 -1.44 23.97 1.195 

DEOA 
Algorithm 

0.140 -1.44 26.21 -
8.037 

 

Run III: Valuation of Performance SMCS with WPG for “RTS-
79” System 

In this study, the SMCS method was employed to recompute 
the RI (for RTS-79 System) for comparison with the DEOA 
algorithm. From the simulation, Figure 9 shows what the system 
is capable of based on the conventional and the unconventional 
units. Figure 10 however presents a whole PGS  and what it is 
capacity of, based on the simulation of the  process overlaid 
together with the sequential  load model and Figure 11 shows the  
LOLE, LOEE, and LOLF for 200 selected SMCS sampling years. 

 

Figure 9: Available capacities obtained from conventional and unconventional 
units 

Some intersections observable in Figure 10, which means that 
the available electrical power generation from the PGS 
insufficient for meeting the required load.     

 

Figure 10: Simulation process shows the available capacities of the system, 
superimposition with the load paradigm 

Run IV: Valuation of Reliability Indices for DEOA with WPG 
for “RTS-79” System  

For peak demand load (2850MW) and 170 MW combined 
with wind energy, the RI the for “RTS-79” derived was from the 
Optimization Algorithm and the new proposed DEOA approach 
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as shown in Table 6. The MCS might be utilized for choosing 
failure states for the systems. However, due to its reliance on 
proportionate sampling, its effectiveness in the detection of 
failure states could be diminished. According to the results 
indicated in Table 6, the SMCS method could lead to extremely 
poor convergence time. Additionally, the DEOA provides the 
most efficient computation as well as easy usage in comparison 
with other algorithms. 

Figure 11: The reliability indices LOLE, LOEE, and LOLF for 200 samplings 

Table 7 presents the outcomes of five models previously 
discussed [32] in comparison with those of DEOA. These 
techniques, computed the RI employing the MCS approach with 
variable wind Speed models (the actual wind speed recording data, 
Markov method, ARMA distribution model, Weibull distribution 
model, and Normal distribution). It was obvious that the 
outcomes derived from the use of the DEOA algorithm had values 
which were about the same as those obtained from using real wind 
speed data in the MCS approach. 

Table 6: Comparison of the runs time between DEOA, BPSO, and SMCS 
Method 

Proposed   
Methods 

LOLE 
(hour/year) 

LOEE 
(MWh/year) 

Time 
(Sec) 

SMCS 
Algorithm 7.550 941.070 64.641 

BPSO 
Algorithm 7.430 823.780 8.979 

DEOA 
Algorithm 7.450 1318.340 4.00 

 

Table 7: Comparison between suggested methods in literature and proposed 
DEOA method  

Techniques LOLE 
(hour/year) 

LOEE 
(MWh/year)  

MCS technique with Actual 
wind data  

7.450 908.70 

MCS technique with Markov 
model  

7.470 918.10 

MCS technique with ARMA 
method  

7.120 884.90 

Techniques LOLE 
(hour/year) 

LOEE 
(MWh/year)  

MCS technique with Weibull 
model  

7.780 976.70 

MCS technique with Normal 
model  

6.950 858.50 

Proposed DEOA with Actual 
wind data 

7.450 1318.34 

 
In real PGSs the LOLE index is used more often for the 

generation of adequacy analysis to determine sufficiency. On the 
other hand, the LOEE indicator is used for complex 
generating/transmitting of the adequacy analysis [33]. This means 
that outcomes presented in the tables are for assessing the PGS’s 
dependability and sufficiency, which took into account  the level 
of precision of LOLE from the suggested DEOA approach with 
shorter computation time in comparison with other approaches. 

The proposal of an intelligent algorithm to assess the PGS is 
shown  as a feasible replacement for the Non-SMCS in the 
evaluation of the non-sequential systems. Thus, this algorithm 
lowered the computation time needed to calculate the Non-MCS 
approach, which is efficient but does not take into account time-
based phenomena, including the frequent computation 
interruptions of the LOLF and the duration indicatots (LOLD). 
This means that outcomes in tables that assess the LOLF indicate 
poor precision from the suggested PBIs approaches with shorter 
computation time in comparison with other approaches. 

Run V: Valuation of Reliability Indices with Wind Power 
Penetration for the “RTS-79” System Using DEOA 

In this section, the DEO algorithm is applied to examine the 
effects of wind power capabilities generated from WTGs on 
power systems to attain dependability indicators at a similar level 
to additional peak load capacity. The Weibull distribution 
approach was employed to simulate hourly repeating wind speed. 
Figure 12 shows the the simulation  results of the forecast forecast 
for hourly wind speed and wind power output for several installed 
WTG units with a power rate of 2 MW for a year. The number of 
additional wind turbines that have been attached to a PGS is 
commensurate with the proportions of the wind power 
incorporation. Where the rate of penetration of wind energy 
ranges from 5% - 30% generates the output of wind energy ranges 
from 170 - 1020 MW from number WTG units (from 85 – 510). 

This paper also examines the choice an appropriate 
penetration level of wind energy to attain a level similar to that of 
traditional PGSs. The DEO algorithm was used to analyze the 
RTS-79 system cases with changes in the number of WTG units, 
and changes in the penetration level of wind energy. 

The effect of the wind energy penetration rate as a result of 
the number of available WTG units was tested on the values of 
reliability indicators for generation systems. Table 8 shows the 
different wind energy penetration levels (%), the number of WTG 
units and the output power of the WTG units, as well as the values 
of reliability indicators LOLE, LOEE. 
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Table 8: The wind power penetration beside on reliability indexes and 
percentage of installed capacity 

Wind 
Pen. 
Rate  % 
 

No. of 
WTG 

Product 
Power 
(MW) 

LOLE  LOEE  

5% 85 170 7.45 1318 

10% 170 340 6.38 1364 

15% 255 510 5.44 1214 

20% 340 680 4.78 1256 

25% 425 850 3.93 1079 

30% 510 1020 3.60 1035 
 

It is seen that the values of LOLE and LOEE are decreased 
for the RTS-79 system with additional WTG units.  Figures 13 
and 14 show LOLE and LOEE indicayors and the role of some of 
the WTG units added to RTS-79, where each WTG unit has a 
rated capacity of 2 MW. 

Besides, it is noted  that the LOLE value is lowered 
considerably in the event  the wind energy penetration rate ranges 
from 5% to 20%; after which the rate of decline is relatively  
insignificant, implying that  increasing the wind energy 
penetration to higher rates will have less effect in reducing the 
values of reliability indicators. 

5. Conclusions 

Both MCS and PBIs approaches have been used to assess the 
reliability of generating system combined with wind energy. 

This paper presented a comprehensive performance 
clarification of the suggested technique for assessing the electric 
power systems dependability, such as; DEOA. The suggested 
intelligent algorithm which depends on the PBIs approach is 
viewed as a feasible alternative for the MCS in the assessment of 
non- sequential systems. 

Furthermore, this study introduced the novel DEOA 
algorithm with WDM to assess the dependability of the PGSs 
combined with WTGs. It was shown that with the application of 
the proposed approach, it was likely that there would be 
simulation of the wind speed at a given hour for assessing the 
dependability of the power generation system. The main 
improvements achieved in this study are as presented below: 

• Using the DEOA as an alternative to MCS for guided 
intelligent searches. 

• The repeated runs of the experiment with the algorithm 
displayed the algorithm’s elevated precision level when 
determining the RI. 

• Incorporating WTGs into the power generating system, to 
revise the dependability evaluation process to adapt to this 
change.  

Figure 12:  Wind forecasting and simulation of the generated wind energy for a 
year 
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Figure 13: Shows the number of WTG units added to RTS-79 as a function for 

an estimate of the LOLE indices 

 
Figure 14: Shows the number of WTG units added to RTS-79 as a function for 

an estimate of the LOEE indices 

On the other hand, RTS test system was used to make a 
comparison of the achievement of the DEOA with the 
conventional MCS to indicate the effectiveness of the proposed 
algorithm. 

Besides, selecting an appropriate penetration level of wind 
power and determining its effect on the PGS and the essential 
element of investigating the potential of the wind energy source 
as a replacement for sustainable energy generation. Also, 
increasing the penetration rates of wind energy to higher rates will 
have less effect on reducing the values of RI. 
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 A grid is a system that can manage and organize services and resources that spread amongst 
different control domains, employ interfaces and protocols, and offer a high quality of 
services. The integration of Multi-Agent Systems (MAS) with a grid environment 
significantly affects grid performance. MAS is considered a suitable solution for open 
systems that modify frequently. Grid offers a wide range of resources for its users, and some 
of these resources might not be used or utilized for some time before any new jobs come to 
the grid for processing. Usually, these resources are accumulated in massive data centers 
to cater to the grid users' growing demand. This accumulated will lead to consuming a 
considerable amount of electricity for their operation. The ever-increasing usage of grid 
computing has led to an increase in electrical energy usage by massive servers in their data 
centers. In this paper, we have proposed an automated system composed of modern agents 
that can be used the power wastage resulted from inactive servers inside the data centers 
for a specific amount of time. The proposed technique depends on switching inactive virtual 
and physical machines to lower power positions (Sleep/Wakeup or switched off) while still 
preserving customers' performance requirements. The Automated system has been tested 
and evaluated using the Jade tools. The results show that the newly proposed method can 
reduce power wastage for inactive grid resources.  
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1. Introduction  

This paper is an extension of work presented initially in the 
ITT2019 conference [1]. Grid computing is an improved 
technology that involves a pool of linked machines that be owned 
by numerous organizations in diverse locations to construct a 
distributed system. The grid system can be accustomed to working 
with complicated scientific and business problems. It is created to 
assist in the sharing of distributed and diverse resources and to 
simplify resolving a considerable volume of computing issues [2]. 
The essential purpose of grid computing is to improve reliability, 
cut the cost of computing, and enhance flexibility by changing 
computers from an object that we purchase and operate privately 
to an object managed by a third organization [3]. However, grid 
computing is encountering various challenges, such as finding the 

right resources and decreasing the number of discarded jobs [4], 
[5]. Figure 1 displays an example of a grid computing environment 
[6], where the grid may contain different types of resources which 
need a resource management system in order to coordinates them.  

The grid structural design shown in Figure 2 contains the 
following components [7]: a grid portal, which is also named a grid 
interface. It is used by the authorized grid clients to access the grid 
providers (resources). The portal should hide the complexity of the 
grid from clients by employing an uncomplicated interface. In this 
manner, it enables the sorting of grid job requisites.  

The second element is the grid broker, where this element is 
described as the core of grid computing. It performs critical jobs in 
creating an effective grid system by connecting the user demands 
to the grid providers to fulfill the clients' tasks. The broker is also 
responsible for reducing transmission delays and increasing the 
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resource assigning jobs through resources by avoiding the 
depending on a certain one. The grid broker's primary role is to 
locate and reserve the most appropriate support for the users’ tasks. 
The broker receives the requests from the clients and sends the 
job’s description files to the clients' requirements is responsible for 
monitoring the running tasks and hands over the outputs to their 
related users. To process the grid users' requests, the broker asks 
the Replica Catalogue Information Service to locate the available 
resources and data in the grid. 

 
Figure 1: Grid Computing Environment 

 
Figure 2: Grid Architecture. [8] 

The third element is the Information Service. It is the directory 
service of the grid, where the grid keeps the information about all 
grid resources (nodes) and all the running jobs on those nodes. The 
grid resources have to register and update their information with 
the Information Services and their available resources. The grid 
broker retrieves all the information about the available and free 
resources from the Information Services. The information stored 
in the Information Services can be dynamic or static. The static 
information is employed to specify the operating system 
specifications and hardware requirements. In contrast, the dynamic 
information is associated with the current job running on the grid 
resources, the type of software specification, the available time in 
resources,  disk space, and policies. 

Replica Catalogue (RC) is the fourth element. RC is the 
directory that presents information, which helps in locating the 
saved data in the grid. To simplify employing the grid's data, the 
grid broker requests the RC for information about locations of the 

data in the grid and the way to identify the access mechanism 
needed to utilize this data. 

To locate the best resources for the grid clients' requests, the 
grid broker gets the job specifications from the grid portal and 
looks for the suitable resources that can fit these specifications. For 
this purpose, the broker inquires for resources information and the 
data stored in the grid from the Information Service and the 
Replica Catalogue. Later it chooses the resource or resources that 
able to fit the job specifications.  

Processing and modeling jobs have grown to be more 
complicated as the system scopes increased. Accordingly, it is 
difficult to carry out tasks with such an extensive system using 
centralized methods. Multi-Agent System (MAS) presents an 
excellent manner for delivering control. It also can be used to 
explore and change the local communications amongst entities [9]. 
Furthermore, artificial intelligence mechanisms can be combined 
with it. Intelligent agents are incorporated to operate autonomously 
in a changing environment. The intelligent agent also has the 
following main features: [10]. 

• Autonomy: the power to behave dynamically to a particular 
point in support of the clients and programs and adjust how 
agents accomplish their jobs. 

• Cooperation and Communication: the power to cooperate and 
communicate with other agents to swap information, receives 
orders, and respond. 

• Learning: the power to enhance the performance steadily 
while behaving with the external world. 

• Re-activity: the ability to react to exterior calls and moderate 
the agents behave concerning these calls. 

• Pro-activity: the ability to create choices as a consequence of 
internal evaluations. 

In this introduction, we have introduced some background 
about Grid and MAS as a suitable solution for open systems, such 
as Grid, that modify frequently. This paper is organized as follows. 
Section 2 introduces related works to this research. Section 3 gives 
the system model. The experiment and results are presented in 
Section 4. Lastly, the conclusion of this research is given in Section 
5. 

2. Related Works 

In recent times, combining the MAS with grid computing has 
taken the interest of lots of researchers. Most topics that have been 
concerned in the area of grid computing are how to achieve better 
use of grid data storage, service distribution, infrastructures, cost, 
and energy efficiency. Nevertheless, the worry in the agent 
environment's area is on the intelligent side of agents and the 
procedures that can be exploited to solve complicated problems. 

The authors in [11] suggested a multi agent system that can 
support the growth of the IDAPS micro-grid where this proposed 
system includes a DER agent, database agent, and control and a 
user agent. The Agents transmit their requirements using a TCP/IP 
protocol embedded in the IEEE FIPA standard to assure the system 
capability. In addition, authors in [12] suggested a model for agent-
based grid computing (AGEGC). Based on their model, AGEGC 
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was created by using the MAGE (Multi-Agent Environment) 
platform. This research included various levels, such as; 
information tier, knowledge tier, service-oriented tier, and 
operating system tier. AGEGC focuses on service-oriented tier 
provided that current processing system.  

In recent times, there are many paradigms concerning the 
growth of agent systems, such as; MOLE [13],  DMARS [14], 
RETSINA [15]. Lots of companies are contributing to building 
characteristics for standard agent models; for example, OMG [16] 
KSE [17] and FIPA [18]. 

Garimella in [19] employs a new preserve server that works in 
assistance with the Dynamic Soft Real-Time system [20]. The 
purpose of the Garimella system is to reserve the resource of the 
CPU beforehand. By using this system, the user request for some 
quality of service conditions. E.g. of that the percentage of CPU 
needed and the beginning time and the duration. Once the request 
for the preservation is begun, the reserved resources are ready to 
be reachable for the users. One more proposed model is the 
Resource Broker (RB) presented in [21] merged with a new 
preserve server shown in [19]. Both system have continual and 
quick response times and numerous negotiation probability for the 
users. Nevertheless, the volume of re-negotiation introduces an 
extra-large cost to the system, in the event of an unpredicted lack 
of resources.  

The authors in [22] presented several algorithms for keeping 
an improved preservation approach for supercomputer scheduling 
systems. Those algorithms improve traditional organizing 
techniques by combing the reservation demand mechanism with 
scheduling regular tasks mechanism. Using this way of 
reservations, let clients ask for more than one resource in parallel 
from the scheduling systems at the same time. However, the 
mechanisms used in [22] preserve the whole time slot, which 
means the resources are not carried on in a distributed way by 
multiple users for the same amount of time.  

3. System Model 

Our suggested architecture is adopted from the grid 
architecture in [23], as shown in Figure 3. It employs Client/Server 
architecture since it is the most famous architecture in the 
heterogeneous system [24]. Our proposed architecture uses multi-
tier architecture, considering that there is a necessity for the parted 
database to save the grid resources' location. Our grid architecture 
includes the following entities; the grid portal, the grid broker, and 
the grid resource providers. 

A grid portal is an interface for an authorized client to send 
their jobs to the grid. A portal should hide the complexity of the 
grid from clients by employing an uncomplicated interface. In this 
manner, it enables the sorting of grid job requisites. The grid 
broker can connect with agents that operate, control, and support 
both the grid clients and grid resource providers. The broker is an 
agent handler who organizes and monitors the running jobs and 
maintains the grid clients updated with their running jobs. 

The grid broker in this paper is moved from operating as a 
database warehouse that saves the available resources and 
conditions and matches the clients' jobs with these resources into 
an agent manager with the ability to control event creations and 
create and eliminate several agents in the system. The grid broker 

in our proposed architecture, is a MAS that can interconnect with 
the grid system on account of grid users to find the information 
regarding grid resource provider whom they can fit the users’ 
requirements and choose the best one among them. Furthermore, 
our advanced system can provide and monitor the implementation 
of the jobs and support the grid users with live feedback 
concerning the job processes.  

 
Figure 3: System Architecture 

The grid broker is split into three primary entities. The first one 
is the monitor & scheduler. This entity is in charge of getting the 
grid clients’ tasks and deciding the best available resource 
providers. The scheduler requests all data about the available 
resources from the Information Service entity and the data 
information saved in the Replica Catalogue (RC) entity. The 
monitor has the authority to monitor and provision the currently 
running jobs in the grid resource providers. The grid broker might 
have the improvements and ability to split clients' tasks between 
multiple resource providers to cut the cost and speed up the 
operations. 

After the Monitor & Scheduler transmit the jobs to the 
available resource(s) for processing, it receives frequent feedbacks 
from the agents at the resource providers to verify the standing of 
the processing jobs and the percentage of the job completed to the 
grid broker. This point helps the grid broker to provision the 
running jobs' accomplishment, and by its turn, it will help 
determine an alternate resource provider(s) in case of failure at any 
point. The local agent at the resource providers is similarly in 
charge of updating the grid broker as the job is finished. 

The resource provider can include several physicals and virtual 
machines. The Hypervisor in every machine is in charge of 
organizing and generating virtual machines on the upper of every 
physical machine. To react to the fast development of clients' 
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requests for data processing ability and storage, grid resource 
providers create a massive amount of data centers throughout the 
world. The grid datacenters typically include a large number of 
interconnected resources from physical machines and virtual 
machines, which will consume a considerable amount of electricity 
for their operations. 

The proposed system depends on switching inactive virtual and 
physical machines to lower power positions (Sleep/Wakeup or 
switched off) while still preserving customers' performance 
requirements. The local agents at the resource providers are 
responsible for this operation. Each virtual machine (VM) has a 
local agent that can report the VM utilization to the data center's 
primary agent. The utilization here means the CPU utilization. 
Suppose the utilization for a specific VM has a zero amount for 
300 seconds. In that case, the data center's primary agent will 
automatically shut down this VM to reduce the power 
consumption of the physical machine containing that turned off 
VM.  

4. Implementation and Testing 

The Jade platform was chosen to execute our proposed 
topology. Jade stands for the Java Agent Development framework, 
developed to help build out and enhance agent software as ruled 
by the FIPA conditions for smart MAS [25]. 

We introduced a simulation that deals with 200 physical hosts. 
The specifications of physical and virtual machines are shown in 
Table 1 and Table 2, respectively. 

Table 1: Specification of Physical Machines 

Type Name MI
PS 

RAM 
(MB) 

Bandwidth 
(Gbps) 

Number 
of Hosts 

1 HP ProLiant 
ML110 G4 
servers 

200
0 

4096 2 100 

2 HP ProLiant 
ML110 G5 
servers 

300
0 

4096 2 100 

Table 2: Specification of Virtual Machines 

Type MIPS RAM 
(MB) 

Bandwidth 
(Gbps) 

Number 
of VM 

1 2000 1024 100 200 
2 1500 2048 100 200 
3 500 512 100 200 

 

To create real power-consuming data, we took advantage of the 
actual data of power consumption offered by the SPECpower 
benchmark [26] and [27], as shown in Table 3. The power 
consumption by physical machines can be precisely expressed by 
a linear relationship between CPU utilization and power 
consumption. It can be noticed from Table 3 that even at small 
utilization, the machine exhausts a large volume of power. 
Therefore it is necessary to shut down such machines or reduce the 
number of VMs in it when not in use to reduce the power 
consumption of the physical machine. Figure 4 shows part of our 
simulation.  

Table 3: Power Consumption (Watts per hour) at different load levels. 

Machine 
type 

0% 20% 50% 70% 100% 

1 86 92.6 102 108 117 
2 93.7 101 116 125 135 

 

 
Figure 4: Part of the Summation Stage 

The following stages explain the main steps of our simulation:  

• Grid users state their tasks by choosing the required 
hardware and software specification to run their jobs 
through the grid portal. 

• The grid broker receives the grid users’ jobs and looks for 
the best provider(s) for those jobs. This step is done by 
helping the Information Services and the Replica 
Catalogue.  

• Later, the grid broker sends the jobs to the suitable 
resource provider(s) and connects to the primary agent 
attached to that provider. 

• The grid broker can divide the job between multiple 
resource providers to cut down the cost and speed up the 
operations. 

• As the job is running at the resource provider, the 
provider’s agent (primary agent) sends periodic feedbacks 
about the percentage of completion of the running job to 
the grid broker. This stage helps the grid broker to 
supervise the completion of the running job, and that will 
help find an alternative resource provider in case of failure. 

• At the same time, the primary agent at the resource 
provider periodically checks the CPU utilization of its 
VMs at the physical machines. 

• If the utilization reaches the zero point for 300 seconds, the 
primary agent will automatically shut down that VM.  

• Finally, the grid broker sends the job outputs to grid users.  
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Figure 5: Simulation Results 

From the simulation results in Figure 5. It can be seen that by 
using our proposed system, the power consumption has been 
slightly reduced for the two types of physical hosts (HP ProLiant 
ML110 G4 servers and HP ProLiant ML110 G5 servers), 
especially after the first 300s. This reduction is because the 
utilization of the physical machines has been reduced as the 
primary agents in both physical machines automatically shut down 
that VMs if the its utilization reaches the zero point for 300 
seconds. As a result, the power consumption has been reduced in 
total for machines.   

5. Conclusion 

The purpose of the grid is to produce a broad scale, and 
heterogeneous systems intend to solve industrial or scientific 
problems. The integration of the Multi-Agent Systems (MAS) with 
the grid environment has a significant impact on grid performance. 
Grid offers a wide range of resources for its users, and some of 
these resources might not be used or utilized for some time before 
any new jobs coming to the grid for processing. As a result, the 
grid servers will consume a considerable amount of electricity for 
their operation. The growing usage of grid computing has led to an 
increase in electrical energy usage by the massive amount of 
servers in their data centers. In this paper, we have proposed an 
automated system composed of modern agents that can be used to 
reduce the power wastage resulted from inactive servers inside the 
data centers if the utilization of the VM reaches the zero point for 
300 seconds, In this case the primary agent in the physical machine 
will automatically shut down that VM. The Automated system has 
been tested and evaluated, and the results show that the newly 
proposed method can reduce the amount of power wastage for the 
inactive grid resources. 
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Power converters in automotive industries are needed to source electronic devices. DC-DC
Buck converter allows to drive loads ensuring their safety operation taking the car battery
voltage as an input to generate a sub-voltage or current. By means of a control loop, the
system makes sure that the output variable has the desired value in each operation condition.
The Peak Current Mode Control (PCMC) is used to control the output current. Whenever
the current reaches the reference maximum value (by load specs), the system acts to lower it.
Intrinsically over-current protection is guaranteed. The paper presents an improvement of
the basic PCMC, where, instead of just controlling the peak value, the loop controls also the
average, more delicate feature, resulting in a more reliable driver system. The circuit is able
to source 3A average-4.5V from a 13.5V nominal battery voltage, with a peak current of
3.3A and a 0.6A maximum ripple (3±10%A). The concept has been designed and simulated
on Simulink and then tested on hardware using dSpace, a Rapid Control Prototyping set-up.

1 Introduction

Electronic devices in Automotive industries need for power con-
verters to be correctly sourced. Indeed, battery voltage could range
between 4.5 to > 27V, making it unsuitable for driving any load
without provoking damages or malfunctions. DC-DC Converters al-
low to take as an input the car battery voltage and return as an output
a controlled voltage or current required by the load. What is more,
the DC-DC protects the load against over-current and over-voltage,
ensuring its correct operation. Meanwhile, integrated circuits are
required to occupy small space and reduce external components to
minimize the associated cost. The core of a Buck DC-DC converter
is a switch, or Power-DMOS, which is repeatedly turned on and
off, allowing the voltage/current to increase/decrease quickly in the
neighborhood of a desired value. The circuit that turns on and off

the switch is the control circuit [1]. The control could be either
made on the output current or voltage. This paper presents a current
control loop able to control all the current features (peak, average
and ripple) at once. This paper is an extension of work originally
presented in the 26th IEEE International Conference on Electronics
Circuits and Systems (ICECS) [2].

The solution arises from the well-known Peak-Current-Mode
Control (PCMC), [3] operating in Continuous Conduction Mode

(CCM). Instead of having a constant switching period, as it happens
in the typical PCMC, the presented control loop has a variable pe-
riod. In particular, the time in which the power-DMOS stays off,
changes accordingly to the calculated current average value, to make
it closer to a target desired value. The loop will be now on referred
to it as Variable To f f . Moreover, the typical PCMC intrinsically suf-
fers of instability issues directly attributable to the fixed switching
frequency [4]. Therefore, by making it variable, such issues are con-
sequently solved. The use of stabilization techniques such as Slope
Compensation [4] can be avoided, which increase the complexity
of the system without improving the control precision (indeed cur-
rent features will change accordingly to the input voltage). Also
protection against over-current is already guaranteed: indeed the
maximum current, namely the peak, is fixed. The proposed system
operates with 500kHz maximum switching frequency, delivering an
average output current of 3 ± 10%A with a load-fixed 4.5V output
voltage. The current peak will be limited to 3.3A. The application
case could be, for instance, a LED driver, where the LED itself, as
soon as the correct current is provided, fixes the output voltage. The
circuit has been simulated and then tested in laboratory by using an
emulator called dSpace. Instead of a LED, in first place has been
used as a load a linear component: a 1.5Ω resistor.

Finally, the current sensing is integrated, with no need for
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an external pad to sense the current, resulting in a lighter circuit.
Compared to the most common solutions [5], the here used fully-
integrated Current Sensing technique requires less external com-
ponents, with consequent lower cost in terms of BoM and board
fabrication.

The paper is organized as follows. The algorithm principle is
presented in Section II, together with the formula useful for its im-
plementation, described in Section III. The simulation results are
shown in Section IV and the conclusions are drawn in Section V.

2 Variable-To f f PCMC Algorithm
A Buck DC-DC converter is a device which in principle allows to
convert a given input voltage to a lower output voltage by turning
on and off a Power-DMOS, able to withstand to high power. In the
application at stake from [4.5, 27]V are obtained 4.5V in output by
controlling the current, IL, flowing into the load. A simple scheme
of a Buck converter is given in Figure 1.

Figure 1: Buck converter scheme

Rather than other diodes, a Schottky diode has been used for its
lower threshold (0.5V) and higher speed. The presence of the output
capacitor, which minimizes the voltage ripple, can be neglected
when controlling the current (and the output voltage is fixed by the
load) leading to a lighter circuit. The switching period is divided
into two phases: the ON-phase when the Power-DMOS conducts
(Ton) and the OFF-phase when the diode conducts (To f f ). Referring
to the Duty-Cycle (D):

 Ton = D ∗ T
To f f = (1 − D) ∗ T with T = Ton + To f f

(1)

The Buck converter should sink an optimum average current
Iavg to make the load work properly and, to avoid damages, the
current must fluctuate limitedly. The current ripple should be indeed
limited to the average value±10%, namely 0.3A. Consequently, the
maximum current, the peak value, should be 3.15A. The rule of
the control loop is to ensure that these specifications are met. The
relation between the current features can be expressed as follows:

∆IL = 2 ∗ (Imax − Iavg) (2)

In standard PCMC, the period T is fixed. Conversely, in Variable
To f f , the period is variable. In particular, Ton changes automatically
according to the input voltage, while To f f is forced to vary every cy-
cle by the control loop, based on the vicinity between the calculated
output average value of that cycle and the desired value.

The load current during the ON-phase increases with positive
slope given by: (dIL

dt

)
ON

=
∆IL

Ton
=

Vin − Vout

L
(3)

Once IL reaches Imax, the power-DMOS turns OFF and the out-
put current decreases with a negative slope:(dIL

dt

)
OFF

=
∆IL

To f f
= −

Vout

L
(4)

After a time To f f , the DMOS is turned ON again and so on.
The output current waveform (equal to the inductor current) has the
typical triangular CCM shape as in Figure 2.

Figure 2: Output current

While Imax is fixed, the Imin is free to change. The loop, by
means of a sensing technique, is able to read Imin. Indeed, the cur-
rent sensing happens during the ON phase to insure the current
doesn’t grow beyond Imax. Therefore, to get Imin, it just needed a
register to store the first current value when the ON phase begins.
Once Imin is known, the loop calculates:

Iavg =
Imin + Imax

2
(5)

Then, the difference between Iavg and Imean,re f = 3A gives an er-
ror with sign that, once properly amplified by a factor K, is summed
to the previous To f f value. The following To f f value will be:

To f f ,next = To f f ,prev + k ·
(
Iavg − 3A

)
(6)

In this way, if e.g. Iavg is higher than 3A, the To f f value will be
increased (causing a stretching of the switching period) and allow-
ing the current to decrease more during the OFF phase, reaching a
lower Imin with the aim of reducing the average value. If otherwise
Iavg is lower than 3A, the error will be negative, meaning that the
To f f of the next switching cycle must decrease to make the average
value higher and matching with the target. The loop operation is
resumed in the flow-chart in Figure 3. The total number of regres-
sions in the algorithm depends on the current rising slope, on the
sensing technique sampling frequency and on the counter frequency.
Every time a switching cycle ends, the operation restarts from the
beginning giving rise to the next switching cycle.
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Figure 3: Variable-To f f PCMC algorithm flowchart

While To f f is decided by the loop, the Ton, from (3), changes
not only with the the ∆IL -loop dependent- but also with the battery
voltage:

Ton ∝
1(

Vin − Vout
)
· ∆IL

(7)

It should be noticed that a first pre-memorized To f f value guess
must exist (to be later overwritten by the cycle) to avoid malfunc-
tion at the cranking of the system during the very first switching
cycle. This first guess is based on the application: if for instance the
desired average is 3A, the peak is 3.15A, the inductance 30µH and
Vout = 4.5V , it follows that the To f f value, from (2) and (4), could
be grossly chosen as:

To f f =
L · ∆IL

Vout
= 4µ (8)

Then, given some Vout variations due to the load or some uncer-
tainties related to the inductance value, the references etc., the loop
will act as described above, varying the To f f value to better adapt
the system to the load specifications.

Moreover, the To f f value has an inferior limit, due to the maxi-
mum power-DMOS frequency ( fmax) allowed. Ideally, the fmax can
be evaluated for Ton tending to zero, namely:

fmax '
1

To f f
(9)

In realty, the minimum Ton value won’t be zero, but, from (3),
for a Vin = 27V it will be about 0.8µ s.

3 Instability digression
The typical PCMC loop is just able to control the maximum load
current, no matter what ripple and average current are. Therefore,
such a solution is not suitable in applications where loads require a

precise average current with small shifts around its value. However,
the biggest issue of the typical PCMC comes from its instability
when the duty cycle grows over 50% [6]. Every time Ton > To f f

or, equivalently, Vout > Vin/2, the system would be unstable. In the
application case, where Vin = [4.5, 27] V and Vout = 4.5 V, prob-
lems would arise when Vin < 9V. Figure 4 shows what happen when
crossing the limit case D = 0.5: if the duty cycle is increased the
PCMC is no longer helping in controlling the current. The reason
behind this issue is that, in typical PCMC, after a fixed period T ,
the power-DMOS is forced to be turned ON. Instead, in Variable-
To f f , the power-DMOS turns ON To f f seconds after the current
has peaked. Contrarily to the typical PCMC, if the input voltage
changes, i.e. Ton changes, the To f f doesn’t change (4), the ripple
doesn’t change and therefore the current features are not impacted.
The system stays stable. Techniques as Slope compensation [4] are
no longer needed.

Figure 4: Output current in typical PCMC

4 Constant-To f f Algorithm Implementa-
tion

The circuit implementation is shown in Figure 5. The only external
components are the inductor (L) and the Schottky Diode. As inter-
nal components, enclosed in blocks, there are: the Current Sensing,
the Control Logic blocks, the Protection, the Internal Reference
(including a bandgap voltage reference to generate Imax and Imean),
the Gate Driver to turn ON and OFF the Power-DMOS [7] and the
Power Supply to generate a low voltage domain for the low-side
circuit.

Figure 5: Concept top level

The Current Sensing block is used to read the current flow-
ing IL. The Power-DMOS current is here mirrored with a factor
N = 1/1000 and flows through a sensing resistance. Based on the
read voltage drop, the system is able to determine the magnitude
of the current. Since the proposed technique only operates during
the ON-phase (when the Power-DMOS conducts) the power con-
sumption is lower than in the case on which the current is sensed on
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the output node, always operating. Furthermore, an internal sensing
block also allows to minimize the area occupation on silicon.

4.1 Control Logic block

Figure 6 shows the concept Control Logic block implementation.
The result of the comparison between Isense and Imax gives the Reset
of the SR Latch. When Isense ≥ Imax, the Reset activates and the
Power-DMOS turns OFF through the Gate Driver. The Set input
is instead connected to a counter consisting of an oscillator and a
chain of four D Flip-Flops. As soon as the Power-DMOS turns OFF,
the counter starts counting up to To f f duration. Afterwards the Set
is activated and the Power-DMOS turns ON. The current value at
this moment, Imin, is stored into a register. The loop then calculates
the average error on respect to the desired Imean value. The error,
summed to the previous To f f ,prev value returns the To f f ,next as in (6).

Figure 6: Variable To f f Current Control Loop implementation

5 Design example and Simulations results

Table 1 resumes the application specs.

Table 1: Summary of specifications

Technology 0.35 µm
Vin 4.5-27 V
Vout 4.5 V
fmax 500 kHz

Maximum Current Level 3.3 A
Mean Current Level 3 A

Output Current Ripple 0.60 A

By applying the formulas given in Section I, the design parame-
ters are obtained. (9) gives the lower To f f limit:

To f f '
1

500kHz
= 2µs (10)

In fact, 1/ fmax = Ton,min + To f f and (3) becomes:

Vout · To f f = (Vin,max − Vout) · (1/ fsw,max − To f f ) (11)

Therefore a more precise estimation of the minimum To f f value
is given by:

To f f =
27V − 4.5V

27V
·

1
500kHz

= 1.7µs (12)

Once the ripple (Table 1) and To f f (12) are given, both the peak
and the average current are fixed. Furthermore, by using these
parameters in (4), the inductance value can be chosen as:

L >
Vout ∗ To f f

∆IL
= 13µH −→ 30µH (13)

(to stay large, considering also 20% of inductance value uncertainty
on the nominal value and considering that actually the typical oper-
ation is centered around Vin = 16V).

5.1 Simulation results

The concept of Figure 5 has been firstly implemented on Simulink
(MATLAB) to ideally simulate the behaviour of the high-level con-
cept design. Simulink works with a block approach system, shown
in Figure 7, which follows exactly from Figure 5. Other software are
actually exploited in the design phase (such as Virtuoso-cadence).
However, there, the circuit must be designed in a deeper transistor-
level. Since the design may take large amounts of time, prototyping
must be done previously ensuring that the chosen topology is the
most suitable one for the application in question and that its worth-
while to proceed with transistor-level design and future fabrication.

Figure 7: Simulink implementation

The simulations include also worst case scenarios to ensure the
correct operation in each condition. To simulate the presence of a
load which fixes the 4.5V output voltage with a 3A average current,
a 1.5Ω resistor has been used.

Figure 8 (left) shows how the system works with a 7V input
voltage and a peak reference reduced from 3.3A to 3.2A, i.e. with a
∆IL = 0.4A. As expected, the operation is not affected by instabil-
ity issues which, in a typical PCMC, would surely arise whenever
Vin < 9V. Later, the input voltage has been abruptly increased to
18V to also prove that a Vin change (as could happen during the
cranking of the car) has no relevant effect on the operation. The
To f f remains unchanged (no dependency on the Vin) and equal to
2.7µs as expected from (7) (with ∆IL = 0.4A).
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Figure 8: System response changing the input voltage

Figure 9 shows instead the transient simulation plot for Vin =

18V with the peak reference at 3.3A as from specification. As
expected from (7), the To f f = 4µs. To further prove the system ro-
bustness, an average reference positive step (from 3A to 3.15A) has
been added. In order to achieve the new average current, the loop
gradually reduces the To f f to make the calculated average equal to
the target. Since the peak reference stays equal, according to (8)
and (9), the ripple reduces and the switching frequency increases up
to 260kHz.

Figure 9: System response changing the average reference

Figure 10: Buck Converter and Gate Driver PCBs

Once proven the concept works as expected, the system can be
tested in laboratory by means of a rapid control prototyping called
dSpace. Here, the power-DMOS and external components are no
longer digital, but located on a DC-DC converter Printed Circuit

Board (PCB), which is connected to a Gate driver board (Figure 10),
connected in turn to dSpace.

dSpace, through its FPGA, will embody the Simulink bloch
approach control logic circuit (uploaded by PC), also providing the
current sensing, the internal reference and all the devices to com-
municate with the hardware (ADCs, DACs). dSpace allows to test
whatever control circuit including all the un-idealities of the system,
verifying moreover the correct operation of the power-DMOS and
that one of a real load. In this way it can be eventully proven that,
not only the circuit works as expected, but that is suitable for the
application at stake. Through a Graphic User Interface, in Figure 11,
the user can monitor the system operation using the PC. Not only
to insert the protection to avoid OC and OV, but also to vary the
references and other parameters and observe the system response
and waveforms in each condition.

Figure 11: Graphic User Interface

Of course, for having a higher sampling precision, the same
waveform can be actually taken from oscilloscope, shown in Fig-
ure 12. As expected, the circuit is able to drive the load maintain
the desired current features over time and with the same theoretical
behaviour of Figure 2.

Figure 12: Output current (violet) and gate driver (green) Waveforms from oscillo-
scope

6 Conclusions
The presented DC-DC Buck Converter Variable-To f f loop allows
to precisely and smartly control the current features, returning a
reliable car battery sourced driver. Other than the current peak, the
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loop is able to control the average current. Moreover, given (2), also
the ripple is indirectly controlled. With respect to other solutions,
the switching period is variable, intrinsically solving the instability
issues. Indeed, the Ton changes with the input voltage while To f f

increases/decreases at each switching cycle accordingly to the com-
parison between Iavg and the target value, making (2) smaller/bigger
(i.e. increasing/decreasing Iavg).

The system exploits an integrated low-side sensing resistor cir-
cuit to minimize the Printed Circuit Board usage space, avoiding
extra pads to sense the current. To make the chip lighter and cheaper,
the Buck Converter Cout has been neglected, as superfluous for the
application.

The concept has been simulated with Simulink and then a more
rigorous test has been conducted in laboratory with dSpace where
worst condition simulations shown an excellent dynamic behaviour.
The circuit appears to be robust, proving that sudden perturbations
on Vin, Imax and To f f do not upset the operation of the circuit. Com-
pared to [8], the presented solution is lighter and works with an input
voltage range of [4.5, 27]V, able to drive a 3A LED with 500kHz
maximum switching frequency, allowing extremely good average
regulation precision and speed. A more detailed comparison of all
Buck performances, including efficiency, with the state of the art is
provided in [7].
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In recent decades, the challenge of managing the development teams spread across different
time zones has become increasingly common, raising the importance of the development of
Global Software Development (GSD) techniques, in order to tackle its particular problems.
This work discuss these issues in the context of Sidia, an R&D institute which implements
technological solutions for global companies. The main partner of Sidia is a mobile
multinational company located in overseas. The development team must cooperate with the
overseas team, even though there are no overlapping working hours between both teams.
Besides, the teams have a different set of skills regarding design, quality assurance, and
software engineering. In order to address theses problems, we propose the Blueprint model,
a Kanban and Scrum based model that supports the development of GSD systems, the
allocation of tasks and teams, and the efficient communication. Finally, we discuss the
aspects and lessons learned of development of project and deploy of a new model for systems
development on a real-word project.

1 Introduction

Many companies adopt software development methodologies with
fixed timebox periods for developing incremental deliveries, which
is a strategy aligned with agile-based approaches. In these sce-
narios, Scrum proved to be the de facto standard for the most
software-oriented industries, showing improved results over water-
fall methodologies. Despite this, some groups can face difficulties
when dealing with the Scrum’s ceremonies in the context of Global
Software Development (GSD), e.g., estimating effort during the
planning sessions or even conducting daily meetings.

In this current work, we extend the definition of the Blueprint
model [1], generalizing it to other scenarios and groups by furthering
exploring its technical aspects and presenting add-ons to the original
proposal. As described in [1] by the authors, Blueprint Model is a
lightweight project management that can encourage and facilitate
communication between groups in different sites when matched
with the suggested group organization. In this particular work, the
authors focus on reporting the main challenges when developing
a project in collaboration with an external group that does not use
agile methodologies, which resulted in a set of barriers to successful
integration. To resolve these issues, the Blueprint Model defines its

deadlines oriented by the scope of work, which leads to timeboxes
of different sizes that consider the effort needed for each activity.
Such an approach is different from Scrum, where sprint cycles have
fixed size throughout the project lifecycle. In this Model, the scope
of work, hereafter called blueprint, comprises the individual tasks
required to reach the target, the necessary information needed to
perform these tasks, and what is needed to integrate the work done
by every group member. A blueprint defines different group layers,
concerning the nature of the work performed (e.g., design group,
quality assurance), and assigns the individual tasks to them. Each
group layer can be further split into many other groups or even share
group members. In this Model, every group must focus on a specific
kind of activity since it leads to facilitated project management.

This research was developed on Sidia, an R&D institute located
in Brazil, which produces and validates software for an international
mobile device manufacturer. The Institute develops innovative soft-
ware in a kind of areas such as machine learning, software manage-
ment, and others related to mobile products. Both local and overseas
groups deal with the business model integration problems and man-
age the Sidia’s customer’s standards for system and management
interactions.

In order to meet its customer’s demands, Sidia employs Scrum
*Corresponding author: Paulo Fonseca, Sidia: R & D Institute, Amazonas, Email: paulo.fonseca@sidia.com

www.astesj.com
https://dx.doi.org/10.25046/aj050643

353

http://www.astesj.com
https://www.astesj.com
https://dx.doi.org/10.25046/aj050643


A.F. da-Cruz et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 353-362 (2020)

in the context of a global software environment to deal with several
model integration problems and manage Sidia and its customers
for management interactions. In this scenario, both groups found it
difficult to follow Scrum’s activities and bureaucracies. In fact that
the standard daily meeting system becomes arduous to follow, be-
cause, unlike Scrum recommends, groups are not multi-functional.
Each group has its own set of skills, including software engineering,
design, and quality assurance. Another prominent issue is to apply
Scrum in large scale projects, becoming impractical with excessive
management tasks and many activities to manage under a distributed
scenario.

The remainder of this paper is structured as follows: Sections 2
and 3 summarizes other similar methodologies, relating them to our
proposal. Section 4 shows the Blueprint approach and its implica-
tions. Section 5 shows a set of results obtained when employing
our proposal on a real-world project. In Section 6 we present the
conclusions and avenues for future work.

2 Background

In this section, we discuss the frameworks and methods used as
references for the development of the Blueprint model, which is
base on agile methodologies concepts and rules like those influ-
enced by the values of the agile manifest, namely: (i) individuals
and interactions over processes and tools, (ii) working software over
comprehensive documentation, (ii) customer collaboration over con-
tract negotiation, and (iv) responding to change over following a
plan. As already stated, the Blueprint model shares similarities with
both Scrum and Kanban.

Scrum is a structural framework created to manage work on
complex products and consists of Scrum groups associated with
rules, events, roles, and artifacts. Each component owned with pur-
pose, and integration success depends on managing the relationships
and interaction between them. Scrum was the primary reference
when designing Blueprint.

A fundamental difference between Scrum and Blueprint is that,
while the former has been used to develop software, hardware,
networks of interacting function, autonomous vehicles, schools,
government, and managing the operation of organizations, the latter
is focused on software development. We stretch this difference in
Section 4. The essence of Scrum is a small group of people while
remaining highly flexible and adaptive. To achieve that, it prescribes
four formal events for inspection and adaptation: (i) Sprint Planning,
(ii) Daily Scrum, (iii) Sprint Review, and (iv) Sprint Retrospective.
Appointed events are used in Scrum to create frequency and to re-
duce the meetings not defined in the regular workflow. In contrast,
Blueprint is a model that reduces or eliminates the regularity of
those ceremonies, once it can negatively impact some scenarios of
GSD. We explore these scenarios in Section 4.4.

To task management, Blueprint employs Kanban, once it is fo-
cused on managing commitment and balancing workflow to achieve
greater agility. Kanban is a method for defining, managing, and im-
proving services that deliver knowledge work, such as professional
services, creative endeavors, and the design of both physical and
software products. While designing Blueprint, we make sure that it
shares Kanban’s same values, namely: transparency, balance, collab-

oration, customer focus, flow, leadership, understanding, agreement,
and respect.

In summary, Blueprint deal with two typical GSD challenges:

Communication Barriers Both Scrum and Kanban define meet-
ing and ceremonious as part of project communication, but in a
GSD context, they can be challenging to coordinate, once group
members and stakeholders are in different timezones.

Scope Management Although Scrum is favorable to accepting a
change of scope, the typical framework implementation implies that
a group is committed to the sprint scope once it begins. This sce-
nario can cause undesirable overhead once it requires both backlog
and sprint replanning.

3 Related Work
In the last two decades, agile methods increased their popularity and
were established as the main software development methodologies.
A large number of efforts [2–5] were focused on studying their appli-
cation under different circumstances and evaluate their advantages
and shortcomings. In [4] the authors conducted a systematic review
of works that used Scrum guidelines in a global software develop-
ment (GSD) context. The authors identified the challenges of using
Scrum in such context and which are the current strategies to deal
with them. The main difficulties are related to: synchronous com-
munication, collaboration difficulties, communication bandwidth,
tool support, group size and office space.

The lack of synchronized hours between the group hampers
the ability of holding long meetings, such sprint planning or retro-
spective sessions, which can last up to four hours or more. Some
groups [6, 7] handle these issues using strategies such as defining
strict timeboxes for meetings’ duration and executing preparation
tasks in order to shorten the meeting. This approach may help teams
to face GSD challenges while partially following Scrum guidelines,
however, this is not possible between locations where the overlap-
ping hours are scarce, for example, Brazil and Japan have a 12-hour
offset.

Additionally, in many cases, the quality of communication is
also a problem, given that distributed projects are composed by
group members with diverse cultural and linguistic background,
which may lead to group members not completely voicing their
opinions, due to fear of being misinterpreted. A number of works
[8–10] tackles these issues by proposing additional on-site meetings
in multiple project phases: before starting a project, in order to reach
a common understanding about the project; multiple exchange visits
of group members, during the project, in order to reduce the cul-
tural distance. These studies show that such practices are valuable
to both teams as they shorten the communication gap, an impor-
tant challenge in GSD. Nevertheless, these approaches have a high
financial and time cost. As a way to address these issues, other
approaches [11, 12] focus on enhance documentation practices in
order to bridge the communication gap.

Besides these socio-cultural differences, other inherent aspects
of GSD projects also cause Scrum projects to heavily rely on a
diverse set of tools in order to exchange information, share group’s
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states and enforce Agile guidelines. In current literature, works
as [13–15] used a large number of tools to achieve these goals, in-
cluding enterprise wikis, shared electronic work space, global issue
and bug trackers and backlog management tools, these approaches
might be used in order to provide information for distributed teams
in a centralized manner. However, these tools might add complex-
ity and bureaucracy to the team operation, negatively affecting its
performance.

Another common technique used in large distributed groups is
to divide the group into into smaller sub-groups [6,7,13], according
to different strategies, including: different aspects of the develop-
ment group(e.g. design, back-end, front-end); product features and
deliverable; independent modules or subsystems of the main project.
This division eases group management due to the smaller gap in
communication of a smaller and more focused group. Scrum may
also be adapted in different ways to support the groups subdivision:
a fully integrated Scrum group, where all members must partici-
pate in all meetings, with frequent meeting ensure correct and clear
communication between distributed sub-groups; or separated Scrum
sub-groups based on location running their own iterations while
sharing key points between groups. These subdivisions tackle the
management and interdependence problems in GSD because usually
team members from the same aspect need to exchange information
more frequently than team members from different aspects.

The majority of approaches performs only minor changes in the
Scrum framework, by specifying constraints or adding features to
original guidelines. Other approaches suggest more fundamental
changes to Scrum guidelines or even use other Agile methodologies.

In [16], the authors investigated the impact of using a combi-
nation of Scrum and Kanban (Scrumban) on global software de-
velopment and showed that challenges related to communication,
cultural and strategic issues are addressed due to characteristics
of Scrumban such as iterative and incremental deliveries, regular
feedback ceremonies and limiting the amount of work in progress.
However, there are still few challenges related to technical and secu-
rity issues in GSD that are not addressed or alleviated through the
use of Scrumban, which require other methodologies and tools to
be mitigated.

In [17], the authors evaluated the use of Kanban on the same
environment and found that some Kanban elements, such as the
Kanban Board, Inclusion Criteria, which guarantees that all items
in development deliver value to the customer, and Reverse Items,
which enables development items to return to a previous state, are
valuable to face communication challenges in GSD.

This work proposes a model called Blueprint, which is a
lightweight project management that was envisioned specifically
aiming global software development scenarios. This combines
strengths of Scrum and Kanban, as well as the use additional tools
in order to facilitate communication between groups in different
sites and provide holistic project view that centralizes information
for all team members. In this particular work, the authors focus on
reporting the main challenges when developing a project in collabo-
ration with an external group that did not use agile methodologies,
which resulted in a set of barriers to successful integration.

4 Blueprint

4.1 Goals

The Blueprint model has been designed to deal with geographically
distributed groups, handling timezone issues, which may lead to
difficulties in setting up meetings, misunderstanding requirements,
delay in receiving or reporting issues. Besides the timezone chal-
lenge, this model also focuses on increasing time spent on product
development, parallel work, and reduce meetings overhead.

Figure 1: The Blueprint Layout, unifying areas sub-teams with information on a
wiki page.
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Therefore, to achieve these objectives, Blueprint seeks to sim-
plify and improve project understanding by using visual-aid tools
and helping the group prototype the main project aspects, i.e., UI
and technical features. To group communication, these resources
are stored in a wiki tool, available to every member so that everyone
can be notified of any update.

The Blueprint model employs a hierarchical group organization
of sub-groups, once it facilitates the development of unrelated re-
quirements in parallel. Each sub-group is responsible for developing
and integrating different aspects of the project into a releasable pack-
age. In contrast to other agile methodologies like Scrum, in which
groups are considered self-organizing without any prior hierarchical
organization [18] other than Testing, Architecture, Operations, and
Business Analysis Domains, the Blueprint requires a Leader for
each sub-group that is responsible for attending meetings, define
requirements, and propose deadlines.

In summary, the primary purpose of Blueprint is to reduce over-
heads, so the model does not contain predefined which ceremonies
must occur neither its regularities, which should be scheduled on
demand. Blueprint suggests that each group guides itself by using
a set of add-ons, e.g., a wiki tool, improving communication, and
information sharing. For the coordinate task, Blueprint suggests
Kanban boards, making it easy to share the information across
different timezones and provide an accessible project overview.

4.2 Model

In [19], the authors describe an essential aspect of Scrum and Kan-
ban, two popular agile methodologies used in the industry [20], is
the constant expansion and improvement of its tools. A Blueprint
model is a tool inspired by Scrum and Kanban that manages the
project’s business entities before it is developed. Blueprint intro-
duces key adaptations to Scrum and Kanban to reduce unwanted
bureaucracies and to facilitate global software development. The
fundamental concepts of the Blueprint model are:

The Blueprint The concept of a blueprint is very similar to
Scrum’s story. While both the story and blueprint contain a brief
description of the requested features, the latter contains every in-
formation needed to design, execute, evaluate, and deliver a set of
features, as shown in Figure 3 1. A blueprint should be divided into
meaningful sections and contain all related files and discussions
to an activity, e.g., the development progress, facilitate the com-
munication between group members and stakeholders, and lower
the complexity of both maintenance and monitoring. For efficient
scope management, a blueprint can be revised, merged, or divided
to reflect the latest requested features and evaluate agreed scope,
which should occur at regular intervals. In this document, you can
find two very similar terms, the Blueprint Model and the blueprint.
The first one, Blueprint Model, is directly related to the model it-
self. Every time the model is being addressed, it will be called as
Blueprint Model, using the first letters for both words in uppercase.
The other one is regarding the unity of the work of each blueprint.
In this case, the first letter in lowercase refers to every blueprint
created for each project, having its characteristics being explained
over this document. To implement the blueprint concepts, one could
use wiki tools to (i) allow discussions as recorded chats and (ii) keep

a history of decisions during development. We further explore the
use of wiki tools in Section 4.2.1.

Timebox and Sense of Urgency Timeboxing is a well-known
time management technique employed for both project and personal
management approaches, once it keeps a constant workflow with
deliberated deadlines. The use of fixed timeboxes can be challeng-
ing, notably in projects with frequent scope changes, since it must
be adopted by every group member and stakeholder, imposing diffi-
culties in managing unexpected features requests or modifications.
The Blueprint model was designed as a solution for companies and
groups struggling to keep with fixed timeboxes, as suggested by
agile methodologies like Scrum. In the Blueprint model, every cycle
can have an independent deadline determined by the amount of work
estimated by the members involved in the development, ranging
from days up to weeks. Note that the total time to deliver a set of
features is the sum of all activities related to a specific blueprint,
similar to a Gantt chart.

Group Organization Contrary to Scrum, in which the group typ-
ically uses a flat organization, with members associated with spe-
cific roles, the Blueprint model defines a position entitle group
leader, which is responsible for understanding the solution, define
the project schedule, and evaluate deliveries. In the context of a
research and development project, the Group Leader is also re-
sponsible for granting the paper publication. The Blueprint model
organizes the group into focused sub-groups, which can be formed
by specialists or multidisciplinary members. Sub-groups are ad-
vised to define a Sub-Leader to help the group leader in the project
management activities, once it eases communication and offers an
opportunity for every group member to express its ideas during
the discussion of solutions and deadlines. We further explore the
Blueprint’s group organization in the following sections. Similar to
other agile methodologies, the Blueprint model can be adopted by
non-coders, e.g., testers and designers.

Contrary to the Scrum group division, Blueprint proposes a
group hierarchy that can better adapt to software requirements
changes during project execution. Blueprint defines its group hierar-
chy as sub-groups. The number of members per sub-group is not
defined by Blueprint, but as an analogy to Scrum, and as discussed
in [19], sub-groups should focus on small groups. Also, the number
of sub-groups may change during the execution of a project.

4.2.1 Add-ons

In the following paragraphs, we present add-ons that can improve
Blueprint adoption in different scenarios and groups.

Blueprint Table As explained in Section 4.2, the blueprint ta-
ble is a management tool that should be regularly updated by the
group leader to help other members realize the overall status of the
project. The tables of Blueprint are equivalent to Kanban’s boards,
but instead of using status flags as columns, it uses the concept
of sub-group ownership. The order of the sub-groups in the table
should be defined to reflect the workflow being developed by the
group, e.g., design should come first in several common situations,
and quality assurance should come last in most of the scenarios.
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The list of the condition is used to manage the operation of each
stage described in the blueprint table, as shown in Table 2.

Contrary to Kanban, in which group members move tasks over
the board to indicate the current status of a task, in the blueprint
table, the Group Leader is responsible for moving the sub-groups
status to consider the blueprints in the preferred order of develop-
ment. The order of development must be arranged between the
group, stakeholders, and Group Leader, facilitating project man-
agement. The Blueprint model defines the usage of status flags
as:

• Every sub-group status should start as PENDING.

• Sub-groups without actions associated with a blueprint, as-
sume the N/A status.

• At the point when the sub-group begins to work in a particular
outline, its status should be changed to IN PROGRESS to
show that not all conditions and errands are done.

• After a sub-group finishes up all tasks and conditions, the
status of the sub-group ought to be set apart as DONE.

• When a sub-group concludes a blueprint, if possible, the
sub-group must start working on another blueprint. If not
possible, the sub-group must contact the group leader as soon
as possible for resource reallocation.

• Status like SIMILAR and BUG FIX were intended to help
general overview.

• SIMILAR ought to be utilized when no effort should be spent
by a sub-group due to another outline. At the point when
applied accurately, it can diminish modify.

Table 1: Blueprint suggestion of content by subgroups
Sub-group Blueprint content

UX/UI Sub-Groups

• UX workflow annotation

• UI visualizations based on UX definition

• Business rules definition

• List of assets

Data Migration Sub-group

• Database infrastructure servers documentation

• Database model related to the Blueprint

• Migration architecture documentation

• Batch architecture documentation

• List of Scripts

Back-end Sub-group

• Back-end infrastructure servers documentation

• Back-end architecture documentation

• Security documentation

• Back-end endpoints list

External System Integration Sub-group
• External System infrastructure servers documentation

• External Integration architecture documentation

• External System endpoints list

File-System Integration Sub-group
• File-System infrastructure servers documentation

• File-System Integration architecture documentation

• File-System endpoints list

Front-end A Sub-group
• Front-end A infrastructure servers documentation

• Front-end A architecture documentation

• Security documentation

Front-end B Sub-group
• Front-end B infrastructure servers documentation

• Front-end B architecture documentation

• Security documentation

Quality Assurance Sub-group
• Test Cases documentation

• Tests Execution report

• Know Issue list

• BUG FIX ought to be utilized to show that a blueprint arrived
at its last stage and bugs are being fixed.

Every time a new blueprint is created, abandoned or regrouped,
it is advised to replan the blueprint table. The group Leader and the
group must be aware of the impacts and dependencies of documen-
tation modification during the entire project lifecycle. The same
happens when remodeling sub-groups. If any sub-group is created,
ceased, or regrouped, the blueprint table should be planned. In
summary, a blueprint table is a tool for sub-group management that
can be associated with a collection of Kanban boards for handling
tasks administration.

Wiki Tools On the Blueprint model, the usage of Wiki tools is
essential to organize and aggregate information on different aspects
of the project, facilitating the communication between the group
and stakeholders. The main points of integration are:

• The web page format makes it easy to maintain and update.

• Every blueprint should be stored as a unique wiki web page.

• The group Leader should organize all pages and ask for the
group to keep every part updated.

• Every sub-group must have its own space following the same
order on every blueprint page.

• The storage of technical conversations and discussions in a
log format contributes to the project’s maintenance.

• All related usage of blueprints in the Wiki tools used the
company’s infrastructure company’s infrastructure and its in-
ternal Information Security policy to manage it. This means
every group member was under the company’s management
overview and user access control rules.

Table 2: Status to control activities in the blueprint table.
Status Definition

PENDING
Initial status or sub-group activities are on hold. It may have several causes.

Descriptions should be at the Blueprint related page.

IN PROGRESS
The activities of this Blueprint are on development.

It may contain dependencies or impediments but still in progress.

DONE
All activities are finished.

Have no dependencies.

SIMILAR
When the activities of this sub-group are equals to the activities of the sub-group above.

This eliminates the effort of the related activities.

BUG FIX
Fixing bugs of the Blueprint.

The Blueprint is in its final status.

N/A
Not applied.

It occurs when the sub-group have no activities for that Blueprint.

• Replanning should be easy to maintain by employing the
wiki’s versioning system.

• By leveraging wiki tools, groups that require necessary social
distancing, home office, or are facing other adverse situations
should communicate effectively by (i) integrating a Kanban
board with each blueprint and (ii) using the export feature to
share relevant information with stakeholders.
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4.3 Implementing Blueprint on a Real-World Project

To show Blueprint in detail, we will use a real-world project called
The Project, which characterized a list of sub-groups that can be
equivalent to many webs, mobile, or embedded software projects.
We first planned The Project with a number of sub-groups, which
was thought to be sufficient, but at the end, the list changed to op-
timize group allocation, as shown in Figure 2. As showed on the
Blueprint model, sub-groups can can aggregate multidisciplinary in-
dividuals or authorities with a similar profile, for example analyzers
situated in Quality Assurance Sub-gathering, architects in Design
Sub-gathering, engineers taking a shot at both or solely on Front
end Sub-gathering and additionally Back end Sub-gathering. Note
that the sub-bunch rundown can be changed by the necessities of
the task to streamline bunch portion or build up another prerequisite.
In The Project, the accompanying circumstances lead to sub-bunch
rearrangement:

• To deliver the back-end features on the schedule, the sub-
group was divided to help some members to work on two sets
of requests.

• The client requested an alternative and entirely different UI
solution from Design Sub-group that was approved to be de-
veloped, so it was decided to split the Front End Sub-group
into groups A and B to allow each work on a different release.

• A new mobile solution was requested, but there is no devel-
oper with such skills in the group. Therefore, it was decided
to hire new members and they will work in the entirely new
Mobile Sub-group.

• After a schedule modification, the client suggested for devel-
opers to work in a new scope of migration data, and due to
this, a new Migration Sub-group is created. The group Leader
decided that some back-end developers and testers will work
on this group part-time.

Figure 2: Sub-groups preparations during beginning (time 1) and ending (time 2) of
The Project execution.

Blueprint consents to the thought that the quantity of individuals
doesn’t speak to quality or profitability. In the Blueprint model,
each sub-group has a pioneer characterized as a part of mindfully,
and not really work execution. Each sub-bunch leader is liable for
the exercises and consequences of its gathering. He is additionally
answerable for incorporating the errands done by the gathering into
the undertaking, planning this cycle with different pioneers. All
sub-bunch leaders react to the group leader, as delineated in Figure
3. This association follows the meaning of how improvement ought
to be executed by the Blueprint model to permit and encourage
sub-group communication.

After the meaning of sub-bunch leaders, the following stage
is to execute Blueprint select and the board. This stage is a varia-
tion and conglomeration of two Scrum the board undertakings and
ceremonies, in particular, Product Backlog and User Stories. All
individuals are locked in to effectively take an interest in this stage
during venture improvement, as it is the center of the model. As
depicted in [12], the duty to characterize and keep up the Scrum’s
Sprint Backlog is in the possession of the job Product Owner. It
is normal for the Product Backlog to require consistent correction
and reworking. These assignments may contain business rules in
the User Stories’ depiction. A few organizations have utilized ex-
tra documentation to keep engineering definition, model plan, and
framework examination refreshed by the Product Owner. Uniquely
in contrast to Scrum, blueprints are business substances that are
relied upon to be persistently changed, kept up, and assessed by all
individuals from the task. Pioneers must have the duty to change
the blueprints, however this assignment isn’t limited to them.

Figure 3: Sub-group Leaders and their relationship with the main group Leader.

As presented in Section 4.1, the Blueprint model was intended to
help bunches in various destinations and to function admirably with
distant sub-groups. It energizes correspondence among designers
and customers by incorporating the conversation in a wiki-based
website page. Each blueprint ought to be enlisted utilizing a wiki
instrument, and its substance development relies upon each sub-
group’s work. At The Project, blueprints are wiki pages containing
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all substance vital for the advancement of a module or an aspect of
the undertaking. Table 2 sums up the substance of each sub-group
obligations that was characterized in The Project.

Blueprints must contain all sub-groups related materials, as ta-
bles, diagrams or file that aggregates information to development.
Blueprints centralizes information and communication between
sub-groups as well as with the group leader and the client. Wiki
tools typically allow for managing discussions between users as a
recorded chat. Blueprint takes advantage of this feature to keep the
history of decisions made by the group during project execution.
Figure 1 illustrates a blueprint template that contains fields related
to each sub-group define in The Project.

Blueprint maintenance is done by keeping each blueprint ac-
tivity from all sub-groups up to date, which helps reflect on the
project status. The usage of blueprints encourages deadlines with
a focus on the agreement between sub-groups, group leaders, and
stakeholders. Each sub-group deadline is a composition of all tasks
planned at the blueprint, which can be replanned without impacting
other blueprints. Therefore, the Blueprint model enables groups and
stakeholders to control and refactor activities by proposing specific
deadlines for each sub-group without re-planning activities defined.

The understanding about the hour of every movement is legit-
imately identified with the development of the gathering and its
self-administration. After the meaning of each blueprint content
and the principle cutoff time of The Project, some gathering indi-
viduals recognized the requirement for micromanagement exercises.
To oblige that request, the underlying adaptation of the blueprint
table was moved up to characterize reasonable cutoff times for all
sub-groups. Figure 5 embodies the second form of the The Project’s
blueprint table.

Blueprint encourages deadlines with a focus on sub-group as-
signments that are characterized in in agreement with the group
leader and the client. Each sub-group deadline is a piece of all
assignments arranged at the blueprint. During the development
of The Project, bunch individuals started to demand rethinking of
certain activities, and it started to impact on previously defined
blueprints. The Blueprint empowers to gatherings and customers to
control and refactor exercises by proposing specific deadlines for
each sub-group without previously characterized.

The Blueprint model characterizes ablueprint table as a admin-
istration tool hat ought to be utilized to continually show the general
status of an undertaking to all gathering individuals and customers.
Figures 4, 5 and 6 show the blueprint tables during execution of
The Project. Toward the start of The Project, an underlying form
of the blueprint table was characterized by the gathering with the
assistance of the customer, as observed in Figure 4. This underlying
arrangement permitted all partners to concur with the interests of
the task and with the substance of each blueprint. During the devel-
opment of The Project, members of the sub-groups identified that
the SIMILAR status helped to reduce software rework.

After different steady modifications, The Project characterized
its last blueprint table as appeared in Figure 6. Note that, in exami-
nation with Figure 5, new sub-groups were made to oblige already
impromptu prerequisites of the customer. The creation or evacua-
tion of sub-groups can influence different exercises and should be
all around oversaw and talked about between sub-bunch leaders,
however never debilitated. For example, at the underlying rendition

of the blueprint table, just one front-end gathering, called Front-
end Sub-group was liable for all front-end exercises. At that point,
when an additional necessity rose up out of the customer, another
front-end sub-group called Front-end B Sub-group should have been
made to build up an alternate arrangement of arrangements. The
underlying front-end sub-group was needed to survey its exercises
to help the redistribution of errands of the reestablished blueprint
table. A portion of the gathering individuals need to chip away
at bunches A and B to help extra exercises. Front-end bunch B
Sub-group was situated at the abroad site and worked distantly with
the gathering situated at Sidia. The last rundown of blueprints are
represented in Table 3.

Table 3: List of Blueprints used in The Project

Blueprint Name Example of work by blueprint

Authentication

Login page.

Back-end authentication service.

Front-end authentication error page.

CRUD A, B, C and D

Create, Read, Update and Delete business entity A, B, C and D.

Back-end service for each.

Front-end pages for each.

Extended Specification A and B
New requirement with several business workflow.

Requested during the execution of the project. Replan needed.

Report A, B and C
Report generator page.

Back-end service for report business model.

External Requests A and B
Unintended external integration.

Requested during the execution of the project. Replan needed.

Mobile Integration and Mobile Interface
Unintended mobile version.

Requested during the execution of the project. Replan needed.

Customer Service, User Overview and About
Low priority administrator pages.

Gained priority due to requested changes.

The Blueprint Model as some other philosophy has its reception
challenges, for instance:

• Communication hazards The Blueprint model has a great
dependency on documentation process. As proposed, it is
very dependent of Wiki documents in order to keep good
communication between sites. This dependency combined
with possible many changes requests, generates a constant
necessity of Wiki documents updates. It can turn out very
difficult for the group to keep the good communication under
many changes requests.

• Predictability hazards If not applied as its standards by the
entire group, the Blueprint model can show up as a harm-
ful tool when it comes to deliveries and projects goals. The
presented model requires management skills from each area
of the group. Once the required skills are not present in
the group members, the entire process can be compromised,
which would impact on the completion and good quality of
deliveries.

• Performance hazards Concerning software development, all
sub-groups that work together have dependency of informa-
tion from one another. On Blueprint model, as each sub-group
is required to maintain its own Wiki page updated, the lack
of update of any sub-group can generate delays, compromise
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group work and even entirely block group members of work-
ing.

4.4 Use Cases

In the following paragraphs, we present some use cases in that the
Blueprint model proves successful.

Global Software Development The Blueprint model was de-
signed to support remote groups and sub-groups in different loca-
tions, since its hierarchical group organization of a Project Leader
and its

Figure 4: Starting version of the blueprints table. Deadlines are characterized for
blueprints in The Project.

Figure 5: Second version of the blueprint table. The deadlines were characterized by
sub-groups.

Figure 6: Last version of the blueprint table. New sub-groups and blueprints are
remembered for correlation with past tables.

respective Sub-groups facilitates daily communication, in such a
way that this interaction becomes more fluid and objective for adopt-
ing a particular scope for each sub-group. In our case, we deal with
a customer in a country in which the timezone is at least 13 hours
ahead, making real-time communication via call or chat unfeasi-
ble. In this scenario, we use the ’wiki’ to keep track of what each
member of the group is planning for the next few days, what they

are doing, and what was done in such a way that everyone has an
overview of the project’s progress, being able to follow all deadlines
and features that have already been developed and those to come.

Remote Work In the face of COVID-19, several development
groups and companies in different industries were forced to adopt
remote work to continue their work. In this scenario, Blueprint
proved to be an adequate strategy to accommodate the remote work
regime, regarding the difficulty in communication between groups
because from the moment employees are working from home, the
practicality and speed of transmitting information are both affected.
Consequently, adopting a standard of documenting the information
in a centralized form and bringing the division of sub-groups, makes
the dissemination of internal information through the wiki page
more effective by leveraging a reliable consumption source that is
validated by the client.

Scope Change Control The Blueprint also helps to manage fre-
quently scope changes since unlike Scrum which suggests another
iteration of a set of ceremonies when facing modified requests, such
as Project Vision, User Stories, Planning, and others, the Blueprint
offers lightweight project management that avoids these ceremonies
that can cause rework and further prolong delivery forecasts. To
improve on that, Blueprint proposes the idea that both the developer
and client will leverage the ’wiki’ as a guide for (i) decision making,
(ii) discussions about new releases, and (iii) requirements align-
ment. By documenting information in a centralized repository, the
stakeholders are able to easily monitor the requested scope changes,
helping to avoid noise or loss of information from typical verbal
communication.

5 Implementation Findings
The design of Blueprint was mainly oriented by the GSD challenges
faced during the collaboration of remote teams on developing The
Project, which evolved from 10 members using Scrum to a success-
ful Blueprint case more than 20 members. The increased number
of members resulted from the stakeholders’ higher engagement and
contribution to the process and project. Once the process started run-
ning, it allowed the team to accept more work scope, which might
be understood as an increase in productivity and led to a natural
team increase. Through the advancement of The Project, different
gradual modifications were made to the Blueprint Model to ener-
gize its appropriation. This cycle included both neighborhood and
far off groups to facilitate the work process, encourage worldwide
programming designing, and improve appropriated correspondence.
Following the summarizing of The Project, we notice various situa-
tions to improve the Blueprint model execution to ensuing tasks.

We found that an essential aspect of a successful Blueprint im-
plementation is to focus on the member’s sense of integration and
empowerment. Regarding The Project, most of the individuals
concurred they turned out to be more critical and made more propos-
als to the undertaking the executives with the appropriation of the
Blueprint Model. Every part had the option to share its answers and
thoughts to other people, and due to Blueprint central focuses, signif-
icant correspondence issues were survived. The primary advantage
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of zeroing in on the part’s feeling of reconciliation and strengthen-
ing is that the group felt inspired for monitoring Blueprint’s curios,
prompting improved undertaking the executives.

Another significant part of a successful usage was the group’s
adherence to Blueprint’s rehearses. Regularly, less connected with
sub-group leaders portrayed exercises and progress ineffectively,
which can be credited to the difficulties while embracing another
administration model. By the by, the individuals saw a connection
between (I) the time frame pages changes, (ii) nature of these pages
and (iii) commitment of the sub-pioneers. We notice a connection
between diminishing the nature of Blueprint pages to diminishing
code quality and last on bugs appearing.

The improvement of the communication between team and
stakeholders is a crucial objective of the Model, so it is crucial
to make more accessible the verification and reporting of informa-
tion through a wiki tool. The successful implementation of the
Blueprint Model enables identifying disagreements and conflicts in
the Wiki and not necessarily during meetings, which enabled the
resolution of these problems in private. Meeting events are not often
and gathers a few members, which prevents long discussions of non-
related subjects from reducing the execution time and reaching its
goal as quickly as possible while the rest of the team keeps working
on project tasks. After adopting the BLuePrint Model, the team
had performance gains related to the planned x performed activities,
related to clear and accurate communication, thus ensuring a clear
understanding of the changes. The fact that did not happen using the
Scrum model, due to the difficulty of managing constant changes
within the sprint and the difficulty of formal meetings due to the
time zone. Another improvement that is possible to observe is the
quality of deliveries. In the BluePrint model, team members can
maintain their specialties without the need to be multidisciplinary,
and brings a significant gain in side effects, especially when it came
to scope changes. Still linked to the specialty of the team members,
it is also possible to see the result in the motivation of the team; it
means, to work with the specialty of each one, this brings motivation
and engagement in the day-to-day work, and consequently, this is
reflected in product quality delivered.

Differently from other agile methodologies like Scrum, the
Blueprint Model exempts ceremonies and daily meetings that need
the entire team to happen, making the Model more flexible. This
characteristic praises the Model because it fits well with the current
pandemic scenario where the new common sense of IT company
members working remotely and need to keep the flow of work to
meet delivery deadlines. Some Blueprint Model positive points:

• No team ceremony: The team adopted the Blueprint Model
since the beginning of our development, and we kept it when
everyone on the team was doing home office. We managed to
keep all deadlines using only the Wiki as a reference for the
division of activities.

• Sub team division: This sub-team division was of great value
for the atypical home office scenario. The team needed to
maintain a very similar communication level as a live-work
environment, which made the team feel more comfortable
maintaining contact with companions.

• Model suited to a project scope that frequently changes:
Scope change is passive to happen very commonly in any

software development project. The team validated the model
adherence to the common practice since every project was
constantly changed. Due to the very centralized information
on the Wiki, there were small relevant impacts, all highly
negotiable.

6 Conclusion
In this work, we presented the extended definition of the Blueprint
model, a management methodology designed to accommodate the
best techniques and habits of both Scrum and Kanban to facilitate (i)
global software development, (ii) groups and task allocations, and
(iii) effective members communication. The straight communication
between groups and the high visibility of the overall status of the
projects are the main highlights of the methodology, which lead
to a better scope change management with low bureaucracy and
an accessible understanding of the entire development. To validate
the model, we discussed its adoption on a real-world project of
a large mobile-related software development company in the con-
text of GSD. The strategic use of Blueprint’s add-ons enables us
to coordinate, design, develop, and test a complex set of features
on a highly unstable scope scenario. Blueprint usage of UI and
UX for the documentation of analysis, design, and development
phases in conjunction with the lightweight cycle management tool
helped to facilitate the project management, once it allows sharing
responsibility between the group Leader, Sub-group Leaders, and
other members in documenting and reviewing the progress of the
project. More than that, the Blueprint model was improved during
the execution of the project through a collaborative effort of groups
located in different countries in order to improve its main benefits
and to lower any adoption barriers. As future work, we plan to
extend the Blueprint’s add-ons to integrate other easy-to-use and
well-known tools of project and task management, as well as to
improve the model’s adherence to other types of non-code projects.
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Text classification is considered one of the most fundamental and essential problems that
deal with automatically classifying textual resources into pre-defined categories. Numerous
algorithms, datasets, and evaluation measurements have been proposed to address the
task. Within the era of information redundancy, it is challenging and time-consuming
to engineering a sizable amount of data in multi-languages manually. However, it is
time-consuming to consider all words in a text, but rather several key tokens. In this
work, the authors proposed an effective method to classify Vietnamese texts leveraging the
TextRank algorithm and Jaccard similarity coefficient. TextRank ranks words and sentences
according to their contribution value and extracts the most representative keywords. First,
we collected textual sources from a wide range of Vietnamese news websites. We then
applied data preprocessing, extracted keywords by TextRank algorithm, measured similarity
score by Jaccard distance and predicted categories. The authors have conducted numerous
experiments, and the proposed method has achieved an accuracy of 90.07% on real-world
datasets. We have proved that it is entirely applicable in practice.

1 Introduction

This paper is an extension of work initially presented in IEEE RIVF
2020 [1] as an invited paper.

Within the era of information redundancy, it is challenging and
time-consuming to manually engineer a sizable amount of multilin-
gual data. For example, an electronic library might quickly identify
documents for archiving and management. Besides, it is often less
accurate and overwhelming if humans are involved in the process.
Therefore, apply machine approaches to automate the procedure
of text classification is mandatory. It makes the classified results
more reliable and less subjective. It helps alleviate human involve-
ment and information overload and enhances knowledge retrieval
efficiency. There are many text classification studies such as, e.g.
Bayes [2], decision trees [3], K-nearest neighbor [4], and neural
network [5]. The literature shows that automated text classification
is one mainstream research in natural language processing [6, 7].
Many research papers have been conducted to solve such problems
as email-messages filtering [8], topic modeling [9], geo-localization
[10], and document categorization [11]. The flowchart of standard
text classification is presented in Figure 1.

Figure 1: The flowchart of regular text classification where pre-processing and
featuring perform an essential role.

The curse of dimensionality affects accuracy and computing
time that arise when analyzing and organizing textual data in high-
dimensional spaces [9]. However, machine learning models do not
need to learn all tokens in the texts to categorize them. Instead, the
text’s label can be identified through its necessary tokens, which
contribute the most to the text’s meaning. Consequently, if we can
extract the text source’s main keywords, we might accurately clas-
sify it into an appropriate topic. The TextRank algorithm [12, 13]
allows extracting the list of representative keywords of textual con-
tents. On that consideration, the authors propose the method of
automatic Vietnamese text classification based on the representative
keyword analysis of the text. Textual datasets have been downloaded
from several news websites with 15 main topics. Then, keyword
sets that represent each topic are built. The system will extract that
text’s specific keywords when it is necessary to identify the topic
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of a text. The class of the text will be determined by computing the
coverage of the representative keywords. It would be the right way
for text classification applications in areas such as electronic library
management. Although many Vietnamese documents are electroni-
cally available, no previous research has applied keywords-based
text classification to them.

This work portrays our endeavor to construct a practical frame-
work for addressing Vietnamese texts’ classification task on the
news. To the best of our knowledge, in this extended article, the
authors have made several contributions. First, we discuss the paper
[1] in a lot more detail by extending the related works and technical
background. Second, we extend the experiments by investigating
more scenarios.

2 Related Work
An early effort to address the task of Vietnamese text classifica-
tion was conducted more than a decade ago [14]. In that paper,
the authors solved automatically categorizing the problem, given
textual sources into predefined categories. A comparison between
statistical N-Gram language modeling and bag of words approaches
has been investigated on their collected dataset. Several researchers
have applied the idea of spam filtering into Vietnamese text sources
[15]. Short messages such as conversational texts have also been
exploited by addressing the task of suggestion intents [16]. The
authors proposed a user suggestion intent definition in general from
conversational texts at a functional segment unit. The task of au-
tomatic text categorization has been studied by comparing the per-
formance of several term weighting schemes rather than analyzing
the actual classification task [17]. Regarding Vietnamese sources,
full-text representation has been exploited by many other research
papers [18, 19, 20]. Thoughtfully learning the literature, we could
claim that this is the first attempt to featuring Vietnamese texts using
the idea of representative keywords.

3 Proposed System

3.1 Design Concept

The Vietnamese text classification system proposed by the authors
includes two main components. One is the keyword extraction mod-
ule, and the other is the comparison with the training set to identify
the topic of a new document. We present the overall design of the
system in Figure (??). The process begins with the text sources
featured in the representative keyword vectors. For the training set,
the vectors will be marked with the topic label. For the test data,
the keyword extraction module is applied to convert the original
text data into its keyword-based representation. Next, the system
compares it to training data by calculating similarity scores. Finally,
the prediction is assigned to the test data.

3.2 Text Pre-processing

Vietnamese is the only language in which every syllable is pro-
nounced separately and is represented by a written word. This

feature is evident in all aspects of phonetics, vocabulary and gram-
mar. Data pre-processing is the first important step of any data
mining process. It makes data in its original form easier to observe
and explore. For the problem of text classification, due to specific
characteristics, each language has its own challenges. The prepro-
cessing process will help improve sorting efficiency and reduce the
complexity of the training algorithm. Depending on the purpose of
the classifier, we will have different preprocessing methods, such as

• Convert text to lowercase and correct spelling errors.

• Remove punctuation marks (if no sentence separation is per-
formed).

• Remove special characters ([], [.], [,], [:], [”], [”], [;], [/], [[]],
[]̃, []́, [!], [@], [#], [$], [%], []̂, [&], [*], [(], [)]).

• Separate tokens by compound words (Vietnamese).

• Remove the stopwords, e.g. the words that appear most in the
text that are not meaningful when participating in text classi-
fication. We utilize a list of 1942 Vietnamese stopwords1 in
our data processing.

• For the tokenization step, we utilize vnTokenizer [21] in our
research. The comparison of tokenization accuracy achiev-
able with different software is beyond the scope of this re-
search paper.

3.3 Vietnamese Text Tokenization

Phonetic characteristics In Vietnamese, there is a special type
of unit called ”tieng” or a sound of the thing. Phonetically, each
”tieng” is a syllable. For example, the word ”student” is translated
into two syllables ”sinh vien” which are two separate words. As a
result, these two words should come together to form a meaning
token.

Vocabulary characteristics Each ”tieng”, in general, is a mean-
ingful element. Continuing the previous example, the words ”sinh”
and ”vien” have their own meaning when coming alone. But when
they come together to form a single word ”sinh vien”, it has the
meaning of student as in English. The vocabulary of Vietnamese
is based on single words (one syllable) and the countless combina-
tion of them. Creating new words is very easy and flexible. If we
pronounce a sound, we could write it down as a word.

Grammatical characteristics The Vietnamese words do not
change morphology. For example, verbs in Vietnamese do not have
-ed, -s, -ing forms. This feature will dominate other grammatical
characteristics. When words combine with words into sentences, it
is important to know the word order, the word phrase, and keywords
for tenses recognition. Sorting words in a certain order is one of the
main processes to express syntax relations.

1https://github.com/stopwords/vietnamese-stopwords/blob/master/vietnamese-stopwords.txt
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Figure 2: Our proposed Vietnamese text classification procedure.

3.4 Keyword Extraction by TextRank

Algorithm TextRank [22] was developed based on the main idea of
the PageRank algorithm that Google search engine uses to rank web-
site cite zhou2019chip, langville2008google, berkhout2016google.
The bottom line of the TextRank algorithm is to use graphs to rep-
resent text and to score important information about the structure
in which the text is represented by keywords. In other words, the
TextRank algorithm processes a group of keywords representing
the entire text. TextRank ranks words by their importance, arranges
them in descending order of computed value, and extracts the most
important words. The number of important words is a hyperparame-
ter which is determined by the user prior to the TextRank algorithm
execution. This algorithm is successfully applied for keyword ex-
traction based on key value from a single text and this is also the
advantage of TextRank.

The TextRank algorithm represents the textual source as a graph
G = (V, E) where V is the set of vertices and E is the set of edges in
the graph. E is derived from a subset of V x V . Each vertex of the
graph G corresponds to one word extracted from the text. An edge
between any two vertices is created when their words appear in the
text at any position between 2 and N. The value for the importance
of the vertex Vi is calculated using the following formula:

S (Vi) = (1 − d) + d ∗
∑

j∈In(Vi)

1
|Out(V j)|

S (V j) , (1)

where d = [0, 1]. In our experiments, d is set to 0.85 by default
[22]. In(Vi) is the collection of vertices that point to it, and Out(Vi)
is the collection of vertices that vertex Vi points to it. The TextRank
algorithm can be presented in the Algorithm (1).

Algorithm 1 Implementation of TextRank algorithm.
Input: Textual data
Output: Extracted keywords K

1: Build the graph G = (V, E)
2: Compute the edges’ importance score by Equation (1)
3: Sort the edges by their scores
4: Select top K edges

3.5 Keyword Extraction for Topics

At this stage, we build a sample set of keywords for each topic from
a set of keywords extracted from the subject-labeled texts in the
training set. The model of building a set of keyword samples for
topics can be summarized as Figure (3). The keywords of the topic
are calculated by the statistical method of the number of occurrences
of each word in the list of keyword sets of training text. Words that
are keywords of one topic cannot be keywords of another topic.

3.6 Similarity Measurement by Jaccard Distance

Mathematically, there are many ways to calculate the similarity
between any two keyword lists Ri and any R j, provided they are of
the same length. However, in the context of the similarity between
two documents, we do not need to include all words in the text
but only the representative keywords T . The number of keywords
represented will be a lot less than the entire word in the text. Then,
a weighted version of the Jaccard [23] distance is determined as
follows:

Jaccard(Ri,R j) =
1
T

T∑
d=1

∣∣∣Ri,d ∩ R j,d

∣∣∣∣∣∣Ri,d ∪ R j,d

∣∣∣ , (2)

4 Experiments

4.1 Datasets

Data are collected from highly reputable Vietnamese websites. We
used Teleport pro 2 software for automated data collection. The
downloaded data is converted to plain text file and saved to the
corresponding folders with the folder name as predefined theme
name. Specifically, data is downloaded from the website 3 4 5 6

with 15 main topics. These topics are summarized in Table (1). The
2http://tenmax.com
3http://vnexpress.net
4http://dantri.vn
5http://tuoitre.vn
6http://yahoo.com.vn
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Figure 3: The keyword extraction for topics.

collected data was distributed into 80% training data group and 20%
test data group.

Table 1: Summary of 15 topics

# Topic Description
1 Music Singers, songs, musicians, performers, audiences.
2 Cuisine Food, restaurants, cooks, menus.
3 Movies Cinemas, genres, actors/actresses.
4 Tourism tourist destinations, resorts, attractions, hotels.
5 Family Marriage, family, grandpa, father, mother.
6 Education Education and training, enrollment, students.
7 Science Research, inventions, scientific discoveries.
8 Business market, buying and selling, gold prices, currencies.
9 Beauty beauty salon, care, therapies.
10 Motorcycle motorbikes, cars, prices, comparison, repair.
11 Law Legal, criminal, police events.
12 Health health information, hospitals.
13 Sports soccer matches, games, scores, comments.
14 Fashion Field of fashion, costumes, designers, stylists.
15 Computers Digital technology, computers, operating systems.

4.2 Evaluation Metric

We define the number of true positive (TP), true negative (TN), false
positive (FP), and false negative (FN). We also define m+ the total of
condition positives, m− the total of condition negatives, m̂+ the total
predicted condition positives, m̂− the total predicted condition nega-
tives, and m the total population. Then, we compute the sensitivity
or recall by using:

recall =
TP
m+

. (3)

We compute precision as follows:

precision =
TP
m̂+

. (4)

Then, we compute F1-score as follows:

F1-score = 2
recall · precision
recall + precision

. (5)

Table 2: Statistics on all experimental scenarios.

# Keywords
Accuracy

(%)
Training
time (s)

Test time
(s)

10 75.27 2155 1111
15 82.47 2156 1116
20 85.87 2162 1114
25 87.40 2168 1115
30 88.13 2178 1116
35 88.00 2177 1118
40 89.40 2184 1119
45 89.90 2191 1119
50 90.07 2199 1120
55 90.07 2205 1112
60 90.03 2213 1123
65 90.06 2219 1127
70 90.07 2307 1125
all 95.40 9279 1362

Figure 4: The correlation between the number of keywords and accuracy score.

4.3 Experimental Results

In the experiments, the authors have designed several scenarios
where the number of keywords is varied to test the model’s perfor-
mance. The number of keywords T = {10, 20, 30, 40, 50, 60, 70} and
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in an extreme scenario where all the keywords selected by the Tex-
tRank algorithm are used. The experimental results are presented in
Table (3), Table (4), Table (5), Table (6), Table (7), Table (8), Table
(9), and Table (10) respectively.

Figure 5: The correlation between the number of keywords and training time.

Figure 6: The correlation between the number of keywords and test time.

Table 3: Test set’s confusion matrix with 10 keywords selected by the TextRank
algorithm.

Topic
ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Accuracy
(%)

1 87 0 4 0 7 0 0 0 0 0 1 0 0 1 0 87
2 0 73 0 2 6 0 11 2 4 0 0 0 0 2 0 73
3 6 0 93 0 1 0 0 0 0 0 0 0 0 0 0 93
4 5 2 3 60 14 0 0 6 2 0 2 1 2 3 0 60
5 4 2 2 0 78 2 0 2 0 0 6 2 0 0 2 78
6 4 2 0 0 2 80 0 0 0 0 10 0 2 0 0 80
7 4 2 3 5 9 5 49 0 7 2 0 1 3 1 9 49
8 4 1 0 2 7 0 2 77 0 2 0 1 2 0 2 77
9 0 1 1 0 2 0 4 1 83 0 0 6 2 0 0 83

10 0 0 0 1 0 0 0 4 1 91 1 0 1 1 0 91
11 0 1 1 1 7 0 1 6 0 0 82 1 0 0 0 82
12 4 0 0 3 9 1 5 0 6 1 5 66 0 0 0 66
13 2 1 0 1 18 1 0 0 1 0 0 0 74 1 1 74
14 6 0 10 2 2 0 2 2 3 4 1 0 1 67 0 67

15 2 0 2 0 1 0 1 10 3 10 0 0 0 2 69 69
Average accuracy 75

The authors also make statistics on all experimental scenarios
in Table (2). Note that all in the Table means all the tokens in a

particular text. The texts’ length is varied, and the average number
of tokens is 500. We plotted the correlation between the number of
keywords and accuracy scores in Figure (4). The accuracy of 90%
is stable at 50 keywords. In Figure (5), we observe a considerable
increase from 60 to 70 keywords. While in Figure (6), the test time
grows eventually.

Table 4: Test set’s confusion matrix with 20 keywords selected by the TextRank
algorithm.

Topic
ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Accuracy
(%)

1 96 0 1 0 3 0 0 0 0 0 0 0 0 0 0 96
2 1 85 0 1 5 0 3 2 0 1 1 0 0 1 0 85
3 0 0 95 1 3 0 0 0 1 0 0 0 0 0 0 95
4 0 0 1 83 5 0 0 10 0 0 0 0 0 1 0 83
5 0 0 0 2 92 0 0 0 0 0 6 0 0 0 0 92
6 0 0 2 0 7 77 0 2 0 0 10 0 0 0 2 77
7 0 0 0 3 5 2 78 3 3 2 0 2 1 0 1 78
8 0 0 2 1 2 0 2 89 0 1 2 0 0 0 1 89
9 0 0 0 0 4 0 2 1 81 3 0 7 0 2 0 81

10 1 0 0 0 0 0 1 1 0 95 0 0 1 1 0 95
11 1 0 0 0 8 0 0 5 0 0 85 1 0 0 0 85
12 0 1 0 2 14 2 5 2 6 1 3 63 0 0 1 63
13 0 0 0 0 4 0 0 0 0 0 0 0 96 0 0 96
14 5 0 3 1 3 0 0 0 1 1 0 0 0 86 0 86
15 1 0 2 0 0 0 2 3 0 5 0 0 0 0 87 87

Average accuracy 86

Table 5: Test set’s confusion matrix with 30 keywords selected by the TextRank
algorithm.

Topic
ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Accuracy
(%)

1 95 0 2 0 3 0 0 0 0 0 0 0 0 0 0 95
2 0 91 0 2 7 0 0 0 0 0 0 0 0 0 0 91
3 0 0 95 0 3 0 0 0 0 0 0 0 0 2 0 95
4 0 0 2 84 5 0 0 8 0 0 1 0 0 0 0 84
5 0 0 0 0 94 0 0 0 0 0 4 2 0 0 0 94
6 0 0 0 0 12 74 2 6 0 2 4 0 0 0 0 74
7 0 0 0 0 2 0 88 5 3 1 0 1 0 0 0 88
8 0 0 2 1 1 1 3 91 0 0 1 0 0 0 0 91
9 0 0 0 0 4 0 0 0 88 2 0 4 0 2 0 88

10 0 0 0 0 0 0 0 3 0 96 0 0 1 0 0 96
11 0 0 0 0 5 0 0 7 0 0 88 0 0 0 0 88
12 0 3 0 2 15 1 5 5 5 0 2 62 0 0 0 62
13 0 0 0 0 4 0 0 0 0 0 0 1 95 0 0 95
14 4 0 2 1 0 0 0 2 1 0 0 0 0 90 0 90
15 0 0 0 0 1 0 1 5 0 2 0 0 0 0 91 91

Average accuracy 88

Table 6: Test set’s confusion matrix with 40 keywords selected by the TextRank
algorithm.

Topic
ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Accuracy
(%)

1 91 0 1 0 7 0 0 0 0 0 0 0 0 1 0 91
2 0 95 0 2 3 0 0 0 0 0 0 0 0 0 0 95
3 0 0 94 1 3 0 0 0 0 2 0 0 0 0 0 94
4 0 0 1 87 1 0 0 11 0 0 0 0 0 0 0 87
5 0 0 0 0 92 2 0 0 0 0 4 2 0 0 0 92
6 0 0 0 0 12 78 2 2 0 0 6 0 0 0 0 78
7 0 0 1 1 0 0 90 4 2 1 0 1 0 0 0 90
8 0 0 1 0 2 0 0 94 0 1 2 0 0 0 0 94
9 0 0 0 1 3 0 0 0 90 1 0 2 0 3 0 90

10 0 0 0 0 0 0 0 4 1 95 0 0 0 0 0 95
11 0 0 1 1 5 0 0 3 0 0 89 0 0 0 1 89
12 0 3 0 3 14 0 3 11 5 0 0 61 0 0 0 61
13 0 0 0 0 4 0 0 0 0 0 0 0 96 0 0 96
14 2 0 1 0 0 0 0 2 0 0 0 0 1 94 0 94
15 0 0 0 0 1 1 0 2 0 1 0 0 0 0 95 95

Average accuracy 89
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Table 7: Test set’s confusion matrix with 50 keywords selected by the TextRank
algorithm.

Topic
ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Accuracy
(%)

1 94 0 1 0 4 0 0 0 0 0 0 0 0 1 0 94
2 1 96 0 1 1 0 0 1 0 0 0 0 0 0 0 96
3 6 0 87 0 2 0 0 1 0 2 0 0 0 2 0 87
4 0 0 0 89 3 0 0 8 0 0 0 0 0 0 0 89
5 0 0 0 0 96 0 0 0 0 0 2 2 0 0 0 96
6 0 0 0 0 14 82 2 0 0 0 2 0 0 0 0 82
7 0 0 1 3 0 0 87 3 1 4 0 1 0 0 0 87
8 0 0 0 2 1 0 0 95 0 0 2 0 0 0 0 95
9 0 0 0 0 1 0 0 0 90 1 0 4 1 3 0 90

10 0 0 0 1 0 0 1 4 1 93 0 0 0 0 0 93
11 0 0 1 0 6 0 0 2 0 0 91 0 0 0 0 91
12 0 1 0 1 13 0 3 6 3 0 1 72 0 0 0 72
13 0 0 0 0 4 0 0 0 0 0 0 0 96 0 0 96
14 3 0 2 0 1 0 0 0 0 0 0 0 0 94 0 94
15 2 0 0 0 1 1 0 5 1 1 0 0 0 0 89 89

Average accuracy 90

Table 8: Test set’s confusion matrix with 60 keywords selected by the TextRank
algorithm.

Topic
ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Accuracy
(%)

1 93 0 1 0 4 0 0 1 0 0 0 0 0 1 0 93
2 0 94 0 2 4 0 0 0 0 0 0 0 0 0 0 94
3 2 0 89 2 4 0 0 1 0 0 0 0 0 2 0 89
4 0 0 0 87 3 0 0 10 0 0 0 0 0 0 0 87
5 0 0 0 0 94 2 0 0 0 0 4 0 0 0 0 94
6 0 0 1 1 12 74 2 2 0 0 8 0 0 0 0 74
7 0 0 1 0 0 0 87 5 0 6 0 1 0 0 0 87
8 0 0 2 2 1 0 0 93 0 0 2 0 0 0 0 93
9 0 1 0 1 0 0 0 0 93 1 0 2 0 2 0 93

10 0 0 0 1 0 0 1 3 0 95 0 0 0 0 0 95
11 0 0 0 1 1 0 0 3 0 0 95 0 0 0 0 95
12 0 1 0 2 7 0 5 6 4 0 3 72 0 0 0 72
13 0 0 0 0 4 0 0 0 0 0 0 1 95 0 0 95
14 3 0 1 0 0 0 0 2 0 0 0 0 0 94 0 94
15 0 0 0 0 2 0 0 2 0 1 0 0 0 0 95 95

Average accuracy 90

Table 9: Test set’s confusion matrix with 70 keywords selected by the TextRank
algorithm.

Topic
ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Accuracy
(%)

1 94 0 1 0 2 0 1 1 0 0 0 0 0 1 0 94
2 0 93 0 1 3 0 0 0 0 0 2 0 1 0 93
3 0 0 87 2 6 0 0 1 0 0 0 0 0 4 0 87
4 0 0 0 94 0 0 0 6 0 0 0 0 0 0 0 94
5 0 0 0 0 94 0 0 0 0 0 4 2 0 0 0 94
6 0 0 0 3 10 75 2 4 0 0 6 0 0 0 0 75
7 0 0 0 0 0 0 91 5 0 4 0 0 0 0 0 91
8 0 0 1 1 1 0 0 95 0 0 2 0 0 0 0 95
9 0 0 0 1 3 0 0 0 90 1 0 2 0 3 0 90

10 0 0 0 1 0 0 1 4 0 94 0 0 0 0 0 94
11 0 1 0 0 1 0 0 2 0 0 95 1 0 0 0 95
12 0 1 0 0 10 1 3 6 8 0 4 67 0 0 0 67
13 0 0 0 0 4 0 0 0 0 0 0 1 95 0 0 95
14 2 0 2 0 0 0 1 1 0 0 0 0 0 94 0 94
15 0 0 0 0 1 0 0 4 1 0 0 0 0 1 93 92

Average accuracy 90

5 Conclusion
In this article, the authors have described a proposed approach that
allows text classification based on the solution of extracting specific
representative keywords of the text. We discussed the proposed
system in detail from the abstract design, text pre-processing, and
Vietnamese characteristics. Then we described the TextRank al-
gorithm based on graphs to score important information about the

text’s structure. Intensive experiments have been conducted to prove
the stability and robustness of the proposed system. High accuracy
of 90.07% has been achieved. Although many Vietnamese docu-
ments are electronically available, this is the first to conduct text
classification based on keywords. This research portrays our en-
deavor to construct a practical framework for addressing Vietnamese
texts’ classification tasks on news websites.

Table 10: Test set’s confusion matrix with all keywords selected by the TextRank
algorithm.

Topic
ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Accuracy
(%)

1 92 0 0 0 8 0 0 0 0 0 0 0 0 0 0 92
2 0 92 0 2 6 0 0 0 0 0 0 0 0 0 0 92
3 0 0 86 2 12 0 0 0 0 0 0 0 0 0 0 86
4 0 0 0 96 2 0 0 2 0 0 0 0 0 0 0 96
5 0 0 0 0 99 0 0 0 0 0 1 0 0 0 0 99
6 0 0 0 0 16 84 0 0 0 0 0 0 0 0 0 84
7 0 0 0 0 0 0 99 1 0 0 0 0 0 0 0 99
8 0 0 1 0 0 0 0 99 0 0 0 0 0 0 0 99
9 0 0 0 0 1 0 0 0 99 0 0 0 0 0 0 99

10 0 0 0 1 1 0 1 0 0 97 0 0 0 0 0 97
11 0 0 0 0 1 0 0 0 0 0 99 0 0 0 0 99
12 0 0 0 0 2 0 0 0 1 0 0 97 0 0 0 97
13 0 0 0 0 4 0 0 0 0 0 0 0 96 0 0 96
14 0 0 1 0 0 0 0 0 0 0 0 0 0 99 0 99
15 0 0 0 0 1 0 1 0 0 0 0 0 0 0 98 98

Average accuracy 95
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the detection process. We have applied different feature selection techniques to select the 
predominant features that are actually effective in detecting intrusions.   
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1. Introduction 

Intrusion Detection System (IDS) works as an application or 
device which identifies some hostile activities or as policy 
violations by the intruder in network.  IDS is used to analyze the 
network traffic and detect some possible intrusive activities in the 
computer network. Mainly misuse detection system and anomaly 
detection system are the two types of intrusion detection systems. 
It is capable of detecting probable attacks from the known patterns 
or signatures, and identify some intrusive activities which deviates 
from normal behavior in a monitored system, and can detect some 
unknown attacks [1]. The most popular IDSs are SourceFire, 
McAfee, and Symantec, which plays an important role for network 
surveillance and monitoring, and functions like a network security 
guard. IDS can be categorized as Network based Intrusion 
Detection System (NIDS) and Host based Intrusion Detection 
System (HIDS) [2]. In NIDS, the Intrusion Detection System (IDS) 
is installed before and after the firewall to capture network traffic 
for the entire network segment, but in HIDS, the Intrusion 
Detection System (IDS) is applied on a specific host to analyse 
packets, logs and system calls. As compared to NIDS, HIDS is 
more suitable for identifying the internal attacks.  

We have applied a number of techniques to analyze the 
intrusion data and build a system that has higher detection rate. 

2. Data Mining-based Approach 

Data mining is a method of discovering a way of systematic 
relationship of data and an approach of determining the 
fundamental information of data. It is broadly divided into two 
categories such as supervised and unsupervised approach. 
Classifications and clustering are the best examples of supervised 
and unsupervised algorithms respectively. In a clustering 
approach, the group of unique objects are based on the 
characteristics of such data points [3]. Where these data points in 
a cluster is similar to other data points in the cluster and is 
dissimilar to the data points in different cluster. By grouping such 
similar data points into one cluster which shows the abnormality 
identification. Hence this approach may be responsible for 
potentially increase of the false alarm rate. The performance of 
IDS is highly dependent on the low false alarm rate, which may 
degrade the performance when it generate high false alarm [4]. 
Classification is one of the best supervised approach used for 
classifying the benign or anomalous data, for reducing the false 
alarm rate. It has the ability to differentiate unusual data pattern, 
which may be suitable for identifying new attack patterns [5]. 
Classification is widely used for its strong ability in identifying the 
normal structure very accurately, which contribute towards its 
reducing false detection [6]. These ensemble techniques are used 
to combine several classifiers which obtain better prediction for its 
accuracy in performance [7].  
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2.1. Classification 

A classification technique (also known as classifier) is a 
systematic approach to build the classification models from an 
input dataset. Some of the techniques like Decision Tree based 
classifiers, Rule based classifiers, Neural Networks, Naïve Bayes 
classifiers and Support Vector Machines etc., each of the technique 
employs a learning-based algorithm to identify a model that best 
suits the relationship between the set of attributes and class label 
of input data. The generated model by learning algorithm should 
fit both input data well and also correctly predict class labels of 
records. The primary objective of the learning based algorithm is 
to build a model with good generalization and capability; i.e., the 
models that accurately predict the class labels of previously 
unknown records. This classification is done using a training set 
which consists of records whose class labels are known and must 
be provided. To build a classification model, using this is 
subsequently applied to the test set, which consists of records with 
unknown class labels.  

The performance of a classification model is evaluated based 
on the classification of test records correctly and incorrectly 
predicted by the model. The counts of the predicted values are 
tabulated in a table known to be confusion matrix. For the learning 
and classification, we have used various machine learning 
techniques. There are two major categories of machine learning 
techniques, namely, Supervised and unsupervised technique, 
supervised technique requires an initial training phase where the 
algorithm is trained using existing dataset with appropriate 
classification. The algorithm then uses this knowledge to perform 
the real-time classification of test data. Conversely, the 
unsupervised technique does not require any existing classification 
method and basically use multiple runs to fine tune the 
classification patterns.  

2.2. Decision Tree 

Classifying the test record is a straightforward approach once 
a decision tree is being constructed. Basically starting from a root 
node, we go on applying the test condition to the records and 
follow to the appropriate branches based upon the outcome of the 
test result. This will lead to us either to the internal node, to which 
the new test condition is being applied or to the leaf node. This 
class label which is associated with the leaf node is then assigned 
to the record. 

There are many decision trees, which can be constructed from 
a given set of attributes, where some of the trees are more accurate 
than others, and finding a optimal tree is computationally 
infeasible because of exponential size of the size of the search 
space. A number of algorithms have been developed to induce, 
with a reasonably accurate and albeit suboptimal decision tree 
constructed in a reasonable amount of time. Such algorithms 
employ a greedy strategy that design a decision tree by taking a 
series of locally optimum decisions about which, attributes are to 
be used for partitioning the data. One of such algorithm is Hunt’s 
algorithm, which is the basis of most of the existing decision tree 
induction algorithms, including, C4.5, Classification and 
Regression Trees (CART), and Iterative Dichotomiser 3 (ID3). An 
efficient algorithm to build a decision tree is C4.5, used for 
classification (also known as statistical classifier), can be described 
as “a landmark of decision tree program that is probably the 

machine learning workhorse and most widely used in practice to 
date”. 

2.2.1. Random Forest 

The most versatile tree-based machine learning algorithm, 
which is used to build several trees (or decision trees), and then 
combining each of the output to improve the generalization ability 
of the building model. This method of combining the trees (i.e 
combining weak learners (or individual trees) to produce a strong 
learner (a Forest) ) is also known as an ensemble method. Random 
Forest algorithm can be used to solve the regression problems 
(where the dependent variables are continuous) and classification 
problems (where the dependent variables are categorical).  

In a given data frame, the tree stratifies or partitions the data, 
based on rules (such as if-else), then these rules divide the dataset 
into a number of distinct and non-overlapping regions. Such rules 
are determined by the use of variable’s contribution to the 
homogeneity or pureness of the respective resultant child nodes. In 
the regression trees (where the output is predicted by the mean of 
observations at the terminal nodes), the splitting decision is based 
on minimizing the RSS. The variable, which leads to the greatest 
possible reduction in RSS, is chosen in the root node.  The tree 
splitting takes a top-down greedy approach (which is also known 
as recursive binary splitting) , because the algorithm cares to make 
the best split, at the current step rather than saving a split for better 
result on future nodes.   

2.3. Feature Selection 
Feature selection is a process of selecting a subset of M features 

from a set of N features, so that the feature space is optimally 
reduced based on a certain evaluation criteria. The objective of 
feature subset selection method is to find a optimum set of features 
such that, the resulting probability distribution of the data classes 
is as close as possible to the original distribution obtained using all 
the attributes [8]. Feature selection process used to improve the 
classification performance by searching for a subset of features, 
which best classifies the training data. In a high dimensional 
feature space some of the features may be redundant or irrelevant, 
which may deteriorate the performance of classifiers [9]. It is very 
much important to remove these redundant or irrelevant features. 
It is necessary to find the subset of features involves in the 
selection process to improve the prediction of accuracy or decrease 
the size of the features in the dataset without significantly 
decreasing the prediction accuracy of a classifier which is built 
using only the selected features. 

Feature selection is the foundation of machine learning [10], a 
process of discovering the most useful and prominent features for 
the learning-based algorithm. It is very much important to extract 
the set of redundant or irrelevant features need to prevent the 
classifiers from being biased and required to minimize the feature 
selecting error so as to improve the abnormal behavior and 
detection rate. This is because of the application of  appropriate 
algorithm and its effectiveness highly dependent on the feature 
selection process. Filters and wrappers [11] are the two generalized 
methods used in feature selection. Filter-based subset evaluation 
(FBSE) method is used to remove the redundant features inside the 
filter ranking [12]. This process examines the complete subset in a 
multivariate way and select the relevant features and explores the 
degree of relationship between the features.  
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Henceforth FBSE is a heuristics approach which involves the 
probability and statistical measures for searching and evaluation of 
the usefulness of identified features. The wrapper based subset 
evaluation (WBSE) method use the classifier for estimating the 
worth of each feature subset. Basically WBSE methods have 
greater predictive accuracy as compared to FBSE method, because 
the selection approach is optimized, when evaluating each of the 
feature subset using classification algorithm. So more or less the 
WBSE method use a classification based algorithm for evaluation 
of each set of features. But WBSE method becomes 
uncontrollable, at the time of dealing with large databases with 
many features [13]. Hence, WBSE methods are highly associated 
with the classifier algorithm which makes it more difficult at the 
time of shifting from one classifier to another classifier because of 
the re-initiation of selection process. But the FBSE method uses 
distance measures and correlation functions for selection criteria 
of features [14]. Where FBSE method do not need re-execution of 
different learning based classifiers and hence its execution process 
is more faster than WBSE. So FBSE is favorable for large 
databases environment which contains many features. 

The statistical based detection approach introduced by [15] 
based on the collection of data for creating normal behavior 
profile. Here traffic data over a period of time is collected for 
utilization of intrusion detection. In Packet Header Anomaly 
Detection (PHAD), the abnormal patterns are recognized using the 
packet characteristics and behaviors. The normal profile is 
constructed using statistical measurement of activity history[16]. 
A set of traffic can be defined as intrusive, that are deviated from 
normal profile and behaved abnormally. PHAD uses all of the 33 
attributes of a packet header that represents information of data 
link, network and transport layers of 7 layer OSI model without 
using IP address and port number, The probability of each packet 
being benign or tending towards abnormal behavior is measured 
by the information contain in each attribute. For any such 
dissimilarity detected at the time of matching against the training 
data, an anomaly score is given. The anomaly score for each packet 
is summed-up, and if the score surpasses the preset threshold then 
it is flagged as anomalous.     

Network-based and host-based are two different environments 
in Protocol based Packet Header Anomaly Detection (PhPHAD) 
of conventional PHAD system [17]. TCP, UDP and ICMP are the 
three main protocols used to construct normal profile. The Light 
weight Network Intrusion Detection System (LNID) has been 
proposed to identify the malicious packets in Telnet traffic. In 
LNID, the behavior is extracted from the training data to construct 
the normal profile which is further used for computing the anomaly 
score. This anomaly score is used to match between training and 
testing data. Then surpassed preset threshold score packets are 
treated as malicious packets. To reduce computational cost the 
insignificant features from the training data are removed during 
preprocessing phase.  

Rank based feature selection: Feature ranking method calculate 
the score of each attribute and arrange them in descending order 
according to their score. The performance of six ranking methods 
used for feature selection is divided into entropy based attribute 
evaluator and statistical attribute evaluator technique. Entropy 
based attribute evaluator technique is used in information theory to 
characterize the purity of an arbitrary collection of samples. 

Information Gain (IG), Gain Ratio (GR) and Symmetrical 
Uncertainty (SU) are the entropy based attribute evaluators used to 
measure system’s unpredictability. Whereas One Rule (One R), 
Chi Squares and Relief-F Attribute evaluators are statistical 
attribute evaluator techniques.  

3. Rank-based Classification 

We have used most of the efficient  data mining classification 
algorithms used for IDS. The Best-First Decision Tree based 
(BFT) classifier, basically used for binary splitting of both normal 
and numeric valued attributes, the decision tree learner based on 
imprecise probabilities and uncertainty measures (CDT),  the class 
implementing decision Forest Algorithm (FPA) using bootstrap 
samples and penalized attributes [18] , the building of Functional 
Trees (FT) for classification, more specifically functional trees 
uses logistic regression based functions at inner nodes and leaves. 
This algorithm can also deal with the binary as well as multiclass 
target variables, along with nominal attributes and numeric and 
with missing values [19]. A Hoeffding Tree (VFDT) is incremental 
based, anytime decision-tree induction algorithm, which is capable 
of learning from a massive data stream. Hoeffding trees exploit the 
fact that, an optimal splitting attribute can often be chosen from a 
small sample [20], the class for generating a pruned or unpruned 
C4 (J48) [21] and the class for generating a pruned or unpruned 
C4.5 Consolidated Tree Construction (CTC) algorithm 
(J48Consolidated) in which a set of subsamples are used to build a 
single tree, where the Resampling Method (RM) [22] is built with 
a few new options  added to the J48 class, whereas the class for 
generating a grafted (pruned or unpruned) C4 (J48graft) [23] and 
the class for generating a multi-class alternating decision tree using 
LogitBoost strategy (LADTree) [24]. The classifier for building a 
Logistic Model Trees (LMT), in which the classification trees are 
the logistic regression functions of the leaves. This algorithm can 
also deal with the binary as well as multiclass target variables, 
along with nominal attributes and numeric and with missing values 
[25]. The class for generating decision tree with Naïve Bayes 
classifiers at the leaves (NBTree) [26]. A class for constructing a 
forest with Random Trees (RF) [27] and the class considers K 
number of randomly chosen attributes at each  level of node (RT) 
for constructing a tree. The. Fast decision tree learner (REPT) 
which builds a decision tree or regression tree using the 
information gain or variance and prunes it using the reduced error 
pruning method with backfitting, and the  Implementation of the 
decision forest algorithm SysFor (SF) [28]. 

4. Dataset used 

The KDDCUP99 dataset is derived from the DARPA98 
network traffic data in 1999, which assembled individual TCP 
packets into TCP connections. Each of the TCP connection having 
41 features along with a label that specifies a specific type of attack 
or normal as a status of a connection. Dataset consists of 38 
numeric features and three symbolic features, which are again 
classified into following four different categories [29].  First nine 
(f1-f9) features are used to describe each TCP connection. In this 
category all the attributes are being extracted from a TCP/IP 
connection, and these features lead to an implicit-delay in 
detection. The second thirteen (f10-f22) are domain knowledge 
related content features used to indicate that suspicious behavior 
in the network traffic having no sequential patterns. But unlike   
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Table 1: The Various types of Attacks and their Classifications 

Attack Category/ 
Attack Name Attack Description 

Denial of Service 
(DoS) 

In such attack an attacker tries to make the system’s computing/ memory resources too busy or 
full to handle the legitimate requests, or denies such legitimate users to access a system. The most 
possible ways to launch the DoS attacks are by abusing the computers for legitimate features, and 
by targeting the bugs, or by exploiting the system’s misconfiguration. 

 Back A DoS attack against the apache web server, in which a client requests URL containing many 
backslashes, that slows down server response 

 Land A DoS attack where remote host sends a UDP packet with same source and destination, freezes 
the machine 

 Neptune Syn-flood DoS attack on one port or on more ports  
 Ping of Death DoS ping-of-death 

 Smurf 

A DoS attack in which a large number of ICMP (Internet Control Message Protocol) packets with 
its intended victim’s spoofed source IP may broadcast to computer network using IP broadcast 
address. By which the victim’s computer may slow down for devices on a network intending to 
send a reply to the source IP, in a flooded traffic of large no of packets. 

 Teardrop 

A program, sends IP fragments to a machine which is connected to a network or internet. It is a 
DoS attack that exploit an overlapping IP fragment bug which is present in Windows 95, Windows 
NT and Windows 3.1 Operating System Machines. This bug causes TCP/ IP fragmentation 
reassembly code for improperly handle overlapping IP fragments, which needs a reboot for 
preferred remedy.  

Remote to Local 
(R2L)  

In such attack an attacker without having a registered account in a remote machine, that send 
packets to machine on a network and exploits the vulnerability for illegally gain local access as a 
user on that machine. 

 Ftp_write The remote FTP user creates .rhost file in the world writeable anonymous FTP directory that 
obtains local login which gains user access.  

 Guess_passwd An attacker tries to gain access to the user account, by repeatedly guessing possible passwords.  
 Imap A remote buffer-overflow using Imap port that leads to root shell which gains root access. 
 Multihop Multi-day scenario by which a user first breaks into a machine. 

 Phf The exploitable CGI script that allows a client to execute the arbitrary commands on a machine 
using misconfigured web server. 

 Spy That sends packets to a machine over a network through it which doesn’t have an account in the 
target machine.  

 Warezclient The user used to download illegal software that was previously posted using anonymous FTP by 
the warezmaster 

 Warezmaster Exploits a system bug associated with FTP Server. 

User to Root (U2R) 

Using such attack, an attacker used to access to a normal user account attempts to exploit system 
vulnerabilities to gain root access to the system. A class of such attacks are the regular buffer 
overflows, that are caused by the regular programming mistakes and the environmental 
assumptions. 

 Buffer_overflow Such type of attacks are designed to trigger the arbitrary code execution using a program and by 
sending it to more than that it supposed to receive. 

 Load Module Non-stealthy load module attack, that resets IFS for the normal user and that creates a root shell. 
 Perl The perl attack sets a user-ID to root in a perl script and it creates a root shell. 
 Root kit A Multi-day scenario where the user installs one or more components of a rootkit. 

Probes 

In such attack an attacker who scans network of computers to get information or to find known 
vulnerabilities. An attacker with the information of map of machines and services over a network 
that can be used to exploit. There are different types of probes, few of them abuse computer’s 
legitimate features or social engineering techniques. These class of attacks are the most commonly 
heard, which requires little technical knowledge or expertise. 

 Satan A publicly available tool which probes the network for security vulnerabilities and for 
misconfigurations. 

 Ipsweep The surveillance sweep is performing either a port sweep or ping on multiple host which identifies 
the active machine. 

 Nmap Network mapping using nmap tool, identifies active ports on a machine. 
 Portsweep The Surveillance sweep is performing either a port sweep or ping on multiple host address. 
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DOS and Probing attacks, the R2L, and U2R attacks don’t 
contain any intrusion frequent sequential patterns, because  DoS 
and Probing attacks involve many connections to the host(s) in 
a short period of time, so the R2L and U2R attacks are embedded 
with the data portions of packets and normally involve a single 
connection. Hence, we need some features to detect such attacks, 
which may look in the data portion for the suspicious behavior, 
(as an example a number of failed login attempts) are called 
content features. The third nine (f23-f31) time-based traffic 
features are designed to capture the properties that mature over 
a two second temporal window, (as an example the number of 
connections to the same host over a two second interval). Final 
fourth ten (f32-f41) host-based traffic features basically utilize a 
historical window, which are estimated over a number of 
connections instead of time, such features are designed to access 
attacks, with span intervals are longer than 2 seconds [30]. There 
are 41 feature attributes for each connection record plus one 
class label, out of which 38 are numeric and 3 are symbolic. 
Symbolic attributes are protocol type, service, and flag. Discrete 
data can be numeric but it can also be categorical, continuous 
data are always numeric and are not restricted to define separate 
values and can take any value within a range [31]. The various 
types of attack with their categories are discussed in the table 
[32]. The severity of the attack and the classification is 
discussed. 

There are 125973 number of records of the dataset is; out of 
which 53.48 percent are normal and 46.52 percent of records are 
of intrusive types. There are 24 different types of attack which 
can be mainly classified into four categories, such as Danial of 
Services (DoS), Remote to Local (R2L), User to Root (U2R), 
and Probing. 

Table 2:  Different Types of Attack and their Class Occurrences 

Class Type 

Numb
er of 

Instan
ces 

% of 
Attack 
Type 

% of 
Attack 
Class 

% of Total 
Class 

Occurences 

DoS 45927 - 78.33 36.45 
1 neptune 41214 89.74 70.3 32.72 
2 teardrop 892 1.94 1.52 0.71 
3 smurf 2646 5.76 4.51 2.1 
4 pod 201 0.44 0.34 0.16 
5 back 956 2.08 1.63 0.76 
6 land 18 0.04 0.03 0.01 

Probes 11656 - 19.88 9.25 
1 ipsweep 3599 30.88 6.14 2.86 

2 portswee
p 2931 25.15 5 2.33 

3 nmap 1493 12.81 2.55 1.19 
4 satan 3633 31.17 6.2 2.88 

R2L 995 - 1.7 0.78 

1 warezclie
nt 890 89.45 1.52 0.71 

2 guess_ 
passwd 53 5.33 0.09 0.04 

3 ftp_write 8 0.8 0.01 0.01 
4 multihop 7 0.7 0.01 0.01 
5 imap 11 1.11 0.02 0.01 

6 warezma
ster 20 2.01 0.03 0.02 

7 Phf 4 0.4 0.01 0 
8 Spy 2 0.2 0 0 

U2R 52  0.09 0.04 
1 rootkit 10 19.23 0.02 0.01 

2 buffer_ 
overflow 30 57.69 0.05 0.02 

3 loadmod
ule 9 17.31 0.02 0.01 

4 Perl 3 5.77 0.01 0 
Total Attacks 58630 - - 46.52 

Normal 67343 - - 53.48 
Total 

Instances 
12597

3 
  100 

In the intrusive data set around 36.45 percent data are of DoS 
type, about 9.25 percent data are of Probes type, 0.78 percent of 
R2L type and 0.04 percent of U2R type.  

Figure 1: Percentage of Instances of Various Attack Classes 

The figure describes various attack categories, around 78.33 
percent of data are of DoS type out of which 70.3 percent are of 
Neptune type, 1.52 percent teardrop, 4.51 percent smurf, 0.34 
percent pod, 1.63 percent pod and 0.03 percent of land type 
attacks. There are 19.88 percent Probes type, where 6.14 percent 
are ipsweep, 5 percent are portsweep, 2.55 percent are nmap and 
6.2 percent are satan type of attack. Nearly 1.7 percent are R2L 
type of attack, in which 1.52 percent are warezclient, 0.09 
percent are guess_passwd, 0.01 percent are ftp_write, 0.01 
percent are multihop, 0.02 percent are imap, 0.03 percent are 
warezmaster,  0.01 percent are phf, and 0.0 percent are spy. In 
the 0.09 percent of U2R attack, there are 0.02 percent rootkit, 
0.05 percent are buffer_overflow 0.05 percent are loadmodule, 
and there are 0.01 percent perl type of attack.We have applied 
the rank based feature selection method to compute the rank of 
the features and the order of the features based on their rank is 
as follows. The order of the features varies with the different 
feature selection approach. The rank based feature selection 
approach applied on the various set of data set of NSL KDD Cup 
data set is as follows. The rank of the features varies with the 
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change of rank based feature selection approach applied on 
various classes of data. The order of the features varies based on 
their rank values and feature selection mechanism. The rank for 
different features varies based on their contribution in the 
selection process is mentioned below.  The rank value signify 
the contribution of the feature to the different class of data.  

With the application of rank based feature selection 
approach, we found the rank value of the features in the above 
mentioned table is ‘0’ (Null), So these features do not contribute 
in the process of intrusion classification. The rest of the features 
mentioned in the below table are responsible in the classification 
of the Intrusion data. 

 

Figure 2: Percentage of Instances of Various Attack Types 
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Table 3:  Number of features do not Contribute in Selection Process 

Feature Selection 
Approach 

Numb
er of 

Featur
es 

Feature Selection Name of Feature Ran
k 

Valu
e 

NSL KDD’99 
(All) 

2 f20, f21 Nu_ob, Is_ho_lg 0 

NSL KDD’99 
(DOS) 

11 f11, f20, f22, f18, f19, f17, f14, f9, f15, 
f16, f21 

N_f_login, Nu_ob, Is_gu_lg, N_shell, Nu_ac_fl, Num_f_cr, R_shell, Urgent, Su_attem, 
Num_roo, Is_ho_lg 

0 

NSL KDD’99 
(PROBES) 

14 f7, f20, f9, f22, f8, f19, f18, f11, f17, f16, 
f15, f14, f13, f21 

Land, Nu_ob, Urgent, Is_gu_lg, W_frag, Nu_ac_fl, N_shell, N_f_login, Num_f_cr, 
Num_roo, Su_attem, R_shell, Num_com, Is_ho_lg 

0 

NSL KDD’99 
(R2L) 

8 f29, f2, f20, f30, f15, f7, f8, f21 Sa_srv_rt, Pro_type, Nu_ob, Di_srv_rt, Su_attem, Land, W_frag, Is_ho_lg, 0 

NSL KDD’99 
(U2R) 

27 f15, f14, f13, f41, f11, f9, f8, f7, f21, f19, 
f33, f30, f31, f37, f20, f38, f39, f29, f28, 

f27, f26, f40, f22, f23, f24, f25, f1 

Su_attem, R_shell, Num_com, D_hsrr, N_f_login, Urgent, W_frag, Land, Is_ho_lg, 
Nu_ac_fl, Ds_ho_sr, Di_srv_rt, Sr_di_h0, Ds_d_h_rt, Nu_ob, D_h_sr, Ds__h_r, Sa_srv_rt, 

Sr_rr_rt, Rer_rt, Se_se_rt, Ds_hrr, Is_gu_lg, Count, Sev_coun, Ser_rate, Duration 

0 

Table 4 : Number of Features do not Contribute in DOS Attack 

  
Features do not Contribute Features Contribute 

Number Features Value Number Features Name Key 
Feature 

NSL KDD’99 (All) 2 f20,  f21 0 39 

f5, f4, f2, f3, f29, f36, f30, f24, f35, f34, f23, f33, 
f38, f39, f25, f26, f40, f8, f41, f12, f6, f10, f13, 
f32, f28, f27, f31, f37, f7, f1, f11, f22, f18, f19, 

f17, f14, f9, f15, f16 

- 0 

NSL KDD’99 (DOS) 11 f11, f20, f22, f18, f19, f17, f14, f9, f15, f16, f21 0 30 
f5, f4, f2, f3, f29, f36, f30, f24, f35, f34, f23, f33, 
f38, f39, f25, f26, f40, f8, f41, f12, f6, f10, f13, 

f32, f28, f27, f31, f37, f7, f1 
- 0 

NSL KDD’99 (DOS-
neptune) 15 f8, f10, f13, f7, f11, f20, f22, f18, f19, f17, f14, 

f9, f15, f16, f21 0 26 
f5, f4, f2, f3, f29, f36, f30, f24, f35, f34, f23, f33, 
f38, f39, f25, f26, f40, f41, f12, f6, , f32, f28, f27, 

f31, f37 
- 0 

NSL KDD’99 (DOS-
teardrop) 21 f39, f26, f41, f12, f10, f13, f28, f31, f37, f7, 

f11, f20, f22, f18, f19, f17, f14, f9, f15, f16, f21 0 20 f5, f4, f2, f3, f29, f36, f30, f24, f35, f34, f23, f33, 
f38,  f25,  , f40, f8, , f6, f32, f27,  , f1 Src_bytes f5 

NSL KDD’99 (DOS-
smurf) 26 

f30, f39, f25, f26, f8, f41, f12, f6, f10, f13, f28, 
f27, f31, f37, f7, f11, f20, f22, f18, f19, f17, 

f14, f9, f15, f16, f21 
0 15 

f5, f4, f2, f3, f29, f36, f30, f24, f35, f34, f23, f33, 
f38, f39, f25, f26, f40, f8, f41, f12, f6, f10, f13, 
f32, f28, f27, f31, f37, f7, f1, f11, f20, f22, f18, 

f19, f17, f14, f9, f15, f16, f21 

Same_srv_rate f29 

NSL KDD’99 (DOS-
pod) 23 

f30, f39, f25, f26, f41, f12, f6, f10, f13, f28, 
f27, f7, f11, f20, f22, f18, f19, f17, f14, f9, f15, 

f16, f21 
0 18 f5, f4, f2, f3, f29, f36, f24, f35, f34, f23, f33, 

f38,  , f40, f8, f32, f31, f37, f1, Same_srv_rate f29 

NSL KDD’99 (DOS-
back) 15 f35, f8, f37, f7, f11, f20, f22, f18, f19, f17, f14, 

f9, f15, f16, f21 0 26 
f5, f4, f2, f3, f29, f36, f30, f24, f34, f23, f33, f38, 
f39, f25, f26, f40, f41, f12, f6, f10, f13, f32, f28, 

f27, f31, f1 
Logged_in f12 
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NSL KDD’99 (DOS-
land) 19 f5, f8, f41, f12, f6, f10, f13, f28, f11, f20, f22, 

f18, f19, f17, f14, f9, f15, f16, f21 0 22 f4, f2, f3, f29, f36, f30, f24, f35, f34, f23, f33, 
f38, f39, f25, f26, f40, f32, f27, f31, f37, f7, f1 Land f7 

Table 5:  Number of Features do not Contribute in U2R Attack 

Feature Selection 
Approach 

Features do not Contribute Features Contribute 

Number Features Value Number Features Key 
Feature Name 

NSL KDD’99 
(All) 2 f21, f20 0 39 

f35, f34, f32, f36, f18, f17, f6, f5, f10, f16, f12, f3, 
f2, f4, f15, f14, f13, f41, f11, f9, f8, f7, f19, f33, 

f30, f31, f37, f38, f39, f29, f28, f27, f26, f40, f22, 
f23, f24, f25, f1 

- Nu_ob,  Is_ho_lg 

NSL KDD’99 
(U2R) 27 

f15, f14, f13, f41, f11, f9, f8, f7, f21, f19, 
f33, f30, f31, f37, f20, f38, f39, f29, f28, 

f27, f26, f40, f22, f23, f24, f25, f1 
0 14 f35, f34, f32, f36, f18, f17, f6, f5, f10, f16, f12, f3, 

f2, f4 f12, f29 Logged_in,  
Same_srv_rate 

NSL KDD’99 
(U2R-

buffer_overflow) 
15 f35, f18, f15, f11, f9, f8, f7, f21, f19, f31, 

f20, f38, f39, f26, f22, 0 26 
f34, f32, f36, f17, f6, f5, f10, f16, f12, f3, f2, f4, 

f14, f13, f41, f33, f30, f37, f29, f28, f27, f40, f23, 
f24, f25, f1 

f12 Logged_in 

NSL KDD’99 
(U2R_loadmodul

e) 
16 f15, f11, f9, f8, f7, f21, f31, f20, f38, f39, 

f28, f27, f26, f40, f22, f25 0 25 
f35, f34, f32, f36, f18, f17, f6, f5, f10, f16, f12, f3, 

f2, f4, f14, f13, f41, f19, f33, f30, f37, f29, f23, 
f24, f1 

f12 Logged_in 

NSL KDD’99 
(U2R_perl) 21 

f10, f15, f13, f41, f11, f9, f8, f7, f21, f19, 
f30, f31, f37, f20, f38, f39, f28, f27, f26, 

f22, f25 
0 20 f35, f34, f32, f36, f18, f17, f6, f5, f16, f12, f3, f2, 

f4, f14f33,  f29, f40, f23, f24, f1 f12 Logged_in 

NSL KDD’99 
(U2R_rootkit) 15 f18, f15, f8, f7, f21, f19, f30, f31, f20, f38, 

f28, f27, f26, f22, f25 0 26 
f35, f34, f32, f36, f17, f6, f5, f10, f16, f12, f3, f2, 
f4, f14, f13, f41, f11, f9, f33, f37,   f39, f29, f40, 

f23, f24, f1 
f29 Same_srv_rate 

Table 6: Number of Features do not Contribute in R2L Attack 

Feature Selection 
Approach 

Features do not Contribute Features Contribute 

Number Features Value Number Features Key 
Feature Name 

NSL KDD’99 
(All) 2 f20,  f21 0 39 

f6, f5, f3, f12, f39, f28, f4, f10, f11, f38, f40, f41, f36, 
f27, f1, f32, f33, f35, f37, f34, f19, f31, f26, f25, f24, 

f17, f23, f14, f22, f16, f13, f18, f9, f29, f2, f30, f15, f7, 
f8 

- - 

NSL KDD’99 
(R2L) 8 f29, f2, f20, f30, f15, f7, f8, f21 0 33 

f6, f5, f3, f12, f39, f28, f4, f10, f11, f38, f40, f41, f36, 
f27, f1, f32, f33, f35, f37, f34, f19, f31, f26, f25, f24, 

f17, f23, f14, f22, f16, f13, f18, f9 
- - 

NSL KDD’99 
(R2L-ftp_write) 17 f39, f28, f11, f38, f40, f41, f27, f26, 

f25, f14, , f18, f20, f30, f15, f7, f8, f21 0 24 f6, f5, f3, f12f4, f10, f36, f1, f32, f33, f35, f37, f34, 
f19, f31, f24, f17, f23, f22, f16, f13, f9, f29, f2 f29 Same_srv_rate 
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NSL KDD’99 
(R2L_guess_pass

wd) 
15 f35, f19, f31, f17, f14, f16, f13, f18, f9, 

f20, f30, f15, f7, f8, f21 0 26 
f6, f5, f3, f12, f39, f28, f4, f10, f11, f38, f40, f41, f36, 
f27, f1, f32, f33, f37, f34, f26, f25, f24, f23, f22, f29, 

f2, f20 
f29 Same_srv_rate 

NSL KDD’99 
(R2L_imap) 16 f11, f41, f27, f37, f19, f17, f14, f22, 

f18, f9, f20, f30, f15, f7, f8, f21 0 25 f6, f5, f3, f12, f39, f28, f4, f10, f38, f40, f36, f1, f32, 
f33, f35, f34, f31, f26, f25, f24, f23, f16, f13, f29, f2 f29 Same_srv_rate 

NSL KDD’99 
(R2L_multihop) 16 f39, f28, f11, f38, f41, f27, f37, f26, 

f25, f9, f20, f30, f15, f7, f8, f21 0 25 f6, f5, f3, f12, f4, f10, f40, f36, f1, f32, f33, f35, f34, 
f19, f31, f24, f17, f23, f14, f22, f16, f13, f18, f29, f2 f29 Same_srv_rate 

NSL KDD’99 
(R2L_phf) 22 

f39, f11, f38, f40, f41, f36, f27, f37, 
f26, f25,  f17, f22, f16, f13, f18, f9, 

f20, f30, f15, f7, f8, f21 
0 19 f6, f5, f3, f12, f28, f4, f10, f1, f32, f33, f35, f34, f19, 

f31, f24, f23, f14, f29, f2 f29 Same_srv_rate 

NSL KDD’99 
(R2L_spy) 21 

f28, f10, f11, f40, f41, f36, f27, f37, 
f31, f26, f25, f14, f22, f16, f13,  f9,  

f20, f30,  f7, f8, f21 
0 20 f6, f5, f3, f12, f39, f4, , f38, f1, f32, f33, f35, f34, f19, 

f24, f17, f23, f18, f29, f2, f15 f29 Same_srv_rate 

NSL KDD’99 
(R2L_warezclient) 13 f11, f19, f17, f14, f16, f13, f18, f9, 

f20, , f15, f7, f8, f21 0 28 
f6, f5, f3, f12, f39, f28, f4, f10, f38, f40, f41, f36, f27, 
f1, f32, f33, f35, f37, f34, f31, f26, f25, f24, f23, f22, , 

f29, f2, f30 
f12 Logged_in 

NSL KDD’99 
(R2L_warezmaste

r) 
21 

f39, f28, f11, f41, f27, f37, f19, f31, 
f26, f25,  f14, f16, f13, f18, f9, f20, 

f30, f15, f7, f8, f21 
0 20 f6, f5, f3, f12, f4, f10, , f38, f40, f36, f1, f32, f33, f35, 

f34, f24, f17, f23, f22, f29, f2 f29 Same_srv_rate 

Table 7: Number of features do not Contribute in PROBES Attack 

Feature Selection 
Approach 

Features do not Contribute Features Contribute 

Number Features Value Number Features Key 
Feature Value 

NSL KDD’99 (All) 2 f20,  f21 0 39 
f32, f35, f34, f37, f23, f27, f4, f40, f5, f2, f3, f30, f29, f36, f33, f31, f41, 
f28, f24, f38, f25, f1, f26, f39, f6, f12, f10, f7, f9, f22, f8, f19, f18, f11, 

f17, f16, f15, f14, f13,  
- - 

NSL KDD’99 
(PROBES) 14 f7, f20, f9, f22, f8, f19, f18, f11, 

f17, f16, f15, f14, f13, f21 0 27 f32, f35, f34, f37, f23, f27, f4, f40, f5, f2, f3, f30, f29, f36, f33, f31, f41, 
f28, f24, f38, f25, f1, f26, f39, f6, f12, f10 - - 

NSL KDD’99 
(PROBES_ 

nmap) 
20 

f27, f40,  f41, f28, f12, f10, f7, 
f20, f9, f22, f8, f19, f18, f11, f17, 

f16, f15, f14, f13, f21 
0 21 f32, f35, f34, f37, f23,  f4, f5, f2, f3, f30, f29, f36, f33, f31, f24, f38, f25, 

f1, f26, f39, f6 - - 

NSL KDD’99 
(PROBES_ 
ipsweep) 

13 f26, f10, f7, f20, f9, f22, f8, f19, 
f18, f11, f15, f14, f21 0 28 f32, f35, f34, f37, f23, f27, f4, f40, f5, f2, f3, f30, f29, f36, f33, f31, f41, 

f28, f24, f38, f25, f1, f39, f6, f12f17, f16,  f13 - - 

NSL KDD’99 
(PROBES_ 
portsweep) 

14 f7, f20, f9, f22, f8, f19, f18, f11, 
f17, f16, f15, f14, f13, f21 0 27 f32, f35, f34, f37, f23, f27, f4, f40, f5, f2, f3, f30, f29, f36, f33, f31, f41, 

f28, f24, f38, f25, f1, f26, f39, f6, f12, f10 - - 

NSL KDD’99 
(PROBES_ 

satan) 
9 f7, f20, f9, f8, f19, f18,  , f15, 

f14, f21 0 32 f32, f35, f34, f37, f23, f27, f4, f40, f5, f2, f3, f30, f29, f36, f33, f31, f41, 
f28, f24, f38, f25, f1, f26, f39, f6, f12, f10, f22, f11, f17, f16f13 - - 
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5. Experimental Setup 

We have tested the various machine learning methods on 
KDDCUP’99 dataset. In this experiment we have used a 
computing environment of core i7 processor, 2.6 GHz, 8 GB RAM, 
1TB hard disk and windows 10 (64 bit) operating system. The 
various tree based classifiers have been used to classify different 
types of DOS, Probes, U2R  and R2L attacks. 

Table 8: Classification of Various DOS Attacks Using Different Classifiers 

Sl. 
No. Classifier Classified 

Percentage 
Unclassified 
Percentage 

1 BFT 99.9935 0.0065 
2 CDT 99.9956 0.0044 
3 FPA 99.9913 0.0087 
4 FT 99.9978 0.0022 
5 HT 99.9673 0.0327 
6 J48 99.9826 0.0174 
7 J48C 99.9935 0.0065 
8 J48G 99.9804 0.0196 
9 LADT 99.9826 0.0174 
10 LMT 99.9978 0.0022 
11 NBT 99.9956 0.0044 
12 RF 99.9913 0.0087 
13 RT 99.9760 0.0240 
14 REPT 99.9956 0.0044 
15 SF 99.9826 0.0174 
16 Min 99.9673 0.0022 
17 Max 99.9978 0.0327 
18 Avg 99.9882 0.0118 

The result shows that FT and LMT has classified about 99.9978 
percent. The performance of the tree based classifier has been 
observed on the KDD CUP’99  DOS attack type dataset. The 
classified result has been plotted in the below mentioned graph.  

 

Figure 3: The Classification of Various Attack Type of DOS Attack 

We have observed the result of the various classifiers applied 
on the rank-based feature selection methods. Information Gain 
(IG), Gain Ratio (GR) and Symmetrical Uncertainty (SU) feature 

selection methods have been applied to measure the performance 
and classification of various attack type. The accuracy and 
classification rate of few tree based classification algorithm is very 
high. The performance of the various algorithms and the 
classification percentage is reflected in the plotted graphs. 

 

Figure 4: The Classification of Various Attack Type of DOS Attack Using 
Feature Selection 

Further in the rank-based feature selection classification 
process we have applied a range of features to monitor the change 
in classification process. We have selected a number of features 
from the set of 41 features in the dataset and found there are 30 
number of features participating or contributing in the 
classification process. We have applied various tree based 
classification algorithms to classify the NSL-KDDCUP’99 (DoS) 
Dataset and found the rank of the features are contributing in the 
classification process.  There are 11 number of features whose rank 
value is null, which are not participating in the classification 
process. The performance of the J48 algorithms and the 
classification percentage is reflected in the plotted graphs.  

 

Figure 5: The Classification of Various Attack Type of DOS Attack Using 
Feature Selection and Attribute Selection 

We have applied tree based feature selection classification 
technique on the NSL KDD’99 data set, The null valued redundant 
features are eliminated and the classification technique is applied 
to compute the percentage of accuracy of different attack types. 
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We have applied the J48, Random Forest and Functional Trees 
which are one the best decision tree based classification algorithm 
classifies the optimum accuracy of the different types of attack. 

The below mentioned features are eliminated and the other 
non-null features are used to classify the different classes of 
intrusive data. The percentage of classification of different classes 
of attack are mentioned below.   

The graph reflects the percentage of classification of different 
types of DOS attacks. The redundant null valued features are 
eliminated and the most suited tree-based algorithms are applied to 
find the optimum classified result. 

The graph reflects the percentage of total classification of 
various DOS attacks. The redundant null valued features are 
eliminated and the most suited tree based algorithms are applied to 
find the optimum classified result. 

In the classification process there are a number of key features 
which plays an important role to classify and determine the various 
attack types in the class of intrusive dataset. We have applied the 
same algorithms to determine the percentage of classification of 
various attack types using the key features. 

  
Figure 6: The Classification of Various Attack Class Types of DOS Attack by Removing Redundant Features 

 

Figure 7: The Total Classification of Various Attack Class Ty pes of DOS Attack by Removing Redundant Features 

Table 9: Classification of Various DOS Attacks Using Feature Reduction of Rank Based Feature Selection Classifiers 

Sl. 
No Class Type Removed Features Algorithm 

Used 
Total No of 
Instances 

Total 
Classified 

Total Uncla 
ssified 

1 NSL KDD’99 
(DOS) 

f11,f20, f22, f18, f19, f17 
, f14, f9, f15, f16, f21 

J48 45927 99.9826 0.0174 
RF 45927 99.9935 0.0065 
FT 45927 99.9978 0.0022 

2 NSL KDD’99 
(DOS-neptune) 

f8, f10, f13, f7, f11, f20, 
f22, f18, f19, f17, f14, f9, f15, f16, f21 

J48 41214 99.9869 0.0131 
RF 41214 99.9891 0.0109 
FT 41214 99.9891 0.0109 

3 NSL KDD’99 
(DOS-teardrop) f39, f26, f41, f12, f10, J48 892 99.9826 0.0174 

RF 892 99.9848 0.0152 
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f13, f28, f31, f37, f7, f11, f20, f22, f18, f19, f17, f14, 
f9, f15, f16, f21 FT 892 99.9891 0.0109 

4 NSL KDD’99 
(DOS-smurf) 

f30, f39, f25, f26, f8, f41, f12, f6, f10, f13, f28, f27, 
f31, f37, f7, f11, f20, f22, f18, f19, f17, f14, f9, f15, 

f16, f21 

J48 2646 99.9848 0.0152 
RF 2646 99.9891 0.0109 
FT 2646 99.9913 0.0087 

5 NSL KDD’99 
(DOS-pod) 

f30, f39, f25, f26, f41, f12, f6, f10, f13, f28, f27, f7, 
f11, f20, f22, f18, f19, f17, f14, f9, f15, f16, f21 

J48 201 99.9891 0.0109 
RF 201 99.9935 0.0065 
FT 201 99.9935 0.0065 

6 NSL KDD’99 
(DOS-back) 

f35, f8, f37, f7, f11, f20, f22, f18, f19,f17, f14, f9, 
f15, f16, f21 

J48 956 99.9869 0.0131 
RF 956 99.9891 0.0109 
FT 956 99.9891 0.0109 

7 NSL KDD’99 
(DOS-land) 

f5, f8, f41, f12, f6, f10, f13, f28, f11, f20, f22, f18, 
f19, f17, f14, f9, f15, f16, f21 

J48 18 99.9390 0.0610 
RF 18 99.9064 0.0936 
FT 18 99.9260 0.0740 

Table 10:  Classification of Various DOS Attacks Based on Key Feature Selection of Rank Based Feature Selection Classifiers 

Sl. 
No Class Type Selected Features Key Fea 

ture 

Algorit
hm 

Used 

Total 
No of 
Instan

ces 

Total 
Classifie

d 

Total 
Unclass

ified 

1 NSL KDD’99 
(DOS) 

f5, f4, f2, f3, f29, f36, f30, f24, f35, f34, f23, f33, 
f38, f39, f25, f26, f40, f8, f41, f12, f6, f10, f13, f32, 

f28, f27, f31, f37, f7, f1 
_ 

J48 45927 99.9826 0.0174 
RF 45927 99.9935 0.0065 
FT 45927 99.9978 0.0022 

2 NSL KDD’99 
(DOS-neptune) 

f5, f4, f2, f3, f29, f36, f30, f24, f35, f34, f23, f33, 
f38, f39, f25, f26, f40, f8, f41, f12, f6, f10, f13, f32, 

f28, f27, f31, f37, f7, f1 
_ 

J48 41214 99.9869 0.0131 
RF 41214 99.9891 0.0109 
FT 41214 99.9891 0.0109 

3 NSL KDD’99 
(DOS-teardrop) f5, f4, f2, f3, f1 f5 

J48 892 99.9586 0.0414 
RF 892 99.9586 0.0414 
FT 892 99.9586 0.0414 

4 NSL KDD’99 
(DOS-smurf) f4, f2, f3, f1, f29 f29 

J48 2646 99.5275 0.4725 
RF 2646 99.5275 0.4725 
FT 2646 99.5275 0.4725 

5 NSL KDD’99 
(DOS-pod) f4, f2, f3, f1, f29 f29 

J48 201 99.5275 0.4725 
RF 201 99.5275 0.4725 
FT 201 99.5275 0.4725 

6 NSL KDD’99 
(DOS-back) f4, f2, f3, f1, f12 f12 

J48 956 99.5275 0.4725 
RF 956 99.5275 0.4725 
FT 956 99.5275 0.4725 

7 NSL KDD’99 
(DOS-land) f4, f2, f3, f1, f7 f7 

J48 18 99.5275 0.4725 
RF 18 99.5645 0.4355 
FT 18 99.5667 0.4333 

 

 
Figure 8: The Classification of Various Attack Class Types of DOS Attack by Selecting Key Features 
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The graph reflects the percentage of classification of various 
DOS attacks. The appropriate key features for DOS attack are 
applied and the redundant null valued features are eliminated then 
the most suited tree based algorithms are applied to find the 
optimum classified result. 

The graph reflects the percentage of total classification of 
various DOS attacks. The appropriate key features for DOS attack 
are applied and the redundant null valued features are eliminated 
then the most suited tree based algorithms are applied to find the 
optimum classified result.

 
Figure 9: The Total Classification of Various Attack Class Types of DOS Attack by Selecting Key Features 

Table 11: Classification of Various PROBES Attacks Using Feature Reduction of Rank Based Feature Selection Classifiers 

Sl. No Class  
Type Removed Features Algorithm 

Used 
Total No of 
Instances Total Classified Total  

Unclassified 

1 NSL KDD’99 (PRO 
BES) 

f7, f20, f9, f22, f8, f19, f18, 
f11, f17, f16, f15, f14, f13, f21 

J48 11656 99.5281 0.4719 
RF 11656 99.6826 0.3174 
FT 11656 99.4852 0.5148 

2 
NSL KDD’99 (PRO 

BES_ 
nmap) 

f27, f40,  f41, f28, f12,f10, f7, 
f20, f9, f22, f8, f19,f18, f11, 
f17, f16, f15, f14, f13, f21 

J48 1493 99.5281 0.4719 
RF 1493 99.6482 0.3518 
FT 1493 99.5367 0.4633 

3 
NSL KDD’99 (PRO 

BES_ 
ipsweep) 

f26, f10, f7, f20, f9, f22, f8, 
f19, f18, f11, f15, f14, , f21 

J48 3599 99.5281 0.4719 
RF 3599 99.6654 0.3346 
FT 3599 99.4595 0.5405 

4 
NSL KDD’99 (PRO 

BES_ 
portsweep) 

f7, f20, f9, f22, f8, f19, f18, 
f11, f17, f16, f15, f14, f13, f21 

J48 2931 99.5281 0.4719 
RF 2931 99.6740 0.3260 
FT 2931 99.4852 0.5148 

5 
NSL KDD’99 

(PROBES_ 
satan) 

f7, f20, f9, f8, f19, 
f18, f15, f14, f21 

J48 3633 99.5281 0.4719 
RF 3633 99.6740 0.3260 
FT 3633 99.4852 0.5148 
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The graph reflects the percentage of classification of different 
types of PROBES attacks. The redundant null valued features are 
eliminated and the most suited tree based algorithms are applied to 
find the optimum classified result. 

 
Figure 10: The Classification of Various Attack Class Types of PROBES Attack 

by Removing Redundant Features 

 

The graph reflects the percentage of total classification of 
various PROBES attacks. The redundant null valued features are 
eliminated and the most suited tree based algorithms are applied to 
find the optimum classified result. 

 

Figure 11: The Total Classification of Various Attack Class Types of PROBES 
Attack by Removing Redundant Features 

 

Table 12: Classification of Various R2L Attacks Using Feature Reduction of Rank Based Feature Selection Classifiers 

Sl. No Class Type Removed Features Algorithm 
Used 

Total No of 
Instances Total Classified Total Unclassified 

1 NSL KDD’99 
(R2L) 

f29, f2, f20, f30, 
f15, f7, f8, f21 

J48 995 98.0905 1.9095 
RF 995 98.7940 1.2060 
FT 995 98.4925 1.5075 

2 
NSL KDD’99 

(R2L-ftp_ 
write) 

f39, f28, f11, f38, f40, f41, f27, 
f26, f25, f14, , f18, f20, f30, f15, 

f7, f8, f21 

J48 8 98.2915 1.7085 
RF 8 98.7940 1.2060 
FT 8 98.5930 1.4070 

3 
NSL KDD’99 
(R2L_guess_ 

passwd) 

f35, f19, f31, f17, f14, f16, f13, 
f18, f9, f20,f30, f15, f7, f8, f21 

J48 53 98.1910 1.8090 
RF 53 98.8945 1.1055 
FT 53 98.4925 1.5075 

4 
NSL KDD’99 

(R2L_ 
imap) 

f11, f41, f27, f37, f19, f17, f14, 
f22, f18, f9, f20, f30, f15, f7, f8, 

f21 

J48 11 98.0905 1.9095 
RF 11 98.7940 1.2060 
FT 11 98.5930 1.4070 

5 
NSL KDD’99 

(R2L_ 
multihop) 

f39, f28, f11, f38, f41, f27, f37, 
f26, f25, f9, f20, f30, f15, f7, f8, 

f21 

J48 7 98.1910 1.8090 
RF 7 98.6935 1.3065 
FT 7 97.9899 2.0101 

6 NSL KDD’99 
(R2L_phf) 

f39, f11, f38, f40, f41, f36, f27, 
f37, f26, f25, f17, f22, f16, f13, 
f18, f9, f20, f30, f15, f7, f8, f21 

J48 4 98.1910 1.8090 
RF 4 98.6935 1.3065 
FT 4 98.1910 1.8090 

7 NSL KDD’99 
(R2L_spy) 

f28, f10, f11, f40, f41, f36, f27, 
f37, f31, f26, f25, f14, f22, f16, 
f13,  , f9,  f20, f30,  f7, f8, f21 

J48 2 98.2915 1.7085 
RF 2 98.5930 1.4070 
FT 2 97.9899 2.0101 

8 
NSL KDD’99 

 (R2L_ 
warezclient) 

f11, f19, f17, f14, f16, f13, f18, f9, 
f20, , f15, f7, f8, f21 

J48 890 98.0905 1.9095 
RF 890 98.8945 1.1055 
FT 890 98.3920 1.6080 

9 
NSL KDD’99 

(R2L_w 
arezmaster) 

f39, f28, f11, f41, f27, f37, f19, 
f31, f26, f25,  , f14, f16, f13, f18, 

f9, f20, f30, f15, f7, f8, f21 

J48 20 98.1910 1.8090 
RF 20 98.6935 1.3065 
FT 20 98.5930 1.4070 
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Figure 12: The Classification of Various Attack Class Types of R2L Attack by Removing Redundant Features 

The graph reflects the percentage of classification of different 
types of R2L attacks. The redundant null valued features are 
eliminated and the most suited tree based algorithms are applied to 
find the optimum classified result.  

The graph reflects the percentage of total classification of 
various PROBES attacks. The redundant null valued features are 
eliminated and the most suited tree based algorithms are applied to 
find the optimum classified result.

Table 13: Classification of Various R2L Attacks Based on Key Feature Selection of Rank Based Feature Selection Classifiers 

Sl. No Class Type Selected Features Key 
Feature 

Algorithm 
Used 

Total No of 
Instances Total Classified Total Unclassified 

1 NSL KDD’99 
(R2L) 

f6, f5, f3, f12, f39, f28, f4, 
f10, f11, f38, f40, f41, f36, 
f27, f1, f32, f33, f35, f37, 

f34, f19, f31, f26, f25, f24, 
f17, f23, f14, f22, f16, f13, 

f18, f9 

 

J48 995 98.0905 1.9095 
RF 995 98.7940 1.2060 

FT 995 98.4925 1.5075 

2 NSL KDD’99 
(R2L-ftp_write) f3, f4, f1, f29, f2 f29 

J48 8 98.0905 1.9095 
RF 8 98.4925 1.5075 
FT 8 96.8844 3.1156 

3 
NSL KDD’99 
(R2L_guess_ 

passwd) 
f3, f4, f1, f29, f2 f29 

J48 53 98.0905 1.9095 
RF 53 98.4925 1.5075 
FT 53 96.8844 3.1156 

4 NSL KDD’99 
(R2L_imap) f3, f4, f1, f29, f2 f29 

J48 11 98.0905 1.9095 
RF 11 98.4925 1.5075 
FT 11 96.8844 3.1156 

5 
NSL KDD’99 

(R2L_ 
multihop) 

f3, f4, f1, f29, f2 f29 
J48 7 98.0905 1.9095 
RF 7 98.4925 1.5075 
FT 7 96.8844 3.1156 

6 NSL KDD’99 
(R2L_phf) f3, f4, f1, f29, f2 f29 

J48 4 98.0905 1.9095 
RF 4 98.4925 1.5075 
FT 4 96.8844 3.1156 

7 NSL KDD’99 
(R2L_spy) f3, f4, f1, f29, f2 f29 

J48 2 98.0905 1.9095 
RF 2 98.4925 1.5075 
FT 2 96.8844 3.1156 

8 
NSL KDD’99 

(R2L_ 
warezclient) 

f3, f12, f4, f1, f2 f12 
J48 890 98.0905 1.9095 
RF 890 98.2915 1.7085 
FT 890 98.0905 1.9095 

9 
NSL KDD’99 

(R2L_ 
warezmaster) 

f3, f4, f1, f29, f2 f29 
J48 20 98.0905 1.9095 
RF 20 98.4925 1.5075 
FT 20 96.8844 3.1156 

 

99.3000
99.3500
99.4000
99.4500
99.5000
99.5500
99.6000
99.6500
99.7000

J48 RF FT J48 RF FT J48 RF FT J48 RF FT J48 RF FT

PROBES PROBES_nmap PROBES_ipsweep PROBES_portsweep PROBES_satan

99.5281

99.6826

99.4852
99.5281

99.6482

99.536799.5281

99.6654

99.4595

99.5281

99.6740

99.4852
99.5281

99.6740

99.4852

Pe
rc

en
ta

ge

Class Type

http://www.astesj.com/


M.K. Nanda et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 370-390 (2020) 

www.astesj.com     385 

 

Figure 13: The Total Classification of Various Attack Class Types of R2L Attack by Removing Redundant Features

 
Figure 14: The Classification of Various Attack Class Types of R2L Attack by Selecting Key Features 

The graph reflects the percentage of classification of various R2L attacks. The 
appropriate key features for R2L attack are applied and the redundant null valued 
features are eliminated then the most suited tree based algorithms are applied to find 
the optimum classified result. 

The graph reflects the percentage of total classification of various R2L attacks. The 
appropriate key features for R2L attack are applied and the redundant null valued 
features are eliminated then the most suited tree based algorithms are applied to find 
the optimum classified result. 

97.4000

97.6000

97.8000

98.0000

98.2000

98.4000

98.6000

98.8000

99.0000

J48 RF FT J48 RF FT J48 RF FT J48 RF FT J48 RF FT J48 RF FT J48 RF FT J48 RF FT J48 RF FT

R2L R2L-ftp_write R2L_guess_passwd R2L_imap R2L_multihop R2L_phf R2L_spy R2L_warezclientR2L_warezmaster

98.0905

98.7940

98.4925

98.2915

98.7940

98.5930

98.1910

98.8945

98.4925

98.0905

98.7940

98.5930

98.1910

98.6935

97.9899

98.1910

98.6935

98.1910
98.2915

98.5930

97.9899
98.0905

98.8945

98.3920

98.1910

98.6935
98.5930

Pe
rc

en
ta

ge

Class Type

0.0000
20.0000
40.0000
60.0000
80.0000

100.0000

Pe
rc

en
ta

ge

Class Type

R2L J48
R2L RF
R2L FT
R2L-ftp_write J48
R2L-ftp_write RF
R2L-ftp_write FT
R2L_guess_passwd J48
R2L_guess_passwd RF
R2L_guess_passwd FT
R2L_imap J48
R2L_imap RF
R2L_imap FT
R2L_multihop J48
R2L_multihop RF
R2L_multihop FT
R2L_phf J48

http://www.astesj.com/


M.K. Nanda et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 370-390 (2020) 

www.astesj.com     386 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15 : The Total Classification of Various Attack Class Types of R2L Attack by Selecting Key Features 
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Table 14: Classification of Various U2R Attacks Using Feature Reduction of Rank Based Feature Selection Classifiers 

Sl. 
No Class Type Removed Features Algorithm 

Used 
Total No of 
Instances 

Total 
Classified 

Total 
Unclassified 

1 NSL KDD’99 (U2R) 
f15, f14, f13, f41, f11, f9, f8, f7, f21, f19, 
f33, f30, f31, f37, f20, f38, f39, f29, f28, 

f27, f26, f40, f22, f23, f24, f25, f1 

J48 52 80.7692 19.2308 
RF 52 84.6154 15.3846 
FT 52 84.6154 15.3846 

2 
NSL KDD’99 (U2R-

buffer_ 
overflow) 

f35, f18, f15, f11, f9, f8, f7, f21, f19, f31, 
f20, f38, f39, f26, f22, 

J48 30 76.9231 23.0769 
RF 30 80.7692 19.2308 
FT 30 78.8462 21.1538 

3 NSL KDD’99 
(U2R_loadmodule) 

f15, f11, f9, f8, f7, f21, f31, f20, f38, f39, 
f28, f27, f26, f40, f22, f25 

J48 9 82.6923 17.3077 
RF 9 84.6154 15.3846 
FT 9 88.4615 11.5385 

4 NSL KDD’99 (U2R_ 
perl) 

f10, f15, f13, f41, f11, f9, f8, f7, f21, f19, 
f30, f31, f37, f20, f38,f39, f28, f27, f26, f22, 

f25 

J48 3 78.8462 21.1538 
RF 3 78.8462 21.1538 
FT 3 86.5385 13.4615 

5 NSL KDD’99 (U2R_ 
rootkit) 

f18, f15, f8, f7, f21, f19, f30, f31, f20, f38, 
f28, f27, f26, f22, f25 

J48 10 80.7692 19.2308 
RF 10 80.7692 19.2308 
FT 10 90.3846 9.6154 

 

 

Figure 16: The Classification of Various Attack Class Types of U2R Attack by Removing Redundant Features 

The graph reflects the percentage of classification of different 
types of U2R attacks. The redundant null valued features are 

eliminated and the most suited tree-based algorithms are applied to 
find the optimum classified result. 

 

Figure 17: The Total Classification of Various Attack Class Types of U2R Attack by Removing Redundant Features 
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The graph reflects the percentage of total classification of 
various U2R attacks. The redundant null valued features are 
eliminated and the most suited tree based algorithms are applied to 
find the optimum classified result. 

The graph reflects the percentage of classification of various 
U2R attacks. The appropriate key features for U2R attack are 
applied and the redundant null valued features are eliminated then 
the most suited tree based algorithms are applied to find the 
optimum classified result

Table 15:  Classification of Various U2R Attacks Based on Key Feature Selection of Rank Based Feature Selection Classifiers 

Sl. 
No Class Type Selected 

Features 
Key 

Feature 
Algorithm 

Used 
Total No of 
Instances 

Total 
Classified 

Total 
Unclassified 

1 NSL KDD’99 (U2R) f12, f3, f2, f4, 
f29, f1 f12, f29 

J48 52 63.4615 36.5385 

RF 52 65.3846 34.6154 

FT 52 59.6154 40.3846 

2 NSL KDD’99 (U2R-
buffer_overflow) f12, f3, f2, f4, f1 f12 

J48 30 67.3077 32.6923 

RF 30 57.6923 42.3077 

FT 30 61.5385 38.4615 

3 NSL KDD’99 
(U2R_loadmodule) f12, f3, f2, f4, f1 f12 

J48 9 67.3077 32.6923 

RF 9 57.6923 42.3077 

FT 9 61.5385 38.4615 

4 NSL KDD’99 (U2R_perl) f12, f3, f2, f4, f1 f12 

J48 3 67.3077 32.6923 

RF 3 57.6923 42.3077 

FT 3 61.5385 38.4615 

5 NSL KDD’99 
(U2R_rootkit) f3, f2, f4, f29, f1 f29 

J48 10 53.8462 46.1538 

RF 10 65.3846 34.6154 

FT 10 57.6923 42.3077 
 

 

Figure 18: The Classification of Various Attack Class Types of U2R Attack by Selecting Key Features
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Figure 19: The Total Classification of Various Attack Class Types of U2R Attack by Selecting Key Features

The graph reflects the percentage of total classification of various 
U2R attacks. The appropriate key features for U2R attack are 
applied and the redundant null valued features are eliminated then 
the most suited tree based algorithms are applied to find the 
optimum classified result. 

6. Conclusion 

The classification of various attack types is based on the 
percentage of total classified. The null rank valued features are 
eliminated and the selected features are applied to find the 
optimum classification result. The various attack classes are 
selected and the attack types are classified on the basis of 
classification result. Various tree-based classification algorithms 
are used and the results are optimized based on their classification 
percentage. The optimized result is compared with the result 
computed by selected key feature. The computed result is merely 
dependent and influential by the selected key feature. The null 
valued features are eliminated and the contributing features are 
selected. Finally, the key feature is selected from the list of 
contributing features and the result is optimized. 
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 Ultra-high resolution broadcasting such as 4K and 8K are becoming more popular for at-
home use. The position of the viewer’s mean gaze point when they are looking at a larger 
display depends on the video clip, viewing position, and viewing distance. The International 
Telecommunication Union provided the document BT-2022; as the standard viewing 
conditions for the subjective evaluations of flat-panel TV displays. However, it is rare that 
a television is viewed at home under standard viewing conditions. In most homes, a TV of 
any size is watched from the viewer’s desired position according to the layout size of the 
room hosting the TV. No study has been conducted to determine how the movement of a 
viewer’s line of sight changes when a display with different resolution is viewed from a 
position different from the standard viewing condition. If the gaze position when viewing 
TV differs due to the difference in resolution, the size of the display, and the difference in 
observation position, it affects the method of TV production. This would also affect 
consumers considering the resolution, installation location, and viewing location of a TV. 
Here, we clarified that the mean gaze position and its standard deviation are almost the 
same viewing conditions (i.e., resolution, display size, and viewing position) are changed, 
even when the same contents are viewed. Our findings demonstrate that consumers could 
buy a display of their preferred resolution and size according to their room layout. 

Keywords:  
Ultra-High Resolution 
Average Gaze Position 
Viewing Position 

 

 

1. Introduction 

In Japan, high-definition broadcasting with a resolution of 2K 
has become widespread, and the public use of ultra-high-definition 
4K and 8K broadcasting began on December 1, 2018. In the 
International Telecommunication Union (ITU-R) document ‘BT-
2022’ (‘General viewing conditions for subjective assessment of 
quality of SDTV and HDTV television pictures on flat panel 
displays’), the standard viewing distance for a television’s display 
is defined as the maximum distance at which a person with a visual 
acuity of 1.0 can see the pixel structure [1]. Since the current 
HDTV broadcasting has approx. 2 million pixels at 1920×1080, 
the standard viewing distance when watching HDTV images is 3H 
(H; Display height). In contrast, 4K broadcasting has ~ 8 million 
pixels at 3840×2160, and that of 8K broadcasting has ~ 33 million 
pixels at 7680×4320. 

It was reported that when the resolution becomes higher, the 
pixel structure cannot be seen even when one is approaching it, and 
thus it is possible to view from a closer distance and enjoy a wide-

angle image [2]. The ITU-R stipulates that a viewer should watch 
from the center of the front of the screen even when approaching 
the screen, but at each home, the viewing position differ depending 
on the room layout, the number of viewers, the size of the TV 
purchased, and more. The display is frequently viewed from sites 
that are not at the center of the screen. According to a survey of 
TV viewing positions, the positions spread horizontally ±60° and 
vertically ±30°, and 37% of viewers look at the display from the 
right side of the TV, only 3% from the center, and 60% from the 
left side [3]. When watching a movie on a large screen, the 
impression of the movie varies greatly depending on the position 
of the viewer’s seating, such as the center of the screen, the left and 
right edges of the front seats, and the rearmost seats. However, no 
research has examined how the position of the content where a 
viewer views on a TV display changes depending on the position 
of the viewer’s seating. If the content is viewed differently 
depending on the seating position, the producers of televised 
content must consider the effects of the viewing position when 
producing the content. Consumers seeking a TV to purchase also 
need to consider where to put the TV and furniture. 
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A study of the differences in the viewing of contents depending 
on the TV’s resolution compared NTSC; analog color system with 
(525 scanning lines) and high-definition (1,125 scanning lines) [4]. 
In the low-resolution NTSC, the viewer’s gaze points are 
distributed in the center of the screen because multiple cameras are 
switched in order to provide the camera shot that the content’s 
director wants to show in the center. In high-definition, the entire 
screen is displayed, and the viewers’ gaze points are spread over 
the entire screen. Several research groups have verified the 
differences in viewing distance by using parameters such as screen 
size, display brightness, resolution, and video content [5-8]. In 
those studies, the contents were viewed from the center position of 
the display, and the viewing position was not changed in the 
horizontal or vertical direction. In addition, an NTSC or phase 
alternating line (PAL) system was used (not higher-definition 4K), 
and the results cannot always be applied to a 4K or 8K display. In 
the present study, using 4K high-definition images that have never 
been used, we examined the differences in viewers’ lines of sight 
when they were watching television from a distance that is not the 
standard viewing distance and from various positions (right, center 
or left). Viewing 4K or 8K ultra-high-definition TV with large-
screen images from a wide field of view at a short distance has 
become established in for home use. As a result, viewers are more 
likely to see at various viewing positions, not limited to the center 
of the screen, as seen in movie theaters, but there is no study that 
examined the effect of viewing position on viewing behavior from 
eye movements. Therefore, our present findings will provide 
meaningful data for both viewers and video producers to know 
whether or not the observation position affects the gaze position. 

The purpose of our research is to objectively evaluate the 
psychological effects of changes in display resolution, size, and 
viewing position on viewing behavior from eye movements. For 
that purpose, two kinds of experiments were conducted. 

In Experiment 1, we analyzed the influence of the display 
resolution on the viewing positions of individuals watching three 
video clips on the display. We showed the subjects a video clip 
whose resolution was 4K (3840×2160), 2K (1920×1080) or 1K 
(960×540) at the viewing distance of 0.75H. In Experiment 2, we 
analyzed the influence of the size of the screen on the viewing 
position. We showed the subjects a video clip whose screen size 
was 1/1, 1/2 or 1/4 at 0.75 H as the viewing distance [9]. 

2. Experimental Method 

2.1. Experimental equipment 

 When viewing a 4K image at the viewing distance of 1.5H, 
the field of view is 60°. The range that a human being can see by 
using only saccades, which is a high-speed eye movement, is up to 
15° [10]. Head movements are used together with eye movements 
to exceed the 15° range. It was reported that head movements 
contributed twice as much as the eye movements when moving the 
line of sight to fixate at one point [11]. It is also known that in the 
ratio of head movement to the line of sight, the head share becomes 
60%-80% when the line of sight moves outside a 30° range [12, 
13]. We thus surmised that in this experiment, it was necessary to 
detect changes in the line of sight that included the addition of the 
subjects’ head movements to their eye movements. We used the 
line-of-sight measuring device developed in our laboratory [14]. 
The accuracy of the horizontal direction was approx. 1.5° to -1.7° 

at ±30° corresponding to the visual angle of the display edge at 
1.5H. The accuracy of the perpendicular direction was approx. 2.6° 
to -1.4° at ±18°, corresponding to the visual angle of the display 
edge at 1.5H [4]. We measured eye movements (EMR-8B; Nac 
Image Technology, Tokyo) and head movements (3DM-GX4; 
Microstrain, Williston, VT, USA). Data were recorded at 60 Hz. 
In the experiment, the subjects looked at the display in a free 
posture without being fixed on the head-chin rest of the 
experimental set-up. 

2.2. Viewing conditions 

 The viewing distance of the display was fixed at 1.5H, and the 
subject was allowed to view the display from three positions: the 
center (display center), the right (1/4 to the right from the display 
center), and the left (1/4 to the left from the display center) as 
shown in Figure 1. The standard viewing distance for image-
quality evaluations is not 1.5H when the image resolution is 2K 
or 1K, or when the screen size is 1/2 or 1/4: however, in a most 
households, the room layout is prioritized, and the viewing 
distance often does not change even if the screen resolution or size 
changes. We therefore fixed the viewing distance. Since the 
subjects’ head movements were measured simultaneously with 
their eye movements, the subject's head movements were not 
restricted and the subject was instructed to watch the TV in a 
natural posture. The subjects watch videos with three types of 
resolution, three screen sizes, and three viewing positions, but 
each subject was prevented from seeing the same image more than 
once. This experiment was conducted according to BT-2022 and 
followed the Ethical Provisions of Tokai University’s guidelines 
for “Research using humans.” 

 
Figure 1: Viewing conditions. 

2.3. Laboratory environment 

 The video clips were presented to a 4K projector (VPL-VW 
500ES; Sony, Tokyo) using a personal computer (PC) as the signal 
source. The height of the screen was 147 cm, the width of the 
screen was 262 cm, and the screen brightness was 0.04 cd/m2 at the 
minimum and 104 cd/m2 at the maximum. The illuminance in the 
room was 69.7 Lux. The layout of the laboratory, the procedure of 
the experiment, and the selection of subjects were based on BT-
2022. 

2.4. Changes in gaze position due to the difference in resolution 
(Experiment 1) 

The details of the video clips used in Experiment 1 are shown 
in Table 1 and in Figures 2-4 (scenes used for video clips 1-3). 
The 4K video clips consisted mainly of natural scenes (mountains, 
flowers, seas) and were downloaded from a free video clips 
material website [15]. The 4K video clips were recorded in the 
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60p/XAVCS format, which is also used for broadcasting, and 
have low compression. Each video clip length was 40 sec. The 
series of 4K video clips was edited to a length of approx. 4 min 
with the use of nonlinear editing software (VegasPro13; Sony). 
The 2K and 1K video clips were down-converted from 4K video 
clips using the same nonlinear editing software. A still video 
showing the fixation point in the center was inserted before and 
after each video clip presented to the subject, so that it could be 
recognized even if the calibration of the eye movement was 
misaligned. The subjects were 25 college students (10 males and 
15 females) in their twenties, seven of whom had the visual acuity 
score of >1.0: the other 18 had the visual acuity score of 0.7 
(including corrected vision). We analyzed the data of 21 of the 25 
subjects (seven males, and 14 females) because four subjects had 
a large number of measurement errors during the experiment. No 
subject viewed the same image more than once. Each subject was 
randomly determined which image to view at which resolution 
and viewing position. 

Table 1: Video clips used in Experiment 1 

Video clip Time Resolution 
Video clip 1: 
River, ship or bridge 

4 min 14 sec 4K, 2K and 1K 

Video clip 2: 
Cherry blossoms or Mt. Fuji 

4 min 2 sec 4K, 2K and 1K 

Video clip 3: 
Town or animal 

4 min 9 sec 4K, 2K and 1K 

 

 
Figure 2: Scenes used for video clip 1. 

 
Figure 3: Scenes used for video clip 2. 

 
Figure 4: Scenes used for video clip 3. 

2.5. Changes in gaze position due to the difference in screen size 
(Experiment2) 

The details of the video clips used in Experiment 2 are shown 
in Table 2 and Figures 5-7 (scenes used for video clips 1-3). The 

video clips were edited as in Experiment 1, and 1/4-size and 1/2-
size video clips were generated by reducing the number of pixels 
from 4K video clips using the nonlinear editing software. The 
subjects were 24 college students (nine males and 15 females) in 
their twenties, eight of whom had a visual acuity score of >1.0: 
the other 16 had a visual acuity score of 0.7 (including corrected 
vision). 

Nineteen of the 24 subjects also participated in Experiment 1. 
There were no measurement errors in the data of all 24 subjects, 
and all were used for analysis. No subject viewed the same image 
more than once. Each subject was randomly determined which 
image to view at which screen size and viewing position. 

Table 2: Table 2. Video clips used in Experiment 2 

Video clip Time Screen size 
Video clip 1: 
Flowers 

4 min 7 sec 1/4, 1/2, 1/1 size of 4K 

Video clip 2: 
Okinawa 

4 min 2 sec 1/4, 1/2, 1/1 size of 4K 

Video clip 3: 
Yokohama 

3 min 14 sec 1/4, 1/2, 1/1 size of 4K 

 

 
Figure 5: Scenes used for video clip 1. 

 
Figure 6: Scenes used for video clip 2. 

 
Figure 7: Scenes used for video clip 3. 

3. Results 

The distribution of the gaze points of each subject was 
analyzed while the subject viewed the video clips. We used 10 
deg/s as the threshold speed for extracting the gaze point from the 
gaze movement [16]. The horizontal and vertical components of 
gaze were calculated by the following formulas. 

Horizontal components of Gaze = Horizontal components of 
Eye movement + Horizontal components of Head rotation 
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Vertical components of Gaze = Vertical components of Eye 
movement + Vertical components of Head rotation 

The mean gaze position and its standard deviation (std. dev.) 
during viewing have often been used to compare the gaze 
behaviors of individual watching video clips [4]. We thus 
calculated the mean gaze position and its std. dev. from the 
remaining 4 minutes of data excluding the 1 minute immediately 
after the presentation of the video clips, at which point the data 
were not stable. 

The mean gaze point position and the std. dev. of the mean gaze 
point distribution showed the same tendencies in all three video 
clips, and we therefore analyzed the data of the three video clips 
together. We performed a two-way analysis of variance (ANOVA) 
to analyze the results. The level of significance was set at 10%. 

3.1. Results of Experiment 1: Change in gaze position due to the 
difference in display resolution (Experiment 1) 

During the measurement of a person’s gaze, there may be many 
blinks, or the eye movement sensor may shift, causing an error in 
eye movement. Of the 21 subjects test in Experiment 1, the seven 
subjects who had almost no measurement error during the 
measurements for all the 1K, 2K, and 4K video clips were used for 
the analysis in order to perform statistical analysis with all the 
accurate data, because, it is extremely difficult to perform all 
experiments completely without measurement errors due to the 
nature of eye movement measurement. Figure 8 shows the 
averages and standard deviations of the mean gaze point positions 
of these seven subjects. In the figure, the center of the screen is 0°, 
and the angles displayed on the horizontal and vertical axes 
represent the viewing angles used by the subject. Figure 9 shows 
the mean gaze positions obtained by summarizing the results of the 
three viewing positions for each resolution. 

The mean gaze position at the left and right viewing positions 
was around the center of the screen, and the average gaze position 
at the central viewing position was slightly left of the center of the 
screen regardless of the resolution, as shown in Figure 8. In the 
summary of the results of the three viewing positions, the mean 
gaze position is located at the center of the screen regardless of the 
differences in resolution, as shown in Figure 9. These results 
suggest that there was a slight difference in the mean gaze position 
depending on the viewing position, but it was not due to the 
difference in display’s resolution. 

 
Figure 8: Averages of the mean gaze position and std. dev. (resolution and 

viewing position) 

The results of the two-way ANOVA for mean gaze position 
with resolution and viewing position as variables are illustrated in 
Figure 10. No significant differences were observed for resolution, 
but a multiple comparison analysis revealed a significant 
difference in viewing position in the right-central and left-central 
positions. No significant differences were detected in the std. dev. 
of mean gaze position as shown in Figure 11; however, there was 
a slight but significant difference in viewing positions at the 10% 
level of significance. 

 
Figure 9: Averages of the mean gaze position and std. dev. (resolution). 

 
Figure 10: Results of the two-way ANOVA for mean gaze position (resolution). 

 
Figure 11: Results of the two-way ANOVA for the std. dev. of mean gaze 

position (resolution). 

3.2. Results of Experiment 2: Change in gaze position due to the 
difference in screen size (Experiment 2) 

In Experiment 2, of the 24 subjects, eight who had almost no 
measurement error during the measurements for all of the 1K, 2K, 
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and 4K video clips were used for the analysis to perform the same 
accurate statistical analysis as in Experiment 1. The average mean 
gaze position of these eight subjects who viewed 1/4-, 1/2- and 
1/1-size video clips at each viewing position is shown in Figure 
12. Figure 13 provides the mean gaze positions obtained by 
summarizing the results of the three viewing positions for each 
resolution. In this experiment, since only the screen size was 
changed without changing the viewing distance, the angle of 
viewing the screen expected from the subjects would be 1/4 and 
1/2 for the 1/4 and 1/2 sizes, respectively. Therefore, to examine 
whether each subject gazed at the same place in the display and 
had the same gaze range, we normalized these graphs to the 4K 
1/1 size. 

The results for a 1/4-size image (Fig. 12) indicated that the 
subjects viewed the area to the right of the center screen from the 
left and central viewing positions, and they viewed the screen 
center from the right viewing position. The results for a 1/2-size 
image (Fig. 12) revealed that the subjects viewed the area to the 
right of the center screen from the right and central viewing 
positions, and they viewed the lower right of the screen from the 
left viewing position. The results for a 1/1-size image (Fig. 12) 
demonstrated that the subjects viewed the area to the right of the 
center screen from the right and central viewing positions, and 
they viewed the screen center from the left viewing position. The 
results shown in Figure 12 suggest that the mean gaze position 
depending on the viewing position tended to change slightly when 
the size of the screen becomes small. According to Figure 13, the 
average of the results for all subjects and all viewing position 
regardless of the screen size shows that the mean gaze position 
falls in the area to the right of the center screen. 

The results of the two-way ANOVA for mean gaze position 
are illustrated in Figure 14, and those of the two-way ANOVA for 
the standard deviation of the mean gaze position are shown in 
Figure 15. No significant differences in the size of the screen or 
in viewing position were revealed by the two-way ANOVA. 
Although the mean gaze position tended to change slightly 
depending on the viewing position when the screen size and 
viewing position changed, the mean gaze position and the 
standard deviation of the mean gaze position did not show 
significant differences. 

 
Figure 12: Averages of the mean gaze position and std. dev. (screen size and 

viewing position). 

 
Figure 13: Averages of the mean gaze position and std. dev. (screen size). 

 
Figure 14: Results of the two-way ANOVA for mean gaze position (screen size). 

 
Figure 15: Results of the two-way ANOVA for the std. dev. of the mean gaze 

position (screen size). 

4. Discussion 

There were no significant differences in the mean gaze position 
or the standard deviation of the average gaze position due to 
differences in resolution, even when the viewing position was 
changed. Similarly, even when the viewing position was changed, 
no significant differences were found in the average gaze position 
or the standard deviation of the mean gaze position due to 
differences in screen size. 

The tendency for the initial gaze position to fall at the center of 
the image when looking at a still image is called center bias. 
Photographer bias and viewing strategies have been suggested to 
be major factors in center bias [7]. Photographer bias is the practice 
of placing an object or the actor in whom the photographer is most 
interested near the center of the screen. With respect to viewing 
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strategies, people usually turn their eyes to the center of the image, 
having learned through frequent experience with photographer 
bias that objects that attract attention are generally arranged around 
the center of the screen. We believe that our present results in 
which the subjects watched the screen center regardless of 
differences in resolution and the size of the screen demonstrate a 
tendency similar to center bias; that is, while center bias is defined 
as a tendency to look to the center of a still image, our subjects 
looked to the center of video clips, rather than still images. 

5. Conclusion 

Broadcasting in 4K and 8K ultra-high-definition video has 
started, and viewers can enjoy high-definition, wide-angle video 
near the display. The conditions for subjectively evaluating a 
display are strictly defined by the ITU-R. Subjective evaluations 
of displays by broadcasters and manufacturers are performed 
under these conditions. However, in the home where the display 
is actually located, the display is viewed at a free position 
according to the size of the TV, the layout of the room, and 
structure of the household. For example, when watching a movie 
in a large-screen movie theater, the viewers experience a different 
sense of presence and emotion after viewing from the seats at the 
left and right ends of the front row, the seats at the center of the 
movie theater, and the seats at the rear. Television broadcasting is 
also expected to be viewed from various positions in the home by 
viewing a high-definition, wide-field display. If the impression 
produced by the image differs depending on the viewing position, 
it is necessary for the consumers as well as the image producers 
and the display manufacturers to take this into consideration. 

However, the evaluations of displays are performed 
according to the ITU-R and are rarely performed under the 
different conditions. Our present experiments show that the mean 
gaze position during viewing depends on the video clips, the 
viewing position, and the viewing distance, with the size and 
resolution of the display fixed and the viewing position as a 
parameter [17]. This research was conducted with a constant 
display size and resolution, but in reality, displays with various 
resolutions and sizes are found in various homes, and it has been 
necessary to investigate the effects of resolution and size. 
Therefore, in Experiment 1, we used the resolution and the 
viewing position as parameters, and in Experiment 2, the screen 
size and the viewing position were used as parameters, and the 
mean gaze position and its standard deviation were analyzed. In 
analyses of the gaze behavior of still images such as photographs, 
the average gaze position and the variance of gaze points are 
examined by heat maps and other methods, and there is a 
photographer bias that places the part that the photographer wants 
to show to the viewer in the center [18]. It is thus known that there 
is a center bias in which viewers empirically tend to see the center 
of the photograph [19]. 

In addition, regarding evaluations of the viewing of TV 
images, the mean gaze position and its standard deviation are 
often used to compare gaze behaviors while subjects watch video 
clips [4, 17], and we thus applied the mean gaze position and its 
standard deviation to the analysis of viewing behavior when the 
resolution, screen size, and viewing position were changed. When 
4K-resolution content is viewed from 1.5H, the field of view seen 
from the eye is 60°. It was reported that the range of visual 

information that can be captured only by eye movements in daily 
activities is at most 15° [10]. We therefore, measured the line of 
sight (head movement + eye movement) with the subjects in a free 
posture without fixing the head in the device that we developed 
that can measure head movement and eye movement at the same 
time [14]. 

In Experiment 1, the resolution was changed to 1K, 2K, and 
4K, and the mean gaze position and its standard deviation were 
obtained by changing the viewing position using the same-size 
display. The difference in the mean gaze position was seen by the 
difference in the viewing position. Notably, the mean gaze 
position was different between the central viewing position and 
the left and right viewing positions. There was a slight change in 
the standard deviation of the mean gaze position due to the 
difference in the viewing position. However, the changes in the 
mean gaze position and its standard deviation were slight. 

In Experiment 2, the display size was changed to 1/4, 1/2, and 
1/1, and the mean gaze position and its standard deviation were 
obtained by changing the viewing position using the same 
resolution. The mean gaze position and its standard deviation did 
not change even when the screen size was changed. 

With the introduction of 4K and 8K broadcasting, 
broadcasting media and video contents have diversified. However, 
in each home, displays with various resolutions and sizes are 
being viewed at any viewing position. Our present results 
demonstrated that when the same content was viewed at different 
resolutions, screen sizes, and viewing positions, there was almost 
no change in the mean gaze position, which is one of the viewing 
behaviors. This means that video producers can engage in 
program production without needing to being aware of the 
resolution of the display to be viewed, the screen size, or the 
viewing position. In addition, consumers can purchase a display 
according to the size and layout of the room and their preferences, 
and watch their television from any position. 
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 The article describes a way to increase the efficiency of an abrasive tool by its impregnation 
in an aqueous solution of chromium diiodide. The device scheme for impregnating the 
instrument is proposed. Research results of durability of tools impregnated with chromium 
diiodide and structural condition of material of a surface layer of details after processing 
are resulted. Within of the researches presented in the article the grinding processing a 
shafts made from various iron-carbon steels with prepared abrasive tools was conducted. 
As a result of the machining the scattering fields of the batch sizes of the parts within the 
grinding wheel resistance were determined. This data for processing with standard grinding 
wheels and impregnated by chromium diiodide were done. Using data from controlled 
grinding of workpieces, approximate values of the KΔ coefficient were determined 
depending on the diameter of the workpiece surface, the required size accuracy of part and 
the method application of the surfactants. It is shown that regardless of the material being 
processed, the use of a grinding wheel impregnated with chromium diiodide leads to a 
reduction in the specific value of the accumulated deformation energy Espec. Taking into 
account these results it is possible to predict up to twofold reduction of the cost of machining 
with the abrasive tool of grinding parts, which will reduce the cost of their manufacture by 
20-25%. The developed process of impregnating grinding wheels with chromium diiodide 
can be used without large economic costs in many machine-building company also during 
repair works. 

Keywords:  
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1. Introduction 
 
The problem of increase of efficiency of abrasive processing of 

surfaces of machine parts remains actual in machine-building 
manufacture and one of the perspective directions of its decision is 
impregnation (saturation) of abrasive tools with surfactants.  

There are known methods [1] of abrasive instruments [2] 
impregnation [3,4] with paraffin, ozokerite, phenolformaldehyde 
resin, sulfur, rosin, cerezin, stearin, potassium ethylxantogenate, 
sodium silicate solution, aromatic chlorine-containing compounds 
and other substances [5], compositions of several elements 
including fillers [6] (graphite, molybdenum disulfide, 
fluoroplastics, micropowders, etc.). Shortcomings of these 

compounds are reflected in the limited applicability and the need 
to select an impregnating compound depending on the material and 
tool, in some cases, the toxicity to humans and the use of 
impregnating compounds solely on a water-based, corrosive 
activity and insufficient retention of chemicals in the pores of the 
grinding wheel, reducing its hardness, etc, possible increase in 
quality control points and increase in the prime cost of the final 
product. 

When grinding with impregnated wheels, there are fast 
processes of destruction and restoration of solid lubricating films 
in the contact zone between the grinding tool and the workpiece 
due to high speeds of molecules movement at high temperatures 
and pressures. The substances located in the pores of the wheel can 
pass into different aggregate state, and the impregnation efficiency 
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depends on the products of its decomposition, their penetration 
ability and the activity of interaction with the processed material 
[7]. 

High reactivity at interaction with metals, especially with high 
adhesion to abrasive material, halogens [8] and among a large 
number of types of surfactants, as well as methods of their 
application in the blasting of surfaces of machine parts the most 
effective is the method of impregnation of grinding wheels in an 
aqueous solution of chromium diiodide [9, 10], molecular formula 
CrI2 [11], we have considered all the various ways to improve the 
efficiency of an abrasive tool, and developed a new effective 
method for impregnating grinding wheels. 
2. Materials and Methods 

 
To increase the efficiency of the abrasive tool there was 

developed an effective method of impregnating grinding wheels 
in the aqueous solution of chromium diiodide [11], the main 
essence of which is that the abrasive tool on a ceramic bond is 
placed in a container with aqueous solution of chromium diiodide 
(20-25 g per liter of water) and within one minute it is informed 
about the vertical oscillating motion with a certain frequency ν, 
which provides its complete immersion in the aqueous solution 
and complete removal from it [12,13]. After impregnation, the 
impregnated instrument is subjected to convective drying when 
rotating at a speed of (0.3-0.5) s-1 for 1.5-2 hours at a temperature 
of (40-50) оC. 

Vertical vibrating movements of the impregnated grinding 
wheel with a given frequency v and amplitude А were carried out 
using a special installation, shown in Fig. 1 and containing an 
electric motor 1, gearbox 2, cam 3, pusher 4, rocker arm 5, mobile 
support 6, rod 7, to which the impregnated abrasive tool 8 is 
attached, and a container with an aqueous solution of chromium 
diiodide 9. 

 

 
 

Figure 1: Plant diagram for impregnating grinding wheels 

Research of efficiency of application of grinding wheels 
impregnated with chromium diiodide was carried out by 
processing of samples from steel 12CrNi3A (Table.1) with 
diameter 30 mm and length 200 mm after finishing turning 
(surface roughness before grinding Ra = 8.0-12.5 µm). Grinding 
of samples was carried out on a circular grinding machine mod. 
3U12VF11 PP 400×50×203 14AF60K7V GOST R 5281-2007 

with cutting speed Vgw = 35 m/s, sample rotation speed Vm = 0.314 
m/s, longitudinal feed Slon = 0.02 m/s, cutting feed Scut = 0.01 mm 
/ double stroke, the number of double strokes m = 3. The 5% 
aqueous solution of emulsion Ukrinol-14 was used as a cooling 
lubricant [14,15]. The change of firmness of grinding wheels T 
after their dressing was determined. 

Table 1: Steel Type 12CrNi3A, chrome-nickel structural alloy steel products 
GOST 4543-2016. 

C, % Si, % Mn, % P, % S, % Cr, % Ni, % 
0.09-
0.16 

0.17-
0.37 0.3-0.6 ≤0.02

5 
≤0.02

5 
0.6-
0.9 

2.75-
3.15 

 
With the use of scanning electron microscope "Quanta-200" 

were carried out spectral studies of the state of the surface layer 
of samples made of steel 12CrNi3A, subjected to grinding by 
impregnated chromium diiodide abrasive tool.  

In [12,16,17,18] we have shown that the most important 
characteristic of the operational properties of the surface layer 
material of processed parts is its energy state, which can be 
estimated by the specific value of the accumulated energy of 
deformation Espec. For experimental determination of the value of 
Espec a special unit was developed, the description of which is 
given in [17, 19]. One of the most important indicators of the 
effectiveness of the use of grinding wheels is to ensure the 
necessary dimensional accuracy of the workpieces during the 
entire period of tool life. In this regard, a controlled treatment was 
carried out by grinding shafts of various iron-carbon alloys.  

Dispersion fields for batch sizes of parts within the grinding 
wheel resistance were determined. A large number of shafts with 
diameters from 20 mm to 40 mm and tolerances of IT6-8 were 
subjected to controlled machining over a long period of time. 
Based on the obtained results of controlled machining, the 
scattering fields of diameters of the parts processed without the use 
of surfactants ω1 and with the use of various methods of feeding 
the impregnative agent – chromium diiodide into the machining 
zone (impregnation, additive to lubricant-and-cooling 
technological agent, introduction into the abrasive mass) ω2 were 
determined. The scattering fields were determined after processing 
each batch of 10 pieces. The scattering fields were compared when 
the first batch ,1

bω  b
2ω  was processed and the last batch ,1

eω e
2ω  

was processed. 
3. Results 

3.1. The effectiveness of the use of chromium diiodide 

The results of research into the effectiveness of the use of 
chromium diiodide impregnated grinding wheels are presented in 
the form of histograms in Fig. 2, from the analysis of which it 
follows that the resistance of chromium diiodide impregnated 
grinding wheels in the process of dressing decreases: first 
significantly, then on average by 3-5% after each dressing, and 
then starts to grow again. This is apparently due to the continuous 
washing out by the lubricating and cooling fluid of the impregnator 
chromium diiodide from the intergranular space of the grinding 
wheel. 
3.2. The analysis of spectrograms 

The analysis of spectrograms of electronic microscope 
"Quanta-200" of surfaces of details from a steel 12CrNi3A in an 
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initial condition and after grinding by impregnated chrome 
diiodide [17] speaks that in the course of grinding active iodine 
interacts with juvenile surfaces of details, forming on them the iron 
iodides having layered structure and possessing low coefficient of 
a friction [9, 20]. 

 
Figure 2: Histograms of changes in resistance of impregnated grinding wheels as 

they are corrected 

3.3. Results of change of scattering fields.  

Results of changing scattering fields of sizesits details ω1 and 
ω2 for the period of tool firmness at an admissible range of change 
of sizes of processed details in the generalized form are presented 
in fig. 3, which allows to trace the pattern of their change.  

It was found that in all cases eb ωω > , which seems to be 
associated with a decrease in the number of cutting grains and an 
increase in smoothing and pressing [21]. This is demonstrated by 
decreasing in the roughness parameter aR of the treated surfaces of 
parts (Fig. 4) and an increasing in the value of technological 
residual tensile stresses in the material of the surface layer remσ  
(Fig. 5) with simultaneous reduction in metal removal. 

 
Figure 3: Diagrams of scattering fields for batch sizes of parts within the wheel 

resistance, processed with standard (1) and impregnated (2) tools. 

Analysis of the data shown in Fig. 3, indicates that 1
bω  ˃ 2

bω  
and 1

eω  ˃ 
2
eω . If we take bb

211 ωωω −=∆  and ee
212 ωωω −=∆ , then 

Δω1 ≥ Δω2. 
Using the coefficient KΔ = Δω1 / Δω2 ≥ 1, then by its value it 

will be possible to decide on the degree of influence of the adopted 
type and method of surfactant application on the accuracy of the 
obtained dimensions of the processed part. Using the data of 
controlled machining by grinding of workpieces, approximate 

values of coefficient KΔ depending on diameter of processed 
surface, required qualification of size accuracy and application 
method of impregnator (in this case, chromium diiodide) were 
determined, which are given in Table 2. These KΔ values can be 
used during the selection a surfactant application method.  

 
Figure 4: Changing the roughness parameter of the machined surface of the part for 
the period of the grinding wheel resistance Т when using standard and impregnated 
tools (steel 12CrNi3A) 

 
Figure 5: Variation of the value of technological residual stresses in the material of 
the surface layer of the machines parts for the period of grinding wheel resistance 
T during the use of standard and impregnated tools (steel 12CrNi3A) 

Table 2: Values of coefficient KΔ by processing parts from iron-carbon alloys 
with yield point 250-400 MPa 

Workpiece 
diameter, mm 

Accuracy 
qualification 

How to use the 
surfactant 

Coefficient 
KΔ 

20-30 

6 

Impregnation 1.4 
Additive to cooling 
lubricant 1.6 

Introduction to 
abrasive mass 1.5 

7 

Impregnation 1.6 
Additive to cooling 
lubricant 1.7 

An injection into the 
abrasive mass 1.8 

8 

Impregnation 1.9 
Additive to cooling 
lubricant 1.7 

An injection into the 
abrasive mass 2.0 

31-40 6 

Impregnation 1.5 
Additive to cooling 
lubricant 1.7 

An injection into the 1.6 

wheel
resistance, 

min

size of 
part,
mm

Т1

Т2

1

2

ω
e

ω
e

ω
b

ω
b

1

2

1 2

si
ze

 ra
ng

e
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abrasive mass 

7 

Impregnation 1.8 
Additive to cooling 
lubricant 1.7 

An injection into the 
abrasive mass 1.8 

8 

Impregnation 2.0 
Additive to cooling 
lubricant 1.7 

An injection into the 
abrasive mass 2.1 

 
To determine the degree of influence of grinding wheel 

characteristics, its condition and composition of the used cooling 
lubricant on the specific accumulated energy of deformation Espec, 
a significant amount of experimental studies on samples from 
various iron-carbon alloys, subjected to grinding on the regimes 
recommended in the reference [22], the results of which are 
reflected in Table 3. From their analysis it follows that the energy 
state of the material of the surface layer of the workpiece being 
grinded depends to a great extent on the state of the abrasive tool 
used and the composition of the cooling lubricant. Regardless of 
the material to be treated, using of a grinding wheel impregnated 
with chromium diiodide leads to a reduction in the specific value 
of the accumulated deformation energy of Espec. At the same time, 
the injection of 20 grams per liter of chromium diiodide into the 
composition of the cooling lubricant also leads to a decrease in 
the value of Espec. 

 
Figure 6: Espec histogram of changes from the state of the grinding wheel and the 

composition of the used lubricating and cooling process agent 
 

For clarity on the figure 6 is shown a histogram of Espec value 
changes from the state of the wheel and the composition of the 
used the cooling lubricant when grinding samples from steel 50 
(1-6), steel 12CrNi3A (7-9), alloy 45Cr25Ni20Si2 (10, 11) [23] 
with a wheel of 14AF60K7V and steel 50 (12-14) and alloy 
45Cr25Ni20Si2 (15, 16) when grinding with a wheel of 54AF60 
M7V. The histogram shows that the minimum values of Espec can 
be achieved with the simultaneous use of chromium diiodide 
impregnated grinding wheel and the cooling lubricant, which 
consists of 5% aqueous solution of emulsion "Ukrinol-14" with 

the addition of 20 g/l of chromium diiodide. Apparently in this 
case, chromium diiodide, which is a part of lubricating and 
cooling technology, not only reduces the coefficient of friction in 
the area of contact of the abrasive grain with the processed 
material, but also contributes to the permanent restoration of 
chromium diiodide in the impregnated wheel [24-31]. 

Table 3: Depending of Espec values on the material to be treated, grinding wheel 
characteristics and the composition of the lubricant and coolant used. 

 
# 

Ex
. 

Processed 
material 

Grinding 
wheel 

characteristic 

Grinding 
wheel 

condition 

Composition of the 
lubricant and coolant 

used 

Espec, 
j / mm3 

1 Steel 50 14AF60K7V standard 5-% emulsion aqueous 
solution Ukrinol-14 

0.236 

2 5-% emulsion aqueous 
solution Ukrinol-14 + 
20 g/l chromium 
diiodide  

0.203 

3 5-% sulphofresol 
solution 

0.219 

4 impregnated 5-% emulsion aqueous 
solution Ukrinol-14 

0.181 

5 5-% emulsion aqueous 
solution Ukrinol-14 + 
20 g/l chromium 
diiodide  

0.179 

6 5-% emulsion aqueous 
solution Ukrinol-14 + 
20 g/l sodium 
polyacrylate 

0.198 

7 Steel 12CrNi3A standard 5-% emulsion aqueous 
solution Ukrinol-14 

0.192 

8 impregnated 5-% emulsion aqueous 
solution Ukrinol-14 

0.184 

9 5-% emulsion aqueous 
solution Ukrinol-14 + 
20 g/l chromium 
diiodide  

0.162 

10 Steel 
45Cr25Ni20Si2 

standard 5-% emulsion aqueous 
solution Ukrinol-14 

0.306 
11 impregnated 0.240 
12 Steel 50 54AF60M7V standard 0.235 
13 impregnated 0.181 
14 5-% sulphofresol 

solution 
0.166 

15 Steel 
45Cr25Ni20Si2 

standard 5-% emulsion aqueous 
solution Ukrinol-14 

0.293 
16 impregnated 0.235 
17 Steel 50 64AF70P10V standard 0.230 
18 impregnated 0.177 
19 5-% sulphofresol 

solution 
0.172 

20 Steel 
45Cr25Ni20Si2 

standard 5-% emulsion aqueous 
solution Ukrinol-14 

0.298 
21 impregnated 0.234 

4. Conclusions 

• The energy state of the material of the surface layer of the 
grinded part depends largely on the condition of the abrasive 
tool used and the composition of the lubricant coolant. 
Regardless of the material to be treated, the use of a grinding 
wheel impregnated with chromium diiodide leads to a 
reduction in the specific value of the accumulated 
deformation energy of Espec. The injection of 20 grams per 
liter of chromium diiodide into the lubricating and cooling 
process also leads to a decrease in the value of Espec. 

• Thus, the processing of parts with impregnated chromium 
diiodide wheels allows to increase up to two times the 
resistance of used abrasive tools, it is quite natural to increase 
the size accuracy of the processed parts, to improve the 

0.1

0.15

0.2

0.25

0.3

0.35
E spec

j /mm3

– standard wheel + Ukrinol-14;
– standard wheel + Ukrinol-14 with cromium diiodide;
– standard wheel + Sulphofresol solution;
– impregnated wheel + Ukrinol-14;
– impregnated wheel + Ukrinol-14 with chromium diiodide;
– impregnated wheel + Ukrinol-14 with sodium polyacrylate

  1    2   3    4   5    6   7   8    9   10  11 12  13  14 15  16
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quality of the surface layer and to create on the processed 
surfaces of parts – rotational bodies, such as rollers, axles, 
fingers, etc., structures with a low coefficient of friction 
within 0.08-0.12 depending on the operating conditions, 
which is very important for the parts of tribosystems. 

• Taking into account these results it is possible to predict up 
to twofold natural reduction of the cost of machining with the 
abrasive tool of grinding parts, which will reduce the cost of 
their manufacture to 20-25%. The developed process of 
impregnating grinding wheels with chromium diiodide can 
be used in any machine-building production, including repair, 
without large economic costs. 

Nomenclature 
 
Espec – specific latent energy of deformation j/mm3; 
KΔ – coefficient KΔ = Δω1 / Δω2; 
Ra – arithmetic mean deviation of the profile (µM); 
Vgw – cutting speed, m/s; 
Vm – rotation speed, m/s; 
Slon – longitudinal feed, m/s; 
Scut – cutting feed, mm / double stroke; 
Ukrinol-14 – Cooling and lubricating fluids (oil); 
ω1 – the scattering fields of diameters of the parts processed 
without the use of surfactants;

 ω2 – the scattering fields of diameters of the parts processed with 
the use of the impregnation. 
 
14AF60K7V GOST R 5281-2007 – Grinding wheel Russian 
standard is adopted from the European, code example: 
14AF60K7V (type of abrasive, 14A – normal electro 

corundum); 
14AF60K7V (F – standard FEP (Federation of European 

Producers of abrasives) and ISO 8486, F60 
average grain size is 0.26 mm); 

14AF60K7V (Hardness, K – medium soft); 
14AF60K7V (7 – structure number indicates how much of the 

grinding wheel volume is occupied by abrasive 
grains, 7 – 48...50%); 

14AF60K7V (type of bundle, V – a ceramic bundle). 
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 Family functionality is when the family meets the needs of its members, especially 
adolescents. Resilience is the adolescent's ability to face situations in which there are 
difficulties, life problems and thus be able to overcome them. The purpose of the study is to 
determine the Level of Resilience and Family Functionality in Adolescents of two 
Educational Institutions of a Vulnerable Area in Lima Province. It is a non-experimental 
study, descriptive of a quantitative approach, it is a cross-sectional correlational 
investigation, with a population of 204 adolescents, also demographic data and the 
resilience scale (CD-RISC) and family APGAR. In the results regarding to the level of 
resilience and family functionality, adolescents present a mild family dysfunction with a 
medium level of resilience (58.0%), in comparison of the Educational Institutions, in both 
cases, the majority of students are located in the medium level of resilience, in the case of 
students from Honorio Manrique Nicho school 48.5% and in the case of students from the 
Andrés Avelino Cáceres school 54.2%. It is recommended in these institutions to carry out 
activities that promote the social formation of the adolescent, since this will allow them to 
communicate with society and the environment. 

Keywords: 
Resilience 
Family 
Adolescent 
Family functionality 

 

 

 

1. Introduction 

Family plays a fundamental role in the adolescent, since it is 
an influential factor for the relationship with society [1]. One of 
the stages where one seeks to find changes in society is 
adolescence, adolescents try to know each other better and also 
seek difference from themselves with other family members, this 
process that the adolescent does is a change abruptly, but it is the 
way in which they will become autonomous and independent 
people, this process has passed all the members of the family [2]. 

Family functionality is understood when the family meets the 
needs of its members, especially adolescents, since it is a stage 
where there are differentiated changes with other family members 

and also adapt to situations of change [3]. So, a family is 
considered functional when it is able to look for solutions to any 
problem, so that it does not affect the satisfaction that family 
members have, including the adolescent [4]. 

Resilience is understood as the adolescent's ability to face 
situations in which there are difficulties, life problems and thus be 
able to overcome them [5]. Resilience is very important for 
adolescents, because it will allow them to adapt and recover from 
adversities of the problem so that it continues projecting itself in 
its future [6]. 

In [7], the author from Portugal presented that it was 
evidenced that adolescent males are those who have higher levels 
of resilience compared to adolescent females; in the self-
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confidence component, males obtained a score of 35.08% and in 
the relationship with peers, 26.28%. 

In [8], carried out in Taiwan, the author mentioned that in 
children and adolescents, it was found that there is a risk of family 
dysfunction where approximately 40% of families have 
accumulated family risk due to family stress that occurs within 
their home and also 30% of the mothers have low levels of 
education or health problems. Lastly, around 7% of the 
participants, children or adolescents, come from large families 
that have 4 or more children living in a home. 

In [9], carried out in South Korea, the author described that it 
was found that family dysfunction related to domestic violence 
and parental addiction was related to smartphone addiction, it was 
found that the observed association between family dysfunction 
and Smartphone addiction was not significant in adolescents with 
self-control or high friendship quality, therefore, adolescents 
exposed to domestic violence or with addicted parents had a 
higher probability of smartphone addiction, but had high self-
control or friendship quality that could protect them. 

The objective of the study is to determine the level of family 
resilience and functionality in adolescents from two educational 
institutions of a vulnerable area in Lima Province, in which it will 
allow to observe what is the level of adolescent resilience and 
family functionality. This study is important since it will give 
relevant and real data about family resilience and functionality as 
adolescents enter a stage of sudden changes where they seek 
solutions, where they can adapt and manage the situation in the 
most appropriate way. 

In the study, the data collection instrument Connor-Davidson 
Resilience Scale (CD-RISC) and Gabriel Smilkstein's Family 
APGAR were applied, which have been useful to assess the level 
of resilience and family functionality of adolescents from the 
secondary level of educational institutions. The data collection 
was processed through the survey of adolescents from educational 
institutions, the data to be entered was performed in a data matrix 
that will be designed in the statistical program SPSS (Statistical 
Package for the Social Sciences) in its version 24.0, in which it 
will allow a better data processing to make statistical tables so that 
they can be described and interpreted in results and discussions, 
respectively.  

The research work is structured as follows: In section II, the 
development of the data collection process of each nursing student 
will be presented, as well as the guidelines to consider so that they 
are in the research work. In section III, the results will show the 
level of resilience and family functionality of adolescents 
according to the specified dimensions of the instruments in the 
measurement of the variables. In section IV, we present the 
discussions and conclusions of the research work. 

2. Methods 

In this section, the type and design of the research will be 
developed, as well as the population that will be carried out in the 
research work, the inclusion and exclusion criteria will be 
explained in detail, and finally the technique and the instrument 
for collecting data. 

2.1. Research type and design 

The present research work is non-experimental, descriptive of 
a quantitative approach, it is a correlational research [10]. 

2.2. Population 

The population is made up of 204 adolescents from the two 
educational institutions. 

Inclusion criteria:  

• Adolescents who normally attend the educational institution. 
• Adolescents who have informed consent and assent. 
• Adolescents who have the authorization signed by their 

parents and agree to voluntarily join the study. 
 

Exclusion criteria: 

• Adolescents who do not regularly attend to the educational 
institution. 

• Adolescents who do not have the authorization of their 
parents. 

 
2.3. Technique and Instrument 

The technique used is the survey, using the questionnaire or 
data collection instrument (CD-RISC) and Family APGAR which 
aims to measure the level of family resilience and functionality in 
adolescents from two educational institutions of a vulnerable 
area in Lima Province. 

The Connor - Davidson Resilience Scale (CD-RISC) was built 
by Connor and Davidson in the United States in 2003. Its 
application is for the adolescent and adult population from 11 to 
80 years old, the scale evaluates the following dimensions: 
Persistence-tenacity-self-efficiency (8 items); Control under 
pressure (7 items); Adaptability and Ability to Recover (5 items); 
Control and purpose (3 items) and Spirituality (2 items). It 
consists of 25 structured items, on a summative Likert scale where 
0 "absolutely", 1 "rarely", 2 "sometimes", 3 "often" and 4 "almost 
always". The scale range goes from 0 to 100, the higher score 
means more resilience [11]. 

The family APGAR was designed by Gabriel Smilkstein in 
1978 at the University of Washington, it evaluates the following 
dimensions: adaptation, participation, resources, affectivity and 
capacity, it consists of 5 items structured on a summative Likert 
scale where 0 "never", 1 "almost never", 2 "sometimes", 3 "almost 
always" and 4 "always". The range is from 0 to 20, the higher the 
score mean greater the family functionality [1]. 
2.4. Place and Application of the Instrument 

The questionnaire was carried out to measure the level of 
family resilience and functionality in adolescents, it was carried 
out at the educational institutions Andres Avelino Caceres and 
Honorio Manrique Nicho. 
First, the necessary permissions for research are carried out, 
coordinated with the directors of both educational institutions to 
carry out the surveys, then, the permission to each classroom 
teacher explaining about the survey and why the research work is 
being carried out to they have knowledge about what is going to 
be done.  
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Table 1: Resilience level in adolescent students of both Educational Institutions of Lima Province (N=204) 

 Resilience Score 

Count % Mean Minimum Maximum 

Resilience Dimension 
(grouped) 

Low 46 22,5% 52,28 32,00 60,00 

Medium 105 51,5% 70,28 61,00 79,00 

High 53 26,0% 85,75 80,00 95,00 

Total 204 100,0% 70,24 32,00 95,00 

Table 2: Family functionality of adolescent students of both Educational Institutions of a Vulnerable Area in Lima Province (N = 204) 

 Family Functionality Score 

Count % Mean Minimum Maximum 

Family Functionality Dimension 
(grouped) 

Family dysfunction 10 4,9% 7,10 2,00 9,00 

Moderate family 
dysfunction 

29 14,2% 11,90 10,00 13,00 

Mild family dysfunction 100 49,0% 15,59 14,00 17,00 

Good family function 65 31,9% 19,15 18,00 20,00 

Total 204 100,0% 15,78 2,00 20,00 
 
The questionnaire was carried out in consecutive shifts during 

the morning, at the same time as the adolescents from these 
institutions, the questionnaire was taken to the adolescents with 
an approximate time of 25 minutes in each section of secondary 
level (according to the inclusion and exclusion criteria) in the 
research work, concluding with good satisfaction when collecting 
the questionnaires as the adolescents supported our research. 

It is important to emphasize the presence of the teacher from 
each surveyed classroom and the medical staff at the time of 
filling questionnaire of the adolescent, since most of them 
showed signs of having a health problem, because both 
educational institutions are in an area where they are exposed to 
natural or anthropogenic events where the probability of an event 
that puts adolescents in educational institutions at risk can happen 
and also the damage can be considerable. 

3. Results and Discussions 

The following tables from the surveys carried out following 
the guidelines corresponding to the research work will be shown 
in table 1. 

In Table 1, the level of resilience in adolescents of both 
Educational Institutions of a Vulnerable Area in Lima Province, 
it can be seen that of the 204 adolescents surveyed, 105 (51.5%) 
of adolescents present a medium level of resilience, followed by 
53 (26.0%) of the adolescents present a high level of resilience 
and lastly 46 (22.5%) of the adolescents present a low level of 
resilience.  

In Table 2, the family functionality of the adolescents of both 
Educational Institutions of a Vulnerable Area in Lima Province, 
it can be seen that of the 204 adolescents, 100 (49%) of the 
adolescents present a mild family dysfunction, followed by 65 
(31.9 %) adolescents present a good family function, 29 (14.2%) 
of the adolescents present a moderate family dysfunction and 10 
(4.9%) of the adolescents present a family dysfunction. 

Table 3 shows that adolescents with good family function 
have a high level of resilience (49.22%), adolescents with mild 
family dysfunction have a medium level of resilience (58.0%), 
adolescents with a moderate family dysfunction has a medium 
level of resilience (55.2%) and adolescents with family 
dysfunction have a low level of resilience (60.0%). 

To determine the level of resilience and family functionality, 
the non-parametric Person's chi-square test was applied, which 
reported an X2 = 44.842 and a p-value = 0.000 per l indicating 
that there is a significant relationship between these variables. 

In Table 4, both cases, most students are located at the medium 
level of resilience, in the case of students from Honorio Manrique 
Nicho, 48.5%, and in the case of students from the Andrés 
Avelino Cáceres school, 54.2%. So, students with a high level of 
resilience are located at the Honorio Manrique Nicho school with 
30.9% compared to students from Andrés Avelino Cáceres who 
are only 21.5%. 

Both studies with the results of the research work can interpret 
that the levels of resilience and family functionality in adolescents  
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Table 3: Relationship between Resilience and Family Functionality in adolescent students of both Educational Institutions of a Vulnerable Area in Lima Province 
(N = 204) 

 Resilience Dimension (grouped) 

Low Mild High Total 

Count % Count % Count % Count % 

Family Functionality 
Dimension 
(grouped) 

Family 
dysfunction 

6 60,0% 4 40,0% 0 0,0% 10 100,0% 

Moderate 
family 
dysfunction 

13 44,8% 16 55,2% 0 0,0% 29 100,0% 

Mild family 
dysfunction 

21 21,0% 58 58,0% 21 21,0% 100 100,0% 

Good family 
function 

6 9,2% 27 41,5% 32 49,2% 65 100,0% 

Total 46 22,5% 105 51,5% 53 26,0% 204 100,0% 

Pearson's chi-square tests 

Family Functionality 
Dimension (grouped) 

Chi-square 44,842 

df 6 

Sig. ,000* 

Results are based on nonempty rows and columns in each innermost sub table. 
*The chi-square statistic is significant at the .05 level.

Table 4: Comparison of Resilience Level of adolescent students between both Educational Institutions of a Vulnerable Area in Lima Province (N = 204) 

 Evaluated School 

Honorio Manrique 
Nicho 

Andrés Avelino 
Cáceres 

Total 

Count % Count % Count % 

Resilience 
Dimension 
(grouped) 

Low 20 20,6% 26 24,3% 46 22,5% 

Medium 47 48,5% 58 54,2% 105 51,5% 

High 30 30,9% 23 21,5% 53 26,0% 

Total 97 100,0% 107 100,0% 204 100,0% 

are linked to the promotion of mental and family health of 
adolescents, taking into account that resilience is very relevant 
because it allows adolescents to have the ability to adapt and also 
in making decisions about the negative situations that arise. It also 
focuses on family functionality because in the adolescent, it will 
allow it to maintain an affective interaction with the members of 
its family, and also to has the ability to make changes in order to 
overcome the difficulties that arise in the family. It is vitally 
important to have a high level of resilience and, have good family 
functionality since the development of adolescents must be 
observed, since there is little knowledge about the topics which 

allows us to obtain a review of the scientific information related 
to the topic. 

In the present study, the issue of level of family resilience and 
functionality is raised from the point of view of promoting 
adolescent health, which seeks to contribute to educational 
institutions as part of adolescent training, which it seeks to include 
programs that allow adolescents to find ways to enhance their 
adaptation capacities and make their own decisions, both in 
society and family, so that they can improve their lives in the 
future. 
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In the level of resilience in adolescents from educational 
institutions, the medium level predominated, followed by the high 
and low. These results can be based on how adolescents live with 
their parents sharing their own experiences, in which it is a factor 
that favors the adolescent since it allows them to easily excel and 
overcome any anticipated problem. In the study by Sulimani Y. 
[12], on the results of resilience, he referred to the adolescent's 
distinction between formal and informal social ties and, also, the 
ability to seek help and guidance from adult figures, as well as 
strong relationships and supporting parents and family members 
is a debatable factor as a major component of resilience for 
adolescents. 

In relation to family functionality in adolescents from 
Cajatambo educational institutions, mild family dysfunction 
predominated, this is due to the lack of empathy, understanding 
and sensitivity towards the adolescent by the family is scarce, 
where scenes such as intra-family conflicts and parental 
misbehavior are reflected in the adolescent adapting to such 
actions, allowing the adolescent to think that this normally 
happens in all other families. Suarez P. and collaborators [2], 
argue that the development of values and actions of adolescents 
will be reflected in the role played by the family in their 
environment, factors such as care, affectivity and fluid 
communication are criteria that support the adolescent 
development. 

In relation to the level of resilience and family functionality in 
adolescents from Cajatambo's educational institutions, mild 
family dysfunction predominated with a medium level of 
resilience, it is important to emphasize the intervention of the 
family in the development of resilience in adolescents, since it is 
mainly the parents who will help build the adolescent's resilience 
by providing the necessary support that will allow them to 
overcome certain obstacles. The family will influence positively 
or negatively in the construction of the adolescent's own resilience, 
but some adolescents mostly present a high resilience. Tian L. et 
al. [13], mention that parental support was more strongly related 
to adolescent resilience, and that interventions should be made to 
promote adolescent resilience with greater emphasis on parental 
support in the future of their children. 

In comparison the level of resilience between the two 
Educational Institutions in Lima Province, it can be seen that in 
the Honorio Manrique Nicho Educational Institution and in the 
Andres Avelino Caceres Educational Institute, the middle level 
predominates more, this is because after the family as Resilience 
builder is also the school, at school the adolescents experiences 
certain conditions that make them promote resilience, because the 
school also has the capacity to build it in the adolescent. The way 
in which resilience can be built is based on the trust that the 
adolescent has in front of the parents, teachers or friends that 
generate security to solve any obstacle without doubts. 

It is concluded that the particular way in which adolescent 
education is carried out, whether in the family or at school, should 
be taken into account; it could be investigated about resilience and 
family function through other studies to determine this study in 
greater depth.  
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 The paper examines the impact on the product life cycle of reducing the duration of the 

development stages of aviation technology through the use of multi-criteria optimization. 

The subject of the study is the nose of a supersonic aircraft and the process of linking it. 

This example describes in detail the application of a comprehensive design methodology 

for aircraft components using top-level criteria as a way to significantly reduce the 

development time and the risks of obtaining negative test results when entering a full-scale 

sample. 
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1. Introduction  

The great Russian aircraft designer Pavel Osipovich Sukhoi 

said: "We must not stop at what we have achieved, but must 

constantly move forward. After all, what was new and advanced 

yesterday will only be satisfactory tomorrow." This statement is 

still relevant until now because to take leadership positions in 

aviation, engineering, Economics, and business, you must 

constantly work ahead of time and your competitors. The current 

trend in the field of mechanical engineering is a significant (from 

10-15 to 5-8 years) reduction in the development time of new 

aircraft systems due to the use of mathematical modeling, high 

unification and the use of scientific and technical reserve. The use 

of complex design techniques is one of the elements based on 

scientific and technical groundwork and allows you to reduce the 

design time. 

2. Aircraft product life cycle  

Within the lifecycle of the aircraft as a product, the aircraft goes 

through the following stages (gates): 

Figure 1 shows the typical life cycle of an aircraft product, 

which is divided into internal and external design stages. The focus 

of the current work is optimization of internal design stages, so we 

will analyze them in more detail. 

It is worth noting that key technical decisions are made at the 

stages of the preliminary project and preliminary technical design. 

The work is carried out by a relatively small number of OKB 

employees, the minimum amount of financial resources from the 

project budget is used, and the maximum number of technical 

decisions is made as shown in Figure 2. According to the results 

of these stages, the appearance of the designed aircraft is fixed. 

 

Figure 1: The typical lifecycle of the aviation system 

 

Figure 2: Dependence of the number of decisions made and the customer's costs 

on the project implementation time 
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Figure 3: Typical algorithm for developing the nose of the aircraft 

Thus, the stages of project initiation are the most effective in 

terms of cost and number of technical decisions: 

expenses

time

Δ
min(opt)

Δ

i

i

→




 

However, these stages have the greatest technical risks, and 

errors in the technical decisions made may become fatal for the 

further fate of the project. 

As can be seen from Figure 2, the initial stages of project 

implementation are the most effective in terms of the ratio of the 

customer's costs to the number of decisions made. Simultaneously, 

the technical decisions taken at these stages determine the further 

technical appearance of the project and can significantly affect its 

results. 

Figure 3 shows an algorithm for linking the nose of the 

aircraft, consisting of sequential operations and, in case of errors, 

having an iterative character. 

To complete the formation of the theoretical contour of the 

head part of the aircraft it must validate the obtained electronic and 

aerodynamic characteristics of the selected form of the radio waves 

fairing requirements to ensure the characteristics of the radar. 

Meanwhile, the speed and range characteristics of the aircraft will 

depend on the aerodynamic characteristics in the future, and the 

potential capabilities of the locator will depend on the radio 

technology. Thus, such a seemingly insignificant thing as the shape 

of the nose of an aircraft can determine its key characteristics of 

combat use. Moreover, the shape of the nose part of the minimum 

resistance and the shape of the maximum radar-transparency  of a 

thing are incompatible because the best radio-technical 

characteristics are usually of small elongation nosecone (the ratio 

of the square of the length of the nosecone to the area of the initial 

cross-section), such a shape allows you to ensure the uniformity of 

the distribution of the angles of incidence of the electromagnetic 

wave front on the surface of the nosecone wall, the best 

aerodynamic characteristics on the contrary have the body with 

maximum elongation, it allows reducing significantly the 

resistance at supersonic flight speeds, see Figure 4: 

 

Figure 4: Comparison of nosecone shapes of the aircraft 

From Figure 4 we can conclude that the final shape of the 

nosecone will be a compromise between the two shown in the 

figure. In this case, the wrong form at this stage may lead to the 

need to repeat the whole cycle of flight tests in case of its change 

after the construction of prototypes (stages of pilot production and 

flight tests). 

3. Optimization of the aircraft life cycle  

The scientific novelty of the work consists in carrying out 

multi-criteria optimization of the geometric parameters of the 

studied RPO using the Russian-made LOGOS software product 

and in terms of functions, which is an analog of the FLUENT 

product. The results of mathematical modeling and evaluation of 

aerodynamic characteristics have been validated with existing 

empirical methods, and the software product itself is widely used 

in Russian industrial projects. 
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Figure 5: The existing algorithm for the development of the fairing 

Reducing the timing of development work can be achieved by 

reducing the development and testing of the aircraft complex. 

Concurrently, correct and timely technical decisions made at the 

development stage will also reduce the time required for ground 

and flight tests. Let's look at an example of optimizing the 

development stages of a nose radio-transparent fairing (RPO). 

The current state of the RPO design algorithm is shown in Figure 

5. 

After analyzing Figure 4, we can conclude that the design of 

the radio-transparent fairing according to the existing methodology 

does not meet the requirements for the development of new aircraft 

systems. To meet the customer's requirements for the development 

of new AK in 5-8 years, it is necessary to significantly optimize 

this algorithm. To do this, you must: To optimize this algorithm, it 

is necessary: 

1) In accordance with [1], [2] select a comprehensive criterion for 

evaluating the characteristics of RPO radar, both in terms of radio 

engineering (RTC) and aerodynamic (ADC) characteristics; 

2) Form a research algorithm, in which to establish the relationship 

between the parameters of the shape of the fairing and its ADC and 

RTC. 

3) Based on the results of the study, formulate technical 

recommendations for choosing rational parameters of the fairing 

shape, depending on the initial data and technical requirements. 

As a complex criterion of the upper level (1), having analyzed 

the scientific and technical background in the field of research of 

radio technical characteristics (RTC) [3] and aerodynamic 

characteristics (ADC) [4], [5], [6], it is possible to take the ratio of 

the criterion of the first level of aerodynamic characteristics to the 

criterion of the first level of radio engineering characteristics: 

 ( )( )

( )

ArgMax RTC
X ArgMax

ArgMin ADC



=  (1) 

In this case, we will choose as the criterion of the first level for 

RTC nosecone its transmission coefficient (TC)—a dimensionless 

value equal to the ratio of the radiation flow through the medium 

(nosecone) to the radiation flow to its surface. The first level 

criterion for ADC is its drag coefficient (Cx), a dimensionless 

value reflecting how the body (nosecone) reacts with the 

environment (air).  

According to this criterion, it is necessary to conduct research 

on possible options for the geometric appearance of the fairing 

and choose rational parameters that meet all the requirements. The 

algorithm for conducting these studies is shown in Figure 6. 

Based on the results of the above studies, the method for 

selecting the geometric parameters of the fairing will allow 

optimizing the stages of RPO development. Adjusted according to 

the results of the optimization algorithm for the design of the 

fairing is presented in Figure 7. 
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Figure 6: Algorithm for studying geometric parameters of RPO 

 

Figure 7: Adjusted the algorithm design of the fairing 

Thus, the development of such methods for designing aircraft 

components can significantly reduce the number of design stages, 

as well as the involvement of company personnel, which in turn 

reduces the time and cost of product development. 

4. Forming an optimal fairing with minimal drag  

A typical example of multi-criteria optimization of an aircraft 

component to significantly reduce the product life cycle is the 

optimization of the geometric parameters of the radio-transparent 

fairing in order to obtain a body of minimal resistance. For this 

optimization, you must: 

Firstly, to choose a complex criterion for evaluation of 

aerodynamic characteristics; 

Secondly, to make up an algorithm for solving this problem 

and determine a method for evaluating aerodynamic 

characteristics that will have the required level of sensitivity to 

changes in key geometric parameters and the required accuracy; 

Third, using the selected algorithm, to conduct research and, 

using a complex criterion, select rational geometrical parameters 

of the nose section of the aircraft for a given flight mode. 

4.1. Choosing a comprehensive criterion 

As noted earlier in this work, the issue of selecting rational 

geometric parameters for the nose section of the aircraft for the 

supersonic cruise mode is under consideration 𝑀~1.5. To select 

the main criterion of aerodynamic characteristics of the nose 
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section, it is necessary to analyze the existing aerodynamic 

characteristics of the aircraft components as a whole. 

According to [7], there are three main criteria for the 

aerodynamic characteristics of an object: 
x

C – aerodynamic 

resistance coefficient, 
y

C  – lifting factor, 
0

mz  – component 

contribution to the longitudinal static torque of the aircraft as a 

whole: 

1) Coefficient 
xnose

C   as shown in Part 1. The introduction is 

one of the essential parts of the aerodynamic drag coefficient of 

the pressure of the aircraft as a whole 
xfpressure

C  in particular for 

1M  .  

2) In doing so 
ynose

C  does not make a significant contribution 

to is not more than 0.1% of the total 
y

C  as a whole. 

3) It should be noted that the nose part of the aircraft can be 

shaped as a body rotation, and as a body of complex shape in the 

cross section. So for the body of rotation the contribution to 
0

mz

the aircraft as a whole tends to 0, and for a complex body it 

requires deep analysis and has a significant impact due to the large 

removal of the aerodynamic focus of the fore part of the aircraft 

from the center of the masses, which leads to losses on balancing 

and reduction of fuel efficiency of the aircraft in cruising mode of 

flight. Because for the current work is considered a cruise flight 

of the aircraft in the mode of 𝑀~1.5 let's look at the fore part in 

the shape of a rotational body. 

Thus, it is possible to draw an unequivocal conclusion that the 

criterion of a choice of rational geometrical parameters of a nose 

part of an airplane is the minimum value of the aerodynamic 

resistance coefficient, depending on basically geometrical 

options. This criterion can be written mathematically as follows 

(see (2)):  

 
*

( ( , , )).
х nose nose

A ArgMin С d =  (2) 

4.2. Selection of performance evaluation method 

At the present time a significant scientific and technical reserve 

has been accumulated in the field of research of aerodynamic 

characteristics of bodies of various shapes and geometry, the main 

branch institute and center of competence of aerodynamics in the 

Russian Federation is the Central Aerodynamic Institute named 

after Professor N.E. Zhukovsky (TsAGI). Based on TsAGI's 

extensive work to determine the aerodynamic performance of 

various components of the aircraft, empirical dependencies of the 

AP on a few geometric parameters were obtained. These methods 

and dependencies are presented in [7] and are used to determine 

the AP (
x

C and 
y

C ) of the main components of the aircraft (wing, 

fuselage, plumage) and build integral AP of the aircraft. The 

empirical approach is widely used by the country's leading 

aviation and missile companies. 

However, because these dependencies have been obtained 

from numerous wind tunnel experiments on wind tunnel models, 

there are certain assumptions in the wind tunnel estimates due to 

model manufacturing tolerances and measurement errors. 

The trend formed in the XXI century of constant toughening of 

requirements to newly developed aircraft complexes (ACs) by the 

State Customer, related to ensuring competitive edge over foreign 

ACs, requires minimization of design reserves in the development 

of AKs and a more accurate assessment of the AP of both 

components and the aircraft as a whole. 

In recent years, the main trend and element of product life 

cycle management in the aircraft industry is the digitalization of 

the life cycle stages in a single information space, including 

various types of tests [8] and the creation of electronic twins of 

the aircraft, including aerodynamic, through the application of 

mathematical simulation of geometry flow by finite element 

method [9]. The models received by results of similar digital tests 

are verified and possess necessary sensitivity to change of 

geometrical characteristics, are shown as algorithm in Figure 2, 

also allow to receive result with high accuracy and can be 

parametrized that essentially reduces terms of research.  

Source data block formation

X* = ArgMin (Cxa nose(λnose)

λNose = λnose (opt)

X* = ArgMin (Cxa nose(λnose)

ϴ = ϴ (opt)

X* = ArgMin (Cxa nose(ϴ)),{λNose = λnose (opt)}
      {ϴ = ϴ (opt)}

d = d (opt)

X* = ArgMin (Cxa nose(λnose, d, ϴ))

λnose, d, ϴ {M=1.5}

Yes

Yes

No

No

No

Target function

 
Figure 8: Algorithm for solving the problem of determining the rational 

parameters of the aircraft fuselage nose section 

4.3. Problem solving algorithm 

For effective solution of the problem within the framework of 

this work it is necessary to apply methods of mathematical 

modeling with the use of parametrized mathematical models of 

the surface, where the main geometrical parameters of the fore-

body indicated earlier are used as variables of parametrization.  

Main calculation parameters are accepted as a block of input 

data: altitude and speed parameters of flight, values of angles of 

attack, roll and slide, as well as atmospheric parameters at a 

selected altitude and speed.  

The problem is solved iteratively, and at the first stage is the 

optimal value of the parameter of elongation of the nose part of 

the aircraft (
nose
 ) as a most comprehensive parameter. Next, for 

an optimum elongation value, the optimum angle of tangent to the 

forming curve is selected (𝜃) and the final step is to determine the 

optimal value of the discriminant in the formation curve. (𝑑). 
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It should be noted that for each stage a mathematical model of 

the investigated surface is built, and the range of parameter values 

can change based on the conditions of ensuring the smoothness of 

the fore-body surface (absence of double curvature) [10], [11]. 

4.4. Selecting the number of settlement cases 

Calculated flight conditions are shown in Table 1. During the 

calculation the atmospheric parameters are accepted in 

accordance with the international standard atmosphere. 

Table 1: Calculated conditions for solving the problem 

 Parameter Value 

1 Estimated number of M flight 1.5 М 

2 Estimated flight altitude 11 000 m 

3 Calculated Flight Angle of Attack (𝛼) 20 

4 Calculated sliding angle (𝛽) 00 

5 Calculated roll angle (𝛾) 00 

6 Atmospheric parameters 
In accordance with 

the ISA 

The calculation is performed in the selected calculation 

conditions for each of the values of the parametrization variables 

and in accordance with the algorithm presented in Part 4. The range 

of values of the parameterization variables and the step are shown 

in Table 2. 

Table 2: Value range of variables 

Parameterization parameter values 

nose
   , 0 d  

min max step mi

n 

max step min max step 

2 5 1 
(0.5 from 

2 to 3) 

20 45 5 0.5 0.8 0.1 

 

The total number of settlement cases for the calculation is 

determined by formula (3): 

 ,dN n n n = + +  (3) 

Where nλ – fuselage fore-nose extension parameter number, 

n  – number of angle values of the tangent curvature parameter, 

dn  – discriminant parameter number of the constitutive curve. 

Thus, to solve the problem it is necessary to make 15 

calculation experiments. 

In accordance with the research algorithm (see Figure 8), a 

cycle of computational experiments to determine the dependence 

of values has been performed in this work Сх nose  the nose of the 

aircraft from its extension (
nose
 ), the results of calculations are 

recorded in Table 3, the dependence of parameters is shown in 

Figure 9. 

Table 3: Results of the dependency calculation 
xnose

C  on nose


. 

   𝒅 nose
  Сх 𝐧𝐨𝐬𝐞 

1 

250 0.5 

2 0.21 

2 2.5 0.15 

3 3 0.11 

4 4 0.06 

5 5 0.04 

As can be seen from Table 3 and Figure 6, there is an inverse 

relationship between 
nose
  and 

xnose
C  for the nose section of the 

aircraft, so that the body with elongation has minimal 

aerodynamic resistance 
nose
  = 5.  

 

Figure 9: Dependency 
xnose

C  on 
nose
  

Taking into account these results in accordance with the 

algorithm (see Figure 8), we have estimated the change in the 

value of 
xnose

C  change angle  . In this case, to increase the 

sensitivity of the model to changes in the angle of tangent in the 

geometric model of the object surface, a spherical blunting of the 

spout with the 𝑟 = 15 𝑚𝑚  in this case the influence of the 

coefficient appears for the model xattenuationC  in case of blunting, 

which is for М = 1.5  0.68xattenuationC = , and for 𝑟 = 15 𝑚𝑚 

~ 0.22xattenuationC . The results of calculations are given in Table 

4, the dependence is shown in Figure 10. 

Table 4: Results of the dependency calculation Сх 𝒏𝒐𝒔𝒆 on  . 

 
nose
  𝒅  , 0 

Сх 𝐧𝐨𝐬𝐞 

1 

5 0.5 

20 0.062547 

2 25 0.062555 

3 30 0.062565 

4 35 0.062575 

5 40 0.062587 

6 45 0.062598 
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Figure 10: Dependency Сх 𝐧𝐨𝐬𝐞 at   

As can be seen from Table 4 and Figure 10, the aerodynamic 

resistance of the nose of the aircraft increases when the angle of 

tangent to the forming nose part of the aircraft. However, the 

difference between Сх 𝑛𝑜𝑠𝑒  for 20 =  and Сх nose for 

45 =   at 5nose =  not exceeding 1%. Based on these 

results, it can be concluded that the angle  does not significantly 

affect the aerodynamic resistance of the nose section of the 

aircraft at М = 1.5. For the next phase of the study, we will accept 

20


=  as a parameter with minimal aerodynamic resistance. 

The next step in the study of the dependence of aerodynamic 

characteristics of the nose section of the aircraft on its geometrical 

parameters is to determine the dependence of Сх nose from the 

curvature of the constituent – 𝑑 . To determine the effect of 

curvature on the Сх nose  aircraft, a comparative analysis of the 

conical nose AP and the parabolic nose (at d=0.5) in determining 

the dependence of the Сх nose  on 
nose
 . The results of this analysis 

are listed in Table 5, the dependencies are shown in Figure 11. 

Table 5: Comparison Сх 𝒏𝒐𝒔𝒆  at 𝒅. 

 
nose
  Сх 𝐩𝐚𝐫𝐚𝐛𝐨𝐥𝐚 Сх 𝐜𝐨𝐧𝐞 

1 2 0.21 0.23 

2 2.5 0.15 0.17 

3 3 0.11 0.13 

4 4 0.06 0.08 

5 5 0.04 0.059 

 

Figure 11: Comparison of nasal AP with conical and parabolic forming parts  

As can be seen from Table 4 and Figure 8, both for conical and 

parabolic forming dependencies obtained in Figure 6 are fair. 

However, for the parabolic formative level Сх 𝑛𝑜𝑠𝑒   lower than 

conical for all values 
nose
 . Based on these results, it can be 

concluded that the nose section of the aircraft with parabolic 

formation has the lowest aerodynamic resistance. 

To determine the rational value of the curvature forming within 

the framework of this work the dependence analysis has been 

performed Сх nose at 𝑑  for the nose section with the previously 

selected rational parameters 
nose

 and  , the results of this 

assessment are shown in Table 5, the dependence is shown in 

Figure 12. 

Table 6: Dependency Сх 𝒏𝒐𝒔𝒆 at 𝒅 parabolic forming. 

 
nose
    𝒅 Сх 𝐧𝐨𝐬𝐞 

1 
5 200 

0.5 0.062547 

2 0.6 0.062551 

3 0.7 0.062558 

4 0.8 0.062564 

 
Figure 12: dependency Сх 𝐧𝐨𝐬𝐞 at 𝒅 

As can be seen from Table 5 and Figure 12, when the curvature 

of the aircraft nose increases, the aerodynamic resistance of the 

nose part increases. However, the difference between Сх nose at 

𝑑 = 0.5  and Сх nose for 𝑑 = 0.8  at 5
nose
 =  and 20


=  not 

more than 1%. Based on these results, it can be concluded that 

parameter 𝑑  does not significantly affect the aerodynamic 

resistance of the nose section of the aircraft at М = 1.5. As a 

rational value 𝑑  at М = 1.5  take 𝑑  =0.5 as a parameter with 

minimal aerodynamic resistance. 

4.5. Optimal parameters 

Within the framework of the work performed by the methods 

of mathematical modeling the dependences of aerodynamic 

resistance of the nose part of the aircraft on the main geometrical 

parameters varying in the selected range were obtained for 

supersonic cruise of the aircraft at М = 1.5 . The following 

conclusions can be drawn from these studies: 

1. Parameter of elongation of the nose of the aircraft 
nose
  has a 

significant impact on the aerodynamic characteristics of the 

nose section of the aircraft. Dependence Сх nose from 
nose
  is 

reversed: when the parameter value is increased 
nose
  level 

Сх nose  is decreasing. Reasonable value 
nose
  to ensure 

minimum aerodynamic resistance in the selected flight mode 

is 5
nose
 = . 

2. The parameter of the angle of tangent curvature to the 

forming nose part of the aircraft   does not have a 

significant impact on the aerodynamic characteristics of the 

nose section of the aircraft when М = 1.5 . Dependency 

Сх nose for   is direct: when the parameter value is increased 

  level is increasing Сх nose . Rational importance   to 

ensure minimum aerodynamic resistance in the selected 

flight mode is 20


= . 

3. The nose section of the aircraft with a parabolic formation 

has a lower level of aerodynamic resistance than the nose 

section with a conical formation 3. 
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4. The parameter of curvature of the forming nose part of the 

aircraft d does not have a significant impact on the 

aerodynamic characteristics of the nose part of the aircraft at 

М = 1.5. Dependency Сх nose from 𝑑 has a direct character: 

when the value of parameter d increases, the level Сх nose 

increases. The rational value d for minimum aerodynamic 

resistance in the selected flight mode is 𝑑 = 0.5. 

Thus, based on the conclusions (1–4) can be concluded that the 

main geometric parameter of the nose of the aircraft, which 

determines the level of its aerodynamic characteristics, for М =

1.5 is an extension of the nose of the aircraft 
nose
 .  

The nose section of the aircraft with rational geometrical 

parameters has minimal aerodynamic resistance: 5
nose
 = , 

20


= , 𝑑 = 0.5. 

5. Conclusion 

The main conclusion from the materials presented in this paper 

is that optimization of the development cycles of aircraft 

components leads to optimization of the product life cycle as a 

whole. The considered example of forming an optimization basis 

for choosing rational geometric parameters of RPO clearly showed 

a significant reduction in the RPO design cycle due to the use of 

complex techniques. 

In this work, a total of about 90 computational experiments 

were performed, with an average labor intensity (if there is free 

computing power) of ~5 h/h. Thus, using the results of this work 

in the design of a new supersonic aircraft will save ~450 h/h of 

research work, which is ~2.5 months of work for one specialist of 

the organization. 

The introduction of such an integrated approach in all 

industries and for all types of products will make it possible to 

make a new leap in the field of mechanical engineering in the 

shortest possible time. [12]. 
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 In this report, a probe mark discoloration with donut/circle shape was found. The corrosion 
formed on Aluminum bond pads. The SEM/EDS, TEM/EELS & AES surface techniques 
were used to identify this corrosion product. All these material analysis results pointed out 
the role of fluorine to this discoloration. The HAST testing, all the chip samples obtained 
from wafer center/middle area, were simulated to have been exposed in air for 1 year.  
HAST test result showed no fluorine source came from the center/middle zones of impact 
wafers. Another full wafer-level FOSB storage test showed the source of corrosive fluorine 
came from wafer itself. EDS mapping results, from extreme wafer edge zone, indicated the 
fluorine element distribution. The mechanism of this novel discoloration was proposed. 
However, more evidences were necessary for understanding the formation of donut 
discoloration corrosion.   
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Fluorine Contamination 
Wafer Storage 

 

 

1. Introduction   

In order to obtain semiconductor device electrical 
performance, the circuit probing (CP) tests were performed by pin 
probing on bond pad before device package process. The typical 
bond pad materials are Aluminum (Al) with low content of silicon 
and copper to improve the resistance of electron migration. The 
interconnection from aluminum pad surface to external interface 
frame play a critical role in semiconductor package process. It is 
well known the Aluminum would form corrosion protective oxide 
film in oxygen condition. However, in the past three decades, the 
formation of fluorine (F) corrosive film on aluminum bond pad 
surface [1,2] and non-stick on pad (NSOP) failure issue that 
induced broad quality issues concern were reported by some 
researchers before. [3-7] These corrosive film was found to suffer 
semiconductor reliability. The early researches indicated two main 
root causes for these fluorine contained contamination. One is the 
fluorinated silicone glass (FSG) film could release fluorine into 
closed spacing, and then contaminate the bond pad surface. [1] The 
FSG layer is still an important low K dielectric layer used in device 
process, so the F leakage from FSG layer is still a unavoidable 
issue in semiconductor dielectric layer process. The second 
fluorine source is the fluorine embedded on Al pad surface, and the 
fluorine residue from previous pad etching and cleaning gas. [9]  
So the fluorine source for contamination divided into two groups, 
direct F embedded on Al top surface, and the indirect F from FSG 

layer. Therefore, the wafer storage become an important factor for 
fluorine contamination. The early F-induced contamination studies 
focused on the morphology and mechanism to induce corrosion 
product. No probe mark and electric testing effects were reported 
before. P. Chang [8] had stated the early probe mark discoloration 
study of yellow discoloration Al bond pad corrosion. However, the 
probe mark discoloration had not been fully report yet. [10, 11] In 
this paper, the donut/circle discoloration corrosion and a 
compressive study would be present.  

In the beginning of this case, the probe mark discoloration was 
found at the stage of blue tape.  All the impacted wafers finished 
all the CP tests, and stored in the Front Opening Shipping Box 
(FOSB) for more than two months. There are two types of probe 
mark discoloration forming on the bonding pad surface. Figure 1 
(a) and (c) show these typical circle/donut discoloration optical 
microscope (OM) photos. The special feature of discoloration 
morphology is that probe mark is the center of cyclic/donut center. 
The OM inspection for discoloration corrosion indicated most of 
the corrosion was cyclic, and only few was donut shaped. Figure 1 
(b) show that two touchdown would not induce two discoloration. 
The size of cyclic discoloration is not constant, however, the 
largest diameter of a suffered wafer, up to 35 um, is nearly the 
same. With the help of full wafer dice Auto Vision Inspection 
(AVI), most of the corrosive dice locate near the wafer edge zone. 
The worst fail rate would reach up to 15-18% of all the available 
dice.  
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Figure 1: (a) show the typical probe mark discoloration OM image. (b) show the 
formation of discoloration on Al pad under dual pin touch down. No second 
discoloration is found. (c) show donut-shaped probe mark discoloration. To clearly 
show donut shape discoloration, (c)  was magnified to 1000X, that is larger than 
Figure 1 (a) & (b).  

2. Experiments and Results 

In this study, the samples were checked in plane-view & cross-
sectional approaches. The Scanning Electron Microscopy (SEM) 
images was obtained by 5 KeV electron energy. And the Energy 
Dispersive Spectrum (EDS) result was obtained by 10 KeV 
electron energy. Transmission Electron Microscopy (TEM) 
operated at 200 KeV with Electron Energy Loss Spectrum (EELS). 
SEM and TEM could get the information of morphology and 
corresponding EELS analysis for the normal  and abnormal 
locations. Auger Electron Spectroscopy (AES) is a traditional 
surface analysis technology for bond pad corrosion case. So AES 
depth profile results would be included. 

 

 

 

 
Figure 2: (a) is the SEM micrograph of probe mark discoloration corrosion. P1 is 
the zone of probe mark. P2 is the discoloration zone. P3 is the normal Al pad 
surface. (b),(c) & (d) the corresponding EDS analysis result of P1 to P3 various 
zones on Al pad surface. The oxygen element was found for each locations. The 
Fluorine was only found at the discoloration zones. 

Based on the literature review, the various storage conditions 
would impact corrosion behavior. Highly Accelerated Stress Test 
(HAST) was applied with test conditions of temperature at 130ºC 
and RH 85% for 21 hours. This test is to simulate all the bond pad 
exposed in air without Nitrogen Cabinet storage or Moisture 
Barrier Bag (MBB) storage for 1 year. This test would be helpful 
to evaluate the impacted dies corrosion behavior.  The secondary 
storage test, full wafer deposited in the regular FOSB,  is to identify 
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the standard FOSB storage effect, and find out the source of F 
element.  

2.1. SEM/EDS Analysis Results 

 Figure 2 show the top-view SEM photo and corresponding 
EDS analysis results of various feature locations on Al pad surface. 
The SEM photo clearly show the boundary of discoloration 
boundary on Al pad surface. Based on the SEM inspection, the 
rough size of this discoloration was more than 25 micro meter. The 
probe mark and corresponding discoloration zone were easily 
identified. The SEM photo also show various morphology of probe 
mark surface deformation. According to the EDS results of 
discoloration zone, the P1 & P2 of Fig. 2(a), where fluorine and 
oxygen contents are found on the center and middle of circle 
region. No Fluorine element was detected for normal P3 Al pad 
surface. The content of fluorine element, 5-6 %, is noted. That is, 
the probe mark discoloration is a kind of aluminum-fluorine-
oxygen corrosion. As for the normal zone, aluminum oxide form 
on Al pad surface. Since this novel corrosion product has not been 
fully reported before, the EDS analysis is helpful to improve the 
key role of fluorine element.  

      Figure 3 show the OM photo and its corresponding EDS result. 
P1 to P4 of Figure 3(a) are the various locations of donut-shaped 
discoloration on Al pad surface. P1 is the probe mark zone. P2 is 
the cyclic annular zone without discoloration. P3 is the cyclic 
annular zone with discoloration corrosion. And P4 is the normal 
Al pad surface. The EDS result clearly indicate fluorine element is 
only found at the discoloration corrosive zone. No fluorine is found 
at P1- probe mark, P2- cyclic annular without discoloration, and 
P4 - normal Al pad surface zones. Based on these donut-shaped 
discoloration EDS results, the root cause of the discoloration event 
is due to fluorine contamination. However, due to the basic 
characteristic of high energy electron stopping power, the X-ray 
signal of EDS analysis is collected not only from Al pad top 
surface, but also the larger undersurface bulk volume. The 
distribution of fluorine element could not be identified by this EDS 
analysis. TEM and AES are necessary for further identification.  

2.2.    TEM/EELS Analysis Results  

The cross-sectional TEM inspection is helpful to identify the 
thickness variation of corrosion film. Figure 4 show the full cross 
sectional TEM inspection photo of discoloration area. The 
thickness of discoloration corrosion film is just a few nm. 
Therefore, it could not be clearly identified by Figure 4. The 
magnified TEM photo indicate the thickness of discoloration film 
is uniform except for probing mark zone. Figure 5 show the High 
Angle Annular Dark Field (HAADF) TEM image of discoloration 
film structure.  The HAADF image indicate the thickness of circle 
shape discoloration is within 5 nm. The corresponding Electron 
Energy Loss Spectrum (EELS) line scan results show the F & O 
distribution of this Al-O-F film. The fluorine is found on the top 
surface of corrosion film. No F & O could deeply penetrate into 
the Al. Figure 4 show the corrosion film of probe mark is complex. 
Figure 6 show the high magnification cross-sectional TEM image 
and its corresponding EELS data of probe mark oxidation. The 
variation of corrosion film thickness might be up to over 10X. The 
thicker film formed on probe mark zone is also the AL-O-F 
compound as other discoloration zone. The EELS fine structure 
analysis indicate discolored Al2O3 spectrum is a combination of  

 

 

 

 

 
Figure 3: (a) is the OM image of donut-shaped probe mark discoloration. P1 is the 
zone of probe mark. P2 is the annular zone without discoloration. P3 is the annular 
zone with discoloration. P4 is the normal Al pad surface. (b), (c), (d) & (e) the 
corresponding EDS analysis results of various zones on  bond pad surface. Fluorine 
is only found at the cyclic annular discoloration zone. 

http://www.astesj.com/


W. Hsieh et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 416-422 (2020) 

www.astesj.com              419 

pure Al2O3 with OF3. That is,  the fluorine diffuse into the 
Aluminum oxide film.  F atom form a new bonding to replace O 
bonding. These new formed Al-O-F must be less protective than 
original Al2O3 film. 

 
Figure 4: The low magnification full cross-sectional TEM image of discoloration 

defect corrosion. 

 

Figure 5: The cross sectional HAADF TEM image of discoloration zone and its 
corresponding EELS line scan result. The line scan result clearly show the 
distribution of fluorine and Oxygen just on the Al pad top surface. 

 

 

Figure 6: The TEM image and EELS data of probe mark discoloration defect film 
& its corresponding simulation EELS spectrum. 

 

 

 

 
Figure 7:  The OM photo and the corresponding AES depth profile of P1, P2 & P3, 
the P1, P2, & P3 are marked on discolored Al pad surface. P1 is the probe mark 
zone. P2 is the discoloration zone. P3 is the normal Al pad surface. The F element 
is found to co-exist with Al2O3 at discoloration zones. 

2.3. AES Analysis Results  

For a long time, the AES analysis is treated as the standard 
technology for Al pad surface contamination. Figure 7 (b) to (d) 
show the specific Auger Electron Spectrum (AES) depth profile 
result of normal/discoloration area of bond pad surface. The AES 
result indicate the main elements of probe mark and cyclic 
discoloration area are Al, F, and O. That is the same as previous 
EDS & EELS results. The AES depth profile results, P1, P2 & P3 
of Figure 7, show the discoloration corrosion film is the F element 
co-existed with AlxOy. BTW, X-ray Photon Spectrum ( XPS ) is 
also an available surface analysis technology for oxidation state of 
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Al compound. However, due to the X-ray focusing capability 
limitation, XPS is not used in this bond pad case. The Secondary 
Ion Mass Spectrum (SIMS) analysis meet the similar limitation.   

Two key factors decide the success of this contamination 
Failure Analysis. The first one is to identify the component of the 
corrosion product. The second one, sometimes it is more critical in 
probe testing FAB daily operation, is to find out the 
corrosion/contamination source, and then to stop this event.  

Based on previous material analysis finding, the probe mark 
discoloration contamination is a special type of Al-F-O corrosion.  
Since the nature protective Al-O film would automatically form on 
bond pad top, therefore, the fluorine element play an important role 
in this corrosion event.  Where do the fluorine come from?  How 
do this discoloration develop?   

The fluorine induced corrosion on Al bond pad is not an new 
issue[1,2]. The source of fluorine might come from wafer itself or 
external environment. The fluorine come from wafer itself is 
supposed to be the etching residue on Al pad surface.[9] The F-
contained etching gas, like CF4, is broadly used in Al pad process 
loop. The fluorine element is supposed to easily residue on Al pad 
top surface after etching. Generally speaking, the 5 % fluorine 
residue on Al pad surface is regarded as a safe margin. However, 
the previous AES depth profile data indicate no fluorine element 
is found below 1.5nm of top surface on no discoloration area of Al 
pad. The source of  fluorine need to clarify. Therefore, two various  
storage tests are necessary to find out the fluorine source. The first 
storage tests, HAST, the dice-level test is a high temperature 
corrosion accelerated test. The second test, FOSB storage test, is a 
full wafer-level test under daily standard storage operation. The 
experiment results show as below:    

2.4. HAST Storage Test Result 

In order to clarify the effects of long time storage and 
probing touchdown number on this corrosion. Four groups of 
various die samples were applied for the HAST. The nine 
discolored and nine normal dice were the first and secondary 
groups for HAST. The nine dice, with five and twenty probing 
touchdowns, set as the third and the forth groups. Therefore, in 
this HAST, total four groups dice obtained from impacted 
wafers were tested. The HAST testing preformed at the 
condition of temperature 130ºC and RH 85% for 21 hours. All 
the dice samples simulated to have exposed in air without N2 
cabinet storage or MBB bag storage for 1 year.  Table 1 
consolidate the result of HAST storage test. The result of group 
one and two indicate that there is no visual change, by 100% 
OM inspection, after HAST storage simulation testing. No probe 
mark discoloration corrosion size increase after HAST. The 
secondary group data indicate no probe mark discoloration 
would form. The result of third and four group imply that the 
heavy deformation on Al pad surface would not automatic 
induce discoloration corrosion. According to the previous 
analysis, the fluorine is necessary for the formation of 
discoloration. The HAST result show no extra fluorine source 
exist in HAST tested dice. 

Table 1: The HAST testing Result. Four various samples were tested. The 
size of all samples are die level. The discoloration dice show no deterioration 

after the test. No other tested dice show clear change. In this table, Y means 
discoloration; and N means no discoloration. 

 

2.5. FOSB Storage Test Result 

Based on the previous HAST result, all these dice were 
obtained from wafer center or middle area, and no extra fluorine 
was found. The FOSB storage test preformed for the full wafers 
deposited in normal FOSB at room temperature. The Ardentec 
AVI inspection was applied for the tested wafer before FOSB 
storage testing. Then these wafers, after some storage time, would 
be viewed by Ardentec standard AVI checking to identify the 
discoloration behavior on the same Al pad.  After 4 weeks’ storage 
time, obvious variation was found. Figure 8 clearly indicate the 
variation of two OM photos. The probe mark discoloration would 
deteriorate in FOSB storage test. That is to say, the fluorine-
induced corrosion in the FOSB volume would be continuous. It is 
a manifest evidence the source of F element enhancing 
discoloration corrosion is due to the full wafers FOSB storage. The 
HAST result indicated no extra F was found from wafer center and 
middle area. Therefore, the source of F element of FOSB test is 
highly suspected to be the wafer edge or wafer extreme edge area. 
The EDS mapping was an excellent technology to show the 
various element distribution of semiconductor top surface. It 
would be helpful to identify the distribution of fluorine element of 
abnormal wafer extreme edge area. 

 
Figure 8: show the OM inspection result after FOSB storage test. The original probe 
mark discoloration is the OM micrograph on the left. After 4 week’s FOSB storage, 
the size of probe mark discoloration became larger. The right hand side OM photo 
clearly show this deterioration. 

Figure 9 show the EDS mapping result of extreme edge area of 
discoloration wafer. The EDS data clearly show the distribution of 
F, Al and other main elements on semiconductor wafer top surface. 
And the original location of this EDS mapping, the right hand side 
OM photo of Figure 9, was obtained at the extreme edge of full 

Group 1 2 3 4

Samples Discolored
2 touchdown

Normal
2 touchdown

Normal
5 touch down

Normal
20 touch down

Dice
Quantity 9 9 9 9

Discolored
Before Y N N N

Discolor
After Y N N N

Result Discolor no
deterioation No Discolor No Discolor No Discolor
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wafers. There is a clear boundary between extreme edge, the upper 
part of OM image, and the internal die area. The fluorine-induced 
corrosion source is clearly identified from extreme edge of full 
wafers. It is supposed that the FSG layers exposed to FOSB space 
would be the F source of this corrosion. 

 
Figure 9: The EDS mapping result of Al pad on the discoloration wafer extreme 
edge area. The left hand side EDS mapping result show the distribution of F, Al, Si 
and O. The white circle area of right-hand side OM image shows the location of this 
EDS area of the wafer. 

 
Figure 10: The critical CP testing and electrical testing potential field effect 

on Al bond pad surface. 

The mechanism of this probe mark discoloration was proposed 
as follow: The CP testing would activate the embed fluorine. The 
formation of fluorine-contained oxide film induce this special 
discoloration.  

The special point of this novel discoloration is the corrosion 
morphology with probe mark as its center. Some factors inducing 
the fluorine activation would spontaneously lead the probe mark 
as the discoloration cyclic center. In the beginning, the CP probing 
action would induce a permanent mechanical damage on the Al 
bond pad surface. This damage produce great deformation and 
heavy strain on the Al pad top surface, and this deformation and 
strain region, chemical activated, would be full of dislocation-like 
defects. The second mechanical effect was that probing test itself 
would break down the original protective Al-O film, and then 
create large amount of fresh aluminum surface. Both the 
mechanical effects would induce extremely active sites on Al pad 
surface. These would be easily for fluorine to react with 
Aluminum. The other impact of the probing action is the 
corresponding electric field potential, built by Circuit Probing test, 
would have an effect on the surrounding area of probe mark under 
the voltage/current variations. Under certain temperature, like the 

temperature of 125ºC setting at CP testing, and humidity, the 
fluorine contamination would be excited. Here the water is 
supposed to play an important role, leading to forming of hydrogen 
and oxygen, and after serial chemical reaction with fluorine, the 
AlxOyFz compound form. This kind of AlxOyFz compound is the 
discoloration by OM inspection. The threshold activation energy 
for all the chemical reactions was limited by electric potential field 
built by testing program, therefore, electric potential field 
introduced the circle shape discoloration region centered by probe 
mark. Figure 10 show the electric potential field distribution build 
by probing test. 

The formation of probe mark discoloration on Al pad surface 
was not just due to single factor. There are three complex factors 
to induce this corrosion. The first factor is the sufficient fluorine 
supply in wafer storage environment. The fluorine might come 
from bond pad top surface or wafer inter metal dielectric layer. The 
second one is the environmental condition. The suitable 
temperature and enough humidity are critical to accelerate the 
fluorine corrosion reaction. The third factor induce probe mark 
discoloration formation was the probing touchdown and its 
sequential current and electric field. According the early study [3], 
the Al-O-F compound on Al pad surface show different 
morphology as this corrosion event. No previous report had 
pointed this Al-O-F compound discoloration morphology with 
probe mark as its circle center. Therefore, the characteristic of this 
contamination closely related to electric probing test condition. 
Then this novel probe marked discoloration need to combine all 
the above corresponding factors. These factors are materials 
property, wafer testing/storage environments and probing testing. 
Figure 11 show this idea.  

According to the above mechanism, the formation of probe 
mark discoloration could stop in some ways. The material itself 
decide the source of fluorine. Therefore, the content of fluorine 
embedded on bond pad top surface or the distribution of fluorine 
on wafer edge is an important index to find the fluorine source. 
Since in CP and FT daily operation, no fluorine contained chemical 
materials are used. The CP & FT Fab is better to take them into 
regular monitor index for future discoloration event. 

 
Figure 11: The factors to induce bond pad probe mark discoloration. These critical 

factors are material property, probing test and environment. 

In the previous discoloration mechanism, the formation of 
donut shaped discoloration corrosion would be a weak point. Since 
the material analysis of donut discoloration indicate the fluorine 
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contained discoloration would only form on the ring zone, and no 
other discoloration would form on the other Aluminum pad surface. 
Therefore, the idea, discoloration originally form at probe mark 
area, and then fluorine diffusion to deteriorate discoloration, would 
not fully explain the formation of donut-shaped discoloration 
corrosion film. The EDS analysis result of donut-shaped 
discoloration imply that no fluorine exist at probe mark area. This 
impressive result also indicate the probe mark area with heavily 
deformation and high dislocation density would not spontaneously 
form corrosive fluorine contained Al-O-F film. The limitation of 
fluorine supply might be the key factor for this donut-shaped 
discoloration. There is no enough fluorine to form Al-O-F film on 
probe mark area, but enough fluorine to form Al-O-F film on 
annular area of Al top surface. In this system, there are two fluorine 
source, the embed fluorine and leakage form FSG. It is supposed 
that the embed fluorine would spontaneously form Al-O-F during 
CP testing under suitable electric potential activation. The fluorine 
supply from FSG leakage would be slowly deteriorate the 
corrosion due to diffusion into spacing is a time consuming process.   
That is to say, discoloration might be separate into two stages. In 
the first stage, embed fluorine play the key role in Al-O-F 
corrosion film formation. As for the secondary stage, the fluorine 
accumulation, leakage from FSG, and diffusion to Al-O-F 
interface play the key role. The secondary stage is a time 
consuming stage, therefore, storage environment is the controlled 
factor at this stage. The formation of cyclic discoloration corrosion 
would be that there is enough embed fluorine on the Al bond pad 
surface, and following with enough fluorine from FSG layer. As 
for the donut shaped discoloration, it would be that no enough 
embed fluorine on bond pad surface, so there is no complete cyclic 
discoloration formation. The key factor for donut-shaped 
discoloration formation is the supply of fluorine. No fluorine to 
react with Al metal. This explain that no Al-O-F film form at probe 
mark area and the formation of annular corrosion film. The 
possible root cause for donut discoloration might due to fluorine 
source complete consumption. However, no experiment would 
prove this proposal now. 

3. Conclusions 

• A new donut/circle shaped discoloration on Al bond pad is 
reported. 

• Based on SEM/EDS, TEM/EELS and AES analysis results, 
the novel discoloration is due to form an Aluminum fluorine-
oxide compound. The fluorine plays a key role in the 
formation of probe mark discoloration. 

• With the help of HAST, FOSB storage test, and EDS 
mapping, the source of fluorine of this case is found.  

• Since probe mark is the center of circle for discoloration, the 
formation of this corrosion is closely relative with the CP 
electric field.  
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 Technologies are growing with the passage of time and providing solutions for the existing 
problems. One of such problems is to manage the crowd according to available capacity. 
Especially when the crowd density is dynamic because of dynamic position of the persons 
(Pilgrims). Not only dynamic position of the pilgrims makes crowd capacity dynamic but 
also special events increase and decrease in number of pilgrims that affect the capacity in 
a specific place. Therefore, it is not an easy job to estimate the available capacity according 
to the dynamic position and event. To overcome such problems of dynamic position and 
event-based crowd management different techniques and approaches are adopted. To solve 
the above-mentioned problem, this paper proposes a proactive approach to estimate the 
space occupy by the pilgrims in different positions in a zone or level. Maximum capacity in 
each zone and level is define on the basis of each position. On the basis of maximum and 
occupy capacities, available (remaining) capacity has been estimated in a zone and level 
according to the events such as Pilgrimage, Ramadan, Jummah etc. The occupied and 
available capacities in a zone, level or in the whole building can be estimated with the help 
of technologies such as Wireless Sensor Network (WSN), cloud computing, Internet of 
Things (IoT) and sensor topologies according to position and event. Simulation shows 
different scenarios according to the zones and different levels of building to prove the 
proactive approach. According to the results, it is concluded that zones, levels and point of 
entrances should be allocated to the pilgrims to avoid the congestion problems. Further for 
massive crowd and large area multi sink solution is better than single sink solution to 
estimate available capacity.  
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1. Introduction 

Capacity estimation plays a vibrant role to maintain 
equilibrium among the maximum, occupied, and remaining 
capacities so that number of the persons can be allowed to enter in 
a zone, level or in a building [1]. Number of the persons permitted 
to enter an area directly dependent on the remaining capacity [2]. 
Although image-based method does not depend on the crowd to 
carry any type of device and counting can be performed without 
handling of device by the crowd. But the crowd counting done on 
the basis of images, does not provide result in case of dark or fade 
environment [3]. To provide the population awareness globally, 
crowd analysis can be done on the basis of video imagery to 

calculate and estimate the density of the crowd. It is considered an 
important tool of analysis for crowd density estimation at public 
places. Other methods also involve counting by performing the 
detection method or by using the clustering method for crowd 
estimation. Due to the more crowded environment one of the 
recent ways is regression. It has the capability to handle large 
crowded area [4]. The proposed proactive approach for capacity 
estimation is to calculate the number of the persons entering and 
exiting from the certain area. It is estimated according to the 
maximum capacity on the occasion of different positions and 
events. The sensor devices have the capability to sense and collect 
data at a given zone, level, building or an area [5]. In a specific 
scenario, data may include person ID (pilgrim ID), device ID, zone 
and level number, date and time for entry and exit etc. The sensed 
data then can be forwarded to the cluster head, then to a sink or 
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server at each level and finally to central cloud storage location in 
order to calculate the remaining capacity of the areas. For different 
statistics, cloud computing can play a vibrant role to use the stored 
data. With the help of IoT data can be forwarded to different 
stakeholder for timely information to manage the crowd according 
to the position and events. 

To overwhelm the problem of estimation of the capacity in 
different position and event, proposed proactive approach is one of 
the efficient solutions to provide advantages including: 

• Counting number of pilgrims without human intervention 

• Set the maximum capacity for different positions (Prayer, 
Walking, Sitting, Standing) 

• Capacity estimation for different zone, Mataf area and on each 
level  

• Capacity estimation according to Extreme crowded events 
such as, Jummah prayer, Ramadan, Eidain, Pilgrimage  

• To restrict the pilgrims if they already performed Umrah so 
that remaining pilgrims can get opportunity 

• Lost pilgrims can be traced within the coverage area 

One of the central pillars of Islam is also Pilgrimage. 
Approximately 3.5 million pilgrims assemble to perform 
pilgrimage in the holy city of Makkah [6]. In the month of 
Ramadan millions of people gather to perform Umrah and other 
prayers [7]. Pilgrims perform different supplications at different 
places and time to achieve the Pilgrimage or Umrah requirements. 
To perform the Umrah during Ramadan people persist around the 
Masjid Al-Haram. The estimation of available capacity inside the 
Masjid Al-Haram, may be calculated by number of pilgrims in a 
specific zone, or level minus maximum threshold of the capacity. 
It has been observed that it is problematic to estimate capacity for 
a massive dynamic crowd, the number of pilgrims entered in 
Masjid Al-Haram and what is the remaining capacity inside? When 
it exceeds to maximum capacity? In this paper, we try to solve the 
above-mentioned problem by exploiting WSN. We proposed a 
proactive approach to process the data for different zones and 
levels to estimate available capacity. As I myself perform the 
Jummah Prayer many times, The Holy Masjid Al-Haram was so 
much overcrowded that it became difficult to perform Sajood and 
Tashahud. It is because of wrong capacity estimation of zone or 
level. 

This paper is an extension of our previous work accepted in 
The International Arab Conference on Information Technology 
ACIT’2019 [1]. The extension includes capacity estimation of 
dynamic position, event, study of sensor topologies and proactive 
approaches. 

1.1  Paper Layout 

 In section 2, we briefly discussed the technologies used in our 
proposed proactive approach that includes the technologies such 
as cloud computing, IoT, clustering and WSN. In Section 3, there 
are briefly given the approaches or strategies at present used for 
capacity estimation. Section 4 depicts the proposed proactive 
approaches according to zone, level and for the whole building. 
Section 5 elaborates the use case, section 6 offers comparison 

between existing and proposed capacity estimation, section 7 
defines the algorithms, section 8 simulation and results, section 9 
gives discussion and section 10 conclusion and future directions. 

2. Technologies for Proposed Framework and Proactive 
Approach 

2.1. Cloud Computing  

Cloud computing is one of the most important technologies for 
proposed proactive approach. In cloud computing, cloud resources 
are located at different physical places. But via internet cloud 
computing makes efficient cloud services available globally to a 
large number of consumers located on many geographical 
locations [8], [9]. In a cloud computing environment, wearable 
devices are suggested for supportive communication between 
wearables and cloud server. Wearable device can be accessed 
remotely via the Internet [10]. Moreover, its everything-as-service-
model (XaaS) impacts its clients and creators with many benefits 
[11]-[13]. Cloud computing is cost effective for the customers and 
uses the strategy "pay as you go" [14][15]. To process and access 
information in a more accurate way, cloud based software 
architecture has been proposed [16], [17]. Sensors, actuators and 
many other embedded devices are considered as a data generation 
source that provide help to enable IoT edge computing to process 
data [18]. Cloud can store the data according to the position, event 
and zones for future planning to control the massive crowd. 

2.2. Internet of Things (IoT) 

 IoT lets people/anybody and things/devices connect anyone, 
anything, anytime, anywhere, for any service. Although it is 
flexible, complex and dynamic network infrastructure as given in 
[19]. In many fields such as healthcare, smart homes, smart cities, 
retail, traffic, security, and agriculture, IoT offers multiple 
solutions [20].  With the help of an IoT we can monitor the 
elements such as wind, crops, soil, atmosphere, lights and water 
over a big area [21]. For the growth of the IoT, there is a need of 
plentiful resources for the development of the intelligent devices 
and the WSNs. The core building blocks are the same for network 
communication in between devices to build an Internet of the 
Things setup [22]. With up to date development and advancement 
in the field of information and communication technologies, it also 
brought positive changes in the advancement and development of 
IoT. Through low-cost electronic devices and communication IoT 
paradigm improves human collaboration in the physical world [23], 
[24]. In the same way, it is also increasing the importance of WSNs 
to integrate and make connections with the Internet to develop 
different commercial and industrial applications [25]. In order to 
achieve different objectives, updated information is required 
efficiently during pilgrimage and Umrah. To achieve the above 
goal, IoT can play a vital role to get updated information as needed 
at a particular zone or level. Information received from IoT may 
be used by the management such as security management, and 
resource management (water, chairs, Quranic scripts etc…). So 
that necessary actions can be performed according to updated 
information on time in proactive way. 

2.3. Clustering and WSN 

There are some limitations in WSN such as energy limitation, 
coverage area, network lifetime, and bandwidth. These limitations 
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can be overcome with the help of some clustering schemes to get 
efficient solution [26]. Amongst the other factors, clustering is one 
of the most important factors. Clustering can also play an 
important role to control the performance of a network [27]. 
Wearable devices provide help to sense and disseminate 
information, such as physical activities, blood pressure, blood 
sugar level, heart rate) [28]. To monitor diverse environmental 
situations such as humidity, temperature, sunlight, and pressure, a 
smart sensing platform based on NodeMCU-ESP8266 
microcontroller board has developed and given in [29]. With the 
implantation of WSN data can be sensed, stored, disseminated and 
processed to estimate the capacity [30], [31]. As an industrial IoT 
is an important infrastructure, WSNs play a crucial role in it. In 
IoT applications, efficiency balanced verification scheme for 
WSNs becomes a big contest, due to the resource limitation feature 
of sensor [32].  

A proactive approach and framework can play an important role to 
enable reliable and an efficient management for WSN. One of the 
examples is Web Services based on clouds and lightweight cross-
layer design [25]. 

2.4. Sensor Topologies 

The topologies can differ in complication from a single node 
connected to a collector node to fully meshed network covering a 
large area. Flat or hierarchical architecture are used to design 
sensor topologies. In flat (peer-to-peer) architecture, each node 
either can be a sink or sensor node that has the same 
communication and computational abilities in the network. In 
hierarchical architecture, the nodes link with their particular cluster 
head in close proximity. Normally, cluster heads own more storage 
capacity and processing power as compared to any ordinary sensor 
node. Commonly line, star or bus topologies are used by the sensor 
networks that are physically wired together [33].   

In Figure 1, point-to-point, Bus and linear topologies are given. 
A hardwired connection between two points is called a permanent 
point-to-point topology. A switched connection is a type of point-
to-point connection in which control can be transferred between 
end nodes.  

 
Figure 1: (a) Point-to-point, (b) Bus, and (c) Linear Network Topologies 

In Bus topology, nodes are associated with a communication 
bus for communication. The advantages of the Bus topology are 
that it is simple and easy to install. But disadvantage is that the 
failure of central bus is the failure of the whole network, which is 
called a single point of failure. In Linear Topology, there is a two-
way connection between the nodes. Only two terminating nodes 
has a single connection to their neighboring nodes at the end of the 
network, but all other nodes have link or connection to left and 
right nodes. In case of failure of a node, there is a disconnection 
from the network of any node connected to that node. 

In Figure 2, ring, star and tree topologies are given. Network 
set up in a circular fashion is called ring topology. Each node in 

this configuration is connected to precisely two other nodes. 
Direction of flow of data is from the source to each node in 
clockwise or anticlockwise until it reaches to the intended recipient. 
In order to overcome this issue, a second communication ring is 
added by many networks that can transfer data in the opposite 
direction. In star topology, each node or device is connected to a 
single central device called hub or switch. Star topology has 
advantages such as easy to plan, implement, and add or remove the 
nodes. An intelligent node is needed as all data traffic flows 
through the central node. Entire network fails as a result of the 
failure of this node. In Tree topology, single “root node” is at the 
top of the hierarchy and other nodes are connected to the lower 
level in hierarchy in a tree manner structure. Many levels of nodes 
can be contained by a tree topology. This topology is extendable, 
and identification of the fault is easy and can be fixed easily 
because of simple structure. With the growth of the tree networks, 
it becomes more difficult to manage it. 

 

 
Figure 2: (a) Ring, (b) Star, and (c) Tree Network Topologies 

In Figure 3, partially and fully mesh topologies are given. 
There are two arrangements of mesh topology: partially mesh and 
fully mesh. In partially mesh, some nodes are connected to more 
than one other node is called a partially connected mesh, while in 
fully mesh, every node is connected to every other node. 

 
Figure 3: (a) Partially Connected and (b) Fully Connected Mesh Network 

Topologies 

Cluster Tree topology consists of a single cluster or a multi-
cluster network. Only one cluster-head (CH) is contained by a 
single cluster network. When all the nodes are connected to the 
cluster-head with single hop, the network topology becomes a star 
topology. More than one cluster-heads are contained by a multi-
cluster network. An upper level sub-network is formed by all the 
cluster-heads. Nodes in different clusters communicate among 
themselves via their cluster heads but cannot directly talk to each 
other. Figure 4 illustrates the cluster tree topology, which has 
hierarchy architecture with the cluster-head network at the upper 
level and the clusters nodes at the bottom level [34]. The sink 
behaves as an entrance to the sensor nodes, gathering and updating 
the information. The sink plays a role as an interface among WSN, 
the external network and Internet, where the data are disseminated 
and processed. Sink can be single or multi sink depending upon the 

(a) (b) (c) 

  (a)  (b) 

  (a)    (b)    (c)  
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requirement of the application. The goal of the single sink 
formation is to minimize the forwarding time and route 
information in the direction of a unique sink. Multi sinks are 
utilized for applications where tasks are distributed to different 
sinks. Multi sinks are used where there are high density crowd, 
large coverage area, redundancy, high latency, and possible high 
energy consumption [35]. In our scenario cluster tree or 
hierarchical cluster structure is suitable to collect the data from 
zones and levels during different positions and events. 

 
Figure 4: sensor cluster tree 

During the events of Pilgrimage, Ramadan and Umrah the 
Holy city of Makkah (KSA) is crowded. Especially, to perform 
Umrah during the Ramadan all activities are around the Masjid Al-
Haram, therefore it is need of the hour to organize, control and 
manage the crowded area smartly. The above objective can be 
achieved by proactive approach in smart way with the support of 
WSN, IoT, cloud computing and the management phases. 

3. Present Capacity-Estimation Approaches 
At present, capacity estimation is being done by management 

by taking view from the cameras or by the observation inside the 
Masjid Al-Haram. By cameras they discover the empty zone or 
level and update to the security officers to transfer the crowd to the 
empty or less crowded zone or level. They use the wireless system 
to give instructions to the security officers. By observation, the 
security officers check the capacity is available or not in an area 
where they are assigned. But they do not have auto capacity 
estimation approach so that they can measure how many pilgrims 
can be allowed in an empty space. They have just rough estimation 
of the available capacity. If the Zone or a level is reached to 
maximum capacity, the remaining crowd is diverted to the less 
crowded zone or level. If the Masjid Al-Haram is full then gates 
are covered with barrier and security officers do not permit 
pilgrims to get in, but they can make exit. No entry sign is turned 
on outside the gates. After that zones outside the Masjid Al-Haram 
are occupied. Sometimes zones and levels are overcrowded, and 
pilgrims face problem to perform the prayers or Tawaf. But 
currently, they do not have the smart estimation of the available 
capacity in a zone, level or in the whole Masjid Al-Haram. If there 
is smart capacity estimation with proactive approach, then pilgrims 
can be allowed according to the capacity available. Otherwise 
security stops the pilgrims at the gate and move to specified 
waiting area so that they do not overcrowd Masjid Al-Haram and 
do not cause any casualty. 

4. Proposed Smart Capacity Estimation Framework and 
Proactive Approach 
The Figure 5 represents the proposed smart capacity 

estimation proactive approach and framework. It provides help to 

estimate the capacity for zone and level to accurate the 
management. In order to ensure the smart capacity estimation in 
specific zone or level, the architecture uses WSN so that available 
capacity can be estimated for management automatically. The 
architecture provide help to understand the flow of data that is 
required to estimate the available capacity. It provides help to 
pilgrims to find out a specific zone or level where capacity is 
available. Figure 5 shows the overall picture of proposed 
framework and proactive approach for smart capacity estimation 
with the help of WSN, cloud storage and interaction among users 
by IoT for dynamic crowd management. It includes different 
phases: First phase involves smart capacity estimation according 
to time and preferable activity by pilgrims in a zone. Second phase 
involves smart capacity estimation according to time and their 
preferable activity by pilgrims at a level. Third phase involves 
smart capacity estimation according to time and their preferable 
activity by pilgrims at different levels, in order to calculate overall 
capacity occupied and available capacity in all zones or levels. 

 
Figure 5: Proposed smart capacity estimation framework and proactive approach 

[1] 

In the first phase, the calculation for the maximum capacity, 
capacity occupied by pilgrims and available capacity in the zone is 
done. In the second phase, head nodes or access point nodes fixed 
on the different zones at different levels will collect the data and 
forwarded to the server of different levels as update. In the third 
phase, data from each level from servers will be forwarded to the 
local cloud storage for further processing and management tasks. 
Detail of each proactive approach is given in subsection 4.1. 

4.1. Proactive Approaches at Zone and Different Levels 

Proactive approaches use to estimate the maximum, occupied 
and available (remaining) capacity with respect to zone, level and 
in a building. 

The proactive approach for smart capacity estimation of zone 
is given as: 

1- The Figure 6 depicts the steps to estimate the capacity based 
on a zone.  

• Sensor nodes are fixed on each entry and exit point for each 
zone that can collect data about number of the pilgrims getting 
in and out of the zone.  
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• This information is updated to the zone access point or head 
node and from zone access point, it is forwarded to the level’s 
server. 

• The capacity occupied by pilgrims inside the zone can be 
calculated by number of pilgrims has entered minus number 
of the pilgrims exit. 

 
Figure 6: Smart capacity estimation of zone inside building [1] 

Capacity occupied by pilgrims inside zone = number of pilgrims 
entered - number of the pilgrims exit 

Z.IN=Entered to the zone 
Z.OUT= Exit from the zone 
 

Zone Capacity (Occupied) =∑ (𝑍𝑍. 𝐼𝐼𝐼𝐼)𝑖𝑖𝑛𝑛
𝑖𝑖=1 −  ∑ (𝑍𝑍.𝑂𝑂𝑂𝑂𝑂𝑂)𝑗𝑗𝑘𝑘

𝑗𝑗=1   (1) 
 
• The available capacity of the zone can be calculated by the 

maximum capacity of the zone minus total number of pilgrims 
inside. 

The remaining capacity = maximum capacity of zone - (total 
number of pilgrims inside the zone). 
Maximum Zone Capacity = Max (Z.C) 

Zone Capacity (Available) = Max(Z.C) -  (∑ (𝑍𝑍. 𝐼𝐼𝐼𝐼)𝑖𝑖𝑛𝑛
𝑖𝑖=1 −  � (𝑍𝑍.𝑂𝑂𝑂𝑂𝑂𝑂)𝑗𝑗)𝑘𝑘

𝑗𝑗=1  

      (2) 
2- Proactive approach to estimate capacity at Ground Level is 

depicted in Figure 5. 
• On each zone, sensor nodes will collect the data for pilgrims 

getting in or out. Afterward, it adds up or subtracts the 
number of the pilgrims got in and out from the head node or 
access point.  

• The number of pilgrims getting in or out from all zones will 
be added up or subtracted by head nodes and then updated by 
the ground level server. 

•  If a pilgrim moves to the first level from ground level, then 
it will be subtracted from the ground level server but added 
into the first level server and vice versa. 

L-IN=Entered to the level 
L-OUT= Exit from the level 

Level Capacity (Occupied) =∑ (𝐿𝐿. 𝐼𝐼𝐼𝐼)𝑖𝑖𝑛𝑛
𝑖𝑖=1 −  ∑ (𝐿𝐿.𝑂𝑂𝑂𝑂𝑂𝑂)𝑗𝑗𝑘𝑘

𝑗𝑗=1  

     (3) 

• From head node data can be forwarded to server to estimate 
the available capacity for ground level. If the ground level 
reaches to maximum capacity, then the ground level mentions 
no entry. Because ground level is full, it will be disturbance 
for the pilgrims if the pilgrims from outside entered into 
ground level and move to the first level. Therefore, security 
officers move the crowd to the first level from outside gate 
without entering into ground level and vice versa.  

 
Maximum Level Capacity = Max(L.C) 
 

 Level Capacity(Available) =  
Max(L.C) -  (∑ (𝐿𝐿. 𝐼𝐼𝐼𝐼)𝑖𝑖𝑛𝑛

𝑖𝑖=1 −  � (𝐿𝐿.𝑂𝑂𝑂𝑂𝑂𝑂)𝑗𝑗)𝑘𝑘
𝑗𝑗=1  (4) 

3- Proactive approach to estimate capacity at First or at different 
levels is depicted in Figure 5: 

• If the pilgrims move directly into the first level from outside 
gates, then there will be an addition to the ground level server 
and vice versa.   

• If the pilgrims move into the First level via ground level, then 
it will be subtracted from the ground level but added into the 
first level and vice versa. 

• From head node or access point data can be updated to the 
server to estimate the available capacity for first level. If the 
first level reaches to the maximum capacity, then at first level 
no entry appear at entrance. A message of maximum capacity 
is generated to the security officers by using IoT. The security 
officers move the crowd to second level from outside gate 
without entering into ground level or first level and vice 
versa. 

• To avoid disturbance, pilgrims are allowed first to fill up top 
level then second and first level respectively. In this way first 
and second level pilgrims will not be disturbed.  

• The data from each level forwarded to the local cloud storage 
to calculate the available capacity for the overall building. 
The data can be analyzed for different positions and events 
such as Ramadan, Pilgrimage, Jummah etc. 
At present, most of prevailing wireless sensor devices are 

restricted because of memory, processing speed, efficiency and 
capabilities of communication. The above reasons are because of 
technology and economic limitations [36]. Low-power, low-cost, 
a multifunctional sensor device has been developed and designed 
by various industries for different applications, with high 
attention. Amongst the sensor devices one of the big issues in 
WSN is to classify and produce an organizational structure [37]. 
On behalf of clustering topologies, the processing of sensor 
devices can be improved which in turn improve the processing 
time. As a result, performance of capacity estimation will increase 
[38]. The collection of data will provide help to update 
information at zone, level, building and at crowded areas during 
Pilgrimage, Ramadan and Umrah for management.  
 The cloud storage, IoT and telecommunication play an 
important role in order to collect, assignment and process data 
locally and globally for smart capacity estimation [39]. To get 
results for different applications and different analysis, enormous 
amount of data can be sensed, stored and processed by the 
deployment of large number of sensor devices, cloud storage and 
IoT connections [40]. Detail of sensor topologies is given in 
section (2.4). 
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5. Use-Case for Smart Capacity Estimation 

Data related to the pilgrims have been collected long time 
before by management and companies (travel agents) for 
pilgrimage, Umrah and visit. On the completion of e-visa process, 
management and companies receive information about pilgrim’s 
residence in different sector or region. The information includes 
route of travel, reservation (city, hotel) and number of days to stay 
in different places. Pilgrims can be allocated the zones and levels 
according to their point of entrance according from their sector or 
region. As in Masjid Al-Haram, pilgrims have different positions 
therefore; capacities vary according to the different positions such 
as standing, sitting, walking and prayer positions. Capacity also 
depends on the events. Hence, it is important to measure the 
capacities according to each position and event. 

5.1. Positions and Capacity 

Capacity of the area is also depending on the position of the 
pilgrims such as standing, sitting, walking (performing Tawaf and 
Saee) and prayer position as given in Figure 7 and 8.In case of 
standing position space required for a pilgrim is less than as 
compared to the other position therefore, in standing position the 
available capacity will be maximum but in case of sitting, the 
pilgrim require more space than the pilgrim standing, therefore, in 
sitting position maximum available capacity will be reduced. In 
case of walking, the pilgrim required more space than sitting and 
standing position therefore, the maximum available capacity will 
be reduced as compared to sitting and standing maximum 
capacities. 

In case of prayer position, the pilgrim needs more space than 
the standing, sitting, and walking position as the prayer position 
are dynamic such as standing (Qeyyam), sitting (Tashahud) and 
Sajood. Roughly, if we consider the standing position as the 
standard measurement then space ratio between standing and 
sitting position is measured as [5:9]. In case of walking position, 
the space ratio in between standing, and walking position is 
measured as [10:13]. In case of prayer position, the space ratio in 
between standing, and prayer position is as [1:3]. By calculating 
the capacities according to the crowd position, the crowd 
maximum capacity can be set according to standing, sitting, 
walking and performing prayer. At the time of prayer, the capacity 
will be minimum as compared to standing, sitting and walking 
position but in case of standing the capacity will be maximum as 
compared to sitting, walking and prayer position. 

We can divide the sector for standing, sitting, walking and 
prayer. If crowd has different positions such as standing, sitting, 
walking and prayer within one sector or zone then we can 
calculate the average capacity. In case of The Holy Masjid Al-
Haram, pilgrims want to see Baitullah (Kaaba), they can be 
managed on first, second and on top level near the balcony wall 
so that they can see the Kaaba in standing position. Sitting 
position is required when pilgrims want to recite the Holy Quran 
or Dhikr of Allah (Mention of Allah). They can be managed 
behind the Mataf area. Walking position is required in the Mataf 

or circular area on first, second and at top level. Prayer position 
can be at any sector but before prayer we need to calculate the 
capacity available for prayer and crowd inside the Masjid Al-
Haram.  

 
Figure 7: Capacity for prayer and standing positions 

 
Figure 8: Capacity for sitting and walking positions 

As we roughly calculated the space taken by the different 
position are given in Figures 7 and 8: 

Standing = 40 x 50 = 2000 Sq CM 
Sitting = 60 x 60 = 3600 Sq CM 

Walking = 40 x 65 = 2600 Sq CM 
Prayer = 120 x 50 = 6000 Sq CM 

5.2. Stop and Wait 

Calculate the average number of pilgrims entered in an area 
(Zone or sector) in unit time for example in one minute or in an 
hour. Average will provide help to calculate after how much time 
it is expected that the sector or zone will reach to its maximum 
limit. In this way we can control the crowd before it exceeds to its 
maximum limit. Usually it is observed that some time crowd 
exceeds the maximum limit and at prayer or Tawaf time pilgrims 
face a big problem which can lead to a stampede. 

5.3. Move and Enter in the Zone 

Rate of in and out to manage after maximum capacity, when 
zone and level reaches to its maximum capacity. Many pilgrims 
stay outside waiting for space availability. The space available for 
waiting pilgrims can be calculated by maximum capacity minus 
number of the pilgrims making the exit (going out). The space 
availability can be in a sector or zone or in whole area. 
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Table 1: Comparison between existing and proposed capacity estimation 

S.No. Existing Capacity Estimation Proposed Capacity Estimation 
i. Initial capacity estimation is roughly calculated on the basis 

of previous experience and best guesses. 
Initial capacity estimation will be calculated on the basis of data collected 
from central storage system. 

ii. Each zone capacity is calculated by the security officers or 
by computerized camera’s system. 

For each zone, automatically real time zone capacity will be estimated by 
zone sensors and sensor head. 

iii. Capacity available in a zone is controlled manually not 
automatically by security officers with the help of wireless 
system.  

Capacity available in a zone will be calculated and automatically 
displayed. Zone security officer will manage the zone according to the 
available capacity. 

iv. There is no assurance about the exact maximum capacity 
estimation. Wrong estimation of maximum pilgrims’ 
capacity can overcrowd the zone or level.  

Maximum capacity for ach zone or level is already set therefore; 
maximum capacity alert will be generated automatically for no entry 
without any delay. 

v. According to dynamic positions and events there is no 
proper capacity records for zone and level. 

Security officers can get records from local cloud storage system for 
future planning for each zone and level according to positions and events. 

vi. Real time capacity available cannot be calculated therefore 
capacity available can only be roughly estimated. 

Real time capacity available will provide help to allow exact number of 
pilgrims to enter into a specific zone or level. 

vii. Difficult to estimate capacity available during different 
positions, events during prayer time and Tawaf time as each 
activity has different capacities that is number of pilgrims. 

Capacity available during different positions, events during prayer time 
and Tawaf time is automatically estimated because prayer time and Tawaf 
time maximum capacity threshold can be set automatically according to 
activity. 

viii. There is no automatic way to trace out the lost pilgrim 
because existing system only support to manual capacity 
estimation and for security purpose. 

Pilgrim lost can be traced out on the bases of the sensor device location 
with help of IoT. 

ix. CCTV cameras implementation provide help to observe and 
control the act of misconduct but there is no automatic way 
to identify the pilgrim (mis-conductor). 

If the act of misconduct is done, then pilgrim (mis-conductor) will be 
identified on the bases of information stored on sensor device and on the 
cloud storage with the help of IoT. 

x. There is no such application to provide schedule, when the 
capacity is available for a specific building, sector and 
region. 

Application can be developed on the basis of IoT to provide the schedule 
for visit to Masjid Al-Haram according to building, sector and region. 

5.4. Evacuation or Exit from the Zone 

In any case if the capacity exceeds to maximum limit in a 
zone or level, it can be managed in another zone or level. In worst 
case the pilgrims have to evacuate to the waiting place and put 
into high priority to get in when space will be available. 

6. Comparison between Existing and Proposed Capacity 
Estimation 

In the section 3, capacity estimation about existing system is 
described. It consists of manual capacity estimation, wireless 
system and computerized camera’s systems. The proposed 
capacity estimation is discussed in the section 4. The comparison 
and preliminary analysis between existing and proposed smart 
capacity estimation systems are given in Table 1. 

7. Algorithm for Proposed Capacity Estimation 

We have taken the simple scenario to design the algorithms at 
different zones, different levels and in the whole building. 

7.1. Algorithm for Zone Capacity Estimation 

In zone capacity estimation, we simply check the available 
capacity in zone. If maximum zone capacity is greater than the 
number of pilgrims has entered in a zone minus number of 
pilgrims have exited from the zone. If the condition is true, then 
display the GREEN sign and also display the available capacity 
for pilgrims in waiting position. Otherwise display RED sign that 
zone is full and there is no entry. 

Algorithm 1: Zone capacity estimation 

 
7.2. Algorithm for different Level Capacity Estimation 

In different levels capacity estimation, we simply check the 
available capacity in a level. If maximum level capacity is greater 
than the number of pilgrims has entered in a level minus number 
of pilgrims have exited from a level. If the condition is true, then 
display the GREEN sign for available capacity. Also display the 
zone number and level number where capacity is available for 
pilgrims in waiting position. Otherwise display RED sign that 
level is full and there is no entry. 

Algorithm 2: Different level capacity estimation 
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Cluster verification algorithm [31], represents the scenario of 
verification of cluster members (CMs) in cluster form. It discusses 
the number of verified and unverified CMs in a cluster. But in 
capacity estimation algorithm, it verifies and count the number of 
the pilgrims getting in or out from zone, level or in a building. All 
CMs remain within the cluster head transmission range for 
verification. But in capacity estimation algorithm, the pilgrims in 
the range of entry and exit sensors are verify when they make 
entry or exit from zone or level. CMs can enter to different 
clusters but in capacity estimation, it is not allowed to enter other 
than allocated zone or level. Zone and level are allocated so that 
pilgrims enter from the gate that is near to their zone and level. In 
this way crowd will be distributed in different zones, as a result a 
single path and zone will not be crowded.  In the cluster 
verification, the number of the CM verify are listed out but in 
capacity estimation, it tells the available capacity for a zone and 
as well level and building. Cluster verification represents the 
number of CMs supported by a cluster head but in capacity 
estimation, the number of the pilgrims can be managed according 
to the available space in a zone or level or building. In cluster 
verification more than one CM can be verified. But in capacity 
estimation, the verification and counting of the pilgrims is done at 
entrance and exit one by one. In cluster verification, cluster head 
generate the signals for verification and in response CMs generate 
signals for their identification. But in capacity estimation, 
pilgrims (sensor devices) generate signals (that is an event driven 
approach) for verification and in response zone sensors verify and 
count the number of pilgrims getting in or out from zone.  

8. Simulation and Results  
Contiki OS is a lightweight open source operating system for 

sensor network. It was designed by Adam Dunkels, at the Swedish 
Institute of Computer Sciences. C programming language is used 
in both Contiki OS and its programs. Contiki is flexibly portable 
OS and it has been ported to different platforms. Texas Instruments 
MSP-430 in addition to Atmel AT mega series of microcontrollers 
are the most often used platforms. Contiki employs event-driven 
programming model to deal with concurrence. It is Contiki’s main 
advantage that all processes share one stack, allowing savings of 
memory. In order to utilize this model Proto threads. 
Unconditional blocking wait is provided by Proto threads to save 

the state when it blocks. It jumps back to the next instruction on 
resumption of Proto thread. It also employs Rime stack that is   a 
stack for sensor networks for lightweight communication. The 
main purpose of Rime stack is to support code reusing and simplify 
the implementation of sensor networks. Contiki is used in several 
systems, such as electric meters, alarm generating systems, remote 
control of house, radiation detection and streetlights control. Cooja 
is Java based Contiki network simulator with a graphical user 
interface (GUI). It is a trial system given by Contiki, and 
additionally empowers with original instrumentation before 
running it on the real target hardware. It integrates to simulate with 
the external tools to provide additional features to the large and 
small networks. Motes can be emulated, which is faster and allows 
simulation of larger networks, or at the hardware level. Two 
emulator software packages are contained by this tool: Avrora and 
MSPSim. Cooja can emulate multiple platforms like: 
TelosB/SkyMote, MicaZ mote, Zolertia Z1 mote, ESB, Wismote 
[41].  

The Figure 9 shows full screen view of Contiki/Cooja 
simulator. Network simulator “Contiki/Cooja” is separated into 
small windows such as: Network Window, Notes Window, 
Simulation Control Window and Mote Output Window.  

Network Window is employed to draw the WSN in random 
manner, linear, ellipse or manual positions. Notes Window is 
employed to write down the information or detail about the 
simulations and detail of its results. In order to start, stop, pause 
or reload the simulations, simulation control Window is used. The 
results for data packets have transmitted and received is provided 
by Mote Output Window. For our scenario, we use the Tmote Sky 
platform. Tmote Sky is one of the high data rate platforms work 
with low power consumption. It works well for many months to 
years without replacing the battery. Therefore, it is one of the 
most demanding wireless sensors. It is notable that options are 
best used in a selection manner, as the window can become 
disordered with too many selected options. The number for each 
mote is displayed by Mote IDs. Mote Output window can be used 
for analyzing and filtering results. On the simulated motes, LEDs 
are beneficial in order to observe the LED lights.   

 
Figure 9: Full view of the Contiki/Cooja simulator 
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Figure 10: Single zone having maximum capacity 50 

 
Figure 11: Single zone having maximum capacity 50 with coverage 

We took the simple scenario to make understanding of the 
flow and function of each node as given in Figures 4 and 8. Head 
node function is to keep the record and status of CMs and forward 
record to the server for update. The status of the CM can be 
waiting to enter, enter and exit. Since the log file generated by the 
Contiki/Cooja simulation tool, we extracted the data for single and 
double zone in a level. For each zone we calculated the number of 
the pilgrims entered, exited, zone capacity occupied and available 
capacity for pilgrims. From this datum we can calculate the 
capacity for different positions and events. We also draw the table 
and graph for better understanding. 

8.1. Single Zone Scenario 

In single zone scenario, we consider one entry point and one 
exit point. We also set the maximum value for zone then we allow 
the specific number of the CMs to enter the zone and some of 
them allowed to exit from the zone. The simulation is shown in 
the Figures 10 to 18 and data is given in the Table 2. To make 
clarity of the figures, we consider the complete figure and then 
divided into its small parts (network, mote output and simulation 
control windows). 

The simulation for maximum capacity 50 pilgrims is shown in the 
Figures from 10 to 14 and data is given in the Table 2. 

 

Figure 12: Network window from Figure 11 
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The Figures 10 and 11 represent the single zone having 
maximum capacity of 50 pilgrims. Figure 10 shows the capacity 
without coverage area while Figure 11 shows the capacity with 
coverage area in circular form. 

The Figure 12 represents the network distribution of sensor 
nodes, entry point and exit point nodes in single zone having 
maximum capacity of 50 pilgrims. It also shows the number of 
nodes in waiting, occupy and exit position to calculate the 
available capacity. 

 

Figure 13: Mote output and simulation control windows from Figure 11 

Figure 13 represents the most output with time, mote ID and 
its status enter or exit. The mote output is saved in the log file 
from where we can estimate the available capacity in a zone. 

 
Figure 14: Capacity detail for single zone having maximum capacity 50 

 
Figure 15: Single zone having maximum capacity 40 with coverage 

 
Figure 16: Network window from Figure 15 

 
Figure 17: Mote output and simulation control windows from Figure 15 
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Figures from 10 to 14 considered that the maximum capacity 
for zone is 50 Pilgrims. Graph in Figure 14 shows that 45 of them 
have entered and 5 are in waiting position. 11 pilgrims have made 
the exit, occupied capacity in the zone is 34 and available capacity 
is 16. 

The simulation for maximum capacity 40 is shown in the 
Figures from 15 to 18 and data is given in the Table 2. To make 
clarity of the figures, we consider the complete figure and then 
divided into its small parts (network, mote output and simulation 
control windows). 

 
Figure 18: Capacity detail for single zone having maximum capacity 50 

Figures from 15 to 18 show the maximum capacity for zone 
is 40 Pilgrims. Graph in Figure 18 shows that 35 out of 50 pilgrims 
have entered and 5 are in waiting position. 5 pilgrims have made 
the exit, occupied capacity in the zone is 30 and available capacity 
is 10. 

 
Figure 19: Each zone has maximum capacity 25 but total 50 

8.2. Different Levels and Double Zone Scenarios 

In different levels and double zone scenarios, we consider 
one entry point and one exit point in each zone and also consider 
that each level has double zone. We also set the maximum value 
for each zone and each level. We allowed the specific number of 
the nodes to enter in each zone and some of them allow to exit 

from each zone. The simulation is shown in the Figures 19-32 and 
data are given in the Table 2. 

Figure 20: Each zone has maximum capacity 25 but total 50 with coverage 

 

Figure 21: Network window from Figure 20 

 
Figure 22: Mote output and simulation control windows from Figure 20 
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Figure 23: Capacity detail for double zones having maximum capacity 25 in each 

but Level-G has maximum capacity 50 

Figure 24: Each zone has maximum capacity 20 but total 40 
 

 
Figure 25: Each zone has maximum capacity 20 but total 40 

In Figures 19 to 23, it is considered that the maximum 
capacity for zone-1 and zone-2 is 25. Zone-1 and zone-2 made the 
level-G and total capacity is 50 Pilgrims. In zone-1, 22 have 
entered and 3 are in waiting position. 4 pilgrims have made the 
exit, occupied capacity in the zone is 18 and available capacity is 
7. In zone-2, 21 have entered and 4 are in waiting position. 3 
pilgrims have made the exit, occupied capacity in the zone is 18 
and available capacity is 7. From the log file or zone-1 and zone-

2, we calculated the capacities for Level-G. Level-G has 
maximum capacity 50 pilgrims. 43 have entered and 7 are in 
waiting position. 7 pilgrims have made the exit, occupied capacity 
in the zone is 36 and available capacity is 14. 

 
Figure 26: Network window from Figure 25 

In Figures 24 to 28, it is considered that the maximum 
capacity for zone-1 and zone-2 is 20 pilgrims. Zone-1 and zone-2 
made the level-1 and total capacity in level-1 is 50 Pilgrims. In 
zone-1, 18 have entered and 2 are in waiting position. 3 pilgrims 
have made the exit, occupied capacity in the zone is 15 and 
available capacity is 5. In zone-2, 10 have entered and 10 are in 
waiting position. 2 pilgrims have made the exit, occupied capacity 
in the zone is 8 and available capacity is 12. From the log file or 
zone-1 and zone-2, we calculated the capacities for Level-1. 
Level-1 has maximum capacity 40 pilgrims. 28 have entered and 
12 are in waiting position. 5 pilgrims have made the exit, occupied 
capacity in the zone is 23 and available capacity is 17. 

 

Figure 27: Mote output and simulation control windows from Figure 25 
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Figure 28: Capacity detail for double zones having maximum capacity 20 in each 

but Level-1 has maximum capacity 40 

 
Figure 29: Each zone has maximum capacity 10 but total 20 

 
Figure 30: Each zone has maximum capacity 10 but total 20 with coverage 

 

 
Figure 31: Network window from Figure 30 

In Figures 29 to 32, it is considered that the maximum 
capacity for zone-1 and zone-2 is 10 pilgrims. Zone-1 and zone-2 
made the level-2 and total capacity in level-2 is 20 Pilgrims. In 
zone-1, 9 have entered and 1is in waiting position. 2 pilgrims have 
made the exit, occupied capacity in the zone is 7 and available 
capacity is 3. In zone-2, 8 have entered and 2 are in waiting 
position. 3 pilgrims have made the exit, occupied capacity in the 
zone is 5 and available capacity is 5. From the log file or zone-1 
and zone-2, we calculated the capacities for Level-2. Level-2 has 
maximum capacity 20 pilgrims. 17 have entered and 3 are in 
waiting position. 5 pilgrims have made the exit, occupied capacity 
in the zone is 12 and available capacity is 8. 
 

 
Figure 32: Mote output and simulation control windows from Figure 30 
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Table 2: Zones and Levels and capacities 

Zone/Level Maximum Capacity No. of Entries No. of Exit Occupied Capacity Available Capacity 
Single Zone 50 45 11 34 16 

 40 35 5 30 10 
Level/Double 

Zone      
Zone-1 25 22 4 18 7 
Zone-2 25 21 3 18 7 
Level-G 50 43 7 36 14 
Zone-1 20 18 3 15 5 
Zone-2 20 10 2 8 12 
Level-1 40 28 5 23 17 
Zone-1 10 9 2 7 3 
Zone-2 10 8 3 5 5 
Level-2 20 17 5 12 8 

 

 
Figure 33: Capacity detail for double zones having maximum capacity 10 in each 

but Level-2 has maximum capacity 20 

9. Discussion 

The present analysis deals with capacity estimation for 
pilgrims at crowded place. The prime focus is on the allotment of 
zone and level number. This is performed according to moving 
status and events, single or multi sink, entry and exit point. 

The concern of discussion is the allotment of zone and level 
number to pilgrims. According to discussion allotment of zone and 
level number to pilgrims should be specific (fixed) or flexible for 
dynamic position and events accordingly. Specific zone and level 
number according to dynamic positions and events is preferred 
because it is noticed if allotment is flexible then some zone and 
level number are more crowded than available capacity while 
others remain empty or less occupied. Furthermore, prayer 
position requires more area than standing and sitting position 
comparatively as given in section (5.1). As compared to routine 
days, pilgrimage, Ramadan and Jummah needs more area. The 
above mention reasons lead to non-uniform distribution of crowd. 
What is more, pilgrims having flexible zone and level move in 
different directions. It can result in congestions (bottleneck) that 
can lead to stampede. But in particular case, pilgrims are allotted 
the specific tracks to approach their zone and level number, that is 

why, chances of bottleneck and stampede are lessened or 
minimized. In flexible case, pilgrims are unable to move flexibly 
from overcrowded to less crowded zone or level (where capacity 
is available). This is because they have right to enter any zone and 
level number. But in particular case, pilgrims are allotted by the 
zone and level number. They can only move into allotted zone and 
level number. As allotment is performed considering maximum 
capacity of zone or level (a proactive approach), the zone or level 
does not get overcrowded. Place can be occupied within the zone 
on the basis of first come and first serve.  

Entry point and exit point is the second point of discussion. In 
case of flexible, the pilgrims can enter and exit from any one of the 
points. Again, some entry points become more crowded than the 
other and cause bottleneck and there are chances of stampede. 
Moreover, pilgrims’ attempt of entry and making exit from same 
location also causes bottleneck and stampede. But in specific case, 
each zone and level have particular point of entry and exit. In this 
way, chances of problem of bottleneck and stampeded can be 
overcome. Furthermore, pilgrims can conveniently access the 
transport of their residential area. 

 Third point of discussion is that there should be a single or 
multiple sink for WSN system. Massive crowd, scalability, latency, 
reliability, and network lifetime are the numerous challenges that 
may be created by the design of WSNs. The question whether sink 
should be single or multi sink is dependent upon its application. In 
the case of single sink and massive crowd, single sink has to 
control all traffic. The streaming of data traffic will be in one 
direction which causes congestion. There are probabilities that 
single sink is ineffective to control massive amount of data which 
causes the drop of data. This drop of data will cause the high 
latency rate. However, there are separate solutions to control the 
massive crowd and data in case the multi sinks are used. In the case 
of multi sink, data flow will be in multiple directions rather in one 
direction. Probability of congestion can be minimized in this way. 
In order to avoid the congestion and to distribute the task among 
sinks different type of data traffic or task can be allotted to different 
sinks. If the data is dropped on one path, it can be received on the 
alternative path. In this way latency rate can be minimized. When 
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data is received from different paths and sinks, it will provide the 
data redundancy. Single sink solution is not appropriate in case of 
long-distance communication because transferring data to long 
distance with the support of sensor nodes means consumption of 
energy to a lot degree. This consumption of energy will lead the 
sensor node die early and hence it will shorten the network life 
span. But in case of multi sink, the sensor nodes will get the 
shortest path as multi sink will divide the path and will consume 
less energy by increasing the network life span. Increasing of 
lifetime of network and receiving of data from multiple courses 
increase the reliability of the network. In our case, as data is 
massive, crowd is large, dynamic, and on large area therefore WSN 
required the multi sinks solution. 

10. Conclusion and Future Directions 

This paper provides an overview of a dynamic positions and 
events, proactive approach with framework and its implications 
towards smart capacity estimation using WSN and cloud 
computing in the IoT paradigm. 

 We discussed the framework and proactive approach in the 
context of dynamic position and events for smart capacity 
estimation. We examined how smart capacity estimation automate 
and minimizes time to manage available capacity in a zone or level 
by using framework and proactive. Explanation is done by use-
case of masjid Al-Haram for smart capacity estimation for crowd 
management. We also compared the existing capacity estimation 
and smart capacity estimation systems. We also defined the 
algorithms with respect to Zone and Level. We also ran different 
simulation scenarios and also discussed the results. In future we 
will calculate the capacity according to the different position. The 
dynamic capacity can be calculated on the basis of time frame and 
capacity can be maximized and minimized according to time frame. 
In future algorithms can be defined how to maintain social 
distancing, how to calculate the capacity with social distancing and 
find the empty space with direction? Algorithms devised how to 
define the exit plan to move out without facing the congested path. 
Smart capacity estimation with Sensor and without sensor. 
Without sensor, capacity of pilgrims can be counted by putting the 
manual counter. If proposed proactive approach and framework for 
smart capacity estimation is commercially applied, it can provide 
help in different application developments, such as:   1. Capacity 
available in a zone or at a level can be calculated precisely. 2. To 
estimate the occupied and remaining capacity in a building or in an 
area. 3. Alert generation before the zone or level reached to its 
maximum threshold. 4. Positions and Events based capacity 
estimation. 5. Capacity estimation on the basis of social distancing. 
6. Calculation of the social distance. 7. Drinking water estimation 
to supply the water in different zones and levels. 8. On the basis of 
wheelchairs’ requests, wheelchairs supply plan according to 
demand in different zones and levels. 9. Estimation of the Holy 
Quran scripts according to different languages. 10. If water, chairs 
or the Holy Quran scripts are not enough in a zone or level then 
generate the alert to workers for supply. 11. Sharing of zone 
capacity data with different zone security officers to manage the 
crowd capacity. 12. In case of emergency, provide path for 
evacuation from affected zone or level to outside. 
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 Teaching tax-related regulations have always been a challenge due to the inclusion of 
external variables that hinder the learning process, such as the high complexity of tax 
systems and legislation variability. Universities have sought different alternatives to 
support the teaching process both outside and inside the classroom, ranging from 
recreational activities to active learning. This article will show the experience resulting 
from using a chatbot to support learning in accounting students for the teaching of tax 
regulations related to the Chilean tax system, comparing two types of tools, on the one 
hand, a free conversation chatbot using natural language processing versus a rule-based 
chatbot driven by a decision tree. The experimentation process was carried out with 50 
higher education students, divided into an experimental group and a control group, in two 
different courses. The results obtained demonstrated in both cases greater effectiveness of 
the use of the chatbot in learning the tax matter, both in the free conversation chatbot where 
the experimental group obtained a 15.7% improvement versus the control group that 
obtained a 1.05% improvement, as in the chatbot that applied decision tree where the 
experimental group obtained a 32% improvement versus the control group with 5.2%. 
Considering the complexity of the content in tax matters and the little innovation in the 
existing teaching subjects in the area and that the students improve learning using both 
chatbot tools compared to other learning techniques, is considered a relevant contribution 
to teaching innovation. 
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1. Introduction  

This article is the continuation of a lengthy investigation 
developed in courses on the subject of taxation [1], which seeks to 
generate support for learning the Chilean tax system through the 
use of a chatbot with an automated conversational system 
technique; these technological systems aim to establish new 
mechanisms that have a direct impact on student learning, 
especially on issues such as the tax regime of a country, an area 
characterized by the complexity in the application of tax 
regulations. 

Significant studies have taken place about the behavior and 
learning of students [2], [3], where motivation has been one of the 
key factors due to its direct impact on the perception and 
predisposition that students have towards the teaching activities 
delivered by teachers [4]. In this sense, the lack of motivation is 

one of the most critical causes when studying the failure and 
dropout of educational systems [5]. Socioeconomic and health 
factors also influence learning processes [6], [7], as well as the 
design problems of the different learning resources created by 
teachers [8], [9]. However, what research mostly agrees with is that 
this is a cross-cutting problem in society [3], [10], [11]. 

One technique that has become a common factor is the use of 
technology and software to support the teaching process and 
enhance the students learning [12], [13]. The integration of 
technologies in the classroom is a constant challenge that teachers 
and educational communities must face, but it is necessary based 
on the global demands on students' development of skills [14]. 
Based on this, there are numerous innovations, but the most 
outstanding and most attractive to students are those related to 
digital credentials, virtual assistants, and blockchain [15], [16]. 

This work puts into application in educational innovation, the 
use of a chatbot for learning theory, and application of Chilean tax 
regulations. The learning processes of tax regulations are always a 
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great challenge for education and tax entities [17], [18]. In the case 
of Chile, the last ten years have seen critical structural changes in 
the tax system related to income tax, the reforms of which have 
been analyzed and studied [19], both due to the complexity that the 
tax system has acquired well as the particular characteristics 
defined for corporate taxes, which have direct effects on the 
economies of the countries [20]. Because of the above, different 
investigations have revealed the importance of teaching correctly 
and innovatively the subject of taxes [21]. With this, it is that 
innovative teaching mechanisms must be sought to produce 
effective learning in students. 

The research objective is to compare the effectiveness in the 
learning of tax regulations in students of accounting careers 
through the use of two chatbot techniques, that is, one, through an 
automated conversational system and, two, based on a tree 
decision. This article presents the result of applying chatbots linked 
to the study of the tax system regulations, which cannot be exempt 
from applying, integrating, and using information technologies in 
their learning process [22].  

Considering the complexity of the tax systems and the constant 
legislative variability produce an effect of obsolescence in the 
subjects, affecting the students' rejection towards these subjects 
and, consequently, very high rates of failure and dropout [23]. To 
address this problem, there were two chatbots with knowledge of 
tax matters. The first with a free communication with the students 
as applied in  [1] and the second using a decision tree. The study 
was carried out in an N=50, dividing the students into an 
experimental and control group, in the accounting career in a 
Chilean higher education institution. The results obtained are 
promising, where, in the case of the free communication chatbot 
there is a difference of 14.65% in favor of the experimental group 
and in the case of the decision tree chatbot there was a difference 
of 26.8% in the results in favor of the experimental group. 

For this article, we will consider a chatbot as a software tool 
that allows users to have a conversation between a human being 
and an artificial entity [24]. One of these technology precursors is 
Joseph Weizenbaum, with Eliza [25] applied to psychoanalysis 
with promising results [26]. As the winners of the Loebner [27] 
contest point out, chatbots have evolved from simple pattern 
matching systems to increasingly complicated patterns of 
computer interaction and reasoning, being applied in education 
[28], entertainment [29], health [30], among others. The rise of 
chatbots has occurred in customer service, such as Hennes & 
Mauritz AB, which seeks to replicate a human conversation to 
facilitate information collection by a customer [31]. The purpose 
of chatbots is to automate the process of communication and 
support for people [32]. 

At an educational level, there have been various applications to 
chatbots with mixed results, but most of them agree that an 
improvement in learning and student satisfaction is evident [33], 
[34], generating greater interest in the subjects test [35]. For this 
reason, three main factors stand out to determine their 
participation, the performance expectation, the effort expectation, 
and the habit [36], which indicates that the commitment is linked 
to the benefits versus the effort to which the students are subjected 
by supplementing your learning with a chatbot system. This is why 
it is critical to innovate in non-traditional areas and that the effect 

has a direct application in business, accounting, and auditing 
matters. 

The research questions posed are in line with determining the 
effectiveness of the two tools applied and their impact on effective 
learning: 

• Does the use of the two chatbot techniques positively 
contribute to learning tax regulations? 

• Is learning through a chatbot more effective than through the 
use of gamified activities and e-learning videos? 

Based on the above, we established as a research hypothesis: 

Incorporating a chatbot, independent of the applied technique, for 
the learning process of tax regulations in higher education 
provides better results due to the students' academic performance. 

Due to the above, a null hypothesis is also established: 

The inclusion of technological tools, particularly chatbots, does 
not improve effective learning on tax matters compared to 
traditional methodologies or e-learning. 

Concerning the structure of this paper, the theoretical 
framework that will deliver the definitions and general aspects that 
must be taken into account is presented below; later, other 
experiences applied in the matter will be seen, and then proceed 
with the experimental design and case study for the two techniques 
to be compared. This article ends with the results obtained and their 
corresponding discussion. 

2. Related Works 
Australian work by [46] shows that a significant number of 

accounting schools resist the adoption of new technologies in their 
training processes. The reasons are the lack of interest in 
implementing technologies with an extra workload, the little 
support, and the lack of resources, but the most relevant is the lack 
of educators' time to learn and develop skills and competencies to 
adopt new technologies in education systems efficiently. The work 
recommends considering a new model that reflects the current 
innovative technological nature to provide education, anywhere, 
anytime, and for anyone. 

As far as tax learning is concerned, the work of [47] mentions 
how tax education faces significant challenges in the 21st century 
and delivers results to change current educational paradigms, 
prompting a more effective teaching practice based on conceptual 
knowledge over technical ability. In [48] it is explained how the 
subject of taxes is elementary to complement other subjects within 
accounting programs, and it seeks to find effective teaching 
methods using computer software, which, although it presents 
good results, its use is not every day. In [49] the work to support 
the understanding of tax systems and the effect on the systemic 
change that arises when different organizations are willing to learn 
from each other is presented. For this, real case studies are used in 
the companies Oxfam and Unilever. In Spain, there is the work of 
[50], which analyzes part of the challenges that exist for teaching 
tax law, considering students who are studying in a highly 
multidisciplinary degree; and in [51] whose economic concept is 
the distribution of the tax burden between buyers and sellers, it is 
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suggested that collaboration between teachers is more effective 
than the lesson study model. The work of [52] demonstrates how 
tax learning is necessary even in non-accounting programs, 
relating the interest of professionals in learning tax matters and the 
needs of companies. 

As mentioned in [53], chatbots as learning tools are still in their 
infancy. The study carried out in [54] suggests that although 
initially arousing considerable interest in behavior, some tasks may 
not be interesting enough to impact subsequent interest in the 
broader domain of the study; for this purpose, in [55] a four-phase 
model of lasting interest development. In [56], it is stated that 
digital tools can provoke feelings of isolation and detachment 
caused by the lack of interaction with teachers, which is 
approached through the design of a hybrid-chatbot. Finally, it must 
be guaranteed that a chatbot's novelty does not define the end-user 
experience, although it is undoubtedly part of the initial 
interactions with these types of tools [54]. 

3. Solution Design 

The solution was thought of in accounting students from a 
Chilean university, where the learning approach is related to tax 
regulations. In this context, it is essential to point out the Chilean 
tax system's difficulty due to its complexity, variability, and a very 
extensive law [57]. 

The proposed solution's objective was the implementation of 
two chatbots with pedagogical resources, which, using an 
automated conversational system and decision trees, could be 
applied to the context of tax regulations at the university level. 

To respond to the proposed objective, two chatbots were 
designed, one through an automated conversational system and the 
other based on a decision tree, both focused on knowledge of tax 
regulations under the Chilean legal context. Also, the different 
tests and activities were designed to demonstrate the interaction 
and verify the effectiveness of the tools in the learning process.  

The chatbot architecture is fundamental to explain its 
operation, and, as is well known, there are several architectures 
[37], [38]. In general, there is a standard operation that can be 
divided into three stages, as seen in Figure 1, where the user 
interacts with the voice manager through a device, where the 
analysis and generation of the query are carried out under the work 
context, considering that the bot must generate a response without 
considering the sense of intention. Finally, the generation of 
messages includes the planning of words, sentences, and 
coherence to deliver. With these aspects defined, we can establish 
that the user writes a question in his application, which must be 
answered by the chatbot and with greater complexity and volume 
of knowledge, then a more significant number of interactions 
between a bot and user  [40], [41]. 

Decision trees are highly complex data structures sharing 
binary trees [42], [43]. This type of tree is characterized by storing 
its different nodes in a hierarchical and orderly manner under a 
defined criterion based on the problem addressed. Compared to 
linked lists, queues, or stacks, in this case, the data is not stored 
linearly [44]. 

In this case, the constraints to be applied to the decision tree 
have characteristics of an N-ary tree with single essential control 
used in binary search trees. The walkthroughs and handling of the 

decision tree structure are handed over to the natural language 
processing engine. The algorithm used by the classification and 
interpretation engine conforms to a conditional inference tree; 
consider that the Recast.ai engine handles the classification of 
intentions automatically, so no changes were made to it in this 
research. 

 
Figure 1: General chatbot architecture [39] 

In this case, we start with a single node and then branch out 
into possible results based on the intent analysis of the natural 
language processing engine [45]. The decision node will represent 
the intention in which the user's interaction will be classified, 
giving rise to the existence of a terminal node that will show the 
result of the intention. The first node will correspond to the concept 
of tax and the last to specific answers. 

4. Method 

4.1. Pedagogical context 

The learning context of this research's tax regulations focuses 
on the career of auditor accountant (public accountant) of a Chilean 
university. Thus, teaching and learning the rules that regulate tax 
regulations is a constant challenge, especially to achieve effective 
learning. The different indicators of the courses approval do not 
generate significant delays in the students' curricular progress. The 
professional profile for graduating the auditor accountant career 
(public accountant) considers the development of specific 
competencies that are directly related to the work performed: 

• Generic fundamental training competencies: proactivity and 
responsibility; carries out its work with professional ethics. 

• Specific disciplinary competencies: understand the conceptual 
framework of the current internal fiscal tax legislation. 

• Specific professional competencies: apply the conceptual 
framework of the current internal fiscal tax legislation; apply 
the general, and special regulations of the tax legislation of the 
taxes levied on business income. 

4.2. Learning Objectives 

The Taxation courses of the auditor accountant career (public 
accountant) have a content structure that contributes to the learning 
results; in this way, the contents associated with this experiment 
are: (1) Understanding of the examination regulations, their 
practical application in the taxpayer's life cycle; (2) Understanding 
of the corporate tax structure. 
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For the technique through an automated conversational system, the 
learning outcomes associated with the experiment and the course 
are [1]: 

• OL1: Recognizes basic concepts related to corporation tax to 
apply them to the company. 

• OL2: Identify basic concepts of the different corporate taxes 
to compose tax returns. 

• OL3: Applies basic concepts of the tax object to calculate 
taxes. 

For the decision tree-based technique, the learning outcomes 
associated with the experiment and the course are: 

• OL4: Defines the types of tax examination to identify the 
procedure applied in each of them. 

• OL5: It includes the indirect control rules for their correct 
application in the taxpayers' life cycle. 

• OL6: It includes direct inspection rules to identify the rights 
that assist taxpayers. 

4.3. Methodology 

For methodological purposes, we worked with the Taxation 1 
and Taxation 3 courses of the auditor-accountant career, where the 
main subject of these courses is the regulations on audit and 
corporate taxes, respectively. The experimentation process for 
both chatbots is considered the same methodological steps are 
shown in the BPMN diagram in Figure 2. 

 
Figure 2: Stages of the methodology 

First, a class of theoretical contents is held in both courses with 
all students without differentiating or separating individuals. This 
class is face-to-face and in a classroom with a projection. After 

that, a pre-test is applied to all students based on the contents taught 
in the face-to-face class of the Tax 1 and Tax 3 courses. Both 
courses are then divided into two groups, which we will call the 
experimental group and the control group. In the case of the 
Taxation 1 course, the use of videos through the Moodle platform 
was applied to the control group, and in the case of the 
experimental group, the use of the chatbot based on the decision 
tree technique was applied. In the case of the Taxation 3 course, 
the control group was given playful activities in the classroom led 
by a teacher, and in the case of the experimental group, the use of 
the chatbot with the technique was applied through an automated 
conversational system. A post-test is applied to both courses to 
measure the difference generated in the learning process. In this 
way, the results obtained in the tests by each of the groups of both 
courses will be compared, and the effectiveness of using the 
chatbot with the two techniques will be shown. Finally, it should 
be noted that, in the Taxation course, 1 of the of 16 students, eight 
remained in the experimental group and 8 in the control group. In 
the case of the Taxation course, 3 of 34 students, 18 remained in 
the experimental group, and 16 in the control group. 

As mentioned above, two tests were applied to each course, one 
that was developed before dividing the group and another 
afterward to measure effective learning. An example of interaction 
in the evaluations is presented in Figure 3, using Google Forms. 

 
Figure 3: Example evaluation rendered by the student 

4.4. Mechanics 
In the Tax 1 course, the students belonging to the control group 

saw explanatory videos with the contents. For the experimental 
group, a guide to questions to be solved was delivered with the 
bot's support. The chatbot used was called Tribuchat, and it was 
linked to a Telegram chat, with which the students who made use 
of their mobile devices interacted under the guidance of the 
chatbot. Figure 4 shows an example of interaction with the bot. 

In the case of the Tax 3 course, the students belonging to the 
control group did playful activities that included the themes 
addressed in the planning.  The teacher-guided these activities. For 
the experimental group, a guide to questions to be solved was 
delivered with the bot's support. The chatbot was called Tribubot, 
and it was linked to a Facebook Messenger chat, with which the 
students, using their mobile devices, freely interacted with the 
chatbot. Figure 5 shows an example of interaction with the bot. 
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It is important to note that feeding both bots was carried out, in 
which the teachers in charge of the subjects generated the expert 
knowledge base on the subject and thinking about the interaction 
with the students, which was loaded into the tool SAP Recast.ai. 
Finally, interaction actions were included to measure a formative 
nature's learning through questions asked by the same bot to the 
students. 

    
Figure 4: Chatbot group 1 interaction example 

      
Figure 5: Chatbot group 2 interaction example 

5. Results 

The display of results obtained will be classified in the general 
results, later categorizing by gender, and finally according to 
performance. Table 1 shows the results obtained in the tests 
applied to the Taxation 1 and 3 courses, and the averages of 

correct, incorrect, omitted answers, and the percentage of correct 
answers that were.  

Table 1: General Results 

Course Group Clasification Pretest Postest 
Tax 1 
course Control 

Correct 7 7,125 
Wrong 5 4,875 
% correct 58,33% 59,38% 

Experimental 
Correct 6,125 8 
Wrong 5,875 4 
% correct 51,0% 66,7% 

Tax 3 
course Control 

Correct 6,88 7,5 
Wrong 4,01 4 
% correct 57,3% 62,5% 

Experimental 
Correct 6,56 10,39 
Wrong 4 1,87 
% correct 54,6% 86,6% 

In Table 2, we can see the characterization and results in the 
test of the groups of Taxation 1 and 3 courses based on 
composition according to gender.   

Table 2: Characterization by gender 

Course Tax 1 course Tax 1 course 
Group Control Exp. Control Exp. 
N 8 8 16 18 
Male 25% 37,5% 43,75% 50% 
% Improvement 0% 27,8% 5,7% 60,32% 
Female 75% 62,5% 56,25% 50% 
% Improvement 2,3% 32,3% 13,4% 58,21% 

 

Table 3 shows groups' behavior according to the average of the 
Tax 1 and 3 course; for this, those below the average, equal and 
above, are grouped in their categories of the experimental and 
control groups. 

Table 3: Behavior of groups according to the average 

 Test Group Ref. 𝒙𝒙� %<𝒙𝒙� %=𝒙𝒙� %>𝒙𝒙� 

Ta
x 

1 Pretest Control 7 12,5% 75% 12,5% 
Exp. 6,125 25% 62,5% 12,5% 

Postest Control 7 25% 37,5% 37,5% 
Exp. 6,125 0% 25% 75% 

Ta
x 

3 Pretest Control 6,88 6,25% 68,75% 125% 
Exp. 6,56 5,56% 77,78% 16,66% 

Postest Control 6,88 0% 81,25% 18,75% 
Exp. 6,56 0% 0% 100% 

In addition, to statistically validate the results, some tests were 
applied. Because the new experiment points directly to tax course 
1, then as the results were analyzed, we begin with Table 4, where 
the samples' normality is appreciated through a Shapiro-Wilks 
Test. As can be seen, for the sample of the experimental group in 
the post-test, normality was rejected with a high level of 
significance, so that we will use non-parametric tests for the 
comparison of means. 
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Table 4: Results of Shapiro-Wilks test. 

Group Test P-value 

Control Pretest 0,6877 
Postest 0,2993 

Experimental Pretest 0,1842 
Postest 0,02066 

 

Table 5 shows the result of applying the Wilcoxon test for 
paired data. In this case, the difference in means for the control 
group between each test is not statistically significant; on the 
contrary, in the experimental group, it is observed that the mean of 
the post-test is higher with a high level of statistical significance 
(0.0001526 < <0.05). 

Table 5: Wilcoxon test for paired data 

Samples/Group P-value 
Control Pretest Control Postest 0,08052 
Experimental Pretest Experimental Postest 0,0001526 

 

In this first investigation, the data concludes that the research 
hypothesis is accepted, giving a difference between groups of 
p=9,722e-06. Specifically, the experimental group results were 
statistically much higher than those shown by the control group; 
therefore, the chatbot was more effective than the other method 
used. 

Regarding the comparison of the two tools, only the sample 
data of each experimental group were taken. The research 
hypothesis is addressed: “The students' performance is different 
given the applied chatbot”. To do this, first, a difference in 
proportion test was applied, where this test analyzes whether the 
percentage or proportion of a sample is statistically significance 
concerning another. Table 6 represents the data of the experimental 
group students who obtained a performance higher than the global 
average (control + experimental) in each post-test and the total 
sample of students of the experimental group. 

Table 6: Proportion difference test by course 

Students Tax 1 course Tax 3 course 
Above average 7 15 
Totals 8 18 

 

Furthermore, with a p-value = 1, it can be concluded that this 
proportion is the same in both groups, and we cannot find a 
significance difference.  

Finally, the result changes since the hypothesis focus only on a 
one-sided inequality and the test; therefore, a significance mean 
difference can be accepted and affirmed that the first chatbot 
students had a better performance (p = 0.04418). Also, it is 
noticeable that course 1 was much higher than those of course 2, 
but there was also a larger sample in that case (a little more than 
twice as many students), so that although the inequality between 
chatbots could be maintained. With the above, we have ruled out 
the null hypothesis. 

6. Discussions 

Due to what is stated in Table 1, it is evident that the control 
group of the Tax 1 course presents an advantage of 12.56% over 
the experimental group in the pretest, which was reversed in the 
posttest, leaving a 10.97% in favor of the experimental group; 

which leads us to deduce in the first instance that if the 
performance of the students in the experimental group is compared 
with the control group, the chatbot tool produced an evident 
improvement in learning to the detriment of the control group that 
took explanatory videos. This justifies the first research question 
about contributing positively to learning the contents related to the 
Chilean tax system, which is characterized mainly by the 
complexity of its normative structure. 

The above also allows supporting the second research question 
on the effectiveness in the use of the chatbot. Indeed, the 
differences between incorrect answers and errors made are evident, 
where the control group presents discrete performance compared 
to the experimental group. 

In the case of Table 1 related to the Tax 3 course, it is 
evidenced that the control group also presented an advantage of 
4.94% over the experimental group in the pretest, reversing the 
situation in the posttest by 27, 82% in favor of the experimental 
group. The evidence is also significance when comparing the 
wrong questions that did not decrease. 

If the behavior by gender in Table 2 is studied, it is essential to 
note that in the Tax 1 course, the men belonging to the control 
group did not show improvement (0%) versus the men in the 
experimental group (27.8%). In women's case, the improvement in 
those belonging to the control group is only 2.3% versus 32.3% in 
the experimental group. In the case of the Tax 3 course, the result 
in Table 2 is not so different compared to the Tax 1 course. Indeed, 
it can be found that men who make use of the chatbot show more 
than a 60% improvement in its results; on the other hand, those 
who do not use the chatbot improve by 5.7%; in the case of women, 
the difference is also greater, because those women who use bot 
the percentage of improvement is greater than 58% but those who 
do not use it improve 13.4%.  

If the behavior is analyzed according to the means in the Tax 1 
course, as shown in Table 3, the control group goes from having 
75% in the average to 37.5%, leaving 37.5% above the average 
versus the initial 12.5%. In the case of the experimental group of 
62.5% who were in the mean, only 25% remained, and those who 
were above the mean grew from 12.5% to 75% of the group, which 
together with finally remaining 0 % below the mean, then the effect 
of the tool applied in the experimental group is greater than that of 
the control group since many students being below the mean or 
within it rose to be at or above it. The above is a critical case to 
highlight and take into account for later statistical analysis. Finally, 
as shown in Table 3 about the Taxation 3 course, initially, 5.56% 
of the students who use chatbot were below the average; after using 
the chatbot, that number decreases to 0%, which shows a positive 
impact of the tool. It is not minor to identify that the control group 
also improves the results after applying the gamified activities. 

7. Conclusions 
It is already known that the teaching of tax matters is a constant 

challenge that expert teachers in the matter must face daily, 
especially considering the complexity of the contents and the 
repeated modifications of the legislation in the last ten years. 

Throughout this paper, we have been able to see different 
experiences that try to improve effective learning, comparing two 
chatbot techniques, that is, through an automated conversational 
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system and another based on a decision tree, showing that 
independent of the technique of the chatbot used has better results 
than guided learning through videos or gamification techniques. 
The results showed that, in all cases, students who use a chatbot, 
regardless of the technique used, perform better than other tools, 
justifying their effectiveness according to what was raised in the 
research questions. The results show that the performance of the 
students of the experimental group produced an evident 
improvement in the learning of the contents related to the Chilean 
tax system, which is characterized by its complexity, derived 
mainly from the withdrawn legislative reforms in the last ten years. 

As future work, the perspective should be taken to analyze and 
quantify the impact of the use of this type of tool and the cognitive 
load that it generates in students. Besides, it would be essential to 
study the change suffered by the levels of frustration of students 
compared to the different techniques that exist in novel and impact 
studies, directly related to emotionality and the application of 
algorithms. In this sense, an artificial emotion can be implemented 
as a synthetic abstraction derived from the observation of human 
emotions, which allows improving the effectiveness of the 
decision made [58]. It is also relevant to test other techniques and 

tools such as ROL-type games [59], gamification techniques [60], 
or the application of multilingual verbal communication with a 
focus on human-robot interaction. 

Finally, it should be noted that through this research, it is 
shown that a chatbot improves the results in learning subjects 
related to tax regulations and, therefore, it is necessary to continue 
with studies that cover other aspects of effective teaching and 
learning. 
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 This paper describes methods of eliminating Unmanned Aerial Vehicles (UAV) non-
destructively, using Electronic Warfare Methods. The aim is to introduce certain methods 
of UAV detection and elimination in a complex environment and terrain, e.g., in an urban 
and battlefield environment, that will result in finding the control device position and the 
UAV itself. Neural networks, cyber penetration elements, and wireless network scanning 
programs are all used to address this issue. The output of this article is a new concept of a 
comprehensive solution, which can be implemented into the existing complex system of 
electronic defence against UAVs, e.g., within the allied base. Conclusions will be also used 
to further improve the above-mentioned topics at the authors' workplace, within the frame 
of long-term projects and specifically as a part of solutions applicable to the force 
protection of combat support units, namely field artillery, which is described here in detail. 
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1. Introduction  

This paper is an extension of the work originally presented in 
proceedings of the “2019 International Conference on Military 
Technologies” (ICMT), Brno, Czech Republic [1]. The original 
material was enriched by the proposed concept applied in the urban 
area. The whole section proposing a possible concept applicable to 
artillery units was added.  

A very dynamic development of Unmanned Aerial Systems 
(UASs) is becoming highly visible as they are used in all areas of 
human activities [2].  

With the gradual widening of the UASs complexity and 
complementing other features, there is a demand for more complex 
security. The reason is that both military forces and terrorists have 
increasingly used Unmanned Aircraft Systems to plan, prepare, 
and execute attacks on ally and partner’s forces and on “soft 
targets” in the civilian sector. Preventing, protecting, and 
recovering from such attacks require a cross-governmental 
approach, bridging the different efforts that Allies, partners, 
NATO, other international organizations, industry, and academia 
are making on this topic, both in the military and in the civilian 
domain. The threat description, probable scenarios, and protection 
models concepts are well described now by several trustworthy 
documents, e.g., in [3]. 

In another word, simultaneously with UASs development, we 
have been witnessing the counter-UAS (C-UAS) systems rapid 
improvement as well. Moreover, the C-UAS systems development 
concerns not only the direct defence against flying apparatuses 
themselves, but this also applies to the whole loop of the air 
defence system: detection, command-control system and 
elimination itself. The whole engagement process is now a highly 
complex, sophisticated, and, from a scientific point of view, 
multidisciplinary one. 

Thus, after transforming from simple radio-controlled 
machines into sophisticated, "smart", digitally-controlled UAVs, 
an opportunity was developed to combat the whole UAS not only 
with standard methods, but – apart from another ones - also with 
cybernetic methods. Contemporary modern UAV can be seen as 
a small computer or a mobile phone with the ability to fly. This 
connects the current IT security issues and air defence issues 
together with the UAVs.  

During the next development, it will be necessary to take into 
account the possibility of anti-aircraft defence congestion caused 
by the high availability of micro UAVs at a very low affordable 
price. Therefore, the developed means should be able to operate 
a large number of UAVs at the same time and at a minimum cost. 
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2. Methods of Cyberattack Applied to UAVs   

In today's digital age, the growth of cyberattacks can be seen 
not only on personal computers, servers, and mobile phones, but 
also with the introduction of "internet of things", on any device that 
is able to connect and communicate over the network. This opens 
the possibility of cyberattacks on most types of UAVs too. 
Cybernetic methods of attack, like conventional methods, can be 
divided into two basic groups according to the expected effect. 
These methods are non-destructive and destructive.  

2.1. Non-destructive Methods of Cyberattack 

Non-destructive cybernetic methods of combat are understood 
as methods in which there is no direct destruction of any particular 
component of the affected system. This group includes the most 
contemporary cyberattacks. We can further divide these attacks 
into several subareas (in detail: [4]). Graphical representation of 
non-destructive cyberattack methods on UASs is depicted in Fig. 
1. 

 
Figure 1: Graphical representation of non-destructive cyberattack methods 

applied to UAV´s 

1) Leakage of Information 

This type of attack results in disclosure or leakage of protected 
information. The advantage is its detection difficulty and in most 
cases the speed of attack. In UAVs, this attack is about getting the 
downlink channel information providing the UAV’s mission or 
about getting the data to find the password for Wi-Fi 
communication. 

2) Disturbance of Integrity 

This subgroup includes attacks where the UAV’s data are 
destroyed, damaged, or changed. This type of attack is very well 
detectable, but in most cases until after its accomplishment. 

3) Denial of Service 

Denial of Service (DOS) attacks make it impossible to use a 
particular service or system of UAS. The C-UAS defender will 
focus on a particular access channel or a specific service and will 
disable real-time activity by systematically sending requests (see 
DoS attack below). This attack is very visible and is usually 
suppressed quite quickly. 

4) Unlawful Use of Information 

These attacks focus on using the obtained information to access 
non-public parts of the system or to use certain services without 
authorization. In UAVs, for example, the acquired password can 
be used to decrypt the intercepted communication or to take over 
its control. 

2.2. Destructive Methods of Cyberattack 

The destructive C-UAS cybernetic methods of combat have a 
direct impact on the part of the attacked system that is physically 
irreversibly damaged as a result of this activity. These methods 
mainly use the vulnerability in the lower layers of the OSI (Open 
Systems Inter-connection) model and focus primarily on 
individual hardware components that are used in multiple systems. 
The operation of these methods is primarily based on a mechanical 
damage. For example: the cybernetic attack induces a collision of 
mechanically moving components or the cybernetic attack forces 
a battery or some other component to overheat and thus damage 
themselves. 

3. Signal Detection of the UAV 

When combatting mini and micro UAVs, one of the biggest 
problems is the detection and identification of the UAS itself, 
especially in an urban densely built area. Using radar or other 
detection methods with optical equipment (in the visible or IR 
optical band) is often considerably complicated by many fixed 
obstacles [5]. Methods using specific acoustic characteristics of the 
UAVs are also limited due to the interfering ambient noise [6]. 

The best choice in such environments is, therefore, the 
detection and localization of signals transmitted by the UAV itself 
or its control station. 

These signals can be relatively well detected and identified due 
to their known specific transmission frequencies and known 
encoding. 

However, this detection becomes considerably harder if the 
UAV is managed only by Wi-Fi in an electronically complex 
environment. Contemporary modern cities are full of devices that 
use the same Wi-Fi standards, and that hides the UAV' control 
signal among the other Wi-Fi networks within its range [7]. 

3.1. Localization Position of the remote control station or UAV 

An UAV recognition method can be used, utilizing the MAC 
address to locate the position of the control station or the Wi-Fi 
standard to locate the position of the connected UAV itself. Each 
producer has a certain range of initial MAC address characters, 
which makes it uniquely identifiable. However, a problem occurs 
when the Wi-Fi module is modified or if the UAV MAC address 
is changed by software. Both of these methods are realizable by at 
least an average capable IT man.  

3.2. Analysis of Data Flow Using Neural Network 

One of the progressively evolving technologies is the 
technology of neural networks (NN). The main domain of these 
networks is their relatively rapid analysis of a large volume of data 
and the data subsequent evaluation. Neural networks, unlike 
algorithmic solutions, do not use serial computations. The task is 
solved simultaneously with several layers of neurons that interact 
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with each other. Neural network inputs can also be parameters of 
the UAS Wi-Fi traffic, such as the number of frames, their size, 
and generally the data flow over time.  

Thanks to NN advantages, especially  in the field of data 
processing, i.e., their ability to take in a lot of inputs, process them 
to infer hidden as well as complex, nonlinear relationships, NNs 
are playing a big role in signal characteristic recognition. Based on 
these features, the NN should be able to recognize which device it 
is both the UAV itself and the control station as well. Thus, the 
next part is devoted the NN application to the UAS detection and 
identification. 

4. The UAS Signal Detection Using Neural Network 

Neural networks can be used in the process of data mining. 
This is currently an increasingly inflected term. In general, it can 
be understood as a process aimed at discovering dependencies or 
finding the required information in a large volume of usually 
experimentally obtained data. The output is a certain knowledge 
that can be used in solving a decision problem, predicting values 
for other new data, or simply understanding a certain phenomenon 
or context. [8] 

In principle, three methods can be used to identify UASs using 
802.11 standards. UAS can be identified by the SSID, which is 
the name of the access point. However, this can be changed very 
easily. Furthermore, we can use the identification according to the 
MAC (Media Access Control) address, because in the MAC 
address the first six characters identify the manufacturer. This 
method is already suitable for use, but the MAC address can also 
be changed. The third method is based on the analysis of the data 
flow and the creation of the so-called fingerprint. For this purpose, 
a neural network can be successfully used, which has the task of 
analysing the data flow to decide whether it is intercepted traffic 
originating from UAS communication or not. 

 
Figure 2: Topology of the created neural network 

Input data is a key element in training neural networks. The 
ability of the network to learn and evaluate, or rather to evaluate 
with sufficient accuracy, depends on the appropriate selection of 
individual parameters and the input data set. 

The selection of input parameters was made on the basis of 
knowledge obtained by analysis of data flows originating from the 
tested UAS and several other applications (e.g. Skype, YouTube). 
Analysis of data streams revealed that one of the determining 

parameters is the number of unique frame sizes in a given sample. 
This is due to the nature of the transmitted stream, where certain 
activities or communications create a larger number of unique 
frame sizes than others. The second determining parameter is the 
number of frames transmitted per second. This is mainly related 
to the overall data flow, but it also in some way represents the 
disposition of the intercepted communication. The average frame 
size was chosen as the third parameter. It expresses whether the 
captured traffic contains rather smaller or larger frames. The size 
of the frames is affected by the disposition of the transmitted data. 
The last parameter was the ratio of the number of frames with a 
size greater than 100 B and less than 100 B. This value was chosen 
mainly based on the analysis of all data streams, where different 
operations have this ratio different. The topology of created neural 
network is depicted in the Fig. 2. 

Based on these parameters, the neural network can distinguish 
whether it is UAS operation even when masking the SSID or 
changing the MAC address of the transmitted frames. 

5. Possibilities for UAS Elimination Using EW Methods 

5.1. Possibilities of Penetration into the UAV Communication 
Channel 

In general, the resilience of security depends on several factors, 
of which the quality of the encryption used and the length of the 
password usually have the greatest influence. Specifically, WPA2 
security uses the CCMP (Counter Cipher Mode Protocol) 
algorithm based on the Advanced Encryption Standard (AES) 
encryption algorithm. The length of the password that can be used 
with WPA2 is between 8-63 characters. Security resilience 
depends not only on the length of the password, but also on the 
character set used. It is also advisable to choose passwords that 
are not contained in dictionaries, or that do not contain word forms 
or diminutives [7]. 

Brute force Attack and Dictionary Attack by Cloud Computing 
Brute force Attack and Dictionary Attack can be amplified by 

using Cloud Computing. In the case of a brute force attack, it is 
necessary to test all possible combinations in the set given by the 
specified parameters. Any known information about password 
parameters significantly speeds up the successful use of this attack. 
Brute force Attack will certainly find a password in the future, but 
it is better to use a dictionary attack first. Dictionary attack is 
based on creating as big as possible a dictionary of known words, 
which increases the chance of an earlier password being 
discovered. Commonly used high-performance computer sets can 
test even with a GPU (Graphic Processor Unit) of only 400 KHps 
(Kilo Hash per second) when used for WPA2 encryption. The way 
to amplify computing power is called Cloud Computing. With 
these services, it is possible under certain circumstances to break 
relatively long passwords in short or real time. These services can 
be rented from technology companies such as Google or Amazon, 
from 10 minutes for the duration of the rental [9]. 

Rainbow Table 
In some cases, the "Hashing Function" format is used for 

encrypted communication. This function recalculates the 
password entered by the user and the output is "Hash", which is a 
transformation of a string to a given number of characters. These 
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hashes are precalculated within the "Rainbow Table" to make it 
easier to crack the password [10]. 

DoS Attack 
Denial of Service attack is an attack which transmits recurring 

deauthentication frames that result in disconnection of 
communicating devices on 802.11 [11]. 

KRACK Method 
The Key Reinstallation Attack (KRACK) method is one of the 

relatively newly discovered methods focusing on a certain 
vulnerability of the Wi-Fi standard. It uses a four-way 
authentication process, in which communication is established 
between the AP (Access point) and the client. Simply put, it works 
on the principle of delaying the response to the third message 
during the four-way authentication sent to the access point. As 
a result, the AP sends a new 3rd message with an increased 
"counter number". When it receives the 3rd message for the first 
time, the client installs the GTK (Group Transient key) and PTK 
(Pairwise Transient Key) keys and sends the 4th message, which 
is then held. Upon receiving a retransmitted 3rd message with an 
increased counter number, the client reinstalls the previously 
installed GTK and PTK keys and resends the 4th message. 
Subsequently, both 4th messages are left to pass to the AP. 
Knowledge of changing the original and later reinstalled GTK and 
PTK keys can then be used to decrypt the communication [12]. 

5.2. Options after Successful Penetration into the UAV System 

From the attacker's point of view, there are several ways to 
penetrate the system, differing in danger and enabling different 
goals to be met [1]. 
Secret Observation 

The most inconspicuous way to start a penetration is a simple 
observation of the video stream or telemetry data, which are 
received by the UAS control station. This makes it possible to 
identify the equipment of the UAS with specific sensor 
(measuring) devices or to identify the operator’ area of interest. 

Sending Unobtrusive Commands 
The operator’ control can be affected by sending confusing or 

conflicting commands. Such an effect on the UAS may lead to the 
termination of the UAS task, as the operator will think it is 
a technical fault. 

Complete take over the UAS 
For the complete takeover of the UAS, it is necessary to 

disconnect the original RC and prevent it from being reconnected. 
To do this, you need to know the password and the ability to 
change it in real time as well. Successful takeover largely depends 
on the manufacturer of the individual components or the UAS 
model itself. 

6. The Proposed Concept of the EW C-UAS System 

6.1. Basic principles and functioning of the proposed concept 

The basic principles of system operation are clearly shown in 
the Figure 3. The whole system is divided into one main and two 
support sections, each of which brings a different ability, or added 

value. The proposed concept [6] may represent the addition of 
another element of complex defence against micro and mini UAS. 

The concept includes devices to detect signals and record Wi-
Fi data in passive mode and send deauthentication frames in active 
mode. Within one computer and control centre, information are 
collected from one or more devices. 

 
Figure 3: The proposed neural network 

Detection, Identification, Position calculation and DoS Attack 
Using Deauthentication 

The main section (shown in blue) provides the basic 
capabilities of the system and is the only one that can act 
automatically in a limited way. It contains 4 blocks providing 
initial signal detection (capture), device identification according 
to MAC address, position calculation based on information from 
one or more sensors and, if necessary, the DOS attack itself. Upon 
successful capture and identification of an unwanted UAS, we are 
able to send a deautentication frame to the nearest sensor to 
disconnect communication between the RC and the UAS or 
between the RC and the display device. After sending only one or 
a few deauthentication frames, the connection is established 
automatically, but if the deauthentication frames are still sent, the 
connection will not be established. [9] 
Neural Network 

The first support section (shown in green) evaluates the 
intercepted data stream using a neural network (explained in more 
detail in Section 4) and, based on the results, identifies the type of 
device or the type of traffic in the intercepted communication. 
This information is passed on to the main section for subsequent 
specification [6].  

Possibilities to Find Password 
The second support section (shown in yellow) aims to bring 

the ability to take control of the UAV. The process usually begins 
by sending a deauthentication frame and then capturing a 4-way 
handshake. This provides a signal pattern to perform the password 
retrieval process. After successfully finding the password, it is 
possible to take over the control, either completely or partially, or 
penetrate into the communication system. [6] 

6.2. The proposed concept applied in the urban area  

For practical use in urban areas, e.g., the device Alfa 
AWUS036ACM (see Fig. 4) can be used as a sensor and 
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transmitter, providing sufficient omnidirectional range, 
supporting 802.11 a / b / g / n / and ac standards, and operating in 
the 2.4 GHz and 5 GHz frequency bands, respectively. Another 
indisputable advantage of this device is its low price in 
combination with normal commercial availability [6]. 

 
Figure 4: Device Alfa AWUS036AC 

Figure 5 shows an object with a marked critical defence point 
(red circle), access roads (3, 5), high-rise areas (1,2,4), and a low 
building (6), which poses the greatest risk due to the possibility of 
direct visibility to defended point 

 
Figure 5: Defended critical point 

It is advisable to place the sensors so that they cover most of 
the area and selected places outside the area from which the UAS 
control could be performed. The Alfa AWUS036AC device, 
which is connected to a certain small computer, e.g. Raspberry Pi, 
is taken as a sensor. All sensors would then be connected to 
a central point where evaluation and control would take place. 

Despite of this that the quantity of sensors seems to be a little 
considerable, by using low-price hardware mentioned above, we 
are able to cover the protected area completely. Connection to the 
EW C-UAS system proposed in subsection 6.1 can sustain full 
control of this defended critical area. 

 

 
Figure 6: Defended critical point 

6.3. Partial conclusion of Section 6 

The previous parts described the general principles and 
division of cyber-attacks and the operation of the 802.11 standard 
of interest. To detect UAS using this standard was developed by 
applying the neural network and the concept in which it is 
embedded. However, instead of a neural network, it would be 
possible to use other methods of genetic programming, but the use 
of a neural network is suitable for this task. 

Within this theoretical concept, the use of an existing HW and 
its deployment on the example of a defended object in a non-war 
area was also proposed. The use of the system in the military field 
is dealt with in the following section. 

7. The proposed concept applied to artillery units 

Based on knowledge from current conflicts, especially from 
the war in Ukraine and Syria, it is clear that UAVs - small, light, 
and cheap unmanned aerial vehicles pose a great risk to all combat 
units. The availability of these tools, which are available for small 
amounts of money, together with their capabilities makes them an 
ideal means of conducting aerial reconnaissance. 

Findings from the conflicts in Ukraine and the Middle East 
clearly show that these instruments, when applied to fire support 
units, specifically artillery, can be used very effectively, 
especially for: 
- reconnaissance (uncovering the battle group), 
- target acquisition, 
- artillery fire control, 
- evaluation of the effectiveness of fires, 
- perform attacks using explosives, 
- perform attacks, using weapons s of mass destruction 

(chemical, biological, and possibly also radioactive "dirty" 
bombs). 
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In recent years, we can find countless combat situations, 
where small UAVs have successfully performed the tasks 
mentioned above. To illustrate this, several examples of the use 
of small UAVs are given in the table No 1. 

Table 1: Examples of small UAV attacks  

Year Example 
2005 Al-Qaida used Chinese made remote control model 

airplanes to recon Pakistan security forces prior 
attacks. It was also weaponized with IED.[13] 

2014 Islamic state used small quadcopters for recon 
missions of Syrian military bases prior to ground 
attacks. [13] 

2015 Drone attacks on military bases in Ukraine. Each 
drone was equipped with one grenade (ZMG-1 type). 
[14] 

2015 Several attacks on ammunition depots at Svatovo, 
Ukraine. Drones were equipped with grenades. [14] 

2016 Two French Special Forces soldiers were injured and 
an exploding ISIS drone killed two Kurdish fighters. 
[14] 

2019 Drone attacks struck two key oil installations inside 
Saudi Arabia [15]. 

2020 Pro-Kremlin mercenaries use an unmanned aerial 
vehicle to drop a rocket-propelled grenade on 
Ukrainian emplacements. [16] 

These examples clearly show the possibilities of using small 
UAVs and their ability to cause significant losses. The use of 
small commercial UAVs in combat operations can provide the 
enemy with key information about the positions of our own troops 
and their manoeuvres. In combination with explosives or weapons 
of mass destruction, it is possible to cause significant losses in 
technique and manpower. For this reason, it is necessary to be 
prepared for this variant and be able to defend effectively against 
these types of attacks. 

7.1. Artillery units in the regular operations and proposed 
concept of application 

In a peer-to-peer war, all kinds of military forces and resources 
are involved in combat operations. For simplicity, examples of the 
application of the proposed concept of protection against small 
UAVs are reduced only to artillery units. However, a similar 
approach can be used for all types of units and their 
specializations wherever there is a real possibility of attack by 
these UAVs. 

The artillery battalion (battery) is conducting its operations 
within a given position area of artillery (PAA) within the zone of 
attack (defence) of the brigade (task force). Part of this PAA are 
also battalion (battery) Fire Direction Centres (FDC). Fig. 7 gives 
an example of PAA [17]. 

The danger emerging from the use of small UAVs is, in 
particular, the possibility of uncovering a combat formation and 
subsequent directing fire on firing units and command posts, and 
attacks using explosives placed on the UAV or attacks using 
weapons of mass destruction. Artillery units are usually deployed 
in a hidden position, outside the firing positions, when they do not 

conduct fires. Weapon systems occupy firing positions only when 
they are firing. Firing positions and firing points are usually in the 
open space. At this point, they are vulnerable and easy targets. 

 
Figure 7: The position area of artillery [18] 

One of the main risks the artillery is facing is the 
counterbattery fires. Artillery units are always priority targets and 
it is necessary to avoid the risk of detection, which precedes the 
implementation of counterbattery fire. The tactic of using small 
UAVs by enemy reconnaissance and diversion groups has always 
been a danger. In connection with the development of capabilities 
and possibilities of using not only military, but also small 
commercial UAVs, new risks are emerging and their frequency 
may be higher due to their massive spread and availability. 

With a standard time of one fire mission and time to leave the 
firing position, the probability of successful counterbattery fire is 
low. In the case of proactive counterbattery activity, where 
artillery units are actively searched for and neutralized without 
unmasking themselves by firing, the probability of success is 
much greater than in the case of reactive counterbattery fire when 
it is reacted to firing artillery. The enemy gains an advantage by 
knowing the coordinates of the firing positions and starts the fire 
mission when the cannons are taking up firing points to conduct 
fire. It is this key information that can be easily obtained using 
small UAVs. They are able to uncover a combat formation, detect 
individual artillery weapon sets and already in the phase of the 
manoeuvre into the firing position, warn the enemy, and provide 
sufficient information for the preparation and execution of fire. At 
the same time, they can provide a detailed evaluation of battle 
damage assessment (BDA) after firing. 

Another variant is the use of UAVs as carriers of explosive 
devices, which can be used to destroy targets. In the case of 
artillery, a suitable target are FDCs. Destruction of them will 

http://www.astesj.com/


M. Kratky et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 447-454 (2020) 

www.astesj.com     453 

eliminate the entire firing battery from combat for a period of time. 
Alternatively, it is possible to destroy individual artillery weapon 
sets, which cause a deficiency in fire support. 

Based on these findings, the proposed concept of detection and 
neutralization of UAVs is a very effective tool for reducing the 
risk of detection by these means and the subsequent elimination 
of artillery units by enemy counterbattery fire, or explosive 
devices. From the point of view of the effective use of the 
proposed concept, it is necessary that the established measures 
reflect the tactics and procedures of artillery fire units. The biggest 
restrictions will be mainly area requirements. The firing battery 
of self-propelled cannon howitzers is deployed in the area of firing 
positions, usually 1 - 2 x 1 - 2 km, depending on the position 
conditions and the combat task [19]. This space must be covered 
with the ability to neutralize the UAV - this can be achieved by 
using a directional antenna with sufficient gain or power, which 
will ensure the required range. The individual antennas should be 
connected to an automated system, from which their focus and 
modes of operation will be controlled. 

Firing units are most exposed to observation at the moment of 
performing fire missions, when they are deployed in firing 
positions. A suitable variant is the placement of equipment for 
neutralization of UAVs on vehicles of artillery 
reconnaissance/survey units, or on artillery weapons sets [20]. To 
a minimal extent, it would be sufficient to place this device on the 
lead gun of fire platoons, or vehicle of the platoon commander. 
However, this depends on the possibility of increasing the scope 
of the opportunity of neutralizing the enemy UAV within the 
proposed solution. At command points (FDCs), it would be 
sufficient to place the equipment on one vehicle of FDC. 

7.2. Artillery units in asymmetric operations and proposed 
concept of application 

The use of artillery in an asymmetric conflict has its specifics. 
Firing units are usually located on permanent or forward 
operational bases and provide fire support to units performing 
framework operations in the area of responsibility. They do not 
manoeuvre and are constantly at the firing points. In an 
asymmetrical operation, the risk of counterbattery fire is minimal 
according to current experience. However, commercially 
available UAVs can radically change this state if used correctly 
[21]. The danger of the UAV being used by the enemy lies mainly 
in the possibility of uncovering the combat formation, finding out 
the position of the firing point of individual artillery weapon sets, 
and possibly leading an attack on them using explosives placed 
on the UAV. In an asymmetrical environment, this way of 
conducting combat is one of the few ways to put the fire units 
located in the base area in danger. A coordinated attack can cause 
significant technical losses and limit the ability to provide artillery 
fire support in the area of operations. It is therefore appropriate to 
consider how to defend against such an attack and to provide 
protection for the artillery fire support units and other base 
personnel. Placing the defence EW device on the base in such a 
way, which achieves coverage of the base perimeter, is a suitable 
variant of solving the problem. In the event of a breach of the base 
perimeter, the operator is able to ensure the protection of base 
members and prevent the UAV from flying over the base within 
the proposed method. 

7.3. Partial conclusion of Section 7 

This concept of protection against small UAVs will ensure 
that units are not attacked or uncovered and the risk of losing 
artillery fire support will not increase. At the same time, the 
simplicity of the proposed solution will not place excessive 
demands on interventions in the construction of vehicles or 
buildings. The solution can be applied to all types of troops and 
its specialization, wherever the risk of using small UAVs in the 
combat activities of the enemy can be assumed. 

8. Conclusion 

UAV defence in a cyber environment combines elements of 
cyber security and air defence. The development of new methods 
for attack and defence is necessary due to the dynamics of the 
development of these areas, which is confirmed by current 
knowledge from the fighting in Nagorno-Karabakh, where 
unmanned aerial vehicles and artillery play a major role. One of 
the possible ways is the proposed solution for penetration into 
UAS control systems. 

The methods described in this article focus on supplementing 
and extending existing complex solutions of UAV defence 
models. Their application clearly achieves an increase in 
capability in the implementation of defensive measures and the 
fight against the UAV opponent. Simplicity and ease of materials 
and new inexpensive technical means represent an advantage for 
application in practice, e.g. in the military environment, as 
described and suggested by the examples of artillery units. 

As the main achievement, authors consider a practical 
demonstration of the possibility for identifying the device based 
on the characteristics of the data frames. For this purpose, a neural 
network was developed which, based on the entered parameters, 
can evaluate whether the intercepted traffic comes from UAV 
communication. 

As all the UAS defence systems are usually aimed at a certain 
type of opponent, this concept is not universal. It focuses on 
complementing the existing comprehensive defence model with 
more options, thus creating the ability for the defence institutions 
to fight more effectively with highly sophisticated adversary 
means. 

Subsequent research in this area could be aimed at expanding 
the input parameters of the neural network and output neurons. 
The neural network should then be able to identify not only the 
device or the type of data stream transmitted during UAV 
operation, but also other types of operation. The whole system 
could then be used for overall monitoring - for the purpose of 
using Wi-Fi networks in the area of interest. However, extending 
this system to such a level could mean a significant intrusion on 
the privacy of individual users. If implemented in practice, this 
problem would be forced by the author to solve both at the 
technical and legal level. 
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 This paper presents an integrated solution for a fault-tolerant three-phase permanent 
magnet synchronous motor (PMSM) field-oriented control drive subjected to an open-
phase fault (OPF) integrated with effective fault-tolerant detection methodology. The fault 
detection methodology is based on model predictive current control (MPCC), which is easy 
to apply, detect OPF in a range of microseconds, and robust under-speed or load transient. 
On the other hand, the fault-tolerant compensation is based on a neutral point connection 
together with stator current regulation to maintain the magneto-motive force (MMF) 
unchanged under open-phase failure. Controlling the motor phase currents in the post-fault 
condition ensures a rotating magnetic field similar to that produced during healthy 
conditions thus, reducing the saturation impact and ensuring the reliability of the control 
operation. The proposed integrated fault-tolerant drive is validated using MATLAB 
simulation that ensure the effectiveness of the proposed solution in steady state and during 
transients under different loading and rotor speed condition. 
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Nomenclature 

va ,vb, vc  

vd ,vq       

   The abc stator voltages 
   The dq-axis stator voltages 

ia,ib, ic 

ids,iqs 
   The abc stator currents 
   The dq-axis stator currents 

P    The number of pole pairs 
Rs    The stator resistance 
Ld,Lq 

 Lls 
   The dq-axis stator inductances 
   The leakage inductance 

ω𝑒𝑒       The rotor electrical speed 
𝜆𝜆𝑚𝑚    The permanent magnet flux linkage 
Te    The electromagnetic torque 
N    The winding turns 

rθ     The electrical rotor position angle   
 

1. Introduction  

Permanent magnet synchronous motor (PMSM) is employed 
when high torque density/volume is needed, including systems 

with high safety requirements [1], [2]. As the more complexity of 
the electrical drives become, the possibility of system faults and 
failures increases which are hard to be prevented and can lead to 
severe effects. Fault-tolerant (FT) capability is the main 
requirement of motor drives in various applications such as electric 
vehicles, aerospace and spacecrafts, as the reliability of the motor 
drive system is very critical [3]. Such a system should identify 
faults, locate their origin, and, if possible, continue to operate after 
the fault happens. The Fault-tolerant control scheme involves fault 
detection and compensation. The open-circuit fault may not cause 
instantaneous damage and can even remain undetected for long 
periods thus leading to secondary failures [4]. The open-phase fault 
(OPF) happens in electrical machine drives when a winding phase 
is disconnected or one inverter leg fails or even due to a protection 
system isolating a short-circuit condition. In this situation, a large 
ripple of electromagnetic torque is created and serious mechanical 
vibration may happen. Fast and accurate methods of detection and 
fault-tolerance are therefore urgently needed to identify, isolate the 
fault early, and prevent the destruction of the whole system [5].  

Among the numerous techniques for identifying faults by 
sensing waveforms is the Machine Current Signature Analysis 
(MCSA) which is based on Fast Fourier transform (FFT) stator 
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current analysis but is limited to steady-state process and requires 
stator current monitoring for at least one or more electrical post-
fault periods before detecting the fault successfully. It also needs 
substantial processing energy and memory resources. Another 
technique known as Park’s vector approach relies on the analysis 
of stator current in the rotor reference frame [6]. The current 
trajectories have a circular shape in normal conditions, the 
trajectories shape changes to the ellipse in the case of open phase 
fault (OPF). Modifications and developments of this technique are 
presented in [7]. These methods are much simpler and faster than 
MCSA, but during transient speed and load, they are subject to 
false alarms. In [8], a model reference adaptive system (MRAS) 
detection technique has been presented which relies on voltage 
monitoring and model current calculation when a fault happens in 
the steady-state; the threshold value of the detection was estimated 
empirically. The model predictive current control (MPCC) that has 
been presented for fault diagnostic in PMSM [9], [10] is employed 
here, where it relies on the stator current prediction and estimated 
error. MPCC scheme for the fault detection is found to be fast, 
requires minimum processing effort and robust under transient 
conditions. 

Fault-tolerant control (FTC) compensation techniques for OPF 
PMSM drives have been introduced in two major forms depending 
on whether reconfiguration in hardware is needed or not. Methods 
with reconfiguration [11] are most applicable due to the fact that 
single-phase operation of the method without reconfiguration [9] 
even with modifications applied has the probability of matching 
the system mechanical resonance frequency at low speeds. One of 
the reconfiguration methods with extra inverter leg connected to 
the neutral point of PMSM is presented in [12], however still the 
main drawback of this method is the extra complexity of the power 
converter and additional cost and size. In [13] the authors 
employed a fourth leg in a manner that it replaces the faulty leg, 
yet the same drawback of extra complexity and additional cost and 
size remains the same. In [14] fault-tolerant systems of five-phase 
permanent magnet motor drive was studied. However, the 
multiphase machines are not a suitable solution in some 
application owing to the extra weight and costs. In this paper, the 
FTC compensation methodology implemented is targeting a lower 
cost compensation methodology [15], however, the magnitude of 
the phase current is limited to its permissible limit in order to 
minimize saturation impacts and ensure a sustainable motor drive 
fault-tolerant operation [16].  

It is commonly found in literature research efforts that are 
dedicated for the fault detection [6]- [9] and others that present the 
fault compensation methodology [11]-[15], while it is rarely 
presented in the literature papers that provide complete solution 
from the instant of open phase fault, it is detection until applying 
the fault compensation methodology  

In this paper the authors are introducing an integrated solution 
for a field oriented controlled PMSM drive that incorporates the 
benefits of fast open phase fault detection using a methodology 
based on MPCC and a reconfiguration fault compensation method 
that utilizes minimum additional hardware achieving a balanced 
operation with balanced current in magnitude thus dramatically 
reduces the torque ripples and consequently the ripples in the rotor 
speed as presented in [15]. In contrary to using a pulse width 
modulator in [15], the authors here deduced the required 

transformation to apply a space vector modulator which provides 
less harmonic distortion.  

The paper is arranged as follows, Section 2 presents  the 
modeling of PMSM, Section 3 presents the concept of the field-
oriented control (FOC) of PMSM, Section 4 presents the concept 
of the MPCC used for OPF detection, Section 5 describes the 
proposed FTC compensation strategy and Section 6 shows the 
simulation results. Finally, Section 7 provides the conclusion of 
this work. 

2. PMSM Mathematical Model 

The electrical dynamic equations of the PMSM in the abc 

stationary reference frame can be written as [15], [17]:  

𝐕𝐕abc =  𝐑𝐑s𝐈𝐈abc + 𝐋𝐋abc
d𝐈𝐈abc

dt
+ 𝜔𝜔𝑒𝑒 𝐈𝐈abc

∂𝐋𝐋abc
∂θr

+ 𝜔𝜔𝑒𝑒 𝛙𝛙abc 

𝛙𝛙abc =  𝜆𝜆𝑚𝑚

⎣
⎢
⎢
⎡

cos 𝜃𝜃𝑟𝑟
cos �𝜃𝜃𝑟𝑟 −

2𝜋𝜋
3
�

cos �𝜃𝜃𝑟𝑟 + 2𝜋𝜋
3
�⎦
⎥
⎥
⎤
                                                  (1) 

Where 𝐑𝐑s = diag(𝑅𝑅𝑠𝑠) ,𝐕𝐕abc = [𝑣𝑣𝑎𝑎 𝑣𝑣𝑏𝑏 𝑣𝑣𝑐𝑐]𝑇𝑇  ,  

 𝐈𝐈abc = [𝑖𝑖𝑎𝑎 𝑖𝑖𝑏𝑏 𝑖𝑖𝑐𝑐]𝑇𝑇 and the terms of the matrix 𝐋𝐋abc are 
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             ℎ = 𝑐𝑐    
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For the mechanical part: 

𝑇𝑇𝑒𝑒 = 𝐽𝐽 𝑑𝑑ω𝑟𝑟 
𝑑𝑑𝑑𝑑

+ 𝐵𝐵ω𝑟𝑟 + 𝑇𝑇𝐿𝐿                                                          (3) 

𝑇𝑇𝐿𝐿  is the load torque, B is the damping coefficient,  𝜔𝜔𝑟𝑟 is the rotor 
mechanical speed and J is the moment of inertia.       
The electromagnetic torque can be represented as in (4):                

 𝑇𝑇𝑒𝑒 = 𝜆𝜆𝑚𝑚𝑃𝑃[ (𝑖𝑖𝑎𝑎 −
𝑖𝑖𝑏𝑏
2
− 𝑖𝑖𝑐𝑐

2
 ) cos 𝜃𝜃𝑟𝑟 + √3

2
(𝑖𝑖𝑏𝑏 − 𝑖𝑖𝑐𝑐) sin 𝜃𝜃𝑟𝑟]         (4) 

For the loss of one phase, the current in the lost phase becomes 
equal to zero keeping a single-phase current circulating in the 
remaining two phases. 
For the post fault operation with the neutral of the star-connected 
three-phase windings of the PMSM connected to the center point 
of the DC link, the PMSM equations can be re-written as in [15]:  

𝐕𝐕ij(t) = 𝐑𝐑s𝐈𝐈ij(𝑡𝑡) + d𝛌𝛌ij(t)
dt

                                                 (5) 

𝛌𝛌ij(t) = (𝐋𝐋S + 𝐋𝐋Mij)𝐈𝐈ij(t) + 𝐌𝐌ij𝜆𝜆𝑚𝑚                                (6) 

where, (i,j)=�
 (𝑏𝑏, 𝑐𝑐) 𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎 𝑜𝑜𝑝𝑝𝑎𝑎𝑜𝑜
 (𝑎𝑎, 𝑐𝑐) 𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝑏𝑏 𝑜𝑜𝑝𝑝𝑎𝑎𝑜𝑜
 (𝑎𝑎, 𝑏𝑏) 𝑝𝑝ℎ𝑎𝑎𝑎𝑎𝑎𝑎 𝑐𝑐 𝑜𝑜𝑝𝑝𝑎𝑎𝑜𝑜
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𝐕𝐕ij = [𝑣𝑣𝑖𝑖 𝑣𝑣𝑗𝑗]𝑇𝑇         𝐈𝐈ij = [𝑖𝑖𝑖𝑖 𝑖𝑖𝑗𝑗]𝑇𝑇           𝛌𝛌ij = [ 𝜆𝜆𝑖𝑖 𝜆𝜆𝑗𝑗 ]𝑇𝑇  

𝐋𝐋S = �
𝐿𝐿𝑙𝑙𝑠𝑠 + �𝐿𝐿𝑑𝑑+𝐿𝐿𝑞𝑞−2𝐿𝐿𝑙𝑙𝑙𝑙

3
� −1

2
�𝐿𝐿𝑑𝑑+𝐿𝐿𝑞𝑞−2𝐿𝐿𝑙𝑙𝑙𝑙

3
�

−1
2
�𝐿𝐿𝑑𝑑+𝐿𝐿𝑞𝑞−2𝐿𝐿𝑙𝑙𝑙𝑙

3
� 𝐿𝐿𝑙𝑙𝑠𝑠 + �𝐿𝐿𝑑𝑑+𝐿𝐿𝑞𝑞−2𝐿𝐿𝑙𝑙𝑙𝑙

3
�

 �             

𝐋𝐋Mij = −�𝐿𝐿𝑑𝑑−𝐿𝐿𝑞𝑞
3

� �cos[2(𝜃𝜃𝑟𝑟 + 𝛽𝛽1)] cos[2(𝜃𝜃𝑟𝑟 + 𝛽𝛽2)] 
cos[2(𝜃𝜃𝑟𝑟 + 𝛽𝛽2)] cos[2(𝜃𝜃𝑟𝑟 + 𝛽𝛽3)]  �                

𝐌𝐌ij = � sin(𝜃𝜃𝑟𝑟 + 𝛽𝛽1)
sin(𝜃𝜃𝑟𝑟 + 𝛽𝛽3)�                                                    (7) 

β1, β2 and β3 are selected under the condition of open phase fault, 

as defined in (8): 

(β1 , β2 , β3)=

⎩
⎪
⎨

⎪
⎧ �−2𝜋𝜋

3
, 0, 2𝜋𝜋

3
�phase 𝑎𝑎 open

 �0, 𝜋𝜋
3

, 2𝜋𝜋
3
�     phase 𝑏𝑏 open

 �0, −𝜋𝜋
3

, −2𝜋𝜋
3
� phase 𝑐𝑐 open

                          (8) 

The torque consists of two-component: reluctance torque (Ter) 

and excitation torque (Tem) that is expressed in (9) and (10): 

𝑇𝑇𝑒𝑒 = 𝑇𝑇𝑒𝑒𝑟𝑟 + 𝑇𝑇𝑒𝑒𝑚𝑚                                                                      (9) 

𝑇𝑇𝑒𝑒 = 𝑃𝑃
2

(𝐈𝐈ij(t))𝑇𝑇 ∂𝐋𝐋Mij

∂θr
𝐈𝐈ij(t) + 𝑃𝑃𝜆𝜆𝑚𝑚(𝐈𝐈ij(t))𝑇𝑇 𝜕𝜕𝐌𝐌ij

𝜕𝜕𝜃𝜃𝑟𝑟
                        (10) 

3. Field oriented control (FOC) of PMSM 

The FOC method used for AC electrical machine is 
concerned to let the AC machine behaves like the dc machine in 
terms of decoupled torque and flux control. A FOC control 
algorithm is manipulating the stator current vector in a d-q 
reference frame attached to the rotor. The torque equation of the 
PMSM in a d-q reference is given as: 

𝑇𝑇𝑒𝑒 = 3𝑃𝑃(𝜆𝜆𝑚𝑚𝑖𝑖𝑞𝑞𝑠𝑠 + �𝐿𝐿𝑞𝑞  − 𝐿𝐿𝑑𝑑  � 𝑖𝑖𝑑𝑑𝑠𝑠  𝑖𝑖𝑞𝑞𝑠𝑠)/2                                                (11) 

Keeping the direct component of the stator current vector 
equals to zero results in a torque that is controlled through the 
manipulation of the quadrate component of the stator current 
vector. 𝜆𝜆𝑚𝑚 is the permanent magnet flux linkage resembling the 
flux in the DC machine so the torque can be expressed as: 

𝑇𝑇𝑎𝑎 = 3𝑃𝑃𝜆𝜆𝑚𝑚𝑖𝑖𝑞𝑞𝑙𝑙
2

= 𝐾𝐾𝑑𝑑𝑖𝑖𝑞𝑞𝑠𝑠               ,   𝐾𝐾𝑑𝑑 = 3𝑃𝑃𝜆𝜆𝑚𝑚
2

                                                (12) 

FOC has the advantage of having a fast response and little torque 
ripple. 

4. MPCC method for OPF detection 

The model predictive current control (MPCC) applied for 
fault diagnostic relies on the stator current prediction and 
estimated error to detect the abnormal situation. The current 

prediction is derived from the stator voltage equations in the d −q 
reference frame of the machine attached to the rotor (rotor field) 
as given in (13) and (14) [9], [10]. 

𝑣𝑣𝑑𝑑 = 𝑅𝑅𝑠𝑠𝑖𝑖𝑑𝑑𝑠𝑠 + 𝐿𝐿𝑑𝑑  
𝑑𝑑𝑖𝑖𝑑𝑑𝑙𝑙
𝑑𝑑𝑑𝑑

− 𝜔𝜔𝑒𝑒 𝐿𝐿𝑞𝑞  𝑖𝑖𝑞𝑞𝑠𝑠                                           (13)  

𝑣𝑣𝑞𝑞 = 𝑅𝑅𝑠𝑠𝑖𝑖𝑞𝑞𝑠𝑠 + 𝐿𝐿𝑞𝑞  
𝑑𝑑𝑖𝑖𝑞𝑞𝑙𝑙
𝑑𝑑𝑑𝑑

+ 𝜔𝜔𝑒𝑒 𝐿𝐿𝑑𝑑  𝑖𝑖𝑑𝑑𝑠𝑠 + 𝜔𝜔𝑒𝑒 𝜆𝜆𝑚𝑚                                (14) 

 

By simplifying the derivation of the predicted current from 
(13) and (14), justified by the short sampling interval of Δt, the 
rotor speed ωe can be considered to be quasi-constant, and linear 
change of stator currents during the short sampling interval 
[9].The PMSM equations can, therefore, be discretized with Euler 
approximation, resulting in the prediction of stator current at the 
sample 𝑡𝑡𝑖𝑖+1 as given below: 

𝑖𝑖𝑑𝑑𝑠𝑠(𝑑𝑑𝑖𝑖+1)  = 𝑖𝑖𝑑𝑑𝑠𝑠(𝑑𝑑𝑖𝑖)  + 𝛥𝛥𝑑𝑑
𝐿𝐿𝑑𝑑

(𝑣𝑣𝑑𝑑(𝑑𝑑𝑖𝑖  ) − 𝑅𝑅𝑠𝑠𝑖𝑖𝑑𝑑𝑠𝑠(𝑑𝑑𝑖𝑖)  + 𝜔𝜔𝑒𝑒(𝑑𝑑𝑖𝑖) 𝐿𝐿𝑞𝑞 𝑖𝑖𝑞𝑞𝑠𝑠(𝑑𝑑𝑖𝑖) )    

                                                                                                 (15)                                                                                

𝑖𝑖𝑞𝑞𝑠𝑠(𝑑𝑑𝑖𝑖+1) = 𝑖𝑖𝑞𝑞𝑠𝑠(𝑑𝑑𝑖𝑖) + 𝛥𝛥𝑑𝑑
𝐿𝐿𝑞𝑞

(𝑣𝑣𝑞𝑞(𝑑𝑑𝑖𝑖  ) − 𝑅𝑅𝑠𝑠𝑖𝑖𝑞𝑞𝑠𝑠(𝑑𝑑𝑖𝑖) −𝜔𝜔𝑒𝑒(𝑑𝑑𝑖𝑖) 𝐿𝐿𝑑𝑑  𝑖𝑖𝑑𝑑𝑠𝑠(𝑑𝑑𝑖𝑖)  −

                                                                       𝜔𝜔𝑒𝑒(𝑑𝑑𝑖𝑖) 𝜆𝜆𝑚𝑚  )                  (16) 

The objective function is chosen at the sampling time ti, as 
the sum of the squared errors between the predictive values of d- 
and q-axis currents and their corresponding actual values as 
expressed in (17) [10]: 

𝐸𝐸 = (𝑖𝑖𝑑𝑑𝑠𝑠(𝑑𝑑𝑖𝑖) 
∗ − 𝑖𝑖𝑑𝑑𝑠𝑠(𝑑𝑑𝑖𝑖+1)  )2 + (𝑖𝑖𝑞𝑞𝑠𝑠(𝑑𝑑𝑖𝑖) 

∗ − 𝑖𝑖𝑞𝑞𝑠𝑠(𝑑𝑑𝑖𝑖+1)  )2                    (17)                                    

where E is considered to be the fault indicator. Under normal 
conditions and without system failure, E is relatively small within 
the expected range, once a fault occurs, the value of E will 
increase in magnitude exceeding the error threshold Eth. The chart 
in Figure 1 shows how the proposed algorithm differentiates 
between actual fault condition and transient operation condition. 
In this algorithm, the condition of having one of the phases with 
zero measured current and zero predicted current fulfills the 
condition of OPF. Few sampling intervals are sufficient to detect 
the fault. The proposed solution has the following advantages: 

1) The OPF can be identified rapidly, in a range of few sampling 
intervals that are in the order of µsec. 

2) No considerable processing power is needed. 
3) Effective during transient speed and load. 
 
5. The fault-tolerant compensation topology 

Between many configurations, the minimum level of fault-
tolerance in a three-phase drive for an OPF can be accomplished 
by isolating the faulty element, opening the corresponding motor 
phase, and connecting the motor stator neutral point to the mid-
point of the inverter dc bus [15], as shown in Figure 2. During the 
OPF, after the system detects the abnormal condition (OPF) the 
system firstly disconnects the faulty phase leg by disabling the 
PWM signals to the corresponding switches of the inverter to 
avoid its impact on drive behavior after applying the post fault 
strategy, then fault compensation technique should begin and can 
be split into two steps as follows: 
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a) Connect the PMSM neutral to the mid-point of DC bus 
by firing TRn to continue the machine operation as a 
two-phase motor as illustrated in Figure 2. 

b) Apply the post-fault current regulation technique as will 
follow in this section. 
 

start

Estimate fault indictor E 
equation (17)

E >Eth

Activate detection 
method 

No

Yes

 Current in any 
phase =0

No

  Predicted current in 
the same phase =0

No

Yes

Yes

Next sampling 
period

 
Figure 1: Flow chart of MPCC 

For the PMSM FOC drive, in the healthy operation, the stator 
phase current has two components iqs, ids, representing the torque 
and the flux components, respectively. During the post-fault stage, 
the motor neutral to the mid-point of the DC link split the machine 
phase currents into two currents where the zero-sequence 
component of the phase current becomes active, i.e. ΣIn≠0. The 
fault-tolerant control strategy [11], [15] targets to maintain the 
same magneto-motive force (MMF) of the three-phase healthy 
operation and balance the unbalanced open-phase fault operation. 
This can be achieved by the following transformations to obtain 
the set of reference voltages for the remaining two healthy phases 
as follows: 

  𝐕𝐕αβu = 𝐀𝐀𝐕𝐕ij(t)                                                                  (18)                                                                                     
  𝐕𝐕αβ = 𝐁𝐁 𝐕𝐕αβu                                           (19)                                                                                                    
  𝐕𝐕qdr =  𝐑𝐑𝐯𝐯𝐕𝐕αβ                                                                           (20)                                                                                                                                          

Also, similar matrices A, B, and RI instead of Rv are used to 
transform the phase currents. 

Where,  𝐀𝐀 = �1 1
1 −1�             (𝐀𝐀)−1 = 1

2
𝐀𝐀 

𝐁𝐁 =

⎣
⎢
⎢
⎢
⎡�2 cos �

𝛽𝛽1 − 𝛽𝛽3
2

��
−1

0

0 �2 sin �
𝛽𝛽1 − 𝛽𝛽3

2
��

−1

⎦
⎥
⎥
⎥
⎤
      

(𝐁𝐁)−1 = �
2 cos �𝛽𝛽1−𝛽𝛽3

2
� 0

0 2 sin �𝛽𝛽1−𝛽𝛽3
2

�
�        

𝐑𝐑𝐕𝐕 = �cos(𝜃𝜃𝑟𝑟 + 𝛽𝛽2) − sin(𝜃𝜃𝑟𝑟 + 𝛽𝛽2)
sin(𝜃𝜃𝑟𝑟 + 𝛽𝛽2) cos(𝜃𝜃𝑟𝑟 + 𝛽𝛽2) �      =   ((𝐑𝐑𝐕𝐕)−1)T 

𝐑𝐑𝐈𝐈 = 1
3
�cos(𝜃𝜃𝑟𝑟 + 𝛽𝛽2) −3 sin(𝜃𝜃𝑟𝑟 + 𝛽𝛽2)

sin(𝜃𝜃𝑟𝑟 + 𝛽𝛽2) 3 cos(𝜃𝜃𝑟𝑟 + 𝛽𝛽2) �                               

(𝐑𝐑𝐈𝐈)−1 = �3cos(𝜃𝜃𝑟𝑟 + 𝛽𝛽2) 3 sin(𝜃𝜃𝑟𝑟 + 𝛽𝛽2)
−sin(𝜃𝜃𝑟𝑟 + 𝛽𝛽2) cos(𝜃𝜃𝑟𝑟 + 𝛽𝛽2) � 

And S is the transformation between the balanced alpha-beta 
frame and the alpha-beta reference frame of the SVPWM given 
as: 

𝐒𝐒 = �cos(𝛽𝛽2) − sin(𝛽𝛽2)
sin(𝛽𝛽2) cos(𝛽𝛽2) �                                                    

Then the resulting two-phase post fault currents will increase to
3 of the healthy phase current with phase angle shifted 60о away 

from each other [11], [12]. This is illustrated by the phasor 
diagram in Figure 3 for an OPF   in phase (a). 

 

 
 

 

 

 

 

 

Figure 2: FTC motor drive configuration 

This ensures the same rotating magnetic field and thus the 
same stator flux linkage by maintaining the same MMF between 
healthy and fault-tolerant conditions. The compensation of 
voltage drops due to the variation of stator resistance [11] was 
also applied to remove their effect during the fault-tolerant 
operation as shown in Figure 4. The flow chart in Figure 5 
summarize applied post fault compensation methodology. 

  

Figure 3: The phasor diagram of the PMSM under OPF 

S1 S3 S5

S4 S6 S2

D1 D3 D5

D4 D6 D2
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Figure 4: The proposed FTC system for the PMSM drive 

Calculate αβ unbalanced current 
(Iαβ

u )by applying matrix A

 Compute the remaining healthy 
phase voltage of the motor

Calculate αβ balanced current by 
(Iαβ) applying matrix B

Calculate dqr current by applying
 ( Idq

r) matrix RI

PI controller

Compute reference dq voltage 
with Rs voltage drop 

compensation

Calculate αβ balanced voltages by 
(Vαβ)applying matrix RV

-1

Apply the matrix transformation 
between the balanced αβ frame 

and the αβ reference frame of the 
SVPWM   (S)

SVPWM

 Start from detection 
method signal

Switch on the connection from the 
neutral point to dc bus,

Disable pulses to the faulty leg

 

Figure 5: Flow chart of fault compensation control steps 

6. Simulation results 

In this section, MATLAB simulation results are presented 
from a MATLAB Simulink model developed for the PMSM drive 
system in Figure 4 with proposed fault detection and fault-tolerant 
techniques under different modes of operation (healthy, during an 
open-phase fault, fault-tolerant compensation).  Four cases under 
the different conditions and with different speed and load 
conditions as presented in Table 2. The PMSM parameters are 
listed in Table 1. 

Table 1: Three Phase PMSM Parameters 

Value Parameter 
 0.47 kw     Rated power 
 2.2 N.m. Rated torque 
 2 A        Rated current 
1000 rpm Rated speed 
  3        The number of pole pairs (p) 
 0.000198 kg.m2 Moment of inertia coefficient 
 5.95 Ω        Stator Resistance (Rs) 
 12.5 mH d-axis Inductance (Ld) 
 12.5 mH q-axis Inductance (Lq) 
 0.2955556 Wb The PM flux linkage (𝜆𝜆𝑚𝑚) 

Table 2: Test cases 

Description Cases 
In this case phase b is disconnected, detection method 

(MPCC) is disabled; reference speed 1000 rpm, and 
load torque 0.5 N.m. 

A 

In this case phase b is disconnected, detection method 
(MPCC) is disabled, reference speed 500 rpm, and 
load torque 1 N.m. 

B 

 In this case phase b is disconnected, the detection 
method (MPCC) enabled, reference speed 400 rpm 
and load torque 1 N.m. 

C 

In this case of phase, b is disconnected, detection method 
(MPCC) is enabled, with transient speed change 
from 400 rpm to 800 rpm and load torque 1 N.m.      

D 

A. phase b is disconnected, detection method (MPCC) is 
disabled; reference speed 1000 rpm, and load torque 0.5 N.m. 

The PMSM is first driven at healthy operating conditions. An 
OPF at phase b is then applied at t=0.1 sec with the fault detection 
subsystem being disabled for illustrating the error signal that is 
used for detecting the fault when the integrated fault detection, 
fault-tolerant compensation technique is fully applied. At t = 0.2 
sec, The FTC current regulation technique is allowed to start thus, 
connecting the neutral point to the mid-point of the DC link and 
applying the required modification for the current control to return 
back the magneto-motive force to its value during the healthy 
operation as explained in section 5. Figure 6 shows the stator 
currents during the OPF in phase b at t = 0.1 sec, the phase b 
current falls to zero while the other two-phase currents have the 
same value of the current, but with opposite polarity (phase-
shifted 180°). When the FTC compensation is applied at t = 0.2 
sec, the currents of the remaining healthy phases is increased in 
magnitude by 1.73 and shifted 60° apart from each other.  

 
Figure 6: Stator currents before, during the fault and after FTC compensation 

(case A) 
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Figure 7: Fault detection error magnitude before, during the fault and after FTC 
compensation (case A) 

 
Figure 8: d-axis current before, during the fault and after FTC compensation 

(case A) 

 
Figure 9: q-axis current before, during the fault and after FTC compensation 

(case A) 

 
Figure 10: Rotor speed before, during the fault and after FTC compensation 

(case A) 

 
Figure 11: Electromagnetic torque before, during the fault and after FTC 

compensation (case A) 

During the OPF the error magnitude increases due to the OPF 
(t = 0.1sec – 0.2 sec) then back to the acceptable range after the 
FTC technique is applied (t = 0.2sec - 0.3sec) as presented in 

Figure 7. The dq currents, speed, and torque ripples severely 
increase during the fault due to the OPF operation, then the FTC 
technique constrained it as shown in Figure 8, Figure 9, Figure 10, 
and Figure 11. 
B. Phase, b is disconnected, detection method (MPCC) is 

disabled, reference speed 500 rpm, and load torque 1 N.m. 
During single-phase operation (OPF occurs at t= 0.1 sec) 

without enabling the detection technique (MPCC), the system 
cannot identify the fault and this leads to the PMSM stop and 
cannot continue its operation. Until the FTC compensation is 
applied at (t=0.2 sec), PMSM can return back to work with the 
remaining two phases at t=0.2 sec a Shown in Figures 12, 13 
and14. 

 
Figure 12: Stator currents before, during the fault and after FTC 

compensation (case B)       

 
Figure 13: Rotor speed before, during the fault and after FTC compensation 

(case B) 

 
Figure 14: Electromagnetic torque before, during the fault and after FTC 

compensation (case B)             

C. phase b is disconnected, the detection method (MPCC) 
enabled, reference speed 400 rpm and load torque 1 N.m. 
Phase b is opened at 0.1 sec with the fault detection technique 

(MPCC) enabled. The function of the fault detection method is to 
detect the OPF and trigger the FTC-compensation for operation. 
It is obvious from Figures 15 to 20 that the detection of the OPF 
is only in a few µsec depending on the error indicator. In normal 
operation (t = 0 - 0.1sec) the error as given in (17) is close to zero, 
at the instant of fault at (t= 0.1 sec) the error magnitude is 
increased and the MPCC detects it quickly before the error value 
becomes high. Once the fault detection takes place it activates the 
FTC which returns back the error value to an expected range (t= 
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0.1 - 0.3 sec) as shown in Figure 16. The stator currents are 
depicted in Figure 15. As shown in Figure 17 and Figure 18, the 
balance in the resultant MMF can be easily observed by obtaining 
the same average torque and speed as in the healthy operation at 
the instant the fault is detected and FTC is activated. ids and iqs are 
depicted in Figure 19 and Figure 20, respectively. Comparing case 
C to case B, it can be concluded that the fast response of the fault 
detection prevents the drive from halting at low-speed operation. 

 
Figure 15: Stator currents in the healthy and post-fault operation 

 
Figure 16: Fault detection error magnitude in the healthy and post-fault operation 

 
Figure 17:  Electromagnetic torque in the healthy and post-fault operation 

  
Figure 18: Rotor speed in the healthy and post-fault operation 

 

Figure 19: d-axis current in the healthy and post-fault operation 

 

Figure20.: q-axis current in the healthy and post-fault operation 

D. phase, b is disconnected, detection method (MPCC) is 
enabled, with transient speed change from 400 rpm to 800 rpm 
and load torque 1 N.m.  
In this test case, the selective and discriminative performance 

of the fault detection method is examined under healthy, fault 
during transient and transients while operating in post-fault 
conditions. Figures 21-23 show the case where during the healthy 
operation the speed was changed from 400 rpm to 800 rpm while 
the detection algorithm being activated.  A large error is observed 
by the fault detector similar to a fault condition however due to 
the presence of actual and predicted current, the algorithm takes 
no action. On the other hand, Figures 24-25 illustrate the same 
case for Figures 21-23 however during the transient change, an 
OPF of phase b is introduced (at t= 0.053 sec). The fault detection 
method observed the fault condition and takes the proper action 
for transferring the operation to the post-fault algorithm allowed 
to a balanced two-phase maintaining the same MMF as for the 
healthy condition with minimum torque ripples.  

Moreover, the FTC-compensation strategy is tested to prove 
the robustness of the system during post-fault by changing the 
reference speed from 400 rpm to 800 rpm as indicated in Figure 
26. It is obvious that the PMSM speed is totally able to follow the 
reference speed. Figure 27 and 28 illustrate the two-phase currents 
and the electromagnetic torque in the post-fault operation during 
the steady-state and transient conditions of the step change in the 
speed. 

 
Figure 21: Rotor speed change in the healthy operation 

 
Figure 22: Stator currents in the healthy operation under-speed change 
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Figure 23: Torque in the healthy operation under-speed change 

 
Figure 24: Stator currents under- transient speed change 

 
Figure 25: Torque under transient-speed change 

 

Figure 26: Rotor speed change in the post-fault operation 

 

Figure 27: Stator currents in the post-fault operation under speed change 

 
Figure 28: Torque in the post-fault operation under-speed change 

7.  Conclusion 

An integrated fault-tolerant system for open-phase fault in 
PMSM field-oriented controlled drive has been presented. This 
drive system consists of a MPCC technique for the fault detection, 
which is reliable, fast as only a few sampling intervals are 
sufficient to identify the OPF during steady-state and effectively 
under transient conditions, together with a fault-tolerant control 
(FTC) compensation method which utilizes the neutral point to 
split the single-phase current into two-phase currents that are 60° 
phase-shifted and equal in magnitude (increased to 3 of the 
healthy phase current) with minimum hardware. This guarantees 
the balance in the resultant magneto-motive force allowing for the 
current vectors regulation returning the operation with almost the 
same average torque.  

The simulation results show the smooth transition from the 
healthy operation to the post fault operation immediately at the 
time the fault occurs without loss of machine torque and 
consequently the speed control. Moreover, the fault detection 
method is robust enough to discriminate between a real OPF and 
a normal operation transient condition. 

The results obtained under different testing conditions show 
the robustness and precision of the proposed fault detection and 
fault compensation methods which makes the proposed integrated 
fault-tolerant is suitable for PMSM drives used in industrial 
processes to ensure the reliability of the whole system operation 
even in the event of OPF.  
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 One of the open domain challenges for Spoken Dialogue System (SDS) is to maintain a 
natural conversation for rarely visited domain i.e. domain with fewer data.  Spoken 
Language Understanding (SLU) is a component of SDS that converts user utterance into a 
semantic form that a computer can understand. If we scale SDS open domain challenge to 
SLU then it should be able to convert user utterance to a semantic form even if less data is 
available for the rarest visited domain. The SLU reported in literature incorporate classifiers 
for the task of identifying the domain of user utterance, understanding the intent of the user, 
and filling slots-value pair. Thus, to address open domain challenges, classifiers in SLU must 
be robust to scarce training data. This paper presents investigations to improve the 
performance of SLU to convert user utterance into semantic form even if less training data 
is available. Eleven classification algorithms from machine learning have experimented 
under deficient data. The evaluation matrices used are accuracy, f-score, and inter cross-
entropy. Comprehensive experimentation is carried out on the two publicly available 
datasets DSTC2 and DSTC3 were carried out.The accuracy for Support Vector Machine  
(SVM) , Stochastic Gradient Descent (SGD) and Decision tree are 0.940, 0.960 , 0.955 for 
DSTC2  and 0.916, 0.900, 0.901  for DSTC3 database  respectively. The F-score for SVM, 
SGD and Decision tree are 0.855, 0.868, 0.849 for DSTC2 dataset  and 0.725, 0.715, 0.700  
for DSTC3 database, respectively. The ICE for SVM and SGD  are 1.191,1.100 for DSTC2 
dataset  and 3.180,2.999  for DSTC3 database, respectively. The performance of SLU based 
on SVM and SGD was found to be the best among all. The worst performance in terms of all 
three evaluation metrics was displayed by SLU incorporating Automatic Relevance 
Determination (ARD) and Relevance Vector Machine (RVC) classifier.   

Keywords:  
Spoken Dialogue System (SDS) 
Spoken Language Understanding 
(SLU)  
Deficient Training Data 
Rarely Visited Domain 
Classifier 

 

1. Introduction  
Spoken Dialogue System (SDS) interacts with the user in the 

most natural form of communication. It helps the user to achieve 
a goal through a series of interactions. SDS is moving to the open 
domain now. In the open domain, SDS has to maintain natural 
conversation even if data are scarce. Recently a lot of work is 
reported in the literature for open-domain Spoken Language 
Understanding (SLU) where it should be able to convert user 
utterance to semantic form even if less data is available. SLU 
reported in literature incorporates classifiers at different levels. 
The first level classifier in SLU will classify utterance to a domain 

example restaurant, flight booking, and tourist information. The 
next level classifier will classify user intend within domain 
example for example finding a restaurant or flight.  

Subsequent levels in SLU should fill the slots such as time, 
date, etc. Filling slots will allow the flow of conversation to 
achieve the user goal. Thus, the robustness of the classifier to infer 
the output even if training data is less is important. There is a need 
for investigation of the robust classifier for SLU, which can 
convert user utterance to semantic form even if less training data 
is available. The work in the paper investigates a robust classifier. 
This research is broadening of work initially reported in the 
conference paper [1] The work is extended by incorporating CNN 
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for feature extraction and investigating eleven classifiers from 
literature. Comprehensive experimentation was done on the 
DSTC2 dataset and the DSTC3 dataset. The evaluation was done 
on two domain datasets. DSTC2 datasets for the restaurant 
domain and DSTC3 datasets for the tourist domain were used for 
evaluation. 

Classification is an important task in many applications as 
image processing, spoken dialogue systems, etc. Choosing the 
right classifier for an application is a very important task. A lot of 
work is reported in the literature for investigating a robust 
classifier for a particular application. The work [2] has predicted 
error rates of k-neighborhood, SVM, and decision tree classifiers 
for the application of computer-aided diagnostic (CAD). The 
evaluation of the classifiers is done on a small training set. Later 
the work was extended to three tasks in CAD. The task was 
detecting cancer, identifying high or low-grade and-later the work 
was extended by adding more features [3] Another work 
investigates classifiers for text classification [4] The Paper 
investigates Rocchio Classification, K Nearest Neighbor, Naïve 
Bayes Classification, SVM Classification, and Regression-Based 
Classification for the task of classifying text. The paper concludes 
with a study stating that the right choice of dimension reduction 
algorithm and classifier can improve the performance of text 
classification. One more paper [5] refers to the classifier 
investigation for the task of text classification under limited data. 
A naive Bayes classifier is also investigated for text classification 
[6]  The work combines the dimension reduction method with a 
classification algorithm for text classification under limited 
training data. The study was reported in [7] Paper [8] tackles the 
issue of imbalance data under training data. They tackle the issue 
by a stable space for testing data proposed using a metric 
algorithm. The effect of training size on the neural network 
classifier is also demonstrated in the literature [9] Recently a work 
[10] reported classifiers for clinical treatment. The study also 
includes data augmentation techniques along with classifiers Thus, 
a lot of classification algorithm investigation for different 
applications is done. This paper investigates a robust classifier for 
the slot filling task of SDS.  

To improve SLU's performance for classifying utterance to 
predefined slots, different classification algorithms from machine 
learning were investigated. The purpose of the work is to: 

1)  Extend a robust classifier algorithm in machine learning to 
the semantic decoder in spoken language understanding for 
the task of converting user utterance into a semantic form of 
dialogue act and slot-value pair.  

2) To demonstrate the impact of data scarcity on SLU 
incorporating different classifiers. 

3)  Comprehensive experiment on SLU incorporating eleven 
classifiers on two public datasets DSTC2 and DSTC3. The 
metrics used for evaluation are accuracy, f-score, and item 
cross-entropy. 

2. Related Background 

2.1. Decision Tree [DT] 

DT is a popular classifier and is used in various machine 
learning applications such as data mining, image processing, 

statistics, etc. It uses if and then rules and follow the top-down 
method. In paper [11] decision tree is used for mining applications. 
A decision tree is used to extract information from huge data. 
Another work discusses the framework for decision tree algorithm, 
splitting criteria, and pruning methods [12] The paper also 
discusses extended decision trees such as obvious tree s decision 
trees, incremental tree, tree inducers, and fuzzy trees. A decision is 
also used as an inductive inference system [13] The decision tree 
algorithm consists of a set of rules called a decision. It extracts 
knowledge from example. Thus, it resembles the machine learning 
principle of learning from examples. In a research work presented 
in paper [14], the IDA decision algorithm is proposed. The ID3 
decision algorithm is also discussed and compared with IDA.ID3 
algorithm uses entropy for finding the uncertainty of classification 
output. While IDA uses divergence for classification. As reflected 
in the results, the IDA algorithm performance displays its 
effectiveness over ID3. Another paper [15] proposes an improved 
ID3 algorithm. It incorporates the Taylor series in ID3 to improve 
the classifier.  One of the popular applications of the decision tree 
is data mining [16] 

2.2. Multilayer Perceptron [MLP] 

One of the most powerful classifiers used in machine learning 
is the MLP classifier. It uses a supervised learning and feedforward 
network. One of the applications reported for MLP is for 
recognizing a number in the Bengali language [17] For numbers 
recognizing pre-processing techniques such as feature, the 
selection is also incorporated. Another application reported is for 
the inference of liver cirrhosis [18] However, it is very difficult to 
tune the parameter of a multilayer perceptron. To overcome this 
difficulty a methodology is proposed in the paper [19] The 
methodology can find the number of epochs to get the best 
performance which is optimal. 

2.3. Gaussian naïve Bayes 

Gaussian naive Bayes classifier is a probabilistic classifier 
applied to many applications. Bayes theorem is used for 
classification. One application is discussed in [20] for breast cancer 
classification. A framework consisting of data pre-processing, 
feature selection, and classifier is proposed for breast cancer 
classification.  

2.4. Gaussian classifier 

Gaussian classifiers are used in many applications such as 
language identification [21], spectrum recognition [22] and 
dialogue representation [23] The work in paper [24] discusses the 
parametric Gaussian classifier. In this work, a Gaussian classifier 
incorporating a neural network is discussed. The results 
demonstrate the effectiveness of the parametric approach applied 
to Gaussian distribution. The Gaussian classifier is also analyzed 
for limited training data [25] The work discusses the impact of 
limited data on the decision boundary of a classifier. 

2.5. AdaBoost classifier 

In literature AdaBoost are used for detecting objects[26] 
,detecting faults in gearbox [27] and detecting hands [28] In 
another paper, AdaBoost is used in mobile intelligent terminals for 
security level classification [29] Various modified AdaBoost 
algorithms are were analyzed for classification margin[30] 
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Further, in the same paper, generalized error for eight variants of 
AdaBoost was reported. Personalized AdaBoost which is a variant 
of AdaBoost as reported in the paper has the least generalization 
error 

2.6. Relevance vector machine 

Relevance vector machine (RVM) is a probabilistic model used 
for classification and regression. The prediction of the output of 
RVM is probabilistic. RVM is used for the classification of 
hyperspectral images using wavelet kernel [31] As reported in the 
paper, training speed was improved by RVC incorporating wavelet 
kernel. Another application was reported for RVM for the 
detection of clustering in mammogram [32] For mammogram 
classification, RVM was able to maintain better classification with 
less computation complexity 

2.7. Stochastic gradient (SGD) 

      It is a linear classifier that incorporates SGD learning. These 
classifiers are used in classifying emotions in Hindi text [33]  In 
the Hindi emotion classification model, first pos tagging is done 
on the text and then features are extracted from the text. Extracted 
features are used to train the SGD classifier or random forest 
classifier. The results were improved by incorporating reduced 
features to SGD. Another application for SGD in literature is for 
the categorization of Bangla text [34] The results for Bangla text 
classification was improved using SGD. 

2.8. Support Vector Machine [SVM] 

It is a linear non-probabilistic classifier. It uses Platt's model to 
predict the output. One of the applications in literature is big data 
automated selection [35] The quality of data affects the 
classification performance of SVM. Results in the paper showed 
that optimizing the SVM parameter can improve the performance. 
SVM is also used for skin disease classification [36] In this work, 
the Image was flattened to get an array of pixel intensities. This 
array of labeled data was used to train SVM. Recently SVM using 
field programmable gate array is used for knowledge discovery. 

2.9. K-nearest neighborhood [KNN] 

It is a supervised classifier based on distance measurement. It 
is widely applied to data mining for the classification task.In recent 
work[37], KNN is used for saving energy for the home. KNN is 
used here for appliance classification. The KNN classifiers were 
able to detect home appliances in a short time. Lot variants of KNN 
such as dynamic KNN, weight-adjusted KNN and distance 
weighted KNN are proposed to speed up the learning process [38] 

2.10. Random Forest [RF] 

It is an algorithm based on a decision tree. In a paper [39], RF 
is used for Android malware detection applications. The 
framework proposed in the paper was evaluated on the android 
feature dataset. RF was used for the classification task of 
identifying applications as benign or malicious. Misclassification 
error for classifying malware was least for the random forest. 
Recently in a paper, RF is used for identifying and classifying 
applications for network traffic detection. The algorithm used for 

comparison were random forest, SVM, and logistic regression. RF 
outperformed all the classifiers in terms of accuracy and f-score. 

2.11. Variational Relevance Vector Machine [VRVM] 

A variant of RVM is proposed in paper [40] known as 
variational relevance vector machine. This method is RVM with 
variational inference. VRVM is applied for RVM multi-dimension 
array classification. Another application for VRVM is discussed in 
the literature for the classification of table data such as blocks of 
image [41] VRVM was found more robust then RVM. 

3. Block diagram of SLU 

SLU is an important component of the SDS system which 
converts user utterance to a semantic form consisting of dialogue 
act and slot value pair. Figure 1 shows the block diagram of SLU.   

 
Figure 1: Structure of SLU 

SLU plays a very important role in understanding user intent. 
User utterance is given to the Automatic Speech Recognition 
(ASR) system which converts speech into text form. The text input 
is given to SLU. It extracts features from text utterance. The 
features are fed to a set of classifiers to extract dialogue act and 
slot-value pair from features. The dialogue act and slot-value pair 
are combined to form a semantic representation of user utterance. 
Semantic representation is further analyzed to understand user 
utterance. 

4. Implementation of SLU 

Figure 2 represents a semantic tuple classifier for the task of 
semantic classification which is described in the paper [42]  

 
Figure 2: SLU incorporating classifiers for dialogue act and slot-value pair 
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The speech input is given to ASR. The ASR converts speech 
input to text form which is the N-best list. The features are 
extracted from the text. The feature extraction method in paper 
[42] is extended by incorporating CNN. The deep extracted feature 
is fed to the classifier. The first classifier classifies user utterance 
to dialogue act such as to inform (), request (), and bye (). This will 
help to understand the goal of the user. The next set of classifier 
identifies the slot-value pair for user utterance. The semantic form 
of user utterance consists of dialogue act and slot- value pair. Next, 
eleven classifiers from machine learning are investigated for 
dialogue act classification and to find slot–value pair. The 
classifiers investigated on SLU are support vector machine, 
stochastic gradient descent classifier, AdaBoost classifier, decision 
tree, relevance vector classifier, random forest, k-nearest neighbor 
classifier, multi-layer perceptron classifier, automatic relevance 
determination classifier, Gaussian naive Bayes classifier, and 
variational relevance vector machine.  The experimentation was 
performed with a different amount of training data. The 
performance of SLU was studied and compared incorporating 
different classifiers under limited training data on DSTC2 and 
DSTC3 databases. The experimentation for measuring robustness 
on limited training data was conducted by training the model on 
25% training data and then testing the model on entire testing data. 
Later experimentation was repeated for 50% training data, 75% of 
training data, and 100% training data. The evaluation was done on 
metric Inter Cross-Entropy (ICE), accuracy, and F-score. 

5. Results and Discussion 

5.1. Datasets 

Experimentation is done on two public datasets DSTC2 and 
DSTC3. The DSTC2 dataset for the restaurant domain. It consists 
of 1765 dialogues for training data, 441 validation data and 1117 
dialogue for testing data. The DSTC3 dataset is for the tourist 
domain. It consists of a total of 2265 dialogues. The training data 
used for the experiment is 1265 dialogues and 250 dialogues for 
validation. The testing data for the experiment is 750 dialogues.  

5.2. Evaluation metrics 

The framework is evaluated with three metrics: Inter Cross-
Entropy (ICE), accuracy, and F-score. The ICE is cross-entropy 
between the probability density from the confidence and the 
optimal density given by delta functions at the correct values [43] 
In the paper, it was demonstrated ICE gives a consistent 
performance ranking for both the confidence scores and the overall 
correctness of the system. A lower ICE metric indicates good 
dialogue confidence performance. Accuracy and F-score are in 
range 0 to 1 and higher values indicate good performance. ICE 
metric is highly correlated with the performance of SDS. Accuracy 
and F-score will reflect the performance of the SLU model. Thus 
for the evaluation of model in the experiment is done with ICE, f-
score, and accuracy.   

5.3 Baseline Method 

The framework used for experimentation is an extension of the 
semantic decoder [42] The decoder is extended by incorporating 
CNN for feature extraction. The extended framework 
experimented with incorporating eleven different classifiers from 
machine learning. The framework was evaluated on DSTC2 and 

DSTC3 datasets. The framework was also investigated for 
robustness for less training data. 

5.4 Experimental setting 1 

The first set of experimentation was carried out on the DSTC2 
dataset. The experiment was conducted on a deep semantic 
decoder by incorporating 11 different classifiers. For each 
classifier, the robustness was evaluated by training the model with 
different quantity of training data and then testing using the entire 
set. The different quantity of training data was 1765 dialogues 
(100% training data), 1323 dialogues (75% data), 882 dialogues 
(50% training data), and 441 dialogues (25% training data). 
Testing of SLU for all different quantity of training data was done 
on 1117 testing dialogues. The classifiers investigated on SLU are 
SVM, SGD, AdaBoost, DT, RVC, MLP, RF, k-neighbourhood, 
ARD, Gaussian naive Bayes, and VRVM. 

 
Figure 3: ICE for a model trained on 25% training data, 50% training data, 75% 

training data, and 100% DSTC 2 training data. 

Figure 3 shows the experimental results for ICE measured on 
the dSTC2 dataset for different quantity of training data. Results 
show ICE is directly proportional to training data. Almost all 
classifier ICE was high when training data was less. This indicates 
the overall quality of distribution was least for 20% of training data 
and most when 100% training data. Their set of classifiers 
displaying the best performance are SVM, SGD, and VRVM at 
100% data. SVM and SGD displayed the least variation in ICE at 
the different quantity of training data. The variation in VRVM and 
MLP was most for different quantity of training data. The set of 
classifiers displaying the worst performance are ARD, RVC, and 
MLP. The classifier which had an overall good performance for all 
quantity of training data and full data is SGD.  

The testing accuracy results of the experiment on the DSTC2 
dataset are shown in Figure 4. The measurement accuracy is for 
correct classification of user utterance to semantic form consisting 
of dialogue act and slot value pair. The classifiers whose topmost 
semantic hypothesis was correct are SVM, VRVM, decision tree, 
and SGD. These classifiers were also able to predict the semantic 
hypothesis for testing data even if the training data was less. 
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VRVM was not able to maintain its performance for limited 
training data. Thus SVM, decision tree, and SGD were able to 
maintain its performance even if training data was scarce. The 
classifiers displaying the least performance are ARD, RVC, and 
random forest. The VRVM's testing accuracy measured for 20% 
training data is 0.827 and for training 100% data it is 0.939. Thus, 
it is not able to maintain its performance under a scarcity of data. 
Similarly, MLP and k– neighborhood classifiers were also not able 
to maintain its performance under data scarceness. 

 
Figure 4: Testing data accuracy for a model trained on 25% training data, 50% 

training data, 75% training data, and 100% DSTC 2 training data. 

 
Figure 5: Testing data F-score for a model trained on 25% training data, 50% 

training data, 75% training data, and 100% DSTC 2 training data. 

F-score for testing data DSTC2 is presented in Figure.5. A high 
value of the F-score will indicate a low false-negative and positive 
value of the semantic hypothesis. A high F-score was displayed by 
SLU incorporating Decision Tree, SVM, VRVM, and SGD. SLU's 

robustness for limited data was increased with these classifiers. 
VRVM again failed to show robustness for limited data. Low F-
score was displayed by random forest and RVC. SLU 
incorporating MLP also had a lot of variation in F-score for 
different quantity of training data. 

5.5. Experimental setting 2 

The second set of experiments was carried out on DSTC3. The 
different quantity of training data was 1265 dialogues (100% 
training data), 925 dialogues (75% training data), 600 dialogues 
(50% training data), and 300 dialogues (25% training data). The 
testing data consist of 750 dialogues. The eleven classifiers 
included in an experiment setting 1 is also included in experiment 
setting 2 as well. 

 

Figure 6: ICE for a model trained on 25% training data, 50% training data, 75% 
training data, and 100% DSTC 3 training data. 

 

Figure 7: Testing data accuracy for a model trained on 25% training data, 50% 
training data, 75% training data, and 100% DSTC 3 training data 

Figure 6 shows the ICE readings for the different quantity of 
training data for DSTC3 datasets. The results are similar as found 
for the DSTC2 experiment. The SLU incorporating the set of 

http://www.astesj.com/


S. Jagdale et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 464-471 (2020) 

www.astesj.com     469 

classifiers displaying good results are SVM, SGD, and VRVM. 
Variation in ICE for different quantity of training data was 
minimum for SVM and SGD. Variation in ICE was more in 
VRVM. The SLU incorporating a set of classifiers displaying the 
worst results are ARD, RVC, and RF.  The maximum variation in 
ICE was displayed by MLP, RVC, and K-neighbourhood. 

Testing accuracy for the SLU model for different quantity of 
training data for the DSTC3 dataset is shown in Figure 7. Again, 
the results are in line with DSTC2 results. The classifiers which 
were able to classify user utterance to semantic form most 
accurately were SVM, SGD, and decision tree. The classifiers 
performing well under data scarcity are SVM, SGD, and decision 
tree. The worst performance in terms of data scarcity was showed 
by the MLP classifier. In terms of accuracy worst performance was 
shown by ARD, RF, and RVC. 

 
Figure 8: Testing data F-score for a model trained on 25% training data, 50% 

training data, 75% training data, and 100% DSTC 3 training data. 

The results for SLU model performance on the DSTC3 dataset 
are shown in Figure 8. The results are again similar to the DSTC2 
dataset. F-score was high for SLU when incorporated SGD, SVM, 
VRVM, and decision tree.  Low F-score was displayed by SLU 
when incorporated RVC, RF, and ARD. 

Variation in  ICE for SGD and SVM when SLU is trained for 
least and highest train data is 0.296 and 0.209 for the DSTC2 
dataset and 0.190 and 0.190 for the DSTC3 dataset, respectively. 
The least variation in ICE was found for SVM and SGD. Thus, the 
set of classifiers showing robustness under limited training data for 
ICE metrics are SVM and SGD. Variation in  ICE for MLP and 
Gaussian naive Bayes when SLU is trained for least and highest 
train data is 1.95 and 1.45 for DSTC2 and 2.251 and 0.18 for 
DSTC3 dataset, respectively. The highest variation in ICE was 
found for  MLP and Gaussian naive Bayes. Thus set of classifiers 
showing the worst result for ICE are MLP and Gaussian naive 
Bayes. 

Table 1: Results on DSTC2 dataset 

S.No Classifier ICE Accuracy F-score 
1 Adamboost 1.861 0.863 0.848 
2 SVM 1.191 0.940 0.855 
3 SGD 1.100 0.960 0.868 
4 ARD 4.02 0.788 0.311 
5 Decision 

Tree 
2.107 0.955 0.849 

6 k-neighbor 2.765 0.873 0.694 
7 MLP 

classifier 
3.224 0.894 0.696 

8 gaussian 
naive Bayes 

5.03 0.842 0.623 

9 random-
forest 

2.916 0.773 0.243 

10 RVC 3.053 0.799 0.540 
11 VRVM 1.405 0.939 0.827 

Table 1 shows the results for the DSTC2 dataset. Table 2 
shows results for the DSTC3 dataset for the tourist domain. 
Comparison of accuracy, F-score and ICE from table 1 and table 2 
can be studied. 

Table 2: Results on DSTC3 dataset 

S.No Classifier ICE Accuracy F-score 
1 Adamboost 3.723 0.847 0.699 
2 SVM 3.180 0.916 0.725 
3 SGD 2.999 0.900 0.715 
4 ARD 4.380 0.850 0.450 
5 Decision 

Tree 
3.458 0.901 0.700 

6 k-neighbor 3.499 0.896 0.687 
7 MLP 

classifier 
3.780 0.783 0.324 

8 gaussian 
naive Bayes 

3.721 0.847 0.699 

9 random 
forest 

4.179 0.828 0.186 

10 RVC 4.375 0.884 0.400 
11 VRVM 0.311 0.897 0.677 

The results from table 1 and table 2 are analyzed to find the 
classifier performing best and worst. The lowest ICE results are 
obtained by SLU incorporating SGD and SVM when evaluated on 
both DSCT2 and DSTC3 datasets. The highest accuracy is 
obtained by SLU incorporating SVM and SGD for DSTC2 and 
DSTC3. The highest F-score is obtained by SLU incorporating 
SVM and SGD for DSTC2 and DSTC3. 

6. Conclusion 

The work extends the classification algorithm in machine 
learning to the semantic decoder in SLU. Experimental results on 
both the DSTC2 database for the hotel domain and the DSTC3 
database for the tourist domain had similar findings. The SLU's 
robustness for data scarcity was measured by three evaluation 
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metrics: accuracy, ICE, and F-score. The SLU model was trained 
at 25% data (least training data), 50% data, 75% data, and 100% 
data (highest training data). The work indicates three important 
findings from the results obtained from experimentation. The first 
finding is that both the databases are displaying variation in SLU 
performance for different classifiers indicating SLU performance 
is influenced by the selection of proper classifiers. The second 
finding is that there is variation in ICE for least and maximum 
training data for all the classifiers indicating ICE is highly 
influenced by the quantity of training data used to train the SLU 
model. The third finding is the amount of variation in ICE  
displayed by each classifier is different indicating the robustness 
of SLU to work under data scarceness is influenced by the right 
choice of the classifier.  

Variation in ICE, accuracy and F-score for SLU incorporating 
SVM is 0.209, 0.007, 0.035 for DSTC2 database and 0.190, 0.018, 
0.052 for DSTC3 database, respectively. Variation in ICE, 
accuracy, and F-score for SLU incorporating SGD is 0.296, 
0.016,0.033 for DSTC2 database and 0.190, 0.010, 0.035 for 
DSTC3 database, respectively. Thus, the overall performance of 
SLU, maintaining good performance for all the three evaluation 
metrics, is by incorporating SVM and SGD. The overall low 
performance is displayed by SLU incorporating ARD, RVC, MLP, 
Gaussian naive Bayes, and RF. 
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In a radial distribution system, component failure leads to service interruption and subsequent
disconnection of a few load points. An abnormal variation in the voltage levels and high power
loss gives rise to reliability issues. In this work, feeder reconfiguration is performed to improve
reliability, minimize voltage deviation and power loss. A Binary Particle Swarm Optimization
based search function handles the reconfiguration. The goal of this search function is to identify
the optimal tie switches which minimize the multi-objective function. The search algorithm
based on Binary Particle Swarm Optimization is utilized to handle the reconfiguration which
identifies the optimal tie switches for minimizing the multi-objective function. The effect of the
various algorith parameters on the convergence rate is studied. The proposed algorithm has
been tested on Standard IEEE 33 and 69 test systems and the obtained results show a boost in
the system reliability.

1 Introduction

Electric distribution system (EDS) are exponentially evolving due
to the increasing demand and the changing sensitivity of customers
loads. An interruption in electric power supply to the customers
is caused by many events such as equipment failure, faults at sub-
stations, trees and much more. These interruptions cause a severe
impact in the load equipment apart from the obvious financial losses
and inconvenience. It is proclaimed that the failures in the distribu-
tion system causes nearly 80% of the interruptions. The customers
of the electric utility desires an interruption free reliable power sup-
ply at the end of the day, emphasizing the need for calculating the
reliability of EDS.

Reconfiguration is opening and closing of sectionalizing and
tie switches. The former is normally closed whereas the latter is
normally open switches. The alteration of the status of the switches
under normal conditions or during contingencies results in change
in topology of the feeders. It reduces the cost of implementation
of various protective devices while satisfying the constraints such
as maintaining radial condition of the system and feeding all the

buses. It has become a practice nowadays to implement distributed
generators along with reconfiguration to obtain better results [1]-[3].
But implementing Distributed Generation (DG) increases the over-
all cost of the EDS. Implementing reconfiguration will ensure that
the customer does not face outages by rerouting the required power
thereby enhancing reliability of the system. Voltage fluctuation of
can be endured only for a brief stretch. If not, the impairment insti-
gated in the equipment connected to the EDS would be high [4]. So
reconfiguration is used to maintain the same within limits. Recon-
figuration contributes to proper distribution of load and hence lower
magnitude of current in the branches thereby reducing the power
loss. This increases the loadability of the feeder thus contributing to
the enhancement of reliability of the system.

There are several documented ways to solve for the optimal
system reconfiguration, namely, heuristic, meta-heuristic and de-
terministic methods. Deterministic models hold no uncertainity
and the output only depends on the intial state of the system and
the value of the system parameters. Heuristic techniques are often
greedy algorithms pursuing a local optimum instead of a global
optimum even though they are problem dependent. Meta-heuristic
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approaches are independent of the problem and not greedy, allowing
them to perform and in-depth search of the workspace to get an op-
timum solution. In most cases, the parameters of interest are power
loss, voltage profile and reliability. From the extensive literature
cited in this work it is seen that employing meta-heuristic methods
are techniques has been a recent trend in the research field.

In [5]-[14] an objective function has been developed consisting
of both reliability indices and loss in models with and without a DG
while [15]-[18] involve loss reduction and voltage profile improve-
ment. Since 1980, Genetic algorithm(GA) which is classified as
an evolutionary algorithms is widely used as an optimization tool
[5], [8], [19] and [20]. But it is a slow algorithm [19] as it requires
decent sized population and a number of generations to see good
results whereas Particle Swarm Optimzation (PSO) entails small
quantity of ciphering time not counting the better accuracy in results
in contrast to GA. In [8] an Enhanced GA is presented that can
resolve the reconfiguration of the feeder proficiently and sturdily
with fewer iteration and time. A novel Micro genetic algorithm
with reduced number of efficient solution which works well for
multi-objective functions is presented in [6].

The technique shown in [7] adopts an Analytic Hierarchy Pro-
cess for decision making with multiple criteria analysis. In the work
presented in [9], Dynamic programming is used to find minimal
cutsets and a search based technique for reconfiguration to attain
the ideal set of switches has been articulated for RDS using DG.
In [11] reconfiguration is solved using a novel Imperialist Com-
petitive Algorithm which intensifies the exploration ability.In [14]
the randomness in the reliability data is taken into account and has
introduced a robust approach. In [3] a CRO algorithm to deal with
complex network reconfiguration with DG present is taken. Differ-
ent versions of Particle Swarm Optimization (PSO) is used in [10],
[15], [17], [19], [21]–[24] where [15] and [23] takes another step by
hybridizing PSO with Ant Colony Optimization and Evolutionary
Programming respectively, for reconfiguration for various objec-
tives. This algorithm provides better results faster in comparison to
the other algorithms.

The contribution of this paper is the enhancement of reliability
indices by performing an optimal reconfiguration of the distribution
system using a modified version of PSO. The objective function in-
volves minimization of Reliability index SAIDI, Voltage Deviation
and Power loss. Four other reliability indices are calculated as well.
The influence of certain parameters in PSO are determined using a
MATLAB simulation environment and the results prove the validity
of the proposed concept.

2 Problem Formulation

Reliability is the ability of a distribution system to provide unin-
terrupted power supply to customer [25]. Reliability indices are
the benchmark parameters for evaluating reliability of the distribu-
tion system and performance of the utility. There are five standard
reliability performance indices: System Average Interruption Fre-
quency Index (SAIFI), System Average Interruption Duration Index
(SAIDI), Customer Average Interruption Duration Index (CAIDI),
Average System Availability Index (ASAI) and Average System
Unavailability Index (ASUI) which are briefed below.

2.1 Reliability Indices

SAIFI is the average frequency of interrupt occurences that a cus-
tomer experiences,

S AIFI =

∑
i λi × Ni

Ni
f /yr (1)

where,
λi - failure rate(failure/year) of ith load point
Ni - Number of customers at point i.

SAIDI is the average duration of interrupt a customer experi-
ences,

S AIDI =

∑
i Ui × Ni

Ni
h/yr (2)

where,
Ui - product of failure rate and repair rate of ith load point.

Failure rate (λi) and Repair rate (ri) are called load point in-
dices and are calculated using Cutset Approach as the systen is a
series-parallel system.

CAIDI is the average interruption time a consumer is affected
by interruption per year. It is related to SAIFI and SAIDI indices.

CAIDI =
S AIDI
S AIFI

(3)

ASAI represents the percentage of time during a year that the
average customer have power.

AS AI =
N × 8760 −

∑
i Ui × Ni

N × 8760
(4)

It is the average system unavailability index is the contrary of
ASAI and is given by,

AS UI = 1 − AS AI (5)

2.2 Voltage Deviation and Power Loss

A stable voltage profile alongside low power loss is important as
it directly benefits the electric utility operation and subsequently
increases customer satisfaction. For this reason, it is embedded into
the objective function. Voltage deviation and power loss can be
calculated as follows,

V DEV =

N∑
i=2

(1 − |Vi|)2 (6)

P LOS S i =
Ri(P2

i + Q2
i )

|Vi|
2 (7)

P LOS S =

N∑
i=1

kiP LOS S i (8)

where,
P LOS S i is the power loss of branch i, P LOS S is the total

power loss, Pi and Qi are the real power and reactive power of
branch i, Ri and is the branch resistance, Vi is the voltage at bus i,
N is the total number of branches and ki is the status of branch i
(1=close, 0=open)
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2.3 Constraints

2.3.1 Failure and Repair rate constraints

λi,min ≤ λi ≤ λi,max (9)

ri,min ≤ ri ≤ ri,max (10)

2.3.2 Real and Reactive power constraints

PG,min ≤ PG ≤ PG,max (11)

QG,min ≤ QG ≤ QG,max (12)

2.3.3 Voltage constraint

Vi,min ≤ Vi ≤ Vi,max (13)

2.3.4 Radial topology constraint

ϕ(L) = 0 (14)

λi,min, ri,min, λi,max and ri,max are the limits of the values of failure and
repair rate. PG,min and PG,max are the vectors of lowest and highest
available real power generation whereas QG,min and QG,max are the
vectors of lowest and highest available reactive power generation.
Vi,min and Vi,max are the limits of the branch voltages and ϕ(L) is the
number of loops in the system.

2.4 Objective Function

Min f = w1 ×
S AIDI
S AIDIT

+ w2 ×
V DEV
V DEVT

+ w3 ×
P LOS S

P LOS S T
(15)

Since reliability improvement is the major objective of the work, w1
is given higher value such that,

w1 + w2 + w3 = 1 (16)

As the objectives have different dimension they’re conveter to
per-unit values. S AIDIT ,V DEVT and P LOS S T are the initial
case values of SAIDI, Voltage deviation and Power Loss respec-
tively. Thus multiple objectives are unified into a single objective
resulting in reduced optimization load. The system condition before
reconfiguration is taken as the base.

3 Proposed Method

This section presents the basics of PSO and the formulation an in-
telligent search method depending on PSO. All the feasible configu-
rations of the distribution system that satisfy the objective function
is presented.

3.1 Particle Swarm Optimization

PSO is a meta heuristic population based technique with its gene-
sis from the observation of social behaviour associated with birds
flocking. It can be applied to both continuous and discrete systems.
In the presented problem, the switches are chosen from a discrete
set for different bus systems and therefore discrete PSO is applied
in this case.

The algorithm develops a population of particles each of which
are a viable solution for the problem. Initially each particle is as-
signed a random position, velocity and objective function, Xi, Vi

and Fi respectively. The evaluation is carried out using positional
coordinates and population size as the input. Each particle has a
follow up of its position and the best value acquired so far and is
stored in Pbest. . In the meantime the overall best value produced so
far by any particle is stored as Gbest.

w = wmax −
wmax − wmin

itermax
× iter (17)

The interia of the particles has an impact on the future veloci-
ties of the particles. Experimentally it is observed that decreasing
the value of inertia over the iterations causes exploration and ex-
ploitation to occur linearly. Number of particles in the swarm is
represented by n. Smaller value takes large number of iterations to
converge whereas high value cause a rise in computational complex-
ity and time consumed. So a suitable value is chosen.

vt+1
i j = w × vt

i j + c1rt
1 j[Pbest − xt

i j] + c2rt
2 j[Gbest − xt

i j] (18)

where,
vt

i j - particle velocity
xt

i j - particle position
c1 - cognitive parameter
c2 - social parameter c1 and c2 represents the weights of the

stochastic acceleration term that pulls the particles towards Pbest

and Gbest respectively.
r1 and r2 are random values in the range [0,1].

The particles coordinates are updated using the sigmoidal equa-
tion,

st
i j =

1

1 + e−vt+1
i j

(19)

The ciel of the function converts the continuous to discrete val-
ues. It is further modified according to the problem at hand to
choose the values from a particular set of values. In our work, the
set of values corresponds to the switches that are to be opened for
reconfiguration from the array of switches from each loop of the
bus system if the tie lines are closed.

3.2 Algorithm

1. Add Load bus data, line data maximum iterations and switch
value matrix. Initialize population, position, random veloci-
ties, Pbest, Gbest.

2. Calculate inertia, update velocity and particles coordinates.

3. Check radiality constraint and calculate fitness. Power loss
and voltage deviation are calculated from load flow solu-
tion. Reliability is calculated using the concept of cutsets.
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Backward Forward Sweep Algorithm is used as the load flow
solution.

4. Update Pbest if the fitness function is lesser than the previous
value.

5. Update Gbest if the fitness function is lesser than the previous
value.

6. If there is no criteria match, update particle velocity using the
previous velocity, distance to Pbest and distance to Gbest in the
equation

7. Update particle position from provided switches.

8. Terminate if the maximum iterations is reached. Go to step 3.
The flowchat of the proposed algorithm is shown in Figure 1.

Figure 1: Flowchart of Proposed PSO

4 Results and Discussion
The IEEE 33 and 69 bus system data is presented in [10]. The
failure rate and repair rate for the same is presented in [20]. The
proposed method is implemented on the test cases and and the effec-
tiveness is tested for the given objective function. Each load point is

assumed to have one customer. Four different cases is made out of
the objective function presented in Eq.15 with different weightage
to each objective but with heighest weightage to SAIDI.

1. Case 1: w1 = 1.0, w2 = 0 and w3 = 0

2. Case 2: w1 = 0.75, w2 = 0 and w3 = 0.25

3. Case 3: w1 = 0.75, w2 = 0.25 and w3 = 0

4. Case 4: w1 = 0.5, w2 = 0.25 and w3 = 0.25

4.1 33 Bus System

It has a voltage rating of 12.7kV with a constant power load of
(3.715 +j2.3) MVA. It is generally used to evaluvate the distribution
reconfiguration problem. Figure 2 shows the single line diagram for
a 33 bus system. In the base configuration, the solid lines represent
the NC switches (1 through 32) and the dotted lines represed the
NO switches (33 through 37).

Figure 2: 33 bus system before reconfiguration

4.1.1 Case 1

The main objective of this case is to minimise the reliability in-
dex, SAIDI, which is used to find how reliable the system is. The
algorithm is trained using this test case in order to find optimal
solutions in the upcoming cases for the multi-objective function.
For comparison purposes, the values of the indices of the base case
is calculated.

Figure 3: 33 bus system after reconfiguration (Case 1)

Figure 3 shows the bus system post reconfiguration. In this case
a drop of 0.8769 p.u for duration index which is a 40% reduction
from the original value making the system highly reliable. The
Table 1 shows the best possible values, wmin, wmax and population
size. A value of population swarm between 40 and 50 reduces the
convergence time. The fitness function converges in the 6th iteration
when population is randomized and in the 8th iteration when inertia
is randomized.
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Table 1: PSO parameters - 33 bus system

Parameter Value

wmin 0.2
wmax 0.9
Population 48

The Voltage deviation and power loss have shown a reduction
of 24% and 55% for the reconfigured system even without giving
weightage to the same as shown in Table 2. Power loss and voltage
deviation has shown drastic reduction in its values in spite of not
giving weightage to them in this case thus concluding on the fact
that all the three objectives are interrelated.

4.1.2 Case 2

The values of the parameters, inertia weight (minimum and max-
imum) and population of the swarm, are fixed for cases 2, 3 and
4. From Table 2 it is clear that with a 0.5% sacrifice of SAIDI, the
voltage deviation and power loss values have been lowered by addi-
tional 4% and 2% respectively in comparison with the results of case
1. As shown in Figure 4 the system is radial post reconfiguration.

Figure 4: 33 bus system after reconfiguration (Case 2)

4.1.3 Case 3

It was found that the results of Case 3 is identical and hence the
single line diagram is not repeated. The loss is reduced by an addi-
tional 4% when compared to case 1 while giving up only a 0.5% in
SAIDI value with respect to case 1.

Figure 5: 33 bus system after reconfiguration (Case 4)

4.1.4 Case 4

It can be seen that a further reduction of 4kW power loss in compari-
son to the previous two cases. Voltage deviation has also reduced by
an extra 2% when compared to the past two cases along with the bet-
terment of minimum voltage in the system. Hence it is proved that
the system is highly reliable with power loss and voltage deviation

improved drastically. Figure 5 displays the bus system configura-
tion after reconfiguration. Due to space issues, Voltage profile and
Convergence graph of the final case is alone shown in Figure 6 and
7 to picturize the improvement in the voltage profile and the efficacy
of the proposed method.

Figure 6: Voltage Profile pf 33 Bus System (Case 4)

Figure 7: Convergence graph of 33 Bus System (Case 4)

Figure 8: 69 bus system before reconfiguration

4.2 69 Bus System

The proposed topology is tested on a IEEE Standard 69 Bus sys-
tem. This system has a rated voltage of 12.7kV.NO switches are 69
through 73 as in Figure 8. The reliability indices before reconfig-
uration are recorded by applying the algorithm to the base case of
the 69 bus system. Other than the zero injection buses, each load
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Table 2: Consolidated Results of 33 Bus System

INDICES BASE CASE CASE 1 CASE 2 CASE 3 CASE 4

TIE SWITCHES 33,34,35,36,37 7,9,14,16,27 7,9,14,16,28 7,9,14,16,28 7,9,14,17,28

SAIFI 2.5741 2.2675 2.258438 2.258438 2.308125

SAIDI 2.2291 1.3522 1.362656 1.362656 1.405469

CAIDI 0.86597 0.59633 0.603362 0.603362 0.608922

ASAI 0.99975 0.99985 0.999844 0.999844 0.99984

ASUI 0.00025446 0.00015436 0.000156 0.000156 0.00016

V DEV (%) 2.8945 1.3137 1.20724 1.20724 1.137742

P LOSS (kW) 202.7142 154.2636 150.2211 150.2211 146.3066

V MIN (p.u) 0.9131 0.9276 0.9291 0.9291 0.9327

point is assumed to have one customer. The Inertia and Population
are randomized separately and run hundreds of iterations to arrive
at the best values. The values obtained as shown in Table 3 further
implicate that wmin, wmax should be chosen with a difference of
0.5 for accurate results and reaffirms that population value within
[40,50] holds the best results.

4.2.1 Case 1

Apart from SAIFI and SAIDI other indices such as CAIDI, ASAI
and ASUI are found for base case in order to compare the results
of all the cases. The switches that are to be opened post reconfig-
uration are {14, 18, 56, 64, 69}. When the switches are compared
with the failure and repair rate, it is found that the branches with
maximum failure rate are opened so that the values of the indices
drop according to the Eq. 1 and Eq. 2. Table 4 shows that there is a
major cutback of 0.7431 p.u which is 28.8% for SAIFI and 0.3804
which is 22.28% for SAIDI. Values of all the indices are shown as
well. The power loss and voltage deviation is determined for the
reconfigured system. Loss before and after reconfiguration presents
a substantial drop of 47.11%. Voltage deviation has reduced by
71.2%. Figure 9 represents the 69 bus system after reconfiguration
maintaining radial topology and its load evened out.

4.2.2 Case 2

In this case duration and voltage deviation are optimized. SAIDI
plummeted by a 21% while voltage deviation which was given a
weightage of 0.25 in the objective function dropped by 2.49 p.u
which is nearly 74% with respect to base improving the voltage
profile substantially and thereby improving overall reliability of
the power system. Power loss for the above configuration was
119.6465kW which an improvement from the previous case high-
lighting the impact of better voltage profile on power loss. Figure 10
represents the 69 bus system after reconfiguration maintaining radial
topology.

Figure 9: 69 bus system after reconfiguration (Case 1)

Table 3: PSO parameters - 69 bus system

PARAMETER VALUE

wmin 0.2

wmax 0.7

Population 46

Figure 10: 69 bus system after reconfiguration (Case 2)

4.2.3 Case 3

This case involves optimizing SAIDI and Power loss with a weigh-
tage of 0.75 and 0.25 respectively. Table 4 shows the result after
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reconfiguration and it is found that loss has reduced to 106.7573kW
even though SAIDI raised by a value of 0.04. The voltage deviation
calculated after reconfiguration was 0.8958 which is just a 0.02 p.u
rise while the loss has reduced considerably. The minimum value of
voltage has improved due to minimized power loss. This helps the
sensitive equipment from falling a prey for low voltage conditions
and hence improves the reliability of the system. Figure 11 rep-
resents the 69 bus system after reconfiguration maintaining radial
topology.

Figure 11: 69 bus system after reconfiguration (Case 3)

Figure 12: 69 bus system after reconfiguration (Case 4)

Figure 13: Voltage Profile of 69 Bus System (Case 4)

4.2.4 Case 4

This case includes all the three objectives with equal weightage to
voltage deviation and power loss of 0.25 and reliability index SAIDI
holding higher importance with weightage of 0.5. It is clearly seen
from Table 4 that all three objective functions have their values
reduced from case 3 giving us the best possible combination of

switches under the above condition. The minimum voltage stays the
same as previous case but overall voltage profile has improved. In
comparison to the base case there is a drop of 20.4%, 73.45% and
52.57% in SAIDI, Voltage deviation and Power loss respectively as
shown in Table 4. Figure 12 sketches the 69 Bus System with loads
distributed and following the radial topology constraint. Figure 13
shows the pictorial representation of the improvement in voltage
profile while Figure 14 supports the claim of high convergence rate
in the proposed method.

Figure 14: Convergence graph of 69 Bus System (Case 4)

5 Conclusion

This work presents a method for reliability improvement of Radial
Distribution System through feeder reconfiguration. It is constructed
based on Particle Swarm Optimization. The radial topology is con-
served using the graph theory function in MATLAB. The load point
indices such as failure rate and repair rate are calculated using Cut-
set concept. The reliability indices are calculated using theoretical
formulae. Power loss and Voltage deviation is computed by utilizing
Backward-Forward Sweep algorithm.

The Inertia weight and Population values in the proposed algo-
rithm clearly influences the accuracy of the results and the time to
taken to obtain the same as it regulates the exploration and exploita-
tion of the search space.

In single objective function, the switch selection for reconfigura-
tion solely depends on the values of the load point indices (λi & Ui)
and hence switches with highest values of the indices are opened.
This results in cutting down the number of load points in the longest
branch and distributing them to other branches.

In multi objective function, the switch combination chosen not
only depends on the failure rate and repair rate of the load points but
also on the voltage and power loss. This results in minor increase in
the SAIDI and other reliability indices but it improves the voltage
profile aiding the loads connected the system. It takes some demand
of the utility system due to reduced power losses.
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Table 4: Consolidated Results of 69 Bus System

INDICES BASE CASE CASE 1 CASE 2 CASE 3 CASE 4

TIE SWITCHES 69,70,71,72,73 14,18,56,64,69 15,42,57,64,71 13,18,58,63,69 13,20,57,63,69

SAIFI 2.5778 1.834623 1.85446 1.912598 1.8446

SAIDI 1.7071 1.326789 1.34073 1.381665 1.358867

CAIDI 0.6622 0.723194 0.722973 0.722402 0.736673

ASAI 0.999746 0.999849 0.999847 0.999842 0.999845

ASUI 0.000254 0.000151 0.000153 0.000158 0.000155

V DEV (%) 3.3742 0.9717 0.8777 0.8958 0.895569

P LOSS (kW) 225 119.6465 119.6465 106.7573 106.7085

V MIN (p.u) 0.9092 0.9299 0.9299 0.9414 0.9414
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Sign language is a form of communication language designed to link a deaf-mute person to the
world. To express an idea it requires the use of hand gestures and body movement. However, the
bulk of the general population remain uneducated to understand the sign language. Therefore, a
translator is required to facilitate the communication. This paper wishes to extend the previously
proposed Convolutional Neural Network (CNN) model for predicting American Sign Language
with a MobileNetV2-based transfer learning model. The latter model effectively generalized on
a dataset which is around 18 times larger with 5 additional groups of hand signs. Over 98% of
the recognition accuracy had been reported. Because of its relatively fewer parameters and
less intensive computational operations compared to other deep learning architectures, the
model was also ideal to be implemented on mobile devices. The model will serve as the key
to deploying a sign language translator software on smartphone to enhance communication
efficiency between the deaf-mute person and the general public.

1 Introduction
This paper is an extension of work originally presented in confer-
ence IEEE International Conference on Signal and Image Processing
Applications (ICSIPA) 2019 [1]. The work was enhanced in the
following aspects:

1. Dataset: Previous study used only 4800 images with 24
groups of self-collected images except for letters J and Z,
since both signs require movement. Furthermore, all images
were taken from a fixed distance, which is not generally the
case when it comes to actual application. The sign performer
can appear at different distances from the smartphone camera.
In this paper Kaggle’s dataset was used. Each sign has varia-
tions in capturing distance and brightness. There are a total of
87,000 images with 29 classes. In addition to the 26 classes
belonging to letter A-Z, there are an additional 3 classes for
SPACE, DELETE and NOTHING. As per the description of
the dataset, these 3 classes are found to be useful in real time
application and classification.

2. Method: Previous proposed shallow network failed to gener-
alize well with this new ~18x larger dataset. Instead, transfer

learning using MobileNetV2 was implemented. Unlike other
deep learning models, the MobileNetV2 gives high prediction
accuracy without penalizing too much on computational cost
and memory. This met our original intention to have this
model deploy as a mobile application in the future.

Spoken language binds a significant section of the population. The
spoken language would not, however, support the deaf and mute
population. Statistics from the World Health Organization (WHO)
shows there are at least 5% or 466 million of people suffer from
hearing impairment [1]. An individual with hearing impairment
may have a distorted speech or may not speak at all. This creates a
barrier to contact between them and the society.

Fortunately, sign language comes to help for this special group
of people. It is a kind of visual communication language that uses
a combination of hand gesture, facial expression and body posture.
It helps the hearing-impaired communities to express their feel-
ings and addresses the general communication issues within their
communities.

The sign language is completely different from spoken language.
It has its own syntax and the way it expresses itself. For the gen-
eral population this may be difficult to understand and practice [2].
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Moreover, most general public are illiterate to sign language. Unless
they are surrounded by a deaf-mute person, most appear to be unin-
terested and disregard the meaning of sign language. This presents
a real barrier of contact between the deaf-mute community and the
rest of society, as a issue which has yet to be completely resolved.

Innovations of technology in the area of sign language recog-
nition try to break down this communication barrier. To date, it
addresses the issues mainly with two different approaches: 1) Sensor
based system 2) Vision based system [3].

The sensor based system is a wearable device which utilizes
various sensors to capture motion, spatial positions and velocity
of the hand. For example, cyber glove is a wearable device that
employs flex sensor to detect fingers movements and Inertial Mea-
surement Unit (IMU) sensor to track the hand motions [4]. There
are also invasive and non-invasive electromyography (EMG) wear-
able sensors system to measure human muscle’s electrical pulses
and collect the bio-signal to detect fingers movements [5, 6]. These
wearable system can be costly, cumbersome, inconvenient, heavy
and uncomfortable for daily use.

Vision based system has recently become increasingly popular
because there is no need to attach sensors physically to the human.
There are attempts to use Leap Motion Controller [2] and Microsoft
Kinect which have depth sensor [4, 7, 8] to construct the sign lan-
guage recognition system. However, such technology is not widely
accessible and it can be expensive to the users. Furthermore, the
systems were implemented using desktop or laptop computer, which
is impractical because of its weight and size.

Since hand sign gestures are perceived through vision, computer
vision can be a subject of profound interest. One of the solutions is
to build a vision based sign language recognition system with the
commonly available smartphone camera. Vision-based systems are
historically prone to reliability issues. Background noise, colours,
and lighting are greatly varied under actual environment. This would
result in a lower rate of detection. The latest advance in computer
vision and machine learning technologies has shown considerable
progress in the classification of images [9, 10]. In the competition
for image classification, the algorithm called Convolutional Neu-
ral Networks (CNNs) and its derivative networks such as AlexNet,
GoogleNet and ResNet achieved more than 90% accuracy [11].
Conventional machine learning relies on manual features extraction.
Instead of creating complex handcrafted features, CNNs will au-
tomate the feature construction process. That would significantly
reduce human error and increase the accuracy of detection.

There are several studies using CNN for the identification of
American Sign Language (ASL) but the findings are not satisfac-
tory [12]. Furthermore, while some deep networks may offer high
classification accuracy, a large number of parameters and heavy
mathematical operations limit their application in smartphones.

Our aim is to develop a computer vision system that can use
mobile camera to recognize sign language, so that it can be used
everywhere and anywhere. Previous attempt to create a CNN net-
work to recognize 24 classes of sign language has demonstrated a
detection accuracy of 95% experimentally. This paper extends the
work to draw on a much larger dataset in order to enable greater
generalization. The larger dataset contains 5 more classes than the
previously used dataset. It included all 26 alphabets and another 3
classes for the sign of SPACE, DELETE and NOTHING to make

the whole sign language model more complete. In addition, this
dataset has also images which were captured at different distance
from the camera, which may reflect a real-life application more
closely. Transfer learning using MobileNetV2 was implemented to
further improve the model accuracy to more than 98%.

The remainder of this paper is structured as follows: the relevant
works will be discussed in Section 2. Followed by the section 3
concept and theory that will address the different CNN architec-
tures and put emphasis on MobileNet, which is the transfer learning
model to be implemented in this paper. Dataset description and
preprocessing will be described in the methodology in Section 4.
Then we will detail our model architecture and setup of experiments.
The section ends by showing some evaluation metrics that we used
to measure the performance of our model. Section 5 addresses
experimental findings with discussions. Lastly, Section 6 ends with
the conclusions of this paper with some suggestions for future study.

2 Related Works

The works related to vision based sign language recognition sys-
tem can be categorized into two, which are non-CNN and CNN
approaches. The non-CNN approaches were mainly the traditional
methods which involved manual feature extraction and classification.
The involved classification algorithms were k-nearest neighbors
(KNN) and Neural Network [13, 14]. These approaches normally
had lower reported prediction accuracy. On the other hands, the
CNN approaches that had better reported results were either propos-
ing their custom CNN models [7, 8, 15] or implementing transfer
learning [11, 12, 16, 17]. There was also literature which compared
both their custom CNN model and transfer learning [18].

For custom CNN models, Vivek Bheda et. al. used a deep
convolutional network to classify ASL with alphabets and digits.
The proposed network had 3 cascaded convolutional layers and 1
max-pooling layer. There are two hidden layers with dropout be-
fore connecting to the output layer. Accuracy of 82.5% had been
reported [7].

Ameen. S. et. al. separated the image and depth information
from Microsoft Kinect input and used two convolution layers to
perform feature extraction on each of them. Both extracted feature
maps were combined in the second stage of convolution before
passing to the classifier. The reported precision and recall were 82%
and 80% respectively [15].

Similar architecture was used by Pigou. L. et. al. to extract hand
features and upper body features separately from Microsoft Kinect
dataset. Each CNN was three layers in depth. They had reported an
accuracy of 91.7% [8].

For transfer learning, Das, A. et. al. used Inception v3 on
custom processed static gesture images and obtained an average
validation accuracy of 90% [16]. Alashhab. S. et. al. tested on
VGG16, VGG19, ResNet, Xception, Inception V3, MobileNet and
SqueezeNet. They were dealing with hand gestures detection in-
stead of sign language. There were 5 classes of hand gestures used.
The highest accuracy of transfer learning usign MobileNet was
99.45% [11]. Kania, K.et. al. build a network to recognize ASL
with reference to the Wide Residual Networks. Data augmentation
was used to increase the number of training sets and reported a high-
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est accuracy of 93.3% [12]. Garcia and Viesca used GoogLeNet
architecture to recognize 24 classes of sign language with only 70%
or reported accuracy [17]. As far as our literature, there was only
one work to compare custom CNN model and transfer learning done
by Bousbai, K. and Merah, M. Their training set had 1815 coloured
images with black background collected from five volunteers. Their
custom CNN had a reported efficiency of 98.9%, slightly surpassed
the transfer learning model with 97.06% accuracy [18].

In general summary, transfer learning can perform better than
most of the custom CNN model when come to pure image recog-
nition. Custom model is only needed usually to cater for the extra
input like depth information. Transfer learning model specially
designed based on pure images dataset like ImageNet might not
doing as good as the custom model. Other than this reason, transfer
learning is a more appropriate solution to develop a well performing
model. Therefore, it is being used in this paper to enhance the
results of our previous work.

3 Concept and Theory

3.1 Convolutional Neural Network (CNN) Architecture

Convolutional Neural Network (CNN) has proven to be very effec-
tive to handle image classification problems. It is in use by many
industry leaders such as Amazon, Google and Facebook [8]. The
convolution layers in the CNN perform multiple discrete convolu-
tions on the input with defined number of trainable weights filters.
The filters’ weights were updated during training. After applying
filtering on each channel, it will capture the image features such
as lines, edges, colors and other visual elements. The deeper the
network goes, more complex features like shapes and patterns can
be generated. Combining all these features together with the activa-
tion functions can produce feature maps which can then pass to the
ordinary neural network classifier to correctly classify the object.

Due to significant progress has been achieved in image clas-
sification, there were various CNN architectures introduced such
as VGG16, ResNet and Inception Net. These models were trained
and verified on large-scale annotated datasets like ImageNet and
proven to be effective. Instead of constructing the CNN from scratch,
leverage on the transfer learning on these architectures can signifi-
cantly reduce the time required to produce a working model for a
particular problem. Moreover, since these models were trained on
ImageNet which consists of 1.2 million categorized natural images
of 1000+ classes. Using the trained weights as a starting point will
definitely help the model to converge faster as compared to train-
ing from scratch. As discussed by Shin, H. C. et. al, even though
there is a disparity between the ImageNet and our sign language
images, the deep architecture which is trained comprehensively can
as well generalize on other specific domain problem with only mi-
nor fine-tuning training [19]. Among different CNN architectures,
MobileNet was employed in this paper because it is an efficient net-
work architecture designed to run on any computationally limited
platform.

3.2 MobileNetV1

MobileNet had been introduced as a small networks and it is opti-
mized for latency to match the restricted resource application such

as in mobile devices, robotics and self-driving vehicles. These appli-
cation platforms are not as powerful as a general purpose computer,
but still requires comparable recognition accuracy under a timely
computation.

Unlike other network architectures use shrinking or compression
to reduce its size and in return to improve on computational costs,
MobileNet was completely rebuilt using depthwise separable con-
volutions. Depthwise separable convolution is a form of factorized
convolutions which decomposes a conventional convolution into a
depthwise convolution and a pointwise convolutoin. This factoriza-
tion ends up reducing computation cost and model size drastically.
The rationale behind this is to reduce the costly convolution process
due to multiple multiplication as explained below [20].

Examine a standard convolution process, let an input image, F
of dimension DW × DH × M where DW and DH correspond to the
spatial width and height of the input image and M is the number of
input channels (depth). There are N numbers of square filters, K
with size of DK × DK × M where DK is the spatial dimension of the
kernel. An example of standard convolution with an input matrix
with channel, M = 3 and N number of 3 × 3 kernels is illustrated in
Figure 1a. All the convolution processes discussed in this section
are assumed to have stride of one and padding. This standard con-
volution between F and N numbers of K will have a computational
cost of:

Jc = N [(DW × DH) × (DK × DK × M)] (1)

The MobileNet addresses this issue by splitting the convolution
process into two steps, namely depthwise convolution and point-
wise convolution. The whole process is called depthwise separable
convolution. In the depthwise convolution process, instead of using
kernel with depth M, single layer kernels are applied on each input
channel as showed in Figure 1b. This results in a computational
cost of:

Jd = M [(DW × DH) × (DK × DK)] (2)

Then, pointwise convolution is performed on the output of the
above depthwise convolution feature map. Pointwise convolution
is being done by N number of 1 × 1 kernels with depth of M. This
process is also called linear combination since the output matrix is
of summation of linear scaling multiples. An pictorial illustration
of this process is shown in Figure 1c. The computational cost of the
pointwise convolution is:

Jp = N (M × DW × DH) (3)

The total computational cost of a complete depthwise separable
convolution is Jdp = Jd +Jp. Comparing to the standard convolution,
there is a reduction factor of:

Jr =
Jdp

Jc
=

1
N

+
1

D2
K

(4)

For a depthwise separable convolution with 3 × 3 kernels used,
the computational cost can be 8 to 9 times lesser with only minor
trade-off in accuracy [20].
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(a) Standard convolution

(b) Depthwise convolution

(c) Pointwise convolution

Figure 1: Comparison between (a) Standard convolution (b) Depthwise convolution 
and (c) Pointwise convolution

3.3 MobileNetV2

MobileNetV2 is an improved version of MobileNetV1. Mo-
bileNetV1 or most deep convolution network uses the Rectified 
Linear Unit (ReLU) activation function defined by

f (x) =

x, if x > 0
0, if x < 0

(5)

The ReLU activation function disregards any values smaller
than 0. This non-linear transformation is argued to result in the loss
of information, especially on input with a lower number of chan-
nels. ReLU may have less impact on input with lots of channels
because the missing information in particular activation might still
be preserved by other channels [10].

To tackle this issue, MobileNetV2 uses a narrow -> wide -> nar-
row approach in its inverted residual block. The low-dimensional
input is first expanded by using a pointwise 1× 1 convolution to pro-
duce a higher dimensional space which can cater for the information
loss caused by the ReLU activation. Then, spatial filtering using
depthwise convolution with ReLU activation was implemented in
this higher dimensional feature map. Finally, another pointwise
convolution was performed to project back to a lower dimensional
output feature map. For the last step, linear activation instead of
ReLU was used to preserve more information when encoding to a
lower dimensional output map. This idea was called linear bottle-
neck by the authors. The non-linear transformation only happened
in the internal expanded higher dimensional space inside the block.
When come to lower dimensional output, linear transformation was
used [10].

Besides, a skip connection similar to residual block is added
between the input and output of the inverted residual block to allow
gradient flow during backpropagation. This approach is essential
to build a deep network. One last minor adjustment is the use of
ReLU6 in this inverted residual block which capped the maximum
output to 6 as defined by:

f (x) = min (max (0, x) , 6) (6)

The complete inverted residual block discussed in MobileNetV2
is shown by Figure 2.

4 Methodology

4.1 Dataset

Figure 3 shows the American Sign Language (ASL) for all alphabets.
In the previous article, dataset was produced by smartphone camera
captures [1]. There were a collection of 4800 images with 24 classes
of gestures. The signs for character J and Z were excluded due to
dynamic. All the images were taken from at a fixed camera distance
with little lighting variation as displayed in Figure 4.

The challenge of developing a usable sign language recognition
model lies in the variation in size, position, and shapes of the input
image [15]. In real life applications, the sign language performer
might stands at different distance relative to the smartphone camera.
Provided data augmentation which is widely adopted in training
CNN with limited dataset, which introduces more variations with
scaling, rotating, flipping, shifting, shearing, etc. However, this
image augmentation failed to reproduce the realistic perspective
variations as discussed by Wenjin Tao et. al [4].

To extend the work, the dataset from Kaggle named “ASL Al-
phabet” was used [21] . Each sign has variations in distance capture
and illumination. An example of sign B was shown in Figure 5.
There are a total of 87,000 images in 29 classes. Besides the 26
classes belong to the letter A - Z, there are three additional classes
for SPACE, DELETE and NOTHING. As per dataset description,
these 3 classes are found to be helpful in real time application and
classification.
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Figure 2: Inverted residual block

Figure 3: American Sign Language for all alphabets

Figure 4: Example self-captured dataset from previous article. From left to right
(top) A, B, C and (bottom) D, E, F [1]

All 29 classes had been used in this work. The images were
resized to 224×224 pixels as suggested in the article by Samer
Alashhab. et. al. [11]. Among different input sizes, 224×224 pixels
gives best performance by experiment. The inputs were shuffled ran-
domly and normalized. The images were divided into training and
validation sets using a ratio of 80:20. The training set has 69,600
images while the validation set has 17,400 images. In view of the
larger dataset, no data augmentation was carried out.

4.2 Model Architecture

The new dataset in this paper is approximately 18 times larger than
the previous dataset. The previous proposed CNN network which
had only two cascaded convolution layers failed to generalize to
this dataset. The model was therefore being reconstructed using
transfer learning with MobileNetV2. This CNN architecture was
optimized for mobile devices to give high prediction accuracy while
keeping the parameters and mathematical operations low. Compared
to MobileNetV1, the MobileNetV2 is about 30 - 40% faster when
tested on Google Pixel phone due to 2 times fewer mathematical
operation and 30% lesser parameters. Not only that, it outperforms
MobileNetV1 in terms of recognition accuracy [18].

Figure 5: Example sign for letter ’B’ under different capturing distance and lighting
condition

The built architecture is shown in Figure 6. The MobileNetV2
was preloaded with weights trained by ImageNet. Average pooling
layer was added to the MobileNetV2 output feature map. Continued
with a dense neural network layer of 1000 neurons. The activation
function for this dense network was standard ReLU. A 50% dropout
layer was added after that to prevent overfitting. Final layer was the
dense layer that provides classification for 29 classes of images. It
had a softmax activation function as defined by:
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σ (z) j =
ez

j∑K
k=1 ez

k

(7)

The model was compiled using categorical crossentropy loss
function. The model had about 3.5 millions training parameters.
The optimizer used was RMSprop with a learning rate of 1 × 10−4.
Since the sign language images are differ from the ImageNet dataset,
all the layers were unfreezed and retrained. Experiments were all
conducted on a computer with Intel Core i5 CPU, 12 GB RAM and
a NVIDIA GeForce GTX 1060. All of the steps mentioned in this
section were performed using Keras deep learning framework with
TensorFlow as the backend.

4.3 Performance Metrics

The performance metrics used to evaluate the build model are de-
fined below, where TP stands for True Positive (correct prediction),
TN is True Negative (correct rejection), FP is denoted as False
Positive (incorrect prediction) and FN is defined as False Negative
(incorrect rejection).

Figure 6: Model architecture

1. Accuracy - the overall correct prediction of the model

Accuracy =
T P + T N

T P + T N + FP + FN
(8)

2. Precision - ratio of correct prediction over all the predicted
values of a particular class.

Precision =
T P

T P + FP
(9)

3. Recall - ratio of correct prediction over all predicted values
that are supposed to be positive.

Recall =
T P

T P + FN
(10)

4. F1-Score - weighted average of precision and recall. It tells
the balance between precision and recall.

F1 score = 2
[

Precision × Recall
Precision + Recall

]
(11)

5 Results and Discussion

The highest overall accuracy obtained by this model was 98.67%.
The confusion matrix is shown in Figure 7. For each of the sign,
28 out of 29 were recorded with accuracy higher than 95%. The
highest single class accuracy was 100% and the lowest was 85.67%.
Lowest accuracy was recorded for the letter Q. There were only 514
out of 600 images were correctly predicted. The rests were all being
predicted as P. This was believed to be the similarity existed in these
two signs, where the index finger and thumb are both pointed out.

Looking at the precision, recall, and f1-score for each class as
shown in Table 1, most of them obtained a score of 95% and above.
The precision of letter P and recall of letter Q was lower due to the
above mentioned similarity. Hence it also lowered the f1-score for
these two classes. The second lowest recall was the sign for letter X
which scored 92.83%. Some of them were being wrongly classified
as either S or U due to the similar rounded fist shape.

Table 2 shows the comparison with some previous works. To
have a fair comparison, only those works implementing transfer
learning were compared. In the comparision, there was only one
study done by Alashhab. S. et. al. had slightly better accuracy then
this work, but they were not working with ASL and there were only
5 classes of hand signs used. Other than that, this work showed
better results than the prior works. For a similar MobileNetV2
transfer learning architecture for ASL, there is also a marginally
improvement over the work did by Bousbai, K and Merah, M.
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Table 1: Precision, Recall, F1-score for each class

Precision Recall F1-score
A 0.9677 1.0000 0.9836
B 0.9933 0.9917 0.9925
C 1.0000 1.0000 1.0000
D 1.0000 1.0000 1.0000
E 0.9693 1.0000 0.9844
F 0.9950 1.0000 0.9975
G 1.0000 0.9850 0.9924
H 0.9709 1.0000 0.9852
I 1.0000 0.9800 0.9899
J 1.0000 0.9633 0.9813
K 1.0000 1.0000 1.0000
L 1.0000 1.0000 1.0000
M 0.9771 0.9950 0.9860
N 0.9817 0.9850 0.9834
O 1.0000 0.9950 0.9975
P 0.8721 0.9883 0.9266
Q 1.0000 0.8567 0.9228
R 0.9934 1.0000 0.9967
S 0.9769 0.9850 0.9809
T 0.9983 0.9783 0.9882
U 0.9707 0.9933 0.9819
V 1.0000 0.9917 0.9958
W 0.9868 1.0000 0.9934
X 0.9893 0.9283 0.9579
Y 0.9983 1.0000 0.9992
Z 0.9983 0.9983 0.9983

delete 0.9967 1.0000 0.9983
nothing 1.0000 1.0000 1.0000
space 1.0000 1.0000 1.0000

Figure 7: Confusion Matrix

Table 2: Comparison of this work and previous works

Authors Description Accuracy
Das, A. et.
al., 2018

Transfer learning using Inception
v3 on custom dataset

90.0%

Alashhab,
S. et. al.,
2018

Transfer learning on multiple
architecture like VGGNet, ResNet,
etc. on custom 5 classes of hand
gestures.

99.45%
(Mo-
bileNet)

Kania,
K.et. al.,
2018

Transfer learning using Wide
Residual Networks with data
augmentation on ASLs

93.3%

Garcia and
Viesca,
2016

CNN on 24 ASLs with GoogLeNet
tranfer learning

70%

Bousbai,
K. and
Merah,
M., 2019

Compare custom CNN model and
transfer learning using
MobileNetV2 on ASLs

97.06%
(Mo-
bileNetV2)

Our
previous
work,
2019

Custom CNN on 24 ASLs using
phone camera

95%

This
work

Transfer learning using
MobileNetV2 on 29 classes of
ASLs

98.67%

6 Conclusion and Future Work
This paper presented a model that was able to recognize American
Sign Language with 98.67% accuracy. It is an extension of the work
originally presented in ICSIPA 2019. Besides the improvement of
the model accuracy, the following additional highlights are listed:

1. A much bigger dataset was used with additional 5 classes to
make the ASL more complete. That allowed a better general-
ization of the model. In addition, this distance varying images
given in the dataset could also make the model less sensitive
to the difference in distance between the ASL users and the
camera.

2. Even with the deep transfer learning network used, we still
maintained our original intention to make the model suitable
for running on mobile devices in order to use the smartphone
camera for the convenience of users.

The model was less computational burdening since it had fewer
parameters and lesser mathematical computations. With the im-
plementation of the model as an smartphone app, it is believed
to be able to improve the quality of communication between the
deaf-mute person and the general public.

To offer more usability, this work can be continued with real-
time video based sign language recognition. To reduce the effects of
ambient noise, there is a need for real-time video processing, such
as region of interest segmentation and hand tracking. Apart from
that, the image occlusion has yet to be investigated. This can be a
challenging issue when part of the performing signs is blocked.
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 In this study, an adaptive nonlinear sensorless controller for doubly fed induction generator 

(DFIG) driven by a wind turbine is proposed. The aim is to maximize the extracted power 

by tracking the wind turbine optimal torque-speed characteristic without the need for rotor 

speed measurement. This controller ensures a satisfactory tracking of both stator flux and 

rotor speed. It considers the detailed model of DFIG in an arbitrary (d–q) rotating frame 

without any simplifying assumption. An observer provides the rotor speed estimation 

incorporated in the control loop. To guarantee the system stability under parametric 

uncertainties like the aerodynamic torque and the rotor winding resistance, which harms 

the efficiency and the robustness of the controller, update laws are established to estimate 

the uncertain parameters. Lyapunov’s theory is used to prove the system stability. The 

proposed adaptive sensorless controller validity is demonstrated by simulation in 

Matlab/Simulink environment. The robustness of the controller is confirmed by the 

comparison between the same controller with and without adaptation. 
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1. Introduction 

Recently, using wind energy to produce electricity has been 

gradually grabbing the attention of many researchers, thanks to its 

cleanliness and dependability. Because of its smaller power 

electronic components rating and its wide speed operation range, 

the DFIG is seen as the most used wind turbine generator [1–3]. 

The DFIG rotor windings are connected to the electrical grid via 

rotor and grid side converters (RSC and GSC) and RL filter, 

whereas the stator windings are immediately related to the 

electrical grid as illustrated by Figure 1. In the last decade, many 

researchers giving much focus and interest to the field of sensorless 

control of DFIG-based wind turbine (DFIG-WT)[4–7]. In this 

control strategy, the DFIG-WT systems operate without the need 

to use the speed sensor, which lowers the whole system cost and 

enhance its overall reliability by minimizing the number of 

components that are susceptible to failure. 

There has been some research about sensorless control using 

proportional-integral (PI) loops such as [8,9]. The latter mainly 

relied on assumptions that the flux or stator voltages are constant, 

and the stator resistance is negligible. However, these assumptions 

are useless under grid faults or load variations. Furthermore, the 

small resistance of the stator may cause an incorrect damped 

dynamics of the stator flux [10].  

 
Figure 1: Schematic representation of grid connected DFIG-WT system 

For the most control strategies, if the actual values do not 

correspond to the parameters and variables of DFIG-WT used in 

the control law, it could result in a failure of the closed-loop 

control.  So, when some parameters and variables are difficult to 

be measured, some strategies based on estimation theory are 

important to generate a pertinent control. The frequency, the 
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temperature  and  the  magnetic  saturation  may  cause  the change  

of  DFIG  parameters [11]. Therefore, the online parameter 

estimation or disturbance observer is compulsory to have high 

precision control.   

Much research has addressed the control of DFIGs during 

parameter variation [12–14]. On the other hand, the  modeling and  

the  control  of  WT  is  not  an  easy  task, particularly  when  large  

scale  WTs, in megawatts,  are considered [15,16]. Hopefully, to 

minimize the drive train vibration and to develop the quality of the 

extracted power, some works use the estimation theory in order to 

take into consideration the uncertainties arose from the 

aerodynamic torque, particularly in the stage of the maximum 

power point tracking (MPPT) [17]. 

The main focus of this work is to elaborate an adaptive 

sensorless control for the rotor side converter (RSC), this controller 

takes into consideration the detailed model of DFIG. Update laws 

in real-time are established to deal with the parameter 

uncertainties. To preserve the objectives of the MPPT without the 

need to use  rotor speed sensor , a speed observer is incorporated 

in this controller. The remaining of this research paper displays as 

follows: The second section revolves around the model of the 

DFIG-WT system. The third section puts forward the suggested 

nonlinear controller: For the start, we present the proposed rotor 

speed observer. Afterward, we introduce our sensorless controller 

design, and we point out to the control laws of DFIG, and update 

laws for the speed observer, as well as the estimated rotor 

resistance and aerodynamic torque, which are competed using the 

Lyapunov theory. The last section considers simulation results and 

discussion. At last, we wrap up by drawing some concluding 

remarks. 

2. DFIG-WT model 

2.1. Wind turbine model 

Based on wind turbine aerodynamic[18], The power captured 

from the wind can be expressed as :                                               

32 ),(
2

1
vCRP pt =                        () 

where  is the air density, R  is the blade radius  and v  is the wind 

speed. The wind power coefficient ),( pC  depens on the design 

the blades; is a function of pitch angle   and tip speed ratio 

(TSR). 

where:  

           
vG

R 
 =                                     ()        

In which  is the mechanical generator speed and G is the gearbox 

ratio. In the basis of the wind turbine design [18], the expression 

of  power coefficient  is: 
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The coefficients c1-c6 are listed in Table 1. 

Table 1: Values of coefficients c1-c6 

1c  2c
 3c

 4c
 5c

 6c
 

0.5176 116 0.4 5 21 0.0068 

When the pitch angle   remains unchanged, there is an 

optimum tip ratio opt =  that maximizes the power coefficient 

pC , In this study, we assume that 0= .So the MPPT  is achieved 

by the control of the generator speed. Conforming to (2) the 

mechanical speed  that optimize the extracted power is: 

v
R

G

t

opt
 =*                                      () 

2.2. Induction generator model  

Employing the flux-linkage and voltage equations of the  

induction  generator  [19],  the state variables of DFIG in an 

arbitrary reference frame rotating at speed 0  include d-q rotor 

currents and stator fluxes qrdr ii , , qsds  , , and generator speed 

 .The considered 5th-order state-space representation of DFIG 

can be expressed as: 

( )

( )

( )

























−−+−=

++−

−−−−=

−+−

−+−−=

+−−=

++−=

qrdsdrqs
t

dsqsqs

drqrqr
r

qr
qr

qsdsds

qrdrdr
r

dr
dr

qrdsqsqs
qs

drqsdsds
ds

ii
J

T

J

f

dt

d

u

iMii
R

u
dt

di

u

iMii
R

u
dt

di

Miu
dt

d

Miu
dt

d




















0

0

0

0

1

1

  

  () 

with: 














−=

sr
r

LL

M
L

2

1 ,   
s

r
L

M
L


 = ,   

sJL

M
= ,   

s

s

L

R
=  

tT  is the mechanical torque. The rest of the parameters of DFIG-

WT system are given in Table 2, Appendix B. 

3. Control design 

3.1. Speed observer 

Achievement of MPPT strategy requires a quick convergence 

of the mechanical rotor speed to its optimal value. An observer is 

proposed to estimate the actual rotor speed of DFIG.   

( )  +−−+−= qrdsdrqs
t ii

J

T

J

f ˆ
ˆ̂

                

() 

Measurement of the rotor currents and the stator fluxes are 

compulsory for the latter observer; it relies also on the estimated 

aerodynamic torque tT̂ and the term which will be elaborated by 

the means of the Lyapunov approach. 

3.2. Reference Signals 
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Supposing that; the d-q rotating frame is aligned with the 

stator flux vector as in [20]. In our case, we consider that the stator 

flux vector is associated with the d-axis of the d-q reference frame 

giving: 

;0=qs *=ds                            () 

Based on the assumption (7) illustrated by Figure 2, the 

expressions of the reference signals in the steady-state condition of 

DFIG can be established: 

 

Figure 2:  Determination of angles for the DFIG in d-q reference frame 

Taking into consideration the latter assumption (7), and 

according to the first equation of (5), the reference of the direct 

rotor current can be expressed as follows: 

dt
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From the 5th equation of the system (5), the reference of the 

quadratic rotor current is established by replacing the aerodynamic 

torque by its estimate and incorporating a feedback saturation 

function [21], which relies on the estimated and reference rotor 

speed: 
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The saturation function sat(y) has a finite limit at infinity; it is 

a linear, odd, and differentiable function in a neighborhood of the 

origin. To satisfy the assumption (7), the d-q reference frame must 

rotate at a specific speed 0  which is expressed using the second 

equation of (5):  
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3.3. Control and update laws 

The rotor speed sensor has some weak points concerning 

robustness, maintenance, cost, and cables linking the speed sensor 

and the control block. Any incorrect value provided by the rotor 

speed sensor may significantly harm the defined control targets 

and it can also destroy the system stability. Besides, accurate 

modeling of the aerodynamic torque is not an easy task, and the 

rotor winding resistance may vary up during operation due to the 

heating of the generator. That is to say that it constitutes uncertain 

parameters for the model which can affect the system stability. Yet, 

to ensure the system stability and maintain the control objectives 

in the presence of uncertainties and without needing to measure the 

rotor speed, the system closed-loop stability is examined to extract 

the expressions of the additional term  used in the speed observer, 

and the update laws of the estimated rotor resistance and 

aerodynamic torque. In this study, we assume that the aerodynamic 

torque and rotor resistance are unknown and vary slowly with time 

and should be estimated. To this purpose, the error variables can 

be introduced as follows: 
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Using equations (5), (6), (7), (8), (9), (10) and (11) the 

system of the error dynamics can be expressed as follows: 
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In order to have a compact error dynamic system, the error 

variables de
 
and qe are considered instead of dri

~
and qri

~
:  
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The error dynamics in (12) becomes:  
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The expression of the stator direct voltage derivative 
dt

dusd  is 

detailed in Appendix A. we construct a Lyapunov function for the 
system (14) as: 
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where  ,  and   are  positive design parameters given in 

Appendix B. The derivative of  V  along with the time gives 
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It’s obvious that: 

      0
22

22















−+








− qs

q
ds

d
ee

                       () 

From (17), we can get the following inequality: 
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The control laws are derived as: 
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We define the dynamics of the rotor resistance as  
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where  rRgoj ˆ,Pr is the projection algorithm[22], which is 

specified in our case by 

( )

( )
































−+

−
−
















−−

−
−







=

0ˆ
ˆ

1

0ˆ
ˆ

1

0ˆ

0ˆ

ˆ

ˆ

22
1

22

2
1

2

22

gandRRif
RR

RR
g

gandRRif
RR

RR
g

gandRRifg

gandRRifg

RRRifg

R

rMr

rMrM

rMr

rmr

rmrm

rrm

rMr

rmr

rMrrm

r





   () 

with rMR  and rmR  are the upper and the lower bound values of

rR , respectively, and 1 is an arbitrary positive constant such that

01 − rmR . 

We define the update laws of the additional term and the 

aerodynamic torque as  
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where: 
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with tMT is the upper bound value of tT  and 2 is an arbitrary 

positive constant. Substituting (18), (19), (21), (22) and (23) in 
(16), the time derivative of (15) becomes:  
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The time derivative of (15) can be written in the following way: 

 ( )

2

22

22222

~~

~~,min

tt

qdqsds

T
J

eT
J

f

J

e
J

f
eeCV












−













+−

−+++−

           (26) 

 

Since T
~

 and rR
~

 has been designed using a projection 

algorithm (bounded), from (15) and (26) we can establish that the 

functions ds~ , qs~ , de , qe and e are bounded on ) ,0 . 

Consequently, from (14) it’s clear that ds~ , qs~ , de , qe and e are 

bounded on ) ,0 . So the functions ds~ , qs~ , de , qe and e are 

uniformly continuous on ) ,0 , as a result, from(13) it can be 

seen that dri
~

, qri
~

, dri
~

and qri
~

are bounded, and the functions dri
~

,

qri
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 are also uniformly continuous on ) ,0 .  

The closed loop of the system (14) is determined based on (19), 

(21), (22) and (23) as:  
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We can put the last five equations of (27) in the following form: 
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with ,3,2,1, =ifi are bounded functions such that 10  if  
Since the functions  eee qdqsds ,,,~,~ are bounded, so for all

0tt    ( )tA , ( )tB , ( )tC , ( )tD , ( )tE , ( )tF and ( )tG are bounded, with

( ) MAtA  , ( ) MBtB  , ( ) MCtC  , ( ) MDtD  ,

( ) MEtE  , ( ) MFtF  , ( ) MGtG   

From (15), the function ( )tV  can be put into the following 

inequation: 
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The time derivative of ( )tV  (26) can be written in the following 

way: 
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According to the proof of lermma 2.1 in [23], the origin

0;0,0 === wzx  of (28) is locally exponentially stable. 

4. Simulation Results 

Simulation of the detailed model of 3MW DFIG-WT using 

the proposed adaptive nonlinear sensorless controller is performed 

in MATLAB/Simulink environment, the parameters and 

characteristics of the latter DFIG-WT along with the design 

parameters are given in Table 2, and Table 3, Appendix B. 

The estimation and tracking performance of the adaptive 

sensorless controller is shown using a variable wind speed of 

)/5.8( sm mean value as depicted in Figure 3. To show the 

robustness of the proposed adaptive sensorless controller against 

the aerodynamic torque and the rotor winding resistance variation 

the tracking performance for both the sensorless controller with 

[24] and without adaptation at constant wind speed )/9( sm    has 

been compared in Figure 4. The simulation is performed with the 

variation of the mechanical torque and the rotor winding resistance 

described by: 
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From Figure 3 (a) and 3 (b) the actual rotor speed varies in 

accordance with the wind speed, which confirms the effectiveness 

of the MPPT. Figure 3 (c) shows a good tracking performance of 

the stator quadratic current. According to Figure 3(d) it can be 

noticed that the estimated torque recovers the applied unknown 

torque.  Similarly, from Figure 3(e) it can be observed that the 

estimated rotor resistance quickly converges to its true profiles.  In 

Figure 4 the adaptive nonlinear sensorless controller performance 

is shown by the comparison of the proposed adaptive sensorless 

and the sensorless controller proposed in [24]. From Figures 4 (a) 

and 4 (b) it is noted that the stator flux and the rotor speed tracking 

errors sustain small perturbations caused  by the unknown rotor 

resistance and the unknown aerodynamic torque, but they 

converge to zero quickly  as  soon  as  the  estimates  of  rR  ,  and  

tT   converges  to  their  actual  values.  Whereas in the case of 

control without adaptation Figures 4 (c) and 4 (d) the rotor speed 

and the stator flux don’t track anymore their references after 

variation of the rotor resistance and the aerodynamic torque. 

When the actual values do not correspond to their references, 

the closed loop system is exposed to failure, which destroys the 

control objectives.  These results confirm the robustness of our 

controller regarding to the rotor resistance variation along with the 

aerodynamic torque. 

5. Conclusion 

This paper presents an adaptive nonlinear sensorless 

controller for DFIG-WT to maximize the wind energy extracted 

under parametric uncertainties and unknown rotor speed. The 

simulation performed in Matlab/Simulink environment illustrates 

the good results provided by the controller regarding the good 

tracking capability of the rotor speed and stator flux, in addition to 

correct estimation of the unknown rotor speed, aerodynamic 

torque, and the rotor resistance. Also, the comparison result 

between the same controller with and without adaptation shows the 

effectiveness of this work.   

 
(a)  Time varying wind speed 

 
(b) Actual, Reference and estimated rotor 

 

(c) The Actual and reference stator flux 

 

(d) The aerodynamic torque and its estimate 

 

(e) The rotor resistance and its estimate 

Figure 3:  Comparison of tracking performance s under unknown parameters 

Changes occur at t=10s %50= rR , t=10s %50−= tT and at t=20s  
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(a) Actual, Reference and estimated rotor speed with adaptation 

 

(b) Actual, Reference and estimated rotor speed without adaptation 

 

(c) The Actual and reference stator flux with adaptation 

 

(d) The Actual and reference stator flux without adaptation 

Figure 4:  Comparison of tracking performances under unknown parameters 

Changes occur at t=10s %50= rR , t=20s %50−= tT  
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Appendix A. Frame transformation and dsu
 
derivative  

The direct and quadratic components of the stator voltage in the 

( )qd ,  reference frame can be expressed as follows: 
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where ( ) ,  stand for the fixed reference frame and 0 the 

electrical angle of the ( )qd ,  rotating reference frame to the ( ) ,  

one, see Figure 2. The components of the stator voltage in ( ) ,

are: 
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In which T is the Concordia matrix transformation, and asu , bsu

and csu  are the 3-phases stator voltage giving by : 
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Using the conventional derivative proprieties for scalar, vector and 

matrix, we can obtain the direct stator voltage component 

derivative
dt

duds used in (14). From (A.1) the expression of the 

direct stator voltage is: 
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From (A.2), (A.3) and (10), the derivative of dsu  is given by: 
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Appendix B. characteristics/parameters of 3 MW DFIG-WT 
and the adaptive sensorless controller 

Table 2: Characteristics and parameters of DFIG-WT 

Parameter Definition Value 

Induction generator 

ratP  Rated power MW3  

U  Rated stator voltage V690  

s  Stator angular frequency rad/s314  

p  Number of pole pairs 2  

rR  Rotor winding resistance 0.00382  

sR  Stator winding resistance 0.00297  

rL  Rotor inductance H 0.0122  

sL  Stator inductance H 0.0122  

M  Mutual inductance H 01212.0  

Wind Turbine 

R  Blade Radius m45  

G  Gearbox ratio 100  
maxpC  Maximal Power coefficient 48.0  

opt  Optimal Tip Speed Ratio(TSR) 14.8  

Generator and Turbine 

J  Moment of inertia 2kg.m 254  

f  Dumping coefficient 0.24 

rf  grid frequency Hz  50  

U  grid voltage V690  

Table 3: parameters of the adaptive sensorless controller 

Parameter Value 

k  6000 

k  100 


 

70000 
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tMT
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 The fight against poverty in the Peruvian Andes is a complex task in which various 
professionals, such as engineers, economists, anthropologists, among others, participate. 
The uncertainty of the decisions taken today, no matter how appropriate they may seem, 
such as million-dollar investments in irrigation infrastructure, can result in over-
production and, therefore, in economic recessions. For this reason, a new mathematical 
simulation model is proposed using system dynamics to predict recession phenomena that 
can occur in months or after a few years of auspicious economic growth, and that can cause 
sales prices to be below production costs. The author has developed the conceptualization 
of the production system of irrigation improvement projects in several years of 
multidisciplinary work in the Cusco region of Peru. The primary objective of irrigation 
projects is to improve the socio-economic conditions of the farmer. Techniques as the 
fulfillment of goals have been used to quantify qualitative dimensions such as strengthening 
organizations and trainings that are key to guaranteeing irrigation improvement projects' 
sustainability in the long term. Therefore, it has been possible to identify the variables and 
relationships of this type of socio-economic system. To validate the model, we verified that 
the simulated data are consistent with the historical data collected. Likewise, if the values 
of the various proposed models' variables are adequately modified, these can be applied to 
other types of production systems under different market conditions. The dimensions 
addressed, such as supply, demand, sale price, land, production volume, public budget, etc., 
enhance the research's importance, making the simulation model formally expressed also 
acquire nuances from economic theory for the fight against poverty-based on water. One 
of the study's conclusions is to understand the production systems, it is necessary to see 
them in the context of their regional economy's behavior. 

Keywords:  
Complex systems 
Mathematical modelling 
Economic theory of water 
Systems simulation 
 

 

 

1. Introduction 

One of the most important policies in the fight against poverty 
of the Peruvian government is implementing irrigation 
improvement projects. In this paper, we will address issues in 
greater depth about the experience of Plan Meriss Inka (PEPMI) to 
deal with the social component. We will highlight the 
characteristics that make this research an economic theory of water 
perspective that could not be exhibited in work originally 
submitted in the 2019 IEEE World Engineering Education 
Conference (EDUNINE) [1]. 

The primary nature of the irrigation improvement projects 
implemented by PEPMI is multidisciplinary, in which 
professionals of different natures such as engineers, economists, 

biologists, anthropologists, among others. One of the 
characteristics that stand out from this type of project is the high 
social component [2]. Since the first projects' implementation, it 
was observed that, despite providing rural communities with 
modern irrigation infrastructure. Farmers were reluctant to use it. 
A situation that has required social partners to decipher this 
peculiar impasse. Anthropologists' role in these cases has been 
essential to understanding the farmer's idiosyncrasy in terms of the 
intervention of new irrigation projects in their communities it 
refers. 

From work carried out, it was concluded that the resistance to 
using the new irrigation infrastructure was because the farmer only 
uses the irrigation infrastructure that they have built and, therefore, 
they consider it as their own. So, not having participated in 
constructing this new irrigation infrastructure donated by the 
government, they did not consider it their own. To overcome this 
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problem, Community participation is incorporated as part of the 
project's financing, which consists mainly of the farmers’ 
workforce's valuation in the construction of the irrigation 
infrastructure [3]. Similarly, there are cases of projects in which it 
has been possible to significantly improve water resources 
available without the need to build new irrigation infrastructure; it 
was only required to improve water management and irrigation 
techniques to increase agricultural productivity. This experience 
leaves an important lesson for professionals who are not from the 
social area, which is that, to achieve the objectives of the projects, 
they should improve their communication skills and understanding 
of the farmer idiosyncrasies in the area [3]. The social component 
is just one of the many problems. It gives an idea of the complexity 
of understanding and managing irrigation improvement projects in 
the fight against poverty in the Peruvian Andes. The ability and 
experience to face these peculiarities have made the PEPMI to be 
considered as a model project in South American by the German 
donors German Technical Cooperation (GTZ) and the State 
Development Bank of the Federal Republic of Germany (KFW). 

In this understanding, the primary objective to be achieved 
with social intervention projects is their sustainability in 
strengthening the organization of farmers and profitability. In other 
words, farmers must manage their own resources without the 
accompaniment of PEPMI staff and only through its own 
organization and self-financed by the profit that results from the 
sale of their products. 

In the Peruvian Andes, there is the occurrence of weather 
phenomena such as droughts and frosts that cause the loss of crops. 
The main effect of having adequate irrigation infrastructure is to 
ensure cultivation; firstly, supplying water in case of droughts and 
making it possible to recover plants from frosts. So that at least one 
harvest per year can be ensured. This is also known as crop safety. 
It is possible to increase the number of agricultural seasons per 
year by up to two in the best cases. Then, water administration is a 
strategy ancestrally used since the Incas to face unpredictable 
climatic changes and to guarantee food for the population [4]. 

To overcome these problems, millions are invested in 
infrastructure and training. But in the projects implemented in the 
Chumbivilcas-Espinar provinces, it has been shown that this does 
not always happen. Due to the overproduction of dairy products, 
there was a regional recession. A phenomenon in which supply 
exceeds demand and produces a drop in prices. In this case, prices 
fell even below production costs. So, the right short-term decisions 
can lead to long-term problems [5]. 

In this research, we are concerned with developing a 
production model to understand the factors that participate in it. 
The model simulation process has allowed the model to be 
validated. However, to know if the production process is 
profitable. It is required to evaluate it in the environment of its 
regional economy. 

Therefore, it is also necessary to conceptualize and formulate 
economic factors. This gives greater importance to our research as 
it analyzes the Andes' economy from a perspective of fighting 
poverty. The methodology used to achieve our objectives is mainly 
system dynamics, as it includes the methods of thinking of systems 
and servomechanisms. The same ones that are suitable for complex 
systems. 

 As a result of the research, we have obtained the formulation 
of the different production sub-systems such as training, 
investment, available water, infrastructure, and others. And we 
have also managed to formulate the subsystems of the regional 
economy such as supply, demand, sale price, competition, etc. This 
makes it possible to project over time the impact of the irrigation 
improvement projects' anti-poverty policies. It also allows us to 
carry out a sensitivity analysis to know if the decisions we make in 
implementing the project are the correct ones, mainly to avoid 
regional recessions or falls in products sales prices [1]. 

2. Related Works 

2.1. System dynamics 

System dynamics is a popular simulation methodology 
developed by J. Forrester at the Massachusetts Institute of 
Technology (MIT). This simulation methodology is based on the 
theory of servomechanisms and feedback. It is also related to 
areas such as general systems theory and cybernetics. It also uses 
methods to study complex systems that act as an interlocutor 
between engineering methods and the methods for social systems 
[6]. One of the most important applications of System Dynamics 
is the world model published in 1970. A simulation of the 
behavior of society is shown under current “unplanned” growth 
conditions. The results of the simulation of the model show an 
over-exploitation of resources and a drop in population. The more 
population, the more waste is generated, and the more waste, the 
more diseases are generated is one of the conclusions of the model 
[7].  

In the work of Fifth Discipline, considered to impact the 
business world greatly, revalues Forrester's systems dynamics. 
The author in [5] considers important for the understanding of 
modern organizations the study of dynamic systems, identifying 
the system's environment, and feedback mechanisms with it. He 
does not consider essential to arrive at the formulation of 
mathematical models. As a conclusion to his studies, he proposes 
the following disciplines: systems thinking, personal mastery, 
mental models, the construction of a shared vision, and team 
learning. 

For irrigation research, dynamics can also be applied to the 
study of water management jobs, as demonstrated in the proposal 
for an optimization model for irrigation management in Australia 
[8]. In [9], the authors also developed a simulation model for 
China’s water transport problem. In both works, positive results 
have been obtained using system dynamics. 

2.2. Systems thinking 

Systems thinking is the fifth discipline; the importance of 
systems thinking lies in being the body that unites the other 
disciplines of intelligent organizations. This job is incisive in 
pointing out that one of the factors for the failure of projects is the 
lack of systems thinking in their implementation [5]. Systems 
thinking is based mainly on the method of extension or synthesis. 
This becomes a premise for troubleshooting, where it is 
recommended to first view the system as part of a bigger system 
[10]. In this regard, we must comment that the classical scientific 
method, as we know, uses the analytical or reductionist method, 
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which, contrary to the synthetic method, what it does is studying 
the system in its components. The author in [11] categorically 
considers as a limitation of the scientific method. However, one 
of the most renowned authors on epistemology comments that 
systems thinking is an unfounded fashion issue and cannot 
generate scientific knowledge [12]. The author in [10] refuted this 
position, who maintains that the analytical and synthetic methods 
do not replace each other. On the contrary, they complement each 
other. In the present work, we show that it is possible to generate 
knowledge in the scientific method's formal language, between 
the system and its environment (exogenous variables) and the 
feedback mechanisms for adjusting the endogenous variables. 

2.3. Fight against poverty 

 Thus, water is the engine for the economy of the Andes, 
although its cost is relatively low given its usefulness. To 
highlight the importance of water, we will mention the water-
diamond paradox that tries to explain the low cost of water 
concerning diamonds that cannot generate life. This explains that, 
although the marginal utility of diamonds is much greater than the 
marginal utility of water, water's total utility is always greater than 
the total utility of diamonds [13]. 

 To eradicate poverty, the author in [14] comments that the 
financial system has been saved on a global scale; for example, in 
Mexico, the banking system has been saved. Consequently, the 
cost of helping the poor is much lower and, in financial terms, 
more profitable if they are to be part of the aggregate demand. 
And, despite extreme poverty, we seem to have plenty of 
resources. At the same time, another study concludes that almost 
a billion people go to sleep hungry every day. In comparison, 
another billion people suffer from obesity, and 30% of food 
production is wasted, even from its mismanagement in harvest, 
sales, and post-consumption [15]. 

3. Methodology 

The experience that served as inspiration for this work was that 
of the irrigation improvement projects in the Chumbivilcas-
Espinar provinces that, due to their height (over 3820 m.a.s.l.) and 
geography, these are areas where low temperatures predominate 
(even below zero), all this leads to the existence of extreme poverty 
in the area [16]. Conditions that, in the first instance, made 
interventions in the so-called “high” provinces impractical. 
However, initially, they gave unexpected positive results thanks to 
the experience of the PEPMI and the adaptation of strategies that 
consisted, mainly, in cultivating imported pastures that resisted 
low temperatures and that were the main engine of the livestock 
industry and its derivatives in the area. Which brought the 
economic growth of the area. Despite this, after a few years, there 
was overproduction that manifested itself in the drastic decrease in 
sales prices. Therefore, it is necessary to manage uncertainty, the 
consequence of the decisions we make, and that, at first, seem the 
correct ones in the medium and long term, can become 
counterproductive. The explanation for this phenomenon was that 
an adequate market study was not carried out. Thus, to understand 
the interaction of the multiple factors, it was necessary to 
understand the behavior of the market and the mechanisms by 
which the sale price was mainly obtained. In an economic theory, 

appears the next components: consumers, producers, the market 
for goods and factors, and government intervention [13]. To 
formulate the simulation model of the production system, all these 
dimensions have been taken into account. Therefore, in this 
document, we will extend the original work to a perspective of 
economic theory whose main engine is water. In Figures 1 and 2, 
we can see the Sutunta lagoon and the dam built to store 4 million 
cubic meters to irrigate 6000 hectares. 

 
Figure 1: Location map of the Sutunta lagoon in the province of Espinar-Cusco 

over 4000 m.a.s.l. 

 

Figure 2: The dam built in Sutunta lagoon 

In the conceptualization and formulation of the new production 
model, the systems dynamics methodology was used. The same 
one is based on the general theory of systems proposed in [11], the 
author that deals mainly to provide a general framework for 
science. To do this, it recognizes the concept of equilibrium or 
homeostatic point. The same that we must reach in the interaction 
of supply and demand in the market model also proposed [1]. 
Nash’s equilibrium abstracts the theory of non-cooperative games 
that involve sellers' participation, sets of strategies, and profits 
[17]. 

In the conceptualization phase, approximately 285 variables 
have been identified. The same ones have been organized in the 
dimensions of investment, training, organization, water for 
irrigation, irrigation infrastructure, production, market, 
environment, public budget, and water supply. As mentioned 
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above, the organizational dimension is primarily qualitative, and 
techniques have been used to allow it to be considered and provide 
qualitative information. This dimension has been adequate to be 
considered in the proposed production model. Another 
characteristic is that the production model allows obtaining a 
production volume that is considered supply and considering the 
existence of competition. Therefore, it is not an empirical model 
for educational purposes [6]; otherwise, it can provide information 
in a real environment. The number of variables and the 
peculiarities described makes it different from the authors' 
production models in [18], who propose a model of positive 
mathematical programming for models of regional production in 
agricultural-environmental programs and the classic spider web 
model [13]. 

The simulation of the production model has been carried out 
in the VENSIM program; the simulation results have served to 
validate the model. For validation, the Anderson-Darling 
normality test was used, whose results have been superior to α = 
0.05. As a result of the optimization model, non-linear 
programming with restrictions has been used to develop an 
optimization model that allows us to find the global optimum 
(profit maximization, cost minimization, and equilibrium point). 
Likewise, an analysis was carried out on the optimization model 
using nonlinear programming and genetic algorithms to determine 
the selection operators' efficiency in restricted non-linear 
problems. 

4. Discussion 

4.1. Conceptualization of the elements of the economic system 
for the fight against poverty based on water 

In South America, the Inca culture developed. One of the most 
important cultures in the world whose cultural richness was based 
on values such as community work, also known as the “ayni” and 
the “minka”. The Incas built large hydraulic works with the 
primary purpose of supplying food to the entire population. The 
importance of institutions like the PEPMI lies in need to revalue 
the cultural richness that, in some way, was being forgotten. In the 
field of intervention, they can be observed as problematic 
situations: inadequate irrigation infrastructure (inland canals that 
filter water), little farmer organization, and little knowledge of 
irrigation techniques [4]. This situation can even be complex if the 
following characteristics exist: conflicts, undefined access rights 
to water, water scarcity, and geological problems [3]. 

To solve these problematic situations, PEPMI implements 
irrigation improvement projects whose objective is to provide the 
population in the project area with the possibility of improving 
production and, therefore, improve their quality of life through 
access to more and better education, health, etc. services. 

4.1.1. Production systems modeling in irrigation improvement 
projects 

Consistent with the fifth discipline [5], a work in which the 
author concludes that one of the causes of project failure is the lack 
of a systems approach. If we review the experience of the projects 
implemented in Chumbivilcas-Espinar, in which there were 

problems of regional recession, after a few years of economic 
growth, it can be seen that, as part of the bigger system, the 
“market” is an exogenous component that is always present in the 
environment of the system. So, it is necessary to carry out an 
adequate market study and, for simulation purposes, to determine 
its feedback mechanisms. In figure 1, it can be seen through a block 
diagram, the main identified subsystems. Given the complexity of 
these projects' implementation, approximately 285 variables and 
90 feedback loops have been observed and properly grouped into 
subsystems, as shown in Figure 3 [1]. 

 
Figure 3: Block diagram of the proposed model for the agricultural production 

system 

Figure 1 also identifies the necessary elements that participate 
in an economic theory (producers, consumers, goods markets, state 
intervention, etc.), having, in this case, water as the engine for the 
fight against poverty [13] or as “Theory of the economic and social 
value of water” states in a perfect market where there are several 
buyers and sellers, each commodity in the economy will be given 
its value [19]. As previously mentioned, the sustainability of 
projects is based on the strengthening of organizations and 
profitability. It is, then, necessary to know the profitability to 
identify the elements that participate under the economic theory 
defended by various authors [13]. 

4.2. Formulation and validation of the simulation model 

The first objective of the work is to know the future behavior 
of the production system of the irrigation improvement projects 
implemented by the PEPMI. So, the planners will have a tool that 
allows them to know if they are making the right decisions or if the 
millionaire investments in infrastructure can cause short-medium 
or long-term adverse effects such as a recession. These phenomena 
have occurred in the provinces of Chumbivilcas-Espinar and the 
northern mountain range of Lima [20]. The causal diagrams made 
in the conceptualization phase have to be converted to 
mathematical logic models based on Forrester diagrams. For which 
the Vensim Personal Learning Edition (PLE) software has been 
used. 

4.2.1. Subsystems formulation 

 Each of the subsystems shown in figure 1 are explained below: 

A. Water supply 

 Determining the future supply of water is one of the main tasks 
to know. This to guarantee the water supply at the head of the plot. 
To achieve this, the historical information of the Pampaconga 
project has been considered. After analyzing the information, it has 

http://www.astesj.com/


R.A. Romero-Flores / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 497-506 (2020) 

www.astesj.com     501 

been considered to perform a probability function for each month, 
using discrete probability distribution functions based on 
histograms. Requirements for the Monte Carlo simulation method 
[21]. Due to the limitations of Vensim Personal Learning Edition 
(PLE), the treatment of each probability function has been carried 
out in Excel and the results added in lookup functions in the 
implemented model. 

 
Figure 4: Projection of water availability due to rainfall 

As shown in Figure 4, the hydrological year in Peru begins in 
September (month 9), and the high peaks represent the El Niño 
phenomenon. With climate change, this phenomenon will be 
increasingly present in the Peruvian Andes. When this occurs 
within the project's scope, the loss of production, and even 
irrigation infrastructure and all kinds of infrastructure is almost 
inevitable [22]. 

 
Figure 5: Projection of total water availability 

 The total water availability is made up of the rains and the flow 
of the rivers. These are exogenous variables that cannot be 
influenced. The projection of water availability is shown in Figure 
5. 

B. Investment 

 This subsystem is born from the public budget and external 
debt. For external indebtedness, there is German technical 
cooperation. According to the experiences of the first works 
implemented, the farmers showed resistance to change, to use and 
manage the modern irrigation infrastructure implemented by 
PEPMI. In addition, there is also the possibility of conflicts 
between communities over access to water and/or land. This 
demonstrates the high social component of the irrigation projects 
implemented [3]. Sometimes the engineer has to act as a 
sociologist to meet its goals [12]. To overcome these problems, the 

multidisciplinary team includes anthropologists, professionals who 
serve as important interlocutors between farmers and PEPMI. 

 In conclusion, the resistance to the change presented to use the 
new and free irrigation infrastructure was due; because farmers 
only use the infrastructure in whose construction they have 
participated. Therefore, project financing includes the community 
contribution, which is approximately 15 to 20% of the total project 
budget. This amount guarantees the participation of community 
members in the works to be built [3]. 

Another characteristic to take into account is that the Peruvian 
government considers irrigation improvement projects as social 
programs. And, given the appearance of economic problems, as the 
global pandemic caused by Covid-19, these programs are the first 
to reduce the public budget. 

 In the conceptualization of the production model in its 
interaction with the market, the investment subsystem receives 
feedback from the market, specifically, of the profit obtained from 
the sale of the products and the availability of financing that 
predisposes the advance of trainings and irrigation subsystems 
infrastructure. 

C. Trainings 

Training is an essential component to guarantee the 
sustainability of the project in its component of strengthening 
organizations and in terms of increasing productivity in the 
components of water management and the application of irrigation 
and cultivation techniques. 

The PEPMI, being a state project, depends on the monthly 
budget. According to the monthly budget, it has the necessary 
factors to carry out the training: operational equipment, material, 
and workforce. 

 Figure 6 shows the Forrester diagram that explains the 
availability of resources to conduct the trainings. 

 
Figure 6: Forrester diagram: Availability of resources for training 
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The equations that govern the Forrester diagram in Figure 6 
are as follows: 

IPER = (BT*WW)/AS  (1) 

where: 

IPER: Personal ratio. 

BT: Budget for trainings. 

WW: Workforce weight = 0.5. 

AS: Average salary = S/ 2000.00. 

Percentage for trainings = 0.15. 

IOE = (BT*OEW)/ACO    (2) 

where: 

IOE: Operative equipment ratio. 

BT: Budget for trainings. 

OEW: Operative equipment weight = 0.3. 

ACO: Average cost of operation = S/ 1000.00. 

ISUP = (BT*SW)/ACS  (3) 

where: 

ISUP: Supplies ratio. 

BT: Budget for trainings. 

SW: Supplies weight =0.2. 

ACS: Average cost of supplies = S/ 300.00. 

 The trainings are carried out according to the availability of 
resources.  The progress ratio is calculated according to the input 
targets programmed versus those available. And the total training 
per month predisposes the increase of water management, 
efficiency in the application of irrigation techniques, efficiency in 
the application of cultivation techniques, and strengthening of 
organizations that are governed by the following equations: 

   WM = 0.065*TPM  (4) 

   EAIT = 0.06*TPM  (5) 

   EACT = 0.07*TPM  (6) 

   SO = 0.065*TPM   (7) 

where: 

TPM: Trainings per month (the objective is 4 per month). 

WM: Water management. 

EAIT: Efficiency in the application of irrigation techniques. 

EACT: Efficiency in the application of cultivation techniques.  

SO: Strengthening of organizations. 

 As can be seen in Figure 7, in month 28, approximately the 
objective is achieved. This indicates that the trainings have made 

the farmer achieve 100% adequate water management. Similar 
behavior is observed in the variable’s efficiency in applying 
irrigation techniques, efficiency in applying cultivation 
techniques, and strengthening organizations. 

 
Figure 7: Advancement in water management 

D. Irrigation infrastructure 

Irrigation infrastructure is the component with the highest cost, 
depending on the size of the project. Its importance lies in the 
possibility of transporting water for kilometers without loss due to 
seepage and optimizing its storage and availability through dams 
and reservoirs. Advantages that the channels made on land do not 
have due to the high filtration rate. Irrigation infrastructure is also 
important to face adverse weather phenomena such as droughts, as 
it allows managing water scarcity, guaranteeing harvest (crop 
safety) and counteract adverse weather phenomena such as frost 
and hailstorms, since having a permanent water supply crops can 
recover, and, in areas where optimal conditions exist, the number 
of crops per year can be increased. What is also known as an 
increase in land use, which is the first step to fight poverty. 

Then, the countries need to provide adequate irrigation 
infrastructure to manage the scarce water resource. This is because 
the imminent effects of climate change will affect primary sectors 
such as fisheries and agriculture, such as by 6% to the Peruvian 
GDP for the year 2030. One of the author's conclusions in [23] is 
that the emission of polluting gases and, therefore, the effects of 
climate change will continue. This situation evidently increases the 
total utility of water as part of managing scarcity and climate 
variability. Then, new efficient irrigation techniques such as 
dripping and sprinkling should also be considered. These aspects 
are already being considered in the making of water and irrigation 
laws. 

Figure 8 shows the Forrester diagram that explains the 
availability of resources to carry out the irrigation infrastructure. 

The equations that govern the Forrester diagram in Figure 8 
are as follows: 

Percentage for infrastructure = 0.85 

ITS = (BI*TSW)/TSS  (8) 

where: 

ITS: Technical stuff ratio. 
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BI: Budget for infrastructure. 

TSW: Technical stuff weight =0.06. 

TSS: Technical stuff salary = S/ 2000.00. 

 
Figure 8: Forrester diagram: Availability of resources for irrigation infrastructure 

IOE = (BI*OEW)/ACO  (9) 

where: 

IOE: Operative equipment ratio. 

BI: Budget for infrastructure. 

OEW: Operative equipment weight = 0.24. 

ACO: Average cost of operation = S/ 4000.00. 

ICM = (BI*CMW)/CMC  (10) 

where: 

ICM: Construction material ratio. 

BI: Budget for infrastructure. 

CMW: Construction material weight =0.11. 

CMC: Construction material cost = S/ 15.00. 

ICP = (BI*CPW)/CPS  (11) 

where: 

ICP: Construction personnel ratio. 

BI: Budget for infrastructure. 

CPW: Construction personnel weight =0.59. 

CPS: Construction personnel salary = S/ 800.00. 

Once the necessary resources are in place to carry out the 
irrigation infrastructure, the progress of the works depends on the 
availability of resources versus what is programmed and the 
weather conditions that allow the construction to continue. The 
construction progress is shown in Figure 9. 

 
Figure 9: Progress in the construction of irrigation infrastructure 

E. Water for irrigation 

According to the progress of the irrigation infrastructure and 
the administration of water, the water for irrigation is determined 
according to the water demand calculated in the study phase. 
Figure 10 shows the Forrester diagram that explains the 
interaction of variables that determine the availability of water for 
irrigation. 

 
Figure 10: Forrester diagram: Water for irrigation 

The equations that govern the Forrester diagram in Figure 10 
are as follows: 
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IWI = [(D*WMW)*WM] + [(D*IIW)*IPP] (12) 

where: 

Project water demand: 17,172.00 m3 

D=PWD-WI 

PWD: Project water demand. 

WI: Water for irrigation. 

WMW: Water management weight 

WM: Water management. 

IIW: Irrigation infrastructure weight 

IPP: Infrastructure progress percentage 

Water for Irrigation (t) = ʃ IWI(t)dt (13) 

where: 

IWI: Water for irrigation rate 

Figure 11 shows the increase in irrigation water until the 
project water demand is met, an important parameter that also 
serves to design the irrigation infrastructure (channels, reservoirs, 
canoes, rapids, etc.). The expansion of the agricultural frontier has 
a similar behavior within the project's scope as planned. 

 
Figure 11: Increase in water for irrigation  

F. Production function 

The proposed simulation model for production in irrigation 
improvement projects includes the variables of water, supplies, 
training, machinery, and the human factor, whose interaction 
determines the quality and quantity of the cultivated land [1]. This 
is expressed in equation 14: 

Adequate land for cultivation =     (14)  

0             ; WF ≤ 0 
[WF*WWF+SF*SFW+TF*TFW+MF*MFW+HRF* 
HRFW]*PL              ; WF >0 

where: 

WF: Water factor.  

WWF: Water factor weight (0.6).  

SF: Supply factor.  

SFW: Supply factor weight (0.1).  

TF: Trainings factor.  

TFW: Trainings factor weight (0.15)  

MF: Machinery factor.  

MFW: Machinery factor weight (0.1).  

HRF: Human resource factor.  

HRFW: human resource weight (0.05).  

PL: Production land. 

Figure 12: Production volume  

G. Market 

Once the production model has been obtained to determine 
the sustainability of the project, we must determine if there is a 
profit for the farmer due to sales in local markets. At this point, 
the proposed work requires to know the behavior of the market 
whose proposed model is of perfect competition [13]. 

Therefore, the present research becomes a broader study of 
the regional economy and an economic theory approach to 
fighting poverty, in this case, based on water as the main engine. 
Whose total utility in the medium term will allow farmers to 
access better living conditions such as health, housing, education, 
etc. Among these factors, we must highlight the greater and better 
access to education of the Andean population, as it will allow 
access to better economic income. About education, the winner of 
the last Nobel Prize in economics, in his work in Kenya, 
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concludes that better innovations must be made that allow more 
people to benefit economically from education [24].  

H. Price determination 

The interaction of supply and demand (which we have 
considered dividing into current demand and potential demand) 
and the seasonality of both allows us to know the product's sale 
price. Compared to the original work [1], in the present, we are 
going to present a new model described in equation 15. 

Price = AP + [AP*(1-(SM+SMF))]          (15) 

where: 

AP: Average price. 

SM: Satisfied market. 

SMF: Stocks in the Market Factor. 

Satisfied Market = Production volume / Current demand      (16) 

Figure 13 shows the sale price behavior, in which it can be 
seen that the price reaches S/ 1.23 in times of scarcity and S/ 1.00 
when there is overproduction. To carry out a sensitivity analysis, 
a scenario was constructed. The project's production increases by 
30%, and due to market capacity (demand) occurs overproduction 
and, therefore, the sale price drops to S/ 0.66 per kg. These results, 
in a real environment, could occur in a few months or years. Note 
that the simulation is for 72 months, and, during the year, there 
are various seasons. This has been considered from the 
conceptualization of production and the market model. It 
represents an advantage and differentiates our proposal in relation 
to other production and market models such as the spider web. 

 
Figure 13: Sale price behavior obtained in simulation 

4.3. Production optimization 

Another aspect contemplated in economic theory is the 
maximization of producers' profits, who need to maximize the 
difference between total income and total cost. The break-even 
analysis allows us to know the minimum level of sales we must 
reach to avoid losses. Regarding the minimization of costs, the 
author in [25] recommends that this is the area we should focus 

on because it is difficult for producers to influence the sale price. 
Who governs us and defines the sale price is the market. Therefore, 
it is essential to reduce costs by implementing modern 
management techniques within organizations to obtain greater 
benefits. To define the optimization models, as observed through 
this work, we have the great restriction of the market (competition, 
seasonality, weather conditions, etc.). Therefore, it has been 
determined that the optimization of production is a restricted 
problem of the non-linear type. The objective function to 
maximize utility is shown in equation 17. 

Max Z=16εX1 X2 – 11.14X1  (17) 

Subject to: 

X3 ≤ 3600+16X1   ; Stock on the market 

X3-16X1 ≤  3600  

X2 ≤ AP+AP*[1-16 X1 ⁄ X3+X4]  ; Sale price 

Replacing and solving:  

Being: AP = S/ 1.10 (Average price)  

X2 ≤ 2.2-17.6X1 ⁄ X3+1.1X4  

X1 ≤ 400   ; Arable area  

X4 = 0.1   

Solving, it is obtained that the maximum profit is S/ 5  
784,000.00 and the sale price results S/ 1.6 (X2). 

5. Conclusions 

The new proposed simulation model allows for 
understanding the behavior of the production process of irrigation 
improvement projects. In this paper, the systems dynamics 
methodology has been used mainly for its formulation. The new 
model allows the projection of data in the future and, in this way, 
determine the impact of the decisions that are made and if they do 
not lead to long-term problems. In the conceptualization phase, it 
has been possible to identify endogenous and exogenous variables; 
Among the exogenous variables, the behavior of regional markets 
stands out, determining the sale price of products. For the 
validation of the model, the Anderson-Darling normality test has 
been used for all the identified subsystems (training, 
strengthening of organizations, irrigation water, farmland, etc.). 
We obtained from the normality tests values higher than α = 0.05.  

The production factors that we identify for irrigation 
improvement projects are water, inputs, training, machinery, labor, 
and land. The respective weights can be seen in equation 14. The 
irrigation infrastructure and water management determine the 
availability of water. All these factors in the model determine the 
amount of cropland and the production volume to obtain. 
However, to measure the profitability of production, it is 
necessary to know its efficiency concerning the regional economy. 
That's why we formulate models that allow understanding of the 
market's behavior and sales prices in the region. The proposed 
models also make it possible to carry out sensitivity analyzes and 
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detect the appearance of regional recession phenomena. All these 
models have been expressed in a formal language, a requirement 
of epistemology for the generation of knowledge. Then our study 
becomes a perspective of economic theory for the fight against 
poverty based on water and its correct use. 

For the formulation of optimization models, the nonlinear 
programming techniques based on objective functions and 
restrictions have been considered. The dimensions evaluated were: 
profit maximization, cost minimization, and breakeven point. The 
proposed production and market models have become constraints 
or objective functions as appropriate in the optimization model. 
To validate the optimization model, it has been verified that they 
comply with the Kuhn Tucker conditions. The optimization 
problem has also been analyzed using genetic algorithms, whose 
application has made it possible to know that the sexual selection 
operator is the most efficient for achieving global and local 
optimums. 

The difficulties we had were access to information and the 
models' calibration, which is a process difficult and slow in which 
VENSIM has been very helpful. In future works, we will apply 
the proposed models in the Titicaca lake basin, and we will 
contrast them with time series. 
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 This paper is carrying out a practical identification of a DC servomotor from input and 
output data. The system's step response was obtained from an acquisition card that we have 
developed using a microcontroller. The data is collected and downloaded to the PC 
Thought RS232 Protocol to process the identification process using polynomial models 
(ARX, ARMAX, OE, and BJ). Afterward, a comparison between the resulting models has 
been made using the validation criterions R² and FPE. The results show that the ARMAX, 
OE, and BJ models have reproduced a better fit compared to the ARX model. 
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 Introduction 

Servomotors have been developed at the origin of different 
uses. For example, radio-controlled aircraft, biped robots, and 
robotic arms. And nowadays, they are widely used in the robotics 
field, due to their cost, compactness, ease of use, and their high 
torque-to-weight ratio, which made them a good choice to achieve 
a compact and less expensive mechatronic system [1]. However, 
DCSM does not provide a good position control when it is in 
contact with a load and sometimes it provides a chattering motion. 
Thus, a mathematical model needs to be built to analyze and 
develop its performances. To do so, we tried to identify the 
mathematical equation of the system based on polynomial models. 

A mathematical model is a multitude of equations that describe 
the relationship between the variables of a process or a 
phenomenon. It can take many forms depending on the studied 
system, and we can distinguish between two major classes. 

1.1. Theoretical models 

Theoretical models, Also known as whit-box, are models, which 
mostly used for simulations and theoretical studies. They are based 
on mathematical and physical laws, which made them often 
complex and hard to define [2]; however, it can give a complete 
description of the system. 

1.2. Experimental models 

Experimental models, also known as grey-box or black-box 
models are models used to define a mathematical model from the 

experiment's data. As mentioned in [3], in system identification, 
we could distinguish between two types.  

• non-parametrical model is usually presented with 
numerical values, a graph, or a table, and it has an infinite 
number of parameters and an undefined structure. 

• parametrical models, which are defined models structure 
who have a finite number of parameters. 

According to [4], identifying a system or a process is about 
estimating a mathematical model that reproduces a static and 
dynamic response to a test input as close as possible to the real 
system. To do so, and to get a valid model, we need to follow a 
certain procedure [5], described in fig.1. It starts with the 
experiment preparation by choosing the sampling frequency and 
the input signal as a first step. Then choosing the model structure 
type, order, and delay as a second step. After that, selects the 
criterion that minimizes the error between the estimated model and 
the experimental data as the third step. Finally, the validation step 
that consists of applying several tests to prove the usability of the 
model. The resulting models' main objectives can be to understand 
the behavior of the studied system [6], or building the system 
control loop [7]. 

In this paper, Sections 2 and 3 cover a brief introduction of the 
linear polynomial models and parameter estimation process. 
Section 4 and 5 highlight the necessary steps for the 
implementation of the application. In sections 6 and 7, the results 
obtained from the experiment are presented and discussed. 
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Figure 1: Experimental approach for defining a parametric model of a system 

 
Figure 2: Generalized transfer function Structure 

 Parametrical Models 

2.1. Generalities 

A discrete linear system can be presented as a general-linear 
polynomial model, which is considered as a transfer function 
whose parameters need to be estimated. This estimation is done by 
recursive and none recursive algorithms like maximum likelihood, 
instrumental variable or less square. This presentation, also gives 
flexibility for modelling both stochastic and system dynamics, and 
it is widely used in many real-world applications from different 
disciplines, e.g., [8–10].  

Polynomial models are described in [11]. They can be defined 
by the generalized transfer function expressed by (1) and the signal 
flow represented in figure 2 [5]: 

A(q)y(k) = B(z)
F(z)

z−nku(k) + C(z)
D(z)

e(k)                   (1) 

where: 

𝑒𝑒(𝑘𝑘): 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑠𝑠𝑖𝑖𝑡𝑡𝑒𝑒𝑠𝑠 𝑑𝑑𝑖𝑖𝑖𝑖𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒   

𝑑𝑑𝑘𝑘: 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑖𝑖𝑠𝑠𝑖𝑖𝑡𝑡𝑒𝑒𝑠𝑠 𝑑𝑑𝑒𝑒𝑑𝑑𝑑𝑑𝑠𝑠   

𝐴𝐴(𝑧𝑧) = 1 + 𝑑𝑑1𝑧𝑧−1 + ⋯+ 𝑑𝑑𝑛𝑛𝑎𝑎𝑧𝑧
−𝑛𝑛𝑎𝑎                       (2) 

𝐵𝐵(𝑧𝑧) = 𝑑𝑑1𝑧𝑧−1 + ⋯+ 𝑑𝑑𝑛𝑛𝑏𝑏𝑧𝑧
−𝑛𝑛𝑏𝑏                                 (3) 

𝐶𝐶(𝑧𝑧) = 1 + 𝑑𝑑1𝑧𝑧−1 + ⋯+  𝑑𝑑𝑛𝑛𝑐𝑐𝑧𝑧
−𝑛𝑛𝑐𝑐                          (4) 

𝐷𝐷(𝑧𝑧) = 1 + 𝑑𝑑1𝑧𝑧−1 + ⋯+  𝑑𝑑𝑛𝑛𝑑𝑑𝑧𝑧
−𝑛𝑛𝑑𝑑          (5) 

𝐹𝐹(𝑧𝑧) = 1 + 𝑓𝑓1𝑧𝑧−1 + ⋯+ 𝑓𝑓𝑛𝑛𝑓𝑓𝑧𝑧
−𝑛𝑛𝑓𝑓          (6) 

and: 

𝑑𝑑𝑎𝑎 : The order of 𝐴𝐴(𝑧𝑧) 

𝑑𝑑𝑏𝑏 : The order of 𝐵𝐵(𝑧𝑧) 

𝑑𝑑𝑐𝑐  : The order of 𝐶𝐶(𝑧𝑧) 

𝑑𝑑𝑑𝑑 : The order of 𝐷𝐷(𝑧𝑧) 

𝑑𝑑𝑓𝑓 : The order of 𝐹𝐹(𝑧𝑧) 

By setting one or more 𝑑𝑑𝑎𝑎, 𝑑𝑑𝑐𝑐, 𝑑𝑑𝑑𝑑 and 𝑑𝑑𝑓𝑓 to 0 can create simpler 
models such as: 

2.1.1. ARX model 

ARX structure presented in equation (7) [5] is the result of 
setting 𝑑𝑑𝑐𝑐 ,𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑𝑑𝑑 𝑑𝑑𝑓𝑓 to 0 the signal flow is presented in fig.3. In 
this structure the noise model 1

𝐴𝐴(𝑧𝑧)
 is coupled with the systems 

dynamics, it is used to obtain simple model with good signal to 
noise ratio. 

𝑌𝑌𝑎𝑎𝑎𝑎𝑎𝑎(𝑘𝑘) = 𝐵𝐵(𝑧𝑧)
𝐴𝐴(𝑧𝑧)

𝑧𝑧−𝑛𝑛𝑛𝑛𝑑𝑑(𝑘𝑘) + 1
𝐴𝐴(𝑧𝑧)

𝑒𝑒(𝑘𝑘)                   (7) 

 
Figure 3: The ARX Structure 

2.1.2. ARMAX model 

The ARMAX structure presented in the equation (8) [5] is the 
result of setting 𝑑𝑑𝑑𝑑 and 𝑑𝑑𝑓𝑓 to 0 in the generalized transfer function 
(1), the signal flow is presented in fig.4. this structure provides 
more flexibility to model the noise by adding the 𝐶𝐶(𝑧𝑧) parameters 
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which is considered as a moving average of white noise. It is used 
when the noise enters in the input. 

𝑌𝑌𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑘𝑘) = 𝐵𝐵(𝑧𝑧)
𝐴𝐴(𝑧𝑧)

𝑧𝑧−𝑛𝑛𝑛𝑛𝑑𝑑(𝑘𝑘) + 𝐶𝐶(𝑧𝑧)
𝐴𝐴(𝑧𝑧)

𝑒𝑒(𝑘𝑘)              (8) 

 
Figure 4: The ARX Structure 

2.1.3. Output Error Model 

The OE presented in the equation (9) [5] is the result of setting 
𝑑𝑑𝑎𝑎, 𝑑𝑑𝑐𝑐 and 𝑑𝑑𝑑𝑑 to 0 in the generalized transfer function (1), the 
signal flow is presented in fig.5. In this structure, the noise model 
is considered as 1. It is used to parameterize the dynamic of the 
system only. 

𝑌𝑌𝑂𝑂𝑂𝑂(𝑘𝑘) = 𝐵𝐵(𝑧𝑧)
𝐹𝐹(𝑧𝑧)

𝑧𝑧−𝑛𝑛𝑛𝑛𝑑𝑑(𝑘𝑘) + 𝑒𝑒(𝑘𝑘)                      (9) 

 
Figure 5: The OE Structure 

2.1.4. Box- Jenkins Model 

The BJ structure presented in the equation (10) [5] is the result 
of setting 𝑑𝑑𝑑𝑑 to 0 the signal flow is presented fig.6. This structure 
provides more flexibility because the noise model is independent 
of the dynamics model. It is used when the noise enters as a 
measurement disturbance. 

 
𝑌𝑌𝐵𝐵𝐵𝐵(𝑘𝑘) = 𝐵𝐵(𝑧𝑧)

𝐹𝐹(𝑧𝑧)
𝑧𝑧−𝑛𝑛𝑛𝑛𝑑𝑑(𝑘𝑘) + 𝐶𝐶(𝑧𝑧)

𝐷𝐷(𝑧𝑧)
𝑒𝑒(𝑘𝑘)        (10) 

 

Figure 6: The BJ Structure 

 Parameters Estimation 

Parameter estimation is a mathematical process that uses 
experimental data to estimate the system parameters, in this paper; 
this process is done by the prediction error method described in 
[12] and fig 7. this method aims to minimize the error expressed 
in Eq (13) between the estimated and the real system [13]. 

 
 Figure 7: Prediction Error Method 

According to [14], to use the Prediction Error Method, we need 
to choose the model structure, the one-step-ahead predictor 
𝑠𝑠�(𝑘𝑘|𝑘𝑘 − 1, 𝜃𝜃) described with the equation (12) and the criterion 
function 𝐽𝐽(𝜃𝜃,𝑍𝑍𝑁𝑁) given by Eq (11): 

𝐽𝐽(𝜃𝜃,𝑍𝑍𝑁𝑁) = 𝑓𝑓�𝑅𝑅𝑁𝑁(𝜃𝜃,𝑍𝑍𝑁𝑁)�                               (11) 

where: 

𝑅𝑅𝑁𝑁(𝜃𝜃,𝑍𝑍𝑁𝑁) =  1
𝑁𝑁
∑ 𝑒𝑒(𝑘𝑘,𝜃𝜃)𝑒𝑒𝑇𝑇(𝑘𝑘, 𝜃𝜃)𝑁𝑁
𝑡𝑡 = 1              

𝑠𝑠�(𝑘𝑘|𝑘𝑘 − 1,𝜃𝜃) = 𝐻𝐻−1(𝑞𝑞)𝐺𝐺(𝑞𝑞)𝑑𝑑(𝑘𝑘) + (1 − 𝐻𝐻−1(𝑞𝑞))𝑠𝑠(𝑘𝑘) (12) 

And the prediction error is given by: 

𝑒𝑒(𝑘𝑘|𝑘𝑘 − 1) = 𝑠𝑠(𝑘𝑘) −  𝑠𝑠�(𝑘𝑘|𝑘𝑘 − 1,𝜃𝜃) 

                  =  𝐻𝐻−1(𝑞𝑞)(𝑠𝑠(𝑘𝑘) −  𝐺𝐺(𝑞𝑞)𝑑𝑑(𝑘𝑘))        (13) 

 Model Validation 

Model validation is the final step, which goal is to compare and 
validate the usability of the estimated model by testing several 
criterions like those in this paper: 

1.3. Akaike Final Prediction Error 

This criterion described in the equation (14) [5] was presented 
by Akaike (1967) as a final prediction error (FPE), based on 
Akaike's theory, the best model has the smallest FPE. 

FPE = det �1
N
∑ e(t, θN)(e(t, θN))T �

1+d N�

1−d N�
�N

1 �       (14) 

where: 

𝑁𝑁: The number of values in the estimation data set 

𝑒𝑒(𝑡𝑡): The vector of prediction error 

𝜃𝜃𝑁𝑁: The estimated parameters 

𝑑𝑑: The number of the estimated parameters 

4.1 Best Fit 

The RMSE criterion measures the similarity between the data 
and the estimated model and can be calculated using equation (15) 
[15]. 

Best Fit =   100(1 − ∑ (yi− y� )2 n
i=1

∑ (yi− y� )2 n
i=1

)        (15) 

where: 

𝑠𝑠𝑖𝑖  : The measured output 

𝑠𝑠� : The estimated output 
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𝑠𝑠�: The mean of the output 

 Application 

A DCSM is composed of a potentiometer and integrated circuit 
that ensures a dc motor's position control based on a reference 
signal received from a microcontroller or an external organ (fig.8). 
However, despite its different applications, there is a major 
problem in achieving good performance with those servo motors 
due to the integrated circuit [1]. Therefore, the goal is to estimate 
all the system's internal and external components' mathematical 
model, to design a new controller or exploit it in more complex 
systems. In this application, the reference signal is in the form of 
a pulse with modulation signal who does not exceed 20ms between 
two rising edges, and the DCSM supply voltage is 5V. 

 

 

To extract reliable input and output data, we build the 
acquisition card with pic16f877a. As shown in fig 9, this 
microcontroller has eight analogic inputs of 10-bit resolution, one 
digital input, one digital output of 8-bit resolution, and two PWM 
output of 8-bit resolution. Moreover, it is linked to the computer 
using RS232 communication with a speed of 115200bit/s to send 
and receive data necessary for the experiment. However, today’s 
computer does not support this type of communication. To solve 
this problem, an RS232 to USB adapter is used, as shown in fig 
10. 

 

Afterward, to know the sampling time 𝑇𝑇𝑖𝑖, which is related to 
the uncertainty of the internal and external components and the 
instructions execution time of the microcontroller. The analogic 
input of the acquisition card is subjected to a periodic signal of 
known frequency. The samples collected from the acquisition card 

are represented on a graph. Afterward, the frequency of the test 
signal is adjusted until a signal similar to that of the input is 
obtained, which 𝑇𝑇𝑖𝑖 =  0.0034 deduced in this application. This 
will allow having a speed of 300 𝑖𝑖𝑠𝑠𝑖𝑖/𝑖𝑖. 

Next, the analysis and parameter estimation process is applied 
to the collected data from the acquisition card.  

 Results 

Model order determination in parameter estimation is essential 
because a lower order model cannot adequately describe the 
system's dynamics, and a higher-order model may have 
uncertainties. Thus, to extract the best model and to see the effect 
of changing the order of the parameters, we applied the 
experimental approach of identifying a parametric model 
described in fig 1, and we fixed 𝑑𝑑𝑘𝑘 to 1 then: 

• Over 100 ARX models are calculated where 𝑑𝑑𝑎𝑎and 𝑑𝑑𝑏𝑏 are in 
the range of 1 to 10. 

• Over 125 ARMAX models are calculated where 
𝑑𝑑𝑎𝑎,𝑑𝑑𝑏𝑏 𝑑𝑑𝑑𝑑𝑑𝑑 𝑑𝑑𝑐𝑐 are in the range of 1 to 5. 

• Over 25 OE models are calculated where 𝑑𝑑𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑 𝑑𝑑𝑏𝑏are in the 
range of 1 to 5. 

• Over 625 BJ models are calculated where 𝑑𝑑𝑎𝑎,𝑑𝑑𝑎𝑎,𝑑𝑑𝑎𝑎  𝑑𝑑𝑑𝑑𝑑𝑑 𝑑𝑑𝑎𝑎 
are in the range of 1 to 5. 

Afterward, the Best-fit criterion is used to select the best five 
structures in each model, and the PFE criterion is used to choose 
the best structure in each model. Those results are in tables 1 to 4. 

 Discussion 

As presented in tables 1 to 4, all the extracted models in each 
structure have closely a similar FPE. Then the choice of the model 
is based on the best-fit only. Besides, no significant change occurs 
in the best-fit criterion by increasing the models' order in each 
model type. Thus, the selected model will have the lowest order. 
This will allow a better processing time while doing online 
parameter estimation in real-time applications. 

• The best-estimated ARX model is the ARX331 shown in 
Figure 11 and Table 1. It has an order of  (nb=3 and na = 3),  
and a fit of 72,44 

• The best-estimated ARMAX model is the ARMAX2411 
shown in Figure 12 and Table 2. It has an order of (na = 2, nb 
= 4, nc=1), and a fit of 94,75%. 

• The best-estimated OE model is the OE131 shown in Figure 
13 and Table 3. It has an order of (nf = 3, nb = 1), and a fit of 
95.009. 

• The best-estimated BJ model is the BJ12331, shown in Figure 
14 and Table 4. It has an order of (nb = 1, nc = 2, nd = 3, nf = 
3), and a 95.02% fit. 

Based on those results and figure 16. The ARX models 
provided a fit of 72%, which is a poor fit compared to ARMAX, 
BJ and OE Models. However, if we want to use a model in real-
time applications, the best choice will be OE131 because of the 
resulting good fit with the measured output and fewer parameters.
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Table 1: The estimated ARX models 

Model Type Model Parameters 'Best Fit' 'FPE' 
'ARX431' A(z) = 1 - 1.065 z^-1 + 0.005417 z^-2 + 0.01607 z^-3 + 0.04765 z^-4 

B(z) = 3.841e-05 z^-1 + 0.002391 z^-2 + 0.001677 z^-3 
72,6272093 0,3764651 

'ARX441' A(z) = 1 - 1.065 z^-1 + 0.005351 z^-2 + 0.01617 z^-3 + 0.04766 z^-4 
B(z) = 3.741e-05 z^-1 + 0.002391 z^-2 + 0.002752 z^-3 - 0.001086 z^-4 

72,5563214 0,37670021 

'ARX421' A(z) = 1 - 1.065 z^-1 + 0.005566 z^-2 + 0.01616 z^-3 + 0.04759 z^-4 
B(z) = 3.772e-05 z^-1 + 0.004052 z^-2 

72,5177552 0,37624736 

'ARX331' A(z) = 1 - 1.069 z^-1 + 0.005651 z^-2 + 0.06704 z^-3 
B(z) = 0.000315 z^-1 + 0.002366 z^-2 + 0.001609 z^-3 

72,4480688 0,37718277 

'ARX341' A(z) = 1 - 1.068 z^-1 + 0.005065 z^-2 + 0.06748 z^-3 
B(z) = 0.0003129 z^-1 + 0.002366 z^-2 + 0.002673 z^-3 - 0.001074 z^-4 

72,386256 0,37731582 

Table 2: The estimated ARMAX models 
'Model Type' Model Parameters 'Best Fit' 'FPE' 

'ARMAX3421' A(z) = 1 - 2.598 z^-1 + 2.202 z^-2 - 0.6041 z^-3 
B(z) = 0.001024 z^-1 + 0.002355 z^-2 - 0.008141 z^-3 + 0.004814 z^-4 

C(z) = 1 - 1.576 z^-1 + 0.5755 z^-2 

94,8596855 0,36096562 

'ARMAX2421' A(z) = 1 - 1.985 z^-1 + 0.9851 z^-2 
B(z) = 0.001351 z^-1 + 0.0005912 z^-2 - 0.006229 z^-3 + 0.004419 z^-4 

C(z) = 1 - 0.9752 z^-1 - 0.02485 z^-2 

94,7854814 0,36124302 

'ARMAX4231' A(z) = 1 - 2.362 z^-1 + 1.557 z^-2 - 0.02015 z^-3 - 0.1743 z^-4 
B(z) = -0.0004067 z^-1 + 0.0004638 z^-2 

C(z) = 1 - 1.312 z^-1 + 0.1561 z^-2 + 0.156 z^-3 

94,7787217 0,36258016 

'ARMAX2411' A(z) = 1 - 1.986 z^-1 + 0.9859 z^-2 
B(z) = 0.001361 z^-1 + 0.0006902 z^-2 - 0.006188 z^-3 + 0.004261 z^-4 

C(z) = 1 - z^-1 

94,7591717 0,3611956 

'ARMAX3411' A(z) = 1 - 2.022 z^-1 + 1.059 z^-2 - 0.03639 z^-3 
B(z) = 0.001229 z^-1 + 0.0009276 z^-2 - 0.00656 z^-3 + 0.004529 z^-4 

C(z) = 1 - z^-1 

94,7457863 0,36131993 

 
Table 3: The estimated OE models 

'Model Type' Model Parameters 'Best Fit' 'FPE' 

'OE431' B(z) = 0.01849 z^-1 - 0.05449 z^-2 + 0.05356 z^-3 - 0.01755 z^-4 
F(z) = 1 - 2.947 z^-1 + 2.894 z^-2 - 0.9475 z^-3 

95,0341979 6,13354962 

'OE131' B(z) = 7.423e-06 z^-1 
F(z) = 1 - 2.933 z^-1 + 2.867 z^-2 - 0.9339 z^-3 

95,0098583 6,28005407 

'OE341' B(z) = 0.01923 z^-1 - 0.03923 z^-2 + 0.02007 z^-3 
F(z) = 1 - 2.14 z^-1 + 0.8912 z^-2 + 0.6443 z^-3 - 0.3956 z^-4 

94,9929819 6,21730334 

'OE321' B(z) = 0.04349 z^-1 - 0.08893 z^-2 + 0.04559 z^-3 
F(z) = 1 - 1.984 z^-1 + 0.9845 z^-2 

94,9848311 6,21616865 

'OE221' B(z) = -0.001383 z^-1 + 0.001513 z^-2 
F(z) = 1 - 1.985 z^-1 + 0.9851 z^-2 

94,8945691 6,55918215 

 
Table 4: The estimated BJ models 

'Model Type' Model Parameters 'Best Fit' 'FPE' 

'BJ23241' B(z) = 6.176e-05 z^-1 - 5.46e-05 z^-2 
C(z) = 1 - 0.6253 z^-1 + 0.01001 z^-2 + 0.02315 z^-3 

D(z) = 1 - 1.629 z^-1 + 0.6427 z^-2 
F(z) = 1 - 2.44 z^-1 + 1.393 z^-2 + 0.5362 z^-3 - 0.4889 z^-4 

95,0238364 0,360708 

'BJ12331' B(z) = 7.101e-06 z^-1 
C(z) = 1 - 1.609 z^-1 + 0.9796 z^-2 

D(z) = 1 - 2.46 z^-1 + 2.254 z^-2 - 0.7828 z^-3 
F(z) = 1 - 2.936 z^-1 + 2.872 z^-2 - 0.9367 z^-3 

95,0160798 0,33251152 

'BJ14131' B(z) = 7.24e-06 z^-1 
C(z) = 1 + 0.04146 z^-1 + 0.03341 z^-2 + 0.01694 z^-3 + 0.03648 z^-4 

D(z) = 1 - 0.9637 z^-1 
F(z) = 1 - 2.934 z^-1 + 2.87 z^-2 - 0.9354 z^-3 

95,0135709 0,36037501 

'BJ13131' B(z) = 7.263e-06 z^-1 
C(z) = 1 + 0.04056 z^-1 + 0.03335 z^-2 + 0.01701 z^-3 

D(z) = 1 - 0.9659 z^-1 
F(z) = 1 - 2.934 z^-1 + 2.869 z^-2 - 0.9351 z^-3 

95,0131615 0,36038438 

'BJ13231' B(z) = 7.26e-06 z^-1 
C(z) = 1 - 0.6241 z^-1 + 0.009762 z^-2 + 0.02454 z^-3 

D(z) = 1 - 1.627 z^-1 + 0.6415 z^-2 
F(z) = 1 - 2.934 z^-1 + 2.87 z^-2 - 0.9353 z^-3 

95,0129791 0,35994338 
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Figure 11: Comparison between the estimated model (ARX331) and measured 

output 

 
Figure 12: Comparison between the estimated model (OE131) and measured 

output 

 
Figure 13: Comparison between the estimated model (ARMAX2411) and 

measured output 

 
Figure 14: Comparison between the estimated model (BJ1313) and measured 

output

 
Figure 15: Comparison between the estimated Polynomial models (ARX331, ARMAX2411, OE131, and BJ1313) and measured output 

 Conclusion 

In this article, a practical identification of DCSM has been 
elaborated using polynomial models. To meet application 
requirements and to collect input-output data, a microcontroller-
based acquisition card has been developed.  Finally, the 
comparison between the data and the estimated models using 
validation criterions shows that the ARMAX, BJ, and OE model 
has provided a good fit with experimental data and can be used in 
simulations or a real application. 

In future work, the data acquisition system will be based on PLC 
to be adequate for industrial applications and to provide more 
sampling frequency and processing time. Moreover, other 
identification techniques will be applied to more complex non-
linear systems to build proper algorithms for the control loop or 
fault detection. 
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 The world is facing an unprecedented virus outbreak, COVID-19, hitting more than 200 
countries. Governments have been striving to prevent the spread of the virus through the 
lockdown. During the strict lockdown in Jordan, people needed to stay home, and they used 
available social networks to keep updated on COVID-19, with Facebook, the most popular 
social media platform. The study aimed to elicit information about assessing the use of FTS 
as a source of information in general and on COVID-19, in particular, FTS for those 
interested in English posts. However, it cannot read them and how reliable users think FTS 
is. The questionnaire was sent through the available networking sites, such as Facebook 
Messenger. The study found that 94.3% use Facebook daily; 87.1% of the participants 
activated Facebook Translation Service (FTS). It is found that 62.2% of the participants 
considered Facebook as a primary source of information regarding COVID-19  and 27.8% 
as secondary source. In terms of FTS usage, 87.3% used FTS in translating English 
Facebook posts into Arabic, and 83.8% used FTS in translating English Facebook COVID-
19 posts into Arabic during the lockdown. On the other hand, it is found that the majority 
found FTS committed minor errors in terms of adequacy and fluency. This success is due 
to the usage of Neural Machine Translation (NMT)approach and bilingual text corpora. 
The advantage is that FTS is a well-trained database that can provide more accurate 
translation than other model. In conclusion, disregarding FTS output quality, our research 
shows that Facebook and FTS became a significant source of information during abrupt 
crises. Such research would encourage government officials to better use Facebook and 
FTS as complements to their national health campaigns. 

Keywords:  
Facebook Translation service 
Facebook and Covid-19 
Facebook Posts 
Translation Studies 
English and Arabic 

 

 

1. Introduction  

The translation is the medium of human communications. It 
bridges the gap between human communities and ensures the best 
communication among the global communities [1]. Nowadays, the 
world is facing the most frightening Coronavirus (COVID-19) 
outbreak in the last century. International Health Organizations, 
Medical Specialists, health authorities, political leaders, and the 
public write posts round the clock on social networks, making the 
influx of information massive. The flow of information is 
unprecedented, and therefore, there should be a way to facilitate 
transferring this information into all-natural languages. It is  
predicted that the demand for translation industry  will reach 
unprecedented number $56 billion in 2021 [2]. This growth in 

translation demand has been occurring at a rate beyond 
professional human translators' capacity to keep up with, and the 
cost associated with human translation is too high for many 
purposes [3]. For example, It is  indicated that they can translate 
up to 10 billion words daily. Translating the massive flow of 
information is beyond human translators' capacity, hence the 
central role of Machine Translation (MT). This tool can cope with 
large amounts of data at a split-second rate. However, there is no 
relation between the speed of translation and the quality of the 
translation [4]. 

In facing COVID-19, MT works as a tool to challenge and fight 
the virus. It is stated that "The challenge is how to communicate 
rapidly changing data across language borders, so that essential 
information is not lost in translation." In this concern, it has been 
shown that machine translation can help fight COVID-19. The 
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current study aims to assess the popularity and use of Facebook 
Translation Service (FTS) in translating English Facebook posts in 
general and COVID-19 in particular among Facebookers in 
Jordan.  

Social Networking is a flagship of human communications 
nowadays. Social networking refers to online platforms to keep 
humans connected regardless of their locations and territories. 
Social networking connects people globally of different groups 
and ethnicities for social, business and other purposes, such as 
Facebook, Twitter and the like [5]. More than 3.81 billion users of 
social networks worldwide and lists the most famous six social 
networking sites worldwide based on their monthly users: 
Facebook, YouTube, WhatsApp, Facebook Messenger, 
Weixin(WeChat), and then Instagram. Facebook tops the other 
social networking sites with 2.5 billion users monthly [6]. 

Regarding Jordan, it has been listed Facebook as the most 
popular, with 88.6% of all social networking users. When it comes 
to languages [7]. English has been classified as the top language 
with 25.3% of internet content, while Arabic content represents no 
more than 4.8% [8], [9]. For English content published on 
Facebook, FTS allows Arabs to read the English posts in Arabic.  

However, the number of Facebook active monthly users in the 
Middle East reaches 200 million [10]. A study conducted in Jordan 
to elicit information about the source of information for a sample 
of 500 medical students in three Jordanian Universities.  They 
found that 83.4% used social media and 83.4% favored online 
search to access COVID-19 related information. However, the 
study did not specify the most popular social networks among 
medical Students [11].    

Social media becomes an essential means of communication 
since COVID-19 updates take place around the clock.  Such 
widespread use, particularly at the time of a health crisis mandating 
social isolation, raises questions about the content Facebook 
provides in terms of its effectiveness and limitations to end users 
since Arab Facebookers are mostly exposed to posts written in 
English. Some Arab Facebookers can read and understand English. 
However, there is still a large portion of users who are not 
sufficiently competent to read posts in English, and instead, use 
FTS, Facebook's translation service since 2011. Facebook 
Translate helps users communicate with each other in different 
languages. Facebookers can easily activate the translation service 
on their profiles. Users can select their region and language and the 
language they wish their posts to be translated into in their settings.  

2. Facebook Translation Service (FTS) 

Historically, Facebook initially used Google Translate service 
to translate the posts into 50 languages. Facebook launched its first 
Translation Service in 2011, called In-line Translation Facebook 
Tool [12], this time powered by Microsoft Bing. For example, if a 
non-Spanish speaker gets a cross a Spanish Facebook post, he will 
be able to see the translation of the post in his own language.  

Currently, FTS offers translation services for 89 languages, and 
they will continue to add more languages. FTS adopted a phrase- 
to- phrase MT approach by translating whole sequences of words, 
where the lengths may differ. In 2017, Mark Zuckerberg, the 
founder of Facebook, explained that translation is the best means 
to connect humans globally. Language understanding brings 

people close and thus help them to share and get access to 
information universally [13]. In the same year, the Facebook 
research team developed a new MT approach using Convolutional 
Neural Networks (CNNs) instead of Google Translate. The 
recurrent neural networks can help translate languages more 
accurately (increase quality on a BLEU scale) and up to nine times 
faster than the traditional recurrent neural networks (RNNs). 
Neural MT has been described approach as a tool to provide instant 
translation accurately across languages faster than previous MT 
approaches [14]. This is confirmed by [15], [16].They have shown 
that “CNNs have been very successful in several machine learning 
fields, such as image processing. However, recurrent neural 
networks (RNNs) are the incumbent technology for text 
applications and have been the top choice for language translation 
because of their high accuracy”.  

In late 2019, the Facebook research team announced new 
advances in NLP, boosting Facebook Translation accuracy. They 
have also introduced a new self-supervised pretraining approach, 
RoBERTa, that surpassed all existing Natural Language 
Understanding (NLU) systems on several language 
comprehension tasks. They have also collaborated with New York 
University (NYU), DeepMind Technologies, and the University of 
Washington (UW) to promote their future research [16].  

The present study focusses on Facebook translation of English 
Facebook posts related to COVID-19 released by International 
Organizations such as WHO, political leaders, medical specialists, 
and the general public into Arabic. The study provides constructive 
feedback about whether FTS is considered a reliable source of 
information or not and the degree of trust among the end-users. It 
addresses the following questions:  

What, according to participants, is the percentage of FTS 
Activation in Jordan? 

What is the rate of using FTS in translating English Facebook 
posts and Covid-19 Facebook posts into Arabic? 

As a source of information, how often Jordanians use FTS? 

To what degree FTS output is adequate and fluent in English 
to Arabic translation? 

To what extent, Jordanian rated FTS output? 

3. Literature Review  

The outbreak of COVID-19 makes social networking sites a 
source of information for many people around the globe. COVID-
19 is an emergent crisis, unprecedented in the size of information 
posted daily about the pandemic. Facebook usage increases by 
40% due to the COVID-19 crisis. Facebook becomes a medium of 
communication. Machine Translation plays an influential role in 
facilitating communication among human communities [17], [8]. 
The study is mainly concerned with the popularity of FTS among 
Jordanians in translating the English Facebook posts into Arabic. 
To the best of knowledge of the author, this is the first research to 
fill the gap and provide the literature with information about the 
role of FTS in educating Jordanians and fighting COVID-19.  

Social networking sites have become a useful tool in 
confronting the crisis and keeping people close to each other when 
they are isolated due to lockdown in most of global countries. He 
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adds that the public health experts have used social networking 
sites to interact with the public and provide healthcare advice to 
fight and prevent the spread of the outbreak[[18]]. The acceleration 
in digital life changes how health information is approached. The 
health care providers used this opportunity to disseminate their 
advice and right information for the public [[19]].  

On the other hand, Facebook becomes the source of 
information for 100,000 health care providers regarding the 
COVID-19 outbreak, "For the past few weeks, after I get home 
from my shifts in the emergency room, I have been scrolling 
through Facebook pages on my laptop, getting firsthand stories 
from doctors in Italy, China, and Iran" [20].  Another study has 
been  conducted a descriptive study on medical students in Jordan 
to assess knowledge, attitude, perceptions, and precautionary 
measures toward COVID-19. They have found that 83.4% used 
social media sites as their preferred source of information 
regarding COVID-19 [11]. Moreover, another study has been 
carried out in Jordan to assess university students' knowledge, 
practice, and attitude regardless of their majors. They have found 
that university students' information source is social media, 
internet, and television. No significant difference was noticed 
between medical and non-medical college students on the sources 
of their information. On the other hand, social networking sites 
have become platforms for survival against social isolation during 
the COVID-19 [21]. In this regard, Facebook becomes the central 
platform to help the community and those in need during this 
pandemic [22]. 

Another use of social networks during the crisis is highlighted 
by  as a platform to preach and provide spiritual support to conduct 
digital prays and biblical lesson [23]. On the other hand, social 
media shows how social networks become the platform for sharing 
controversial messages to Chinese people. Some users blamed 
China as a source of the disease and therefore Chinese became the 
target of many hateful and offensive posts on most social 
networking sites., such as Facebook and the like.  Facebook and 
other social media have been clamped down the spread of fake 
news concerning COVID-19 [24], [25]. The study highlights the 
FTS infighting world crisis, COVID-19, in provide translation for 
the English Facebook posts related to COVID-19 into Arabic.  

4. Methodology 

Arabic is the official language of 24 Arab countries with a 
population of 300 million. Jordan is one of Arab countries and the 
research on Facebook Translation service in Jordan would of great 
interests and a source of information for all Arabs. Descriptive 
cross-sectional study design was used in this work. Our sample 
consisted of 200 Jordanians from five cities of Jordan: Ajlun, 
Amman, Irbid, Jerash, Kerak. The study population has different 
educational backgrounds except for English language specialists 
(Linguistics, literature, and Translation studies) and were asked to 
fill the questionnaire. The study used an online questionnaire 
delivered to participants in the period between March 10 to July 29 
during the lockdown in the Jordanian government's effort to 
control the spread of COVID-19. The online questionnaire was 
created on Google Forms and sent to the participants through 
Facebook Messenger to ensure the social distancing in line with 
the Jordanian government's recommendations. Therefore, all 
participants in this study have Facebook pages. The study's total 

population was 200 responded to the study, 106 females (52.7%) 
of the sample, and 95 male participants (47.3%) (see appendix 1) 
An independent T-test was conducted to identify a relation 
between rural and urban areas regarding rating the adequacy and 
fluency of FTS. It is evident from the table 2 that a value of 1.076 
at sig = 0.283 indicates that there are no statistically significant 
differences at 0.05 between rural and urban residents in the 
evaluation of the fluency of FTS. Moreover, another t-test was 
conducted to verify the relation between gender and fluency rating. 
It is evident from the table 3 that a value of t was 1.145 at sig = 
0.254, indicating that there were no statistically significant 
differences at 0.05 between males and females in evaluating the 
fluency of Facebook Translation Service. Another also t-test 
conducted on the relation between the education level and the 
adequacy. The study found that there are statistically significant 
differences at 0.05 in evaluating the fluency of FTS according to 
the educational level, and by conducting post-tests to test the 
analysis of variance, it was found that the source of the differences 
is the existence of statistically significant differences between 
holders of a diploma and those who hold a master's degree in favor 
of a diploma. 

4.1. Research Instrument 

The researchers designed a dichotomous questionnaire that 
was created on the Google Forms platform.  The questionnaire has 
yes/no questions to elicit Jordanians' responses concerning their 
usage of Facebook Translation service in translating English 
Facebook posts into Arabic and, in particular COVID-19 posts. 

The online questionnaire consisted of seven main divisions 
main sections. The first section collected demographic data on 
gender, age, education, cities, and living areas. The second section 
consisted of the following questions:  

Have you activated FTS on your Facebook Page? 

Have you used FTS in translating English Facebook posts into 
Arabic?  

Have you used FTS in translating English Covid-19 Facebook 
posts into Arabic? 

Have you considered FTS output as a Primary source of your 
information regarding COVID-19?  

Irrespective of the English posts' contents (maybe not reliable, 
fake, or misleading), do you find the translation by FTS 
acceptable? 

Irrespective of the English posts' contents (maybe not reliable, 
fake, or misleading), do you think Facebook Translation Service 
has translated them accurately? 

Have you rated FTS?  

Two professors reviewed the survey, and proper modifications 
were completed before delivering to participants. Participation in 
the study was voluntary, and personal Facebook pages and 
identifiers were not collected. Data was imported into Excel for 
management and then SPSS for analysis. Numbers and 
percentages were presented for all variables.  
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5. Results  

5.1. FTS activation among Jordanians  

First, we examined the number of Facebookers who activated 
FTS on their Facebook pages. As mentioned above, the 
questionnaire was sent via Facebook Messenger, and therefore all 
participants have Facebook pages. Our analysis showed that 
(87.5%) of the participants activated FTS on their Facebook, while  
only (12.5%) of the participants did not activate FTS. This finding 
shows that FTS is used mostly by Jordanian. Moreover, this result 
correlates with [[7]] that Facebook is the most popular social 
media.  

Table 1: Percentage of FTS Activation 

Classification Sum of Frequency Sum of Percent % 

No 25 12.5 

Yes 175 87.5 

Grand Total 200 100 

5.2. Have you used FTS in rendering English Facebook posts 
into Arabic? 

Next, we wanted to know if Jordanians used FTS in rendering 
English Facebook posts into Arabic in general and English posts 
concerning COVID-19 rendering into Arabic. Our analysis 
showed that (87.6%) of Jordanians used FTS in rendering English 
posts into Arabic, while 12.4% did not use FTS in translation. 
These results highlight the role of FTS in facilitating 
communications between English and Arabic.  

Table 2: FTS usage among Jordanians at the time of Covid-19 
Have you used Facebook Translation Service in rendering English 
posts into Arabic? 

Classification Sum of Number of respondents 
Sum of Percent 
% 

No 25 12.4 

Yes 175 87.6 
Grand Total 200 100 

5.3. Have you used FTS in translating English Facebook Covid-
19 posts into Arabic? 

We aimed to elicit information about the percentage of FTS in 
translating English Covid-19 posts into Arabic. The study's 
analysis showed that (83.1%) have used FTS in translating English 
Facebook COVID-19 posts into Arabic. These figures showed that 
FTS played a significant role in facilitating communications 
among Jordanians at the time of the COVID-19 outbreak in Jordan. 

Table 3: FTS rendering English posts about Corona Virus (COVID-19) into 
Arabic 

Have you used Facebook Translation Service in rendering English 
posts about Corona Virus (COVID-19) into Arabic? 

Classification Sum of Frequency Sum of Percent % 

No 33 16.9 

Yes 167 83.1 

Grand Total 200 100 

5.4. Have you used FTS daily at the time of COVID-19? 
Next, we aimed to identify how often Jordanians used FTS 

during the time of lockdown in Jordan. Our analysis showed that 
most of Jordanians used FTS daily with (94. %). This correlates 
with [[7]] indicated that Facebook usage in Jordan reached 92% 
over the COVID-19 period, while only (5.97%) did not use it daily. 
Table 4: Frequency Facebook and FTS among Jordanians at the time of Covid-

19 lockdown 

Classification Sum of Frequency Sum of Percent % 

Daily 188 94 

Rarely 1 0.5 

Weekly 11 5.5 

Grand Total 200 100 

5.5. Have you considered FTS output as a Primary source of 
your information regarding COVID-19? 

 First, we examined how the participant deals with FTS as a 
source of information. The question aimed to identify whether 
Jordanians considered FTS output as sources of information at the 
time of lockdown. Our analysis showed that most participants with 
(62.2%) considered FTS output as the primary source of their 
information regarding COVID-19. In comparison (27.8%) showed 
that they considered FTS as a secondary source of their 
information. 

Table 5: Facebook as a Sources of Information Related to COVID-19  

Category Sum of Frequency Sum of Percent % 

Partial 3 1.5 

Minor 16 8.5 

Primary 125 62.2 

Secondary 56 27.8 

Grand Total 200 100 

5.6. How do you rate the fluency of FTS output?  

The above chart illustrates how the study’s participants rated 
FTS. The analysis showed that the respondents rated FTS output 
at the category of almost all of the meaning in the translation with 
41%, followed by 40.5% who believed that FTS output is complete 
as fluent. However, 14% of the responses showed that the 
translation is not fluent, and FTS output contains some of the ST 
meaning, followed by 4.5% for FTS as disfluent. 

Table 6: FTS Adequacy 

Adequacy 
Sum of 
Frequency 

Sum of 
Percentage 

All the meaning in the source is 
contained in the translation, no 
more, no less. 81 40.5 
Almost all the meaning in the source 
is contained in the translation. 82 41 
Fragments of the meaning in the 
source are contained in the 
translation. 28 14 
None of the meaning in the source is 
contained in the translation. 9 4.5 

Grand Total 200 100 
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5.7. Have you rated the adequacy of FTS output?  

The above chart elucidates how the study respondents rated 
FTS output fluency (grammar). It showed that the majority of 
respondents rated FTS output as fluent with minor errors at the 
percentage of 69.65%, followed by 23% indicated that FTS output 
rated FTS output as fluent with no errors. On the other hand, 6.5% 
rated FTS output as disfluent.  

Table 7: FTS Fluency 

Fluency 
Sum of 
Frequency 

Sum of 
Percentage 

Refers to a perfectly flowing text with no 
errors. 46 23 
Refers to a smoothly flowing text even 
when a number of minor errors are 
present. 139 69.5 
Refers to a text that is poorly written and 
difficult to understand. 13 6.5 
Refers to a very poorly written text that is 
impossible to understand. 2 1 

Grand Total 200 100 

5.8. Have you rated FTS output?  

Then, the study aimed to elicit information about the FTS 
output rating by the participants. The analysis showed that 55.5% 
of respondents rated FTS sometimes, 42% rated FTS always, while 
2.5% were not sure they rated FTS. The study here emphasizes that 
rating is crucial to improve its service and provide the end-users 
with information about the end users' trust of FTS output 
development of FTS service.  

Table 8: FTS Rating 

Classification Sum of Number of respondents 
Sum of Percent 
% 

Always 84 42 
Not sure  5 2.5 
Sometimes 111 55.5 
Grand Total 200 100 

6. Discussion 

The current descriptive study assessed the popularity of FTS in 
translating English Facebook posts into Arabic and Posts related 
to COVID-19 in particular. Participants were found to be familiar 
with FTS usage during the COVID-19 lockdown. The results 
showed that social networking sites have a significant role in our 
modern life. Facebook becomes one of the most popular social 
media websites. Facebook becomes a source of information during 
the time of COVID-19 lockdown since Facebookers read posts 
around the clock. The study showed that (94%) of participants used 
Facebook daily to read, share, and post. This percentage complied 
with [[7]] that Facebook occupied the first rank in social media 
stats with (88.69%) over June 2020 in Jordan.  

Our assessment of the information sources showed (62.2%) of 
Jordanians considered FTS as the primary source of their 
information during the COVID-19 lockdown. The study attunes 
with what [[11]] and [[21]] said in their research that Facebook 
becomes the source of information for medical students in Jordan 
(83.4%). This means that Facebook becomes a popular online 
platform that supports the efforts to fight COVID-19 at the 
government side, where the government officials and health care 

providers to convey their messages to control the outbreak of 
COVID-19. Even though FTS became a source of information in 
translating English Facebook posts into Arabic, but the need for a 
thorough analysis of the output of FTS by a translation scholar is 
of great importance to highlight the limitations and strengths of 
FTS.  

The study indicated that FTS was used daily, equal to (94%). 
Moreover, it is found that Jordanians used FTS in translating 
COVID-19 posts into Arabic, with a percentage of (83.1%). This 
finding complied with [[11]] finding that (83.4%) medical students 
in Jordan used Social Media to learn about COVID-19. However, 
they did not ask the participants about their preferred social media 
platform. This finding motivates the researcher to conduct further 
study to verify the capacity of FTS to provide adequate and fluent 
output to the end-users. 

The study found that the participants rated FTS output 
adequacy with (41%) almost the meaning of the ST in the TL; 
(40.5%) showed that FTS output is fully adequate to the end-user. 
Furthermore, it is found that (69.65) of FTS output has minor 
errors, while (23%) is free of errors. On the other hand, the study 
highlighted that Jordanians sometimes tended to rate FTS service 
with (55.5%) for rating FTS and always rating for FTS with (42%). 
The rating provides a review for the FTS team to improve its 
services. The rating benefits Facebook in two ways: help the users 
make decisions to use FTS or not and help Facebook gain the users' 
credibility. 

7. Conclusion  

Overall, Facebookers in Jordan tend to use FTS in rendering 
English posts in general and posts related to COVID-19 into 
Arabic. This means that Facebookers used Facebook as their 
primary source of information. The study concludes that in such 
an unprecedented COVID-19 crisis, the health officials should 
create Facebook Profiles with a blue tick for medical information 
during crises. Countries where the outbreak is hitting hard should 
focus on educating the public. Moreover, medical specialists and 
translation scholars should form evaluation groups to ensure that 
FTS can render COVID-19 medical posts into Arabic fluently and 
adequately. Finally, the study recommends further studies to 
scrutinize FTS outputs thoroughly to highlight the service's 
limitations and strengths.    
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Appendices: 

Appendix 1: Frequency and Percent for demographic variable 

Variable Classification Frequency Percent % 

Gender Male 95 47.3 
Female 105 68.2 

Education 

Bachelor 46 22.9 
Diploma 87 43.3 

High School 10 5.0 
Master 35 17.4 

PhD 21 10.4 

Cities 
 
 

Amman Urban 50 25% 
Rural 0 0 

Ajlun Urban 19 9.5 
Rural 11 5.5 

Jerash Urban 26 13 
Rural 9 4 

Irbid Urban 30 15 
Rural 20 10 

Kerak Urban 21 10.5 
Rural 15 7.5 

Total 200 100 
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 The paper addresses speeding up meetings in a networked environment during rescue works 
in a transport emergency. Several groups of representatives of various services and 
observers participate in those meetings. The number of wrong decisions tends to increase 
because remote participants cannot understand each other quickly. First, the meetings must 
be efficiently held to avoid making wrong decisions, including medical diagnoses for 
injuries. The ultimate goals are to improve injured' health and life. Artificial intelligence 
(AI), big data analysis, and deep learning methods suggested in this paper for decision-
making support have a cognitive character, i.e., try to take into account the thoughts and 
emotions of participants. The author's convergent approach ensures the purposefulness and 
sustainability of decision-making. This approach transforms divergent decision-making 
processes into convergent. The approach is based on the inverse problem-solving method 
in topological space, genetic algorithms, control thermodynamic theory, and using the 
ideas of creating AI models' cognitive semantics with quantum mechanics methods. This 
approach gives meetings' members the list of decision-making rules with accelerating 
consensus achievement. The examples of the rules are: the goals have to be arranged as a 
3-level tree and ordered by importance; semantic interpretations of computer models’ 
factors and their connections must be separated; rescue resources must be represented in 
a finite number of separated components, and so on. The approach also exploits traditional 
technical tools of augmented reality, virtual collaboration, and situational awareness. It 
has been repeatedly used to build socioeconomic and manufacturing sectoral strategies and 
is currently being adapted for emergencies. 
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1. Introduction   

Every second has great importance after the moment of the 
outbreak of transport emergencies. The first hour after the moment 
is named the “golden hour”—it is a critical time for saving the 
injured and suffered lives. Different types of transport entities may 
take part in automobile, railway, aircraft, all-terrain vehicle (ATV), 
motorcycle, bicycle, etc. The authorities and their departments, 
rescue teams, police, ambulance staff, representatives of the 
population, etc. may participate in the processes. They all must 
understand each other and get agreement on decisions very 
quickly. 

Rescue teams usually have a special pre-designed guide to 
synchronize their participants’ activities as usual. It may be 
represented by way of detailed prewritten instructions, plans, or 
models of activity. The members of the rescue team must know it 
in advance. But every emergency is characterized by its own 

features and new participants, and the standard guide sometimes 
can only confuse the situation. The activity plans of all participants 
must be synchronized in any circumstances and for different 
environments. The integrity of the team member tactics’ 
implementations has to achieve the proper synergistic effect. 

Special decision support systems have been created based on 
virtual reality tools and artificial intelligence (AI) technologies. A 
sharp rise of research and the creation of such systems for this 
activity began after the 9/11 attacks and the 2009 crash of an Air 
France Airbus A330. The situational awareness (SA) approach [1, 
2] was suggested and used in researching these disasters. Profound 
technical decisions were found, and obvious progress was made 
[3]. 

Simultaneously, the crucial importance of accelerating the 
collective decision-making by getting agreement between different 
participants in extreme conditions makes the issue of speeding up 
virtual meetings in emergencies always relevant. Some author’s 
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papers are devoted to accelerating distributed collective decision-
making that can be held in situational centers (SC) or a networked 
environment [4]. It was already suggested the technologies that 
help: speeding up a corporate strategic conversation [4], raising the 
quality of networked experts’ procedures [5], improving medicine 
meeting (conversation) [6], or even accelerating networked 
democracy processes [7] and using for these methods from 
quantum theory [8,9]. 

Brainstorming procedures are divergent as usual; they have 
goals of creating a lot of new ideas. But these ideas may not be 
consistent, and as a result, synergy cannot be achieved. The 
author’s convergent approach ensures the purposefulness and 
sustainability of networked collective meetings [4, 5]. It has been 
tested in different fields of the social-economy sphere and for 
decision-making in SC. It is now suggested for networked and 
collective decision-making support in emergencies when many 
different participants and physical automated tools (computers, 
cars, and intellectual robots) take part. 

Three meeting modes may be distinguished: monitoring the 
situation with an operational solution of ongoing issues, planned 
decision-making with long-term preliminary preparation, and 
decision-making in an emergency. The latter is the most difficult. 
It claims a special approach that will ensure the convergence of 
distributed meetings and conversations to save the lives of as many 
injured people as possible. The paper has devoted this mode. 

The paper includes a description of a transport emergency's 
characteristics, considers the limitations of the available rescue 
means of situational awareness.  The concepts of denotative 
(formalized) semantics and cognitive (non-formalized) semantics 
for AI models are introduced, wherein, shows that modern AI 
predominantly uses only the former one. Further, the paper 
examines the possibilities of advanced AI and proposes to consider 
the possibility of using quantum theory to construct cognitive 
semantics. The author's convergent approach is then proposed to 
speed up networked distributed meetings in conditions of transport 
emergency. Simultaneously, the author's approach to the 
organization of networked expertise and cognitive modeling is 
considered in more detail. Then, some practical implementations 
of this approach are demonstrated. The paper ends with the 
formulation of discussion questions. 

2. Emergency Features 

The following features characterize an emergency transport 
situation (railway, aviation, highway, etc.): 

• Presence of injured and/or dead. 

• Victims need quick medical attention. 

• Extreme lack of time. 

• Possibility of destruction or contamination of the area. 

• Participation of many departments, organizations, and rescue 
teams in decision-making. 

• Distribution of collective decision-making process. 

• Lack of material resources in the proper amount. 

• Experienced experts are not available, etc. 

In such situations, special tools have been created to speed up 
and improve the quality of collective decision-making, including 
virtual collaboration systems and SA systems [3]. They differ 
significantly from traditional teleconference. They are based on the 
advanced technology of discourse processing to ensure accelerated 
mutual understanding during participants’ communications. SA is 
associated with multidimensional visualization, targeted 
information. It supports group decision-making, perception, 
prediction of the external environment changes, and mutual 
understanding between participants. 

It is shown that in emergencies, network teams act faster than 
hierarchical ones [1,5,7]. The critical factors are as follow lack of 
necessary information, a holistic view of the situation at all levels 
of management, and the absence of an overall operational picture. 
Moreover, the growth of data volumes and the number of 
precedents do not always improve SA and quality decisions. The 
main sources of the problems that create information gaps are the 
team members themselves. They are focusing on solving their own 
problems. Inaccurate and belated information about events is the 
reason for information gaps too. The aspect of the lack of trust is 
important. Recently, the concept of SA is increasingly a group 
character: participants have to get an equally understanding of an 
operational picture when information is visualized on a map. 

The analysis of the issue of accelerating the group decision-
making in emergency using SA and virtual collaboration 
approaches showed the emphasis of the engineers’ and 
researchers’ efforts on the following areas: 

• The creation of a distributed SC for monitoring and managing 
the processes of eliminating the consequences. 

• Forecasting the danger of traffic accidents for ensuring 
effective decision-making. 

• Integrating methods of information and analytical support 
crowdsourcing and networked expertise processes. 

• Ensuring accelerated convergence of decision-making 
processes based on cognitive modeling and inverse problem-
solving methods, etc. 

One of the most efficient approaches to improve group 
decision-making processes in emergencies is SA. Let us take a 
look at it in more detailed. 

3. Situational Awareness 

The SA process embraces individuals, teams, AI systems, 
machines, and computer tools. It includes several stages [1,3,10], 
has a gradation in levels [11], and is characterized by different 
models [12]. The process may have abnormal behavior that is 
defined as behavior to deviate from the global plan in some 
circumstances. 

It is known that SA systems do not always behave sustainable 
and purposeful. Some studies try to represent cognitive non-
formalized processes by linking participants with AI systems. It 
allows each actor to get information in special templates from other 
actors that help to increase the opportunities of all actors [13]. Non-
predicted and false responses are still common [3]. It is usually 
considered that SA is a suitable framework for collective cognitive 
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modeling that helps to make effective decisions by using explicit 
and implicit information. 

But most papers do not consider the chaotic nature of human 
cognition, especially in cases of responding to abnormal machine 
behavior. Participants’ thoughts, emotions, free will, experience, 
senses, etc. cannot be described logically. It cannot be represented 
in computers’ logical knowledge bases. As soon as an attempt to 
describe an emotion is made, this emotion disappears or loses its 
nature and creative power. This fact compels to consider 
simultaneously two types of cognitive processes—systems 1 and 2 
as shown in Table 1. 

Table 1: Two types of cognitive systems 

System 
number Operating means Semantics 

type Serves to ensure 

1 Non-logically, 
unconsciously, 
uncaused, 
associatively, 
intuitively 

Cognitive Provides creativity, 
helps to get 
insights[8], 
“Eureka effect” 
[15] 

2 Logically, 
deliberately, 
rationally and 
analytically; neuron 
deep learning 
(partially) 

Denotative Logical inference; 
provides 
necessary 
conditions for 
purposeful and 
sustainable 
decision-making 
[4]. 

 
The systems are interacting. Some researchers argue that the 

system 1 has an advantage over the second one. But it obvious that 
intuition is not only the ability to make a decision.  

Relevant information of the system 2 may be claimed to avoid 
mistakes in judgment [14]. This system gives the possibility to 
make the features of human activity and task characteristics 
distinct. An example of the presentation of system 2 is big data. 
They are used to build denotative semantics. However, it should 
be noted that the juxtaposition of each factor or connection of the 
AIs’ models with some relevant subset of big data will require the 
use of special methods for solving problems on cognitive models, 
namely, methods for solving large-scale global optimization 
problems [15]. But due to the very high requirements for the 
promptness of solving problems in emergencies, most likely, such 
an approach for such situations is unacceptable. This paper 
proposes replacing big data subsets with their projections on a deep 
neural network (See Section 8). 

The creative process of getting an insight may be non-logical; 
the result appears after deliberate and sometimes long-time 
unsuccessful thinking. It needs to use logical efforts to speed up 
the process. [16]. It was suggested to put a cognitive continuum of 
the first above-mentioned process in the unconscious end of some 
scale, but the second one―in the conscious end [17]. Distinctions 
between these two processes have a continuum power. Effective 
decision-making may require flexibility on this continuum. And 
intuitive decision-making can be partly conscious, and analytical 
decisions can be partly unconscious. 

Situational awareness in emergencies is working with 
machines and humans. It needs to control machines’ abnormalities 

and supports correct group decision-making during abnormal 
machine behaviors. The three-level SA model was suggested for 
these cases [18]. It includes the following components: 

• Perception of the situation (level 1).  

• Comprehension of the situation’s meaning and assessment 
relevance to certain goals (level 2).  

• The projection of its status and dynamics for the near future 
(level 3).  

Many relevant issues in different safety domains (aircraft, air 
traffic control, power plants, maritime operations, manufacturing 
systems, collaborative and isolated work, healthcare, etc.) benefit 
from the application of the three-level SA approach.  

As has been shown, SA can cover a wide range of cognitive 
concepts. It is affected by psychological phenomena such as stress, 
mental workload, and trust [19]. The three-level SA approach was 
used in deliberate sense-making, story construction, recognizing 
main decisions, heuristics, and implicit cues of sociotechnical 
systems. The three-level SA approach has been used to explain 
deliberate attempts of detecting, diagnosing, and forecasting and 
increasing collective understanding of the problem situation. 

An important aspect of SA is the sense-making process that 
explains how humans understand the environment by assigning 
meaning to experiences [20]. Sense-making is about values, 
priorities, and preferences. It holds different elements together to 
guide actions. Sense-making is a complex process and involves 
previously accumulated information. Different authors have tried 
to model cognition by identifying cues, diagnosing problems, 
taking action, questioning, elaborating, comparing, switching, and 
abandoning the search for a frame [21]. 

Distributed SA (DSA) is a more difficult construction than SA 
[22]. Its attention devotes to special issues of covering distributed 
cognition and focuses on collective SA, or awareness between 
agents. Humans and machines can represent them. DSA is used in 
modeling virtual collaborative processes. 

DSA differs from SA substantially. For example, for DSA, it 
does not matter if the human agent does not know anything. Other 
components of the distributed system can augment the lack of his 
or her knowledge. On the contrary, in the case of SA, if the human 
does not know something, it may cause a significant problem or 
accident. But SA can support a broader spectrum of cognition 
because of the implicit character of thinking.  

 
Figure 1: SA and DSA systems’ components 
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It was identified that there are four classes of failure 
transactions that can be the reason for the accident [3]: absent 
transactions, inappropriate transactions, incomplete transactions, 
and misunderstood transactions. Every one of these transactions 
has implicit and explicit interpretations, intangible and tangible 
representations. SA and DSA have framework constructions that 
can be represented in a formalized way by frames, ontology, or 
proposition logic. The components of SA and DSA systems are 
illustrated in Figure 1, where the idea of individual construction 
has been taken from [3]. 

Thus, SA and DSA have two semantics’ interpretations: 
cognitive (non-formalized process or System 1) and denotative 
(formalized process or System 2). 

4. Cognitive and Denotative Semantics 

Emotions, thoughts, insights, intuition, inspiration, etc. come 
without awareness. They are usually defined as the capability to 
act or make decisions appropriately without consciously balancing 
alternatives, without following a certain rule.  

Human and AI cognitive abilities are deep discussed in [23]. 
This paper analyzed 2500 publications. There are about three 
hundred cognitive architectures that describe human cognitive 
abilities. This paper's main attention was made to a logical 
description of cognitive phenomena. It was also noted that the 
topic of cognitive architectures is rather rare in works devoted to 
Artificial General Intelligence (AGI). 

Therefore, SA or DSA does not cover this communication 
layer and participants’ activities or covers it only in a very 
restricted means. They do not fully reflect the semantics generated 
by thoughts and feelings. In the SA or DSA paradigm, only 
formalized semantics can be represented. Moreover, in an 
emergency, technical devices and computers reflect only 
formalized, material aspects of the situation. 

A machine has its own personality, which could be defined as 
only the technical perception of everything the participants know 
and feel [24]. Humans have the ability to apply their senses to 
identify and interpret signals to get their own useful descriptions 
of machine behavior. As a result, tacit knowledge [25] cannot be 
embraced by computer AI models; the computer cannot 
understand them; therefore, digital information from sensors may 
be estimated in the wrong way. 

 
Figure 2: SA and its semantics: cognitive and denotative 

Thus, there are two types of the semantics of SA or DSA: 
denotative (formalized) and cognitive (non-formalized)—see 
above Table. These semantics are illustrated in Figure 2.  

Figure 2 demonstrates that the denotative semantics of SA and 
DSA has a formalized structure and can be implemented using 
logical ontologies, symbols, and frames. The instruments of the 
above-mentioned SC [4] can be useful for centralizing the control 
of monitoring problems’ situations’ and ensuring coherence of 
group decision-making and actions of various teams and 
organizations. SC helps make group decision-making processes 
stable (sustainable) and purposeful by involving AI and virtual 
collaboration technology to give participants the power to achieve 
synergy in the decision-making processes [26]. SC is using for 
solving problems that can be characterized by the following 
specific features: 

• Ill-defined and weakly formalized problems. 

• Require urgent collective decisions. 

• Associated with high risks. 

• Poorly predictable and chaotic behavior. 

• The process can be interrupted. 

• Divergent trait of breakthrough procedures. 

• Lack of retrospective experience, etc. 

SC usually exploits modern technologies by integrating: 

• Strategic analysis methods; 

• SA and DSA technologies. 

• Advanced tools of visualization. 

• Networked convergent conversation technology. 

• Cognitive modeling. 

• Inverse problem-solving methods. 

• Logical analysis, statistical forecasting. 

• Big data analysis, knowledge engineering. 

• Different AI technologies, etc.  

Simultaneously, the cognitive semantics cannot be fully taken 
into consideration by these technologies because of its non-
formalized stuff. They have a more qualitative and non-metric 
nature than quantitative and metric ones. The cognitive aspects of 
decision-making and modeling in the SC have to ensure new 
requirements for cognitive semantic interpretations of SA or DSA. 
The main idea of making cognitive semantic interpretation by 
logical computer models consists of: 

• Taking into consideration individual and collective 
unconscious phenomena using indirect and inverse methods 
of decision support. 

• Impacting on the problem situation through a self-developing 
reflexive-active environment. 

Using the ideas of AGI and Strong AI perhaps can help realize 
this idea. Strong AI and AGI are usually considered different 
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phenomena [27], but in this paper, we will consider them 
synonyms without loss of generality. However, considering the 
practical need to introduce AI tools shortly, the main emphasis will 
be on using traditional AI, although more developed cognitive 
semantics are used in its application. 

5. Artificial General Intelligence 

The traditional AI has been developed on a logical basis. It uses 
predicate calculus, logical ontologies, frames, and neural networks 
(NN). It may be noticed that the latter can be represented by logic 
also. This AI has a strong potential for solving different issues in 
real practice, such as predicting human behavior and different 
situations based on experience. This traditional approach can help 
to recognize the problem situation based on retrospective deep 
learning. Since traditional AI has a formalized nature, its semantics 
is denotative. 

Currently, the traditional formalized AI gives way to non-
formalized and uncaused AI, the semantics of which have 
cognitive features. The design of AGI can obey reverse-
engineering rules. Simultaneously, in the history of AI 
development, there are roughly four methodologies to achieve 
kinds of AI: symbolism, connectionism, behaviorism, and 
statisticalism [27]. 

AGI is usually considered the machine intelligence that can 
perform intellectual problems in different fields of knowledge 
more efficiently than a human being can adapt to the environment 
and forms its own self-awareness. It is fundamentally non-
formalizable human-machine (hybrid) AI. The AGI encompass the 
subjective, mental, creative, and intellectual activity of human 
being. The distinctive claims of the AGI are as follows [28]: 

• Creation of the necessary conditions (see Section 7) to ensure 
the convergence of generating ideas and thoughts to ill-
defined goals. 

• Complex cognitive semantic interpretation of different 
problem situations’ models. 

• Taking into consideration the conceptual aspects of the 
situation. 

• Ensure the sustainability and purposefulness of current and 
future development. 

• Computers’ models may be changed in a quantized way. 

• The behavior of models is synchronized with the behavior of 
remote objects, the states of which are unknown. 

• The space of modeling is conceptual, phenomenological, and 
uncaused. 

• An external impact on the problem situation can be changed 
unpredictably, etc. 

Thus, these claims have to be taken into account during 
organizing distributed meetings. It requires changing the 
methodological that was based on traditional AI. The possibilities 
of AGI’s elements have to be taken into account. AGI includes all 
the advantages of AI and is intended to make a wide range of 
human cognitive capabilities. But for a while, it is obvious that 
there is a large gap between AI and AGI. It may be just said that 

AGI is the inverse of AI [27,28]. In this context, it is necessary to 
consider such aspects of AGI as: 

• Imitation of human consciousness, perhaps, with non-
classical methods from such disciplines, as relativistic and 
quantum physic, thermodynamics, and optics. 

• Take into account cosmological, relativistic, atomic, quarks, 
and microtubule components of the brain. 

• Take into account the physical fields (gravitational, 
electromagnetic, strong, and weak) on the thoughts’ 
processes. 

• The group theory and category theory application. 

• Inverse problem solving on topological spaces, etc. 

The development of AGI requires an interdisciplinary 
synthesis of different approaches, methods, and technologies. The 
synergy of these components of AGI has to overcome the non-
finite complexity of cognitive semantics. These effects imply the 
modeling beyond the traditional formalized mechanisms and 
models of thinking.  

E.g., in the large paper [29] devoted to building machines that 
think like people note the importance of drawing a distinction 
between AI that purports to emulate or draw inspiration from 
human cognition and AI that does not. This paper focuses on the 
former that looks like AGI. The latter undoubtedly is a perfectly 
reasonable and useful approach to developing AI algorithms for 
real practice: avoiding cognitive inspiration and claims of neural 
plausibility. But for emergency requiring rapid collective 
decisions, this is clearly not enough. 

The key aspects of AGI are creating cognitive semantics that 
can be embraced only by indirect approaches. One of these 
approaches is quantum semantics. 

6. Quantum Semantics 

The description of the disaster situation is usually infinite-
dimensional. In such cases, the mechanisms of creating quantum 
semantic interpretations for computer models can find practical 
application. The quantum principle of complementarity helps to 
expand and deepen the semantic interpretation of computer 
models. Applying the special quantum operators to sets of 
messages created during virtual conversations between 
participants [8, 9]. 

The uncaused nature of feelings, emotions, or free will force 
studying the quantum semantics approach [30,31]. The special 
quantum operator can help to embrace these unconscious 
components in decision-making processes [8].  

A special place in the AGI approach is occupied by quantum-
mechanical effects, such as superposition, complementarity, and 
non-locality effects [30]. For more complete and detailed coverage 
of the quantum and relativistic aspects of the cognitive semantics, 
an attempt can comprehensively study the thought processes using 
the group theory, which investigate sets with operations on them. 
The elements of spatial sets will then be various entities: events, 
ideal and virtual objects, complex numbers, vectors with their 
scalar products. Each event will be associated with a point in space, 
considered a mathematical object, different from others. Thus, 
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both the Fourier transforms, and transformations over the 4-
dimensional Minkowski event space elements can be covered. The 
points of this space can have a non-numerical character, the 
coordinates of which serve as one of the many ways to specify 
these points. It helps to create cognitive semantics. The quantum 
cognitive semantics allow raising the power of AI substantially, 
e.g.: 

• The quantum particle is represented in infinite-dimensional 
space—it may look like a symbolic representation of the 
spiritual phenomenon. 

• The quantum particle is both a particle and a wave and gets 
another type in another place—it can reflect that a word’s 
meaning depends on the context. 

• Attempts to detect a wave of a quantum particle lead to the 
disappearance of the interference effect— it looks like the 
inability to logically describe cognitive semantics.  

• The particle's behavior is described with the complex 
numbers—it can be used for representing the “shadow” 
components of the cognitive semantics. 

• A quantum particle cannot have zero values of its parameters 
and occurs in a jump-like manner—it looks like the Eureka 
effect [16]. 

• The non-locality effect ensures the dependence of the 
quantum particle’s behavior on other particles for which the 
behavior is not defined—it is associated with the 
interdependence of natural phenomena, etc. 

The quantum semantics features increase the power of AI, 
making forecasting and solving processes more reliable. The way 
of realizing the possibilities of quantum semantics consists of 
emulating quantum operators on a common computer. For 
example, the paper [8] demonstrates using the Hadamard quantum 
operator, which interprets the quantum superposition function on 
a set of words with their frequencies (frequency histograms) in 
documents. The quantum operator changes the frequency 
histograms of words from the set of documents, making the 
coverage of these sets more complete. It also ensures the mapping 
of different sets of documents and words closed (in mathematical 
mean) that is the prerequisite for ensuring correctness of the 
inverse problems solving process (see sections 7, 8, and [4]). 

7. The Convergent Approach 

The collectives’ decision-making processes have to be 
purposeful and sustainable in emergencies. The participants 
generate different ideas based on incoming information and make 
quick assessments of the various solutions’ alternatives and 
suggestions. Creating ideas and making assessments include many 
interactions between participants using different units of 
information. The process may be influenced by false or latent 
information. This influence can greatly reduce the efficiency of 
group decision-making. This process may be divergent and has to 
be transformed into convergent (purposeful and sustainable). 

Different types of operational objectives during group 
decision-making are suggested. Let's call them, for example, usual 
(traditional) and unusual (best) goals. Different values between 

these extreme values of the types of goals can be placed on the 
scale. 

Usual objectives can be prescribed by automatically 
extrapolating retrospective statistics by traditional AI methods 
based on previous experience or retrospective information. The 
expert system, big data analysis, deep learning, ontology, etc. can 
be used for this aim. Most of the evaluations of those systems of 
goal setting are based on pattern recognition methods on 
retrospective data analysis.  

For achieving the unusual, high-quality goals that cannot be 
achieved with traditional decision-support systems (DSS), the 
convergent approach was suggested [4, 8]. It has the opposite 
(inverse) character concerning DSS and AI. To ensure the 
efficiency of creating group high-level advice (decision-making), 
it is necessary to create special necessary structural conditions for 
support purposeful and sustainable development of the decision-
making process. The convergent approach is based on the inverse 
problem-solving method on topological spaces and cognitive 
modeling. The provisions, algorithms, and programs to accelerate 
the decision-making process in emergencies with these methods 
were developed. The difference between the direct and inverse 
approaches is illustrated in Figure 3. 

 
Figure 3: The difference between two approaches of decision-making 

If participants of an emergency meeting try to use both these 
two different approaches (direct and inverse), they apply AI and 
AGI technologies. For inverse problem-solving, the Tychonoff 
theorem [32] on topological spaces was applied to ensure the 
meeting's stable purposefulness. 

It was confirmed that the semantic interpretation of cognitive 
models in the decision-making process and the methods of inverse 
problems solving increase the purposefulness of the actions of the 
leader of a group of people (various services, rescue teams, 
spontaneous groups of people, etc.) and, therefore, the speed and 
quality of decision-making in emergencies. 

The convergent approach provides the necessary conditions for 
the sustainable convergence of collective decision-making 
processes to ill-defined goals. To ensure these necessary 
conditions, category theory and the topology theory were used, and 
the concept of a “convergent monad” (CM) was introduced for 
which the classical monad was improved with the axioms of CM 
ℵ [33]: 
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• D: Top → Top; the number of points in the system of sets Top 
(topology) is infinite, and the graph of maps is closed (the 
complement of an open set). 

• ℵ is a topological space where its open covers have non-
empty finite subcover (The Compact space); 

• Any two points of ℵ (in the topological sense) have disjointed 
neighborhoods (The Hausdorff space).  

These axioms follow from the statement: if X and Y are 
Hausdorff topological spaces and X is a compact space, and the 
graph A is closed, these are necessary (but not sufficient) 
conditions for ensuring convergence of the inverse problem 
solving [34]. The convergent methodology allows dividing the 
problem into some parts and then assembling them into a holistic 
decision. 

The following sets and an inverse operator were selected for 
reflecting the search of the solution in an emergency: the space of 
goals Y (the exact goal y0 and the set of inaccurate goals {yδ}); the 
space of participants and means X for achieving y0; the operator A: 
X → Y, and the reverse to it. The domain of definition of the 
operator A can be narrowed down to some subset of X, and the set 
of decisions can be narrowed down to a subset of Y  (Figure 4).  

It is shown that a countable set and an infinite set of real 
numbers are clearly not suitable for identifying components and 
describing the space of solutions. This result allows supplementing 
the structure of the data using the requirements that were formed 
earlier [4]. For example, for increasing the convergence of a 
decision-making process, it is required that the number of 
parameters (factors) that characterize the problem situation should 
be finite. In this way, these factors and their semantics have to 
cover the description and representation of the problem and have 
to be separated, or the border could be created between every two 
parameters. Considering these requirements, a network 
brainstorming method based on a genetic algorithm was developed 
for inverse problem solving [35]. It can be used in emergency 
conditions for convergent group generation of ideas and formation 
of an agreed action plan. 

Thus, for ensuring the stability and purposefulness of decision-
making in emergencies, the components of the goals, rescue 
means, and ways (algorithm) of the achievement of the goals 
should be highlighted and structured especially. The emphasis 

should be focused on the possibility of accelerating the adoption 
of group decisions in networks and mobile environments and an 
interdepartmental system of distributed SC. The collective 
decision-making process involves the networked expertise 
approach, cognitive modeling, and mathematical apparatus for 
inverse problems solving [5,7,8]. 

It was also shown [4] that to ensure the necessary conditions 
for a stable and purposeful synthesis of effective solutions in a 
problem situation; it is also advisable to distinguish the 
components: the whole, order, and chaos. To ensure the desired 
stability of decision-making processes, these components and their 
rate of change must be in a certain ratio (Figure 5). 

 
Figure 5: Chaotic component of ensuring the desired stability 

The convergent approach offers a list of rules for structuring 
the information that is created during emergency meetings, as 
follows: 

• The goals have to be constructed as a 3-level tree with main, 
external and internal goals; 

• The goals must be ordered by importance with, for example, 
the analytic hierarchy method [36]; 

• Cognitive and denotative semantic interpretations of the 
model’s factors, and their connections must be separated; 

• The set of decisions must be represented by a finite and 
observable set of factors, etc. 

Such recommendations help create conditions that ensure the 
purposefulness and sustainability of the decision-making process 
in an emergency. As shown by practical testing of the proposed 
approach's use with the creation of appropriate conditions, the 
duration of holding collective strategic meetings is reduced by 4-5 
times compared to cases when these conditions are not met. 
However, for emergencies, the acceleration of group decision-
making should be significantly greater. 

The participants and engaged network experts must have the 
possibility of putting qualitative information into the process of 
decision-making in an interactive way by using the cognitive 
modeling method [4, 5, 35]. 

8. Networked Expertise and Cognitive Modeling 

Different members can participate in disaster meetings to 
manage an emergency, and some remote experts can be invited [5]. 
On the base of convergent technology, networked expertise 
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procedures can be ordered, as shown in Figure 6. This order 
accelerates the decision-making processes by speeding up getting 
agreement between the emergency meeting participants regarding 
goals and ways of action. The SC can centralize monitoring of the 
situation and ensure the coherence of actions of various teams and 
organizations. 

 
Figure 6: The order of the networked expertise and decision-making 

The main steps of the networked expertise are as follows: 

• Make the requests to the experts. 

• Describe the situation shortly; formulate goals of improving 
the situation. 

• Suggest some conceptual factors that characterize the 
opportunities to improve the situation. 

• Define factors’ interferences and create the cognitive model. 

• Assess and explore the project of the cognitive model in 
remote SC. 

• Solve the inverse problem with a genetic algorithm for getting 
the optimal decisions. 

As a result of the network experts meeting, the final strategy of 
activity is formulated. The most difficult part of a group expert 
procedure is cognitive modeling. For simplifying and speeding up 
the process of cognitive modeling, an array of reference cognitive 
models, methods of Big Data analysis, and Deep learning should 
be used. 

In a transport emergency, which claims fast decision-making 
and effective planning, the traditional manual creation of 
formalized computer models is impossible because it may take a 
lot of time. The problems have the characteristics of randomness, 
chaos, quantization, uncertainty, and non-causality. In these 
conditions, the participants must apply intuition, experience, and 
experts’ judgments. 

For such problems, the approach with the automation of 
cognitive modeling could be applied [37,38]. The cognitive 
modeling method is used when non-metric (qualitative) concepts 
are more important than metric (quantitative) ones. It ensures 
factors and relations between factors that characterize the problem. 
It may be represented in a matrix or a directed graph, where nodes 
represent factors, and arrows represent relations. The process helps 

to understand the structure of the problem and improves the 
understanding between participants. 

The retrospective experience can help to create the cognitive 
model automatically. The creation of a cognitive model could be 
accelerated by using Big Data analysis. It helps to verify early 
prepared cognitive models and supply ones with denotative 
semantics in a formalized way. For this, the cognitive model's 
factors and their connections have to be mapped into the relevant 
subset of Big Data. 

The deep learning of the neural network method was carried 
out for automating cognitive model creation and verification. The 
features of this process are as follows: 

• Check the adequacy of the cognitive model to the problem 
situation. 

• Ensure the availability of relevant subsets of Big Data. 

• Use standard software for training the neural network. 

An approach with a replacement of direct access to Big Data 
by addressing a deep neural network (DNN) was proposed to 
construct the denotative cognitive model’s semantics. This 
replacement is that access to Big Data in an emergency cannot 
always be provided. The tool for permanent training of the DNN 
on retrospective examples for using in a concrete situation is 
worked out. 

The expediency of using DNN was shown on the model with 
LSTM (Long Short-Term Memory), convolutional, and recurrent 
[39]. The LSTM model is well suited for classifying, processing, 
and predicting time series cases where time lags separate events 
with uncertain duration. The LSTM module can store values for 
both short and long periods of time. It does not use the activation 
function inside its recurrent components. The stages of creating a 
DNN are: 

• Downloading the clusters of relevant documents from 
available data sets. 

• Tokenization, lemmatization, and filtering of documents’ 
texts. 

• Constructing the LSTM model for training. 

• Training the LSTM model.  

The process has to consider qualitative aspects of the situation, 
ensuring the denotative and cognitive semantic interpretation of 
models. Participants conduct cognitive modeling in the following 
order: 

• Some of the first factors of the emergency are revealed for 
creating the cognitive model. 

• Some of the first mutual influences between factors are 
evaluated. 

• The project of the cognitive model is created automatically 
with using Big Data analysis or DNN. 

• The result of automated cognitive model creation is estimated 
by a group’s leader. 

• Goals and control factors in the model are identified. 
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• The project of the cognitive model is corrected by a group’s 
leader. 

• The direct and inverse problems on the cognitive model are 
solving. 

• The decision is suggested. 

Figure 7 illustrates the preliminary creation and verification of 
cognitive models and synthesizes ones during decision-making. 

 
Figure 7: Cognitive model creation and verification 

The testing was made on four different sample sizes of 
documents: 10, 100, 1000, and 4868. As the experiment showed, 
on the largest of these samples, the accuracy of determining the 
cognitive model factors reached 93%. This result is so good that it 
allows raising the question to automate the cognitive model's 
construction in an emergency. 

This group decision-making process in an emergency with the 
creation of a cognitive model may take only some minutes, and 
thereby it improves the process of decision-making and, as a result, 
increases the chances of saving human lives. 

9. Convergent Emergency Meeting in Practice 

The suggested convergent approach with cognitive modeling 
was exploited in the distributed SC for speeding up strategic 
conversations and emergency meetings. The convergent approach 
helps to reduce the duration of such meetings resolutely. The 
collective strategic meeting duration was reduced from four days 
to one day or even four hours.  

But convergent distributed meetings in an emergency with the 
quick agreement of the participants on the emergency place and 
heads of departments of the authorities and experts still remain the 
subject for further implementation in practice. 

As a result of applying the convergent approach, many drafts 
of the strategies for the socio-economic development of the cities, 
regions, and industries were created. During the strategic meeting 
(conversation), the group of 30–40 participants carries out 
brainstorming sessions, conducts a strategic analysis, creates a 
cognitive model, solves a direct and an inverse problem, and works 
out an optimal strategic solution. The main participants of the 

conversation and strategic planning are the administration of the 
controlled object, enterprise management, and remote experts.  

Everybody from administration and rescue groups has to know 
the convergent approach's rules to reduce the duration of the 
emergency meeting by conducting and structuring the information 
in a convergent way. Currently, the duration of a strategic 
conversation takes around 4–6 hours. During this time, every 
participant makes many decisions regarding the goals of actions. It 
may coincide or not with the global decision of his group. The 
behaviors of various participants are different; changing the 
situation brings chaos to participants’ minds. 

For example, in [40], it is shown that the strategic meeting for 
creating the cognitive model of the large megapolis tourism 
development took 4 hours due to using the convergent 
methodology. For this, 35 brainstorming were run simultaneously. 
From the beginning, the goal tree was made. Then the SWOT-
analysis (strengths, weaknesses, opportunities, and threats) helps 
to identify about 70 factors of the situation, which can influence 
the megapolis tourism development. After that, these factors were 
convoluted into the substantial 15 factors, and the weights of their 
interconnections were evaluated, and as a result, the cognitive 
model was made. Then the Big Data analysis helped to verify this 
model. Then the direct and inverse problems were solved on the 
cognitive model and an optimal scenario found. 

Such a practice can be used in emergencies. In this case, the 
process of networked decision-making will cover casualties, 
groups of people, different rescue teams, administration’s 
representatives, headquarters, experts, and groups’ leaders. The 
problem is to find an agreement among all participants very 
quickly about aims and ways of action. 

The convergent approach helps to synchronize the participants’ 
behaviors. But the above-mentioned 4 hours that were spent during 
the strategic conversation for getting a consensus is an excessively 
long period of time, which is unacceptable in an emergency, and 
the decision-making process has to be substantially accelerated.   

To further develop a convergent approach for speeding up 
decision-making in an emergency, appropriate research must be 
carried out in a classic and non-classical way [28]. Some of these 
studies are still debatable. 

10. Discussion 

The most complex and debatable issue that is the subject for 
further research is the construction of AI logical models' cognitive 
semantics. This construction is non-formalizable and cannot be 
described with the programmer’s logic. Currently, studies are 
being conducted in the field of building quantum semantics and 
optical computing. 

The decision-making process with cognitive modeling can be 
accelerated by using a quantum semantic approach. Quantum 
semantics make the models’ interpretations more holistic. They 
help consider the phenomenon that every word of the texts of 
documents interferes with an infinite number of the hidden 
(shadow) words. It makes the possibility to create as much as 
possible complex virtual objects. On the other side, attempts to 
represent the cognitive semantics of words with only a discrete 
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(digital) computer and logic give zero intersection ones with 
shadow words [38]. 

Creating cognitive semantics cannot be exactly reproduced by 
mathematical logic and discrete computers. They reduce the 
possibility of the cognitive semantic interpretation of the cognitive 
model and cannot consider the non-formalized processes of human 
thinking, emotions, thoughts, etc. For these aims, it will be useful 
to consider the opportunity of quantum entanglement (non-
locality) effects [30]. The Maxwell and Schrödinger equations 
were theoretically researched for compensating the cognitive 
semantics gaps. In this context, the potential of optical calculations 
using lasers, deflectors, and multidimensional rewritable 
holographic storage devices was theoretically investigated.  It 
could be useful for creating cognitive semantics. [38]. 

Perhaps the unified mathematical approach may be the group 
theory, which can cover the convergence of collective decision-
making processes, the formation of cognitive semantics using the 
quantum field theory, and relativistic theory. Apparently, this may 
require exploiting the transformations’ operators in the Lorentz 
group, where fixed points represent the events, and the intervals 
between events (points) are preserved, or it may be useful to apply 
the Poincare group, where the fixation of points is not required. 

Such an approach will place the symbolic AI model with its 
denotative (formalizable) semantics and, most importantly, 
cognitive (unformalizable) semantics in some single space, and 
then use unified operators to implement transformations of events 
of various nature. In this case, events can be attributed to different 
phenomena, described as by logic, as by quantum electrodynamics' 
laws and the special theory of relativity. If cognitive semantics 
allows a quantum interpretation with its representation in the 
infinite Hilbert space and a relativistic interpretation, with its 
representation in terms of the transformation of smooth manifolds 
(for example, to study fields’ anomalies), then the application of 
group theory can be fruitful. 

At the same time, the adequacy of the approach to the 
interpretation of cognitive semantics using group theory is a 
subject of lengthy verification, especially regarding its application 
to the possibility of joint research, primarily, of events that 
interpret these semantics at the subatomic level and the theory of 
relativity level. 

Thus, the important discussion issue to substantially speed up 
decision-making during the rescue operation in transport 
emergency based on AI is constructing cognitive semantics of AI 
models, involving the mechanisms of subatomic and relativistic 
levels. Some ideas in this way were suggested in this paper. 

11. Conclusions 

To accelerate the processes of decision-making in transport 
emergency (air, rail, car, etc.), it is advisable to structure all 
generated information in a special way: making 3-level arranging 
the goals, dividing rescue means on finite numbers of components, 
automatic creating cognitive models with neural network deep 
learning, and applying an inverse problem-solving method by 
genetic algorithm on the cognitive model for finding the best 
decision. For this, the author’s convergent approach was proposed 
that considers the non-formalized cognitive semantics of AI 

logical models and ensures the sustainability and purposefulness 
of decision-making processes. 

During cognitive modeling and decision-making, different 
impacts on the same factors can give successful or destructive 
results. E.g., the order and strength of influence on the factors are 
critical for getting the desired results of modeling. The successful 
impact on the situation can be determined comparatively 
accurately with a genetic algorithm applied to the cognitive model.  

The traditional logical approaches and deep learning methods 
in AI cannot cover cognitive semantics holistically. This semantics 
requires to be enriched by new approaches, such as quantum and 
relativistic theories, networked experts procedures, which have to 
be convergently organized, and different means like situational 
awareness tools and situational centers systems. 

Thirty-five years of practical experience in applying the 
convergent approach has shown the possibility of drastically 
reducing collective situational analysis duration and building 
optimistic strategies. However, the application of a convergent 
approach for transport emergency requires its further development. 
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 Fault-tolerant applications are created by replicating the software or hardware component 
in a distributed system. Communications are normally carried out over an Ethernet network 
to interact with the distributed/replicated system, ensuring atomic multicast properties. 
However, there are situations in which it is not possible to guarantee that the replicas 
process the same data set in the same order. This occurrence will lead to inconsistency in 
the data set produced by the replicas, that is, the determinism of the applications is not 
guaranteed. 
To avoid these inconsistencies, a set of Function Blocks has been proposed which, taking 
advantage of the inherent properties of Ethernet, can guarantee the synchronism and 
determinism of the real-time application. This paper presents this set of Function Blocks, 
focusing our action on the development of reliable distributed systems in real-time. This 
demonstrates that the developed Function Blocks can guarantee the determinism of the 
replicas and, as such, that the messages sent are processed, in the same order and 
according to the time in which they were made available. 
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1. Introduction 

Fault-tolerance or replication is implemented, in most cases, by 
replication of one or more critical components, by replication of 
the hardware, the software or both. Therefore, regardless of the 
approach used, the main objective is to ensure that if one of the 
replicas fails, the remaining replicas will continue to function and 
therefore mask the existence of the failed replica before the 
remaining application, making it as transparent as possible. So, we 
must consider a fault-tolerant distributed system as an 
interconnection of several unitary components that, in each call of 
an event, process data, generating new events and/or data. On the 
other hand, event and data, generated on a different replica, located 
to different nodes, must be synchronized to assure that the replicas 
receive the same set of data in the same order. All replicas must 
have the same perception of the data and this perception will be 
obtained through a multicast protocol.  

To support the Distributed Computer Controller System 
(DCCS) in real-time and reliably replicated over Commercial Off-
The-Shelf components (COTS), it is essential to provide a simple 
and transparent programming model. So, programmers should be 
unaware of implementation problems and the details of 
distribution and replication. However, it is important that the 
replication mechanism allows us to develop a generic and 
transparent approach without concerns the inherent requirements 
of the distributed system and the replication issues. Therefore, to 
overcome the problems inherent to the development of 
distributed/replicated systems, we opted for the use of a framework 
that guarantees not only the required abstraction capacity but also 
the ability to carry out the distribution and replication of real-time 
systems as well as, ensure determinism. Thus, taking as a starting 
point the new standard IEC 61499 [1], we opted for the use of an 
application that allows perform the development of distributed 
systems and, consequently, their replication, which, in parallel, 
supports the requirements of this same standard, i.e., based on the 
Open Source PLC Framework for Industrial Automation & 
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Control, Eclipse 4diacTM [2] (infrastructure for distributed 
Industrial Process Measurement and Control Systems – IPMCS). 

This paper is organized as follows: Section 2 presents a 
literature review, where ideas from different authors for the 
distributed and replicated systems problems will be exposed. 
Section 3 presents an overview of IEC 61499 standard. Section 4 
presents the proposed implementation for reliable real-time SIFB 
communication and their decision timing analysis. A numerical 
example is presented in Section 5 and the conclusions are outlined 
in Section 6. 

2. Related work 

Replicated systems is based in the replication of the critical 
components of software or hardware, connected by a network. So, 
to use a networks communication to support DCCS applications 
requires not only a bounded times transmission services, but also 
ensuring the dependability for the applications with real-time 
needs.  

Fault-tolerance architectures based on software have been 
proposed by many authors, all of them exploring the diversity of 
implementation, diversity of data and temporal diversity [3]. 
Consequently, two approaches can be taken to tolerated or 
recovery faults: the forward recovery (N-Version Programming 
[4] and its variations, N-Self Checking Programming [5], N-Copy 
Programming such as Distributed Recovery Block (DRB) [6] or 
Extend DRB [7]), and backward recovery (use of checkpoints from 
which recovery is attempted). So, when using in a replicated 
system forward recovery it is necessary that all replicas remain 
synchronized in order to produce the same set of data and events 
outputs in the same order (replicas will have to be deterministic) 
[8] and, somewhere, the replicas outputs need to be consolidated. 
On the other hand, replica determinism it will be possible achieved 
through the use of clocks synchronization, atomic multicast 
protocol and consensus agreement protocols [9] but also by timed 
messages [10]. Base in these concepts, a similar technic for a 
DEAR-COTS framework based on Ada 95 has already been 
proposed by Pinho et al. [11]. These authors using a Network Time 
Protocol (NTP) to synchronize replicas and messages transmission 
time are set offline.  

Likewise, considering replication systems, [12] presents an 
approach based on a Fast and scalable Byzantine Fault-Tolerance 
protocol (FBFT) using message aggregation technique combined 
with reliable hardware-based execution environments. Based on a 
multicasting replication the aggregation reduces the complexity of 
messages and computation overhead. In this turn, Pinho et al. [13] 
using a Stat Machine approach to develop fault-tolerant distributed 
system. Replication is based on a priority algorithm (total order 
and consensus) like Raft (PRaft). Incoming messages are executed 
according to the priority level, so the processes do not have to wait 
to the confirmation of the request. Messages are executed at the 
moment they are received. Hu et al. [14] propose a standard for 
fault-tolerance modulation based on the programming of 
N-Versions that can be integrated, transparently, into existing 
applications, improving its operation, maintaining the 
characteristics of time. The model, developed in C language, 
consists of a set of components (initiator, member versions and the 
voter) where they encapsulated several alternative algorithms to 
obtain the same outputs. 

Some works based on the IEC 61499 fault tolerance system 
have already been tested and presented in [15], where a distributed 
replication structure, similar to the work presented in this 
document, is presented. In this case, a timed message protocol is 
used to ensure synchronization of the internal states of the replicas 
and was also implemented in Eclipse 4diacTM and validated in a 
FORTE runtime multicast environment. In the same line of 
reliability [16], it presented a formal modeling methodology to 
validate and evaluate the reliability of IEC 61499 applications 
applied to critical safety situations. On the other hand, the works 
developed by Batchkova et al. [17] and Dai et al. [18], which are 
related in some way, focus on the development of reconfigurable 
IEC 61499 control systems. The methodology proposed by these 
authors allows IEC 61499 applications to be reconfigured during 
execution, replacing one Function Block (FB) with another. The 
substitution, done in real time, does not create a significant impact 
on the execution of the system and as such can be used as an 
approach to fault-tolerance. However, they focused on 
reconfiguration of the system and not on a fault-tolerance scenario, 
where time to bring up the system is not considered. 

In the same area of the IEC 61499 Lednicki et al. [19] presents 
a model to calculate the Wast-Case Execution Time (WCET) for 
the software FB execution. This model works with a set of events, 
considering the information associated with the inputs, in which 
the execution is initiated by the arrival of the input event to the 
function blocks. The WCET value represents the maximum time 
that a FB needs to execute its functionality, from the entry of an 
event until its internal activity is completed (exit of the event). The 
WCET is independent of the internal path or the execution paths. 
This model gives us the time needed to activate the next FB. 

3. Overview of the IEC 61499 

IEC 61499 applications are made up of interconnections of FBs 
that exchange information, data and events, based on a graphical 
representation. Each of these graphic representations (FB) consists 
of a rectangular structure that incorporates an upper part, called the 
head, and a lower part, called the body. The head is the interface 
for receiving events, initializing the FB and activating the internal 
algorithms. It is also used for sending events, confirming the 
initialization of the FB, as well as the execution of the internal 
algorithm or algorithms. The body is the interface for received and 
sending data and it is also de base for the internal algorithms. Data 
and events inputs are on the left and outputs on the right.  

An FB network is assumed to be an event exchange process in 
which each outgoing event is linked to an incoming event, and each 
outgoing data is linked to an incoming data. FBs are executed 
when they receive events so, from that moment on data can be 
processed, reading inputs data. However, it is only after the 
execution of the internal algorithms that the data is updated, placed 
on the output link, and one or more output events can be generated. 
Input and output data are defined according to the type (Int, Real, 
etc.) so, in IEC 61499 applications, it will only be possible to 
establish connections between data of the same type, while the 
events can be considered as the base event type used in the FB 
activation.  

As stated earlier, the central structure of the IEC 61499 is the 
FB, which interconnected in a network may represent a device, like 
a Personal Computer (PC) or a Programmable Logical Controller 
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(PLC), for example, connect in a control node. In this sense, we 
will be able to fit the FBs in the object-oriented paradigm where 
each of the FBs can be considered as a single object (Basic 
Function Block – BFB, with an Execution Control Chart – ECC, 
consisting of one or more algorithms), as a Composit Function 
Block (CFB), constituted by an interconnected BFBs or CFBs and 
Special Interface Function Block (SIFB) used in communication. 
The program algorithm for the BFB, CFB and SIFB may be 
developed in any languages defined by the IEC 31131-3 [20] and 
also in all additional languages supported by the IEC 61499 (e.g., 
Java, C, C++, C#, etc.). Developers are free to choose language 
since the standard does not specify a recommended language.  

A distributed IEC 61499 or a replicated fault-tolerance system, 
split among several computer devices (e.g., PC, microcomputer or 
PLC), needs to send, over the network, events and data to each one 
of the FB distributed or replicated into the devices. To do this, the 
developer, insert a SIFB communication which will allow 
communication between FBs allocated to the same device or 
distributed by remote devices. The purpose of this article is to 
define a methodology to guarantee replicas determinism, using 
standard communication interfaces (SIFB), which will 
communicate between replicas, on remote devices, ensuring that 
the replicas process the same data set in the same order. On the 
other hand, industrial redundancy is typically archived at the 
hardware level, where the access to physical I/Os is done by 
communication SIFB Publish/Subscribe pair over UDP/IP – User 
Datagram Protocol/Internet Protocol (unidirectional 
communication), or Client/Server pair over TCP/IP (Transmission 
Control Protocol/Internet Protocol), bidirectional data/event 
communication [21].  

4. Proposed IEC 61499 Implementation  

An IEC 61499 application is seen as a combination by several 
devices, sub-applications or interconnected unitary processing 
elements (FBs), which at each invocation of events, process the 
data, generating new events and/or data. So, to tolerate individual 
faults, ensure the reliability of the application, only the critical 
components of the application must be replicated. Components is 
defined as an atomic and indivisible component (FB) which can 
include tasks and resources replicated on multiple nodes or 
allocated in just on node. As an example, Figure 1 shows a real-
time sub-application “C” with 2 FBs (FB1 e FB2) distributed over 
nodes 1 and 2 and replicated over nodes 2 and 3 or, alternatively, 
replicated entirely in a single node (node 4).  

So, the communication infrastructure of the proposed 
replication framework (base on active replication, i.e., all replicas 
are active and running at all times), based on the same 
communication structure used by IEC 61499, must guarantee that 
all messages sent by computer devices, delivery to all receiver, is 
correctly received. However, it will also be necessary that replicas 
agree with the order of the data set sent and consolidate data from 
replicated inputs into a single value that will be propagated to the 
subsequent FB.  

Component replication can be performed using multiple 
replicas, however, the most common is the use of two (f + 1) or 
three replicas (2 * f + 1), to tolerate f failures. Therefore, replication 
based on these assumptions places us in the presence of several 
communication/interaction scenarios in which the exchange of 

messages can be defined according to the following four 
approaches [22]: 1-to-1 (communication from a nonreplicated FB 
to another nonreplicated or communication inside of the replica, 
base of the IEC 61499 communication); 1-to-many 
(communication from a nonreplicated FB to a group of replicated 
FB. An atomic multicast protocol [9] must be used to ensure that 
all the replicas received the same set of information (data/events) 
in the same order. Replicas need to maintain internal state 
synchronized); many-to-1 (a replicated FB sends data/events to a 
nonreplicated FB. Nonreplicated FB receives a set of inputs from 
all replicas and vote, consolidate mechanism [3], on the output 
value to process continue) and many-to-many (a mix of the last two 
cases where each received replica need to agree on the value to 
forward process. An atomic multicast protocol is used to 
disseminate values and the agree decision can be performed by one 
of the received values or on some value calculate based on 
majority, average, median, etc.). Voting mechanism can itself be 
replicated or only a single copy can be executed.  

 
Figure 1: Replicated real-time sub-application 

Replication model was implemented using Eclipse 4diac™. It 
is developed using the 4DIAC-IDE (Integrated Development 
Environment), graphical platform, and the FORTE runtime 
execution environment [2]. The graphical platform is used to 
develop the application, perform the interconnections between the 
instances, create, compile (in C ++) and integrate (in FORTE) the 
new types of FBs, once FORTE is compiled and executed in each 
computer device. Communication between replicas was carried 
out using standard communication FBs, made available by the 
4diac repository and in accordance with IEC 61499. Data and 
events connection, between computer device and all instantiated 
FBs is supported by the FORTE runtime environment.  

4.1. Communication architecture  

The communication architecture is based on standards SIFB 
(Publish/Subscribe or Client/Server) interactions using Internet 
Protocol (IP) and FORTE runtime [23]. So, each of 
communication layers needs to be configured by the addressing 
schema accomplished by the identifier parameter (ID). 
Communication protocol is implemented in FBDK, inside a 
multicast group, using an Internet address and a unique port 
number [IP:port, e.g., 239.0.0.100:61023]. In a multicast 
communication scenarios (SIFB Publish/Subscribe) any of the 
subscribe blocks, located in the same network segment as the 
publish, can receive all published data/events [24]. On the other 
hand, a real-time industrial control application requires clocks 
synchronization, use of the timed messages to ensure determinism 
and the analyses of the worst-case execution times of the replicated 
FBs (including clock lag and communication delays). In fact, the 
developer needs to create a structure that supports IEC 61499 
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replication based on the existent communication SIFB considering 
scenarios presented above, in other words, it will only be necessary 
to use only two of the presented layers: 1-to-many and many-to-1 
communication scenarios. Figure 2 shows the interface of the pair 
Publish/Subscribe used in multicast protocol communications.  

 
Figure 2: Interface of the Publish/Subscribe communication pair 

4.2. Consolidation and voting replicate inputs  

Voters can be developed according to the most varied 
techniques of fault-tolerance. However, these have the ultimate 
purpose of comparing the results of two or more variables and 
deciding which is the correct result, if any. There are in fact many 
types of voters [3] and the decision on which voting algorithm to 
use will depend on the semantics required by the application. For 
the voting to be viable, all replicas must send the data in the 
expected time. So, voting mechanism or consolidate module is 
built in top of the atomic multicast protocol, to ensure that all 
replicated FB receives the same set of data in the same order. The 
subscribe will wait until the set of events and data from the 
publishes are received. It is only at this point that the data is 
consolidated (the data is chose) or when it know that you will no 
longer receive messages at the 𝛿𝛿𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 specific delay, Figure 3.  

 
Figure 3: Data consolidate without faults 

Note that this procedure must be implemented in a many-to-1 
context and that the decision time will depend on the worst-case 
response time (WCRT) of the last data received. On the other hand, 
we should consider that it will not be necessary to use underlying 
protocols that solve the problems of inconsistency by omitting 
messages, as it will be enough that only one node delivers a 
message.  

In this approach, as we use a Triple Modular Redundancy 
(TMR) to mask faults [25] a majority voter was used. In the case 
of the three replicates, is done by simply comparison of the values 
received in A and C. The voting mechanism determines which 
value should be chosen according to the pseudocode shown in 
Algorithm 1. 

 

Algorithm 1 VOTER algorithm pseudo code  
  1: /* Initialization */ 
  2: void FORTE_VOTER 
  3: switch(pa_nEIID){ 
  4: case input event:  
  5: if (A() == C()) 
  6: VOTED() = A(); 
  7: else 
  8: VOTED() = B(); 
  9: output event; 
10: break; 

 

On the other hand, it is also necessary to consider that the 
determinism of the replicas must be guaranteed by the active 
replication. Therefore, the concept of timed messages [10] must be 
implemented to define the correct order of the execution of the 
received data. Thus, according to the mapping of the replication 
scenarios presented in [22], the application clocks must be 
synchronized. Data to be disseminated are associated with the 
availability times, defined by the execution times of the FBs to 
which the events/data are linked, that is, immediately after their 
execution. This validation time will be, in reality, the worst 
execution time of the FB that makes the data available (since in the 
IEC 61499 framework, the output data are only available when the 
algorithm finishes its execution) plus the sending times, which can 
be determined offline [26]. In this sense, when the data manager, a 
software element that guarantees the achievement of determinism, 
reads the received values (sent only once), works with the most 
recent values that have the oldest validation moments associated 
with the task validation. Figure 4 shows the scheme of how 
determinism can be obtained in the replicated components 
depending on the treatment of the timed messages received and 
treated according to the concept developed in the ordering FB. 

 
Figure 4: Replicas consistence, adapted to IEC 61499 

Each FB is associated with a task, so they will send a message 
of order mk where, in this implementation, the k index is associated 
with the number of the respective FB or task. δtr is the limit of the 
predefined time for its execution (time that is activated after 
receiving the first message). mk(vi) is a message of order k made 
available at the time of validity vi. The instant tri represents the 
times of recession in processes P1 and P2 so, δtri is the waiting 
time, associated with event i received. When a new event is 
received the δtri waiting time is restarted, associated with the new 
event i, at the end of which the events will be ordered according to 
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the instant of validation vi. Message that has the most recent value 
and that has the oldest validation time associated with its validation 
will be allocated to O1 (OUT1) while the second message will be 
allocated to output O2 (OUT2). CNF event confirms the execution 
of the FB and the availability, at the same time, of data d1 and d2. 

4.3. Consolidate time analysis  

The analysis of the consolidate protocol execution time, at the 
receiving replicas, aims to define the delay time in the decision 
phase (𝛿𝛿𝑑𝑑𝑑𝑑cision), necessary for the FB to consolidate the received 
data, i.e., guarantee that FB will not receive any more messages. 
This time is dependent on the worst-case response time of the 
replicated messages as well as their best-case response time 
(BCRT), message processing, having as reference the initial time 
common to all sending and receivers nodes. However, we must 
consider that the time to send messages is common to all nodes 
(synchronization of local clocks) there were small variations or 
errors in the clock readings (jitter) that, like the offset, made the 
clocks only approximately synchronized. 

Knowing the worst-case response time, we can determine the 
𝛿𝛿𝑑𝑑𝑑𝑑𝑑𝑑𝑣𝑣𝑖𝑖ion assuming that the first message received has the best-case 
transmission time and the last has the worst-case response time. 
Therefore:  

 𝛿𝛿𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = max
∀𝑚𝑚∈𝑟𝑟𝑟𝑟𝑟𝑟(𝑚𝑚)

{𝑊𝑊𝑚𝑚} − min
∀𝑚𝑚∈𝑟𝑟𝑑𝑑𝑑𝑑(𝑚𝑚)

{𝑊𝑊𝑚𝑚} + 𝜀𝜀 (1) 

where 𝑚𝑚𝑚𝑚𝑚𝑚{𝑊𝑊𝑚𝑚} is the worst-case response time of message and 
𝑚𝑚𝑣𝑣𝑣𝑣{𝑊𝑊𝑚𝑚} is the best-case response time of message, considering a 
common time reference.  𝑟𝑟𝑑𝑑𝑖𝑖(𝑚𝑚) is the set of replicated messages 
received and ε is the maximum deviation between nodes 
synchronized local clocks. Figure 5 shows the time relationships 
referred. 

 
Figure 5: Relationship of times consolidate protocol 

5. Numerical example  

In order to explain the use of the presented model, a simple 
example of application is used. In Figure 6 is presented a real-time 
distributed system replication scheme using in the considered 
example. System application is constituted by five nodes, 
connected by TPC/IP network based on multicast protocol.  

The application used in this example is constituted by five 
components (C1 to C4), each one with a task (𝜏𝜏1 to 𝜏𝜏4) which are 
distributed over the nodes. A simple replication of critical 
components was performed by interconnecting the distributed and 
replicated components, with a switch, over an Ethernet TCP/IP 
network at a rate of 10/100 Mbps. Component C1 (FB1) 
encapsulate tasks 𝜏𝜏1 at node 1, component C2 (FB2) encapsulate 

task 𝜏𝜏2 at node 2, components C3a and C3b (replicated components, 
FB3 e FB3’, at nodes 3 and 4) encapsulate 𝜏𝜏3 and 𝜏𝜏3′ , and finally 
component C4 (FB4) encapsulated 𝜏𝜏4  (used to synchronize the 
start of components C1 and C2) at node 5. 

 
Figure 6: Application structure (replication and messages passing) 

Table 1: Tasks characteristics 

Tash Type Component Node 

𝝉𝝉𝟏𝟏 Periodic C1 1 
𝝉𝝉𝟐𝟐 Periodic C2 2 
𝝉𝝉𝟑𝟑 Periodic C3a 3 
𝝉𝝉𝟑𝟑′  Periodic C3b 4 
𝝉𝝉𝟒𝟒 Spor/Per  C4 5 
𝝉𝝉𝟓𝟓 Periodic C5 6 

Table 1 presents each of the task’s characteristics of the 
distributed application, while Table 2 presents the messages 
exchanged between FB (all values are in milliseconds).  

Table 2: Messages passing characteristics  

Msg Bytes Period (ms) From To Protocol 

M5 
--- --- 𝜏𝜏4 𝜏𝜏1, 𝜏𝜏2 Multicast 

56(84) ping -f 𝜏𝜏4 𝜏𝜏5 Unicast  
M1 24 1000/500 𝜏𝜏1 𝜏𝜏3, 𝜏𝜏3′  Multicast 
M2 24 1000/500 𝜏𝜏2 𝜏𝜏3, 𝜏𝜏3′  Multicast 
M6 32 ping -t 𝜏𝜏5 𝜏𝜏4 Unicast 

Note that message from component C1 and C2 (M1, M2) is a 
1-to-many communication (multicast protocol) and also the 
message of system initialization (event synchronization starts of 
the C1 and C2) M5. Messages M5 is also used to increase the 
network traffic, in the switch, to component C5 (Windows PC). 
Message M6 from C5 to C4 is the task response and also a 
contribute to the network traffic, it is a 1–to–1 communication. 
Messages M1 and M2 are messages from nonreplicated 
components to a replicate’s components (C3a and C3b), therefore, 
they will have to be consolidate in each of the receiving replicas. 
This consolidation mask node failures of the sender’s components. 
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5.1. Determinism testing  

In order to clarify the possible determinism of the application, 
using only standard elements of the 4diac framework, 
Publish/Subscribe communication pairs, 10000 events and data 
were launched in the network with frequency ranges of 1Hz and 
0.5Hz, that is, with 1000 ms and 500 ms intervals. Each of the 
components (C1 and C2) sends messages to the replicas, in the same 
frequency ranges, associated with the availability time 
(tsa - timestamp to availability in sec and nsec) in the format [data, 
sec, nsec]. Replicas receives data associating the reception time 
(tsr – timestamp to receiving) in the same format.  

The purpose of this example is to test the possibility of 
guaranteeing the determinism of the replicas according to the 
proposed and applied communication protocols 
(Publish/Subscribe pairs, inherent to 4diac), for both the delivery 
and response time of messages. Thus, we consider the response 
time as the time interval between the instant when the message is 
sent and the instant when it is received by replies. A multicast 
protocol is used, to propagate messages, assuming that all the 
messages are delivered and received correctly. Table 3 shows the 
worst-case response time (WCRT) for a set of messages sent to the 
network using a 1000 ms trigger frequency. These experiments are 
carried out considering three conditions of operation: no additional 
traffic, with daily traffic directed simply to the switch (tp-link, TL-
SF1008D) and additional traffic directed from a nonreplicated 
component to a replicated. Table 4 shows the results obtained for 
the WCRP considering a 500 ms trigger frequency.  

Table 3: Messages response time, 1000 ms trigger frequency 

Msg Period 
WCRT (ms) Reception 

order C3a C3b 
M5 - - - 

93,35% M1 1000 6,720 3,979 
M2 1000 6,765 3,806 
M1 1000 6,527 2,602 

94,33% 
M2 1000 6,464 2,942 
M1 1000 6,208 1,556 

97,09% 
M2 1000 6,448 1,941 

As can be seen, the WCRP is obtained for M2 messages. This 
carryout the messages sending from component C2 (nonreplicated) 
to the replicated component C3a, response time of 6.765 ms. The 
average order value of the received data (Reception order) is 
94.92%, which demonstrates the absence of the determinism of the 
replicas (C3a and C3b components) due to the frequency of the 
experience triggering. 

Table 4: Messages response time, 500 ms trigger frequency 

Msg Period 
WCRT (ms) Reception 

order C3a C3b 

M5 - - - 
97,94% M1 500 6,760 6,236 

M2 500 7,207 8,045 
M1 500 5,843 2,457 93,43% 

M2 500 6,248 2,569 
M1 500 7,196 3,178 

94,34% 
M2 500 6,575 3,235 

As can be seen, the WCRP is obtained for M2 messages. This 
carryout the messages sending from component C2 (nonreplicated) 
to the replicated component C3b, response time of 8.045 ms. The 
average order value of the received data (Reception order) is 
95.24%, which demonstrates the absence of the determinism of the 
replicas (C3a and C3b components) due to the frequency of the 
experience triggering. 

Table 5 shows the WCRT (maxims time) and BCRT 
(minimums times), calculated offline, for a set of messages 
exchanged between components C1, C2 and C3a, C3b characterizing 
the messages of stream M1 and M2. These values are the result of 
the data and events received in the replicas, considering the 
experiences defined above. The incidence based is 10 k events 
processed in each of the experiments. These values are the result 
of the offline analysis of the 60 k records processed.  

Table 5: Messages times characteristics, maxims and minimums value 

Msg WCRT 
(ms) 

BCRT 
(ms) from→to Average 

order 
M1 7,169 0,170 𝜏𝜏1→𝜏𝜏3 

95,08% 
M2 8,045 0,131 𝜏𝜏2→𝜏𝜏3′  

As can be seen, the average order for data received in the 
replicas has a value less than 100%, which induces the existence 
of failures in the ordering of the data. On the other hand, since the 
messages must be consolidated and ordered according to the time 
validity requirement, to guarantee determinism, it is necessary to 
determine the 𝛿𝛿decision parameter of the consolidation protocol as 
defined in (1). The maximums and minimums times for 
transmission data/events are defined in Table 5 and the maximum 
deviation between synchronized clocks (ε), also calculated offline, 
is 164 µs. Therefore, using (1): 

 𝛿𝛿𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 8.045 − 0.131 + 0.164 = 8.078 𝑚𝑚𝑖𝑖 (2) 

The worst-case decision time for consolidation, considering 
𝛿𝛿decision, can be defined considering all messages received in the set 
res(m) so, that the worst-case decision time will be given by: 

 𝑊𝑊𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = max
∀𝑚𝑚∈𝑟𝑟𝑑𝑑𝑑𝑑(𝑚𝑚)

{𝑊𝑊𝑚𝑚} + 𝛿𝛿𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 16.123 𝑚𝑚𝑖𝑖 (3) 

where 𝑊𝑊𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  is the worst time of the consolidation, i.e., time 
decision when a new event arrives at the end of the 𝛿𝛿decision time.  

6. Conclusions  

The Eclipse 4diac™ tool was developed in accordance with 
IEC 61499 and it is specially directed to the development of 
distributed industrial applications portables and modular.  

The Publish/Subscribe pair, provides by the 4diac object 
repository, are a communication FB, fundamental for the 
interconnection of the distributed components, guaranteeing not 
only the synchronization of the system but also the implementation 
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of the atomic multicast protocol. However, the introduction of 
software or hardware component replication introduces new 
problems that were not anticipated in IEC 61499 as well as in 
4diac. These pairs, using different communication interfaces, 
guarantee replication synchronization, but cannot guarantee their 
determinism and, as such, promote the occurrence of failures that 
must be masked. 

Based on the experiences carried out we can conclude that the 
Publish/Subscribe pair, most used in the interconnection of 
distribute/replicated computer devices, has a failure rate, 
independent and identically distributed, of 4.92%. Therefore, it is 
not possible, by itself, to ensure determinism, so the programmer 
will need to develop a FB, also replicable, which ensures that all 
replicas process the same data set in the same order. 
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The performance of Simultaneous Clustering and Model Selection Matrix Affinity
(SCAMSMA) and Deep Divergence-Based Clustering (DDC) in clustering wireless mul-
tipaths generated by COST 2100 channel model (C2CM) is compared. Enhancing the
accuracy of clustering multipaths is an open area of research which the clustering ap-
proaches try to improve. Jaccard index is used as the clustering validity metric of the
clustering approaches. The results of the clustering approaches are compared using the
analysis of variance (ANOVA) toolbox of MATLAB and displayed using the box plots. Re-
sults show that the cluster-wise Jaccard index is different between SCAMSMA and DDC for
indoor scenarios, while the membership-wise Jaccard index is not. On the other hand, the
cluster-wise Jaccard index is not different between the clustering approaches for semi-urban
scenarios, while the membership-wise Jaccard index is a little different. The clustering
approaches can be used in indoor scenarios based on accuracy.

1 Introduction

The European Cooperation in Science and Technology (COST)
2100 Channel Model (C2CM) [1]–[4] can reproduce the properties
of multiple-input multiple-output (MIMO) wireless propagation
channels. A multipath component (MPC) is classified based on
the delay (τ), angle of departure (Azimuth of Departure (AoD),
Elevation of Departure (EoD)), and angle of arrival (Azimuth of
Arrival (AoA), Elevation of Arrival (EoA)). Groups of multipath
components with similar delays and angles comprise a multipath
cluster, which characterized C2CM.

Analyzing wireless multipaths is an important problem where
clustering is crucial. The attribute, performance, and efficiency
of the communications system can be studied, understood, and
improved by the generated channel model. The accuracy and cor-
rectness of the channel models significantly affect the precision and
exactness of clustering wireless propagation multipaths. Several
channel models and measurements reveal the clustering of multi-
paths. Inaccurate clustering of the wireless propagation multipaths
leads to incorrect channel models and thereby degradation in perfor-
mance.

Clustering finds the underlying structure of the data. It also

group similar data together [5]–[16]. In our previous works [17]–
[20], Simultaneous Clustering and Model Selection Matrix Affinity
(SCAMSMA) [21] and Divergence-Based Clustering (DDC) [22]
were used to cluster the dataset [23, 24] generated by C2CM. In this
work, the comparison of the clustering accuracy of SCAMSMA and
DDC are presented. The main contributions of this study are (1) the
paper shows the variation in the performance of SCAMSMA and
DDC in clustering the COST 2100 dataset; and (2) SCAMSMA and
DDC have a significant difference in their accuracy in clustering the
wireless multipaths.

The paper is organized in the following way. Section 2 presents
the dataset generated by C2CM. Section 3 describes the clustering
approaches. Section 4 explains the ANOVA used. Section 5 defines
the Jaccard index. Section 6 discusses the ANOVA results. Section 7
concludes the work.

2 COST 2100 Dataset

COST 2100 channel model (C2CM) [1]–[4] can replicate the
stochastic properties of multiple-input multiple-output (MIMO)
wireless propagation channels. Multipath clusters characterize
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C2CM. A multipath component (MPC) is defined by its delay (τ),
angle of departure (AOD) (Azimuth of Departure (AoD), Elevation
of Departure (EoD)), and angle of arrival (AOA) (Azimuth of Ar-
rival (AoA), Elevation of Arrival (EoA)). MPCs with similar delays
and angles are grouped into multipath clusters, as shown in Figure 1.

A channel impulse response (CIR) from the base station (BS) to
mobile station (MS) antennas is characterized by the combination
of MPCs from all the active multipath clusters and is given as

h(t,τ,ΩBS,ΩMS) =∑
k∈K

∑
p

αk,pδ(τ − τk,p)δ(ΩBS −ΩBS
k,p)δ(ΩMS −ΩMS

k,p ) (1)

where K is the set of visible cluster indexes, αk,p is the complex
amplitude of the pth MPC in the kth cluster,ΩBS

k,p is the direction of
departure (AoD, EoD), and ΩMS

k,p is the direction of arrival (AoA,
EoA) of the MPC.

The dataset [23, 24] is generated by the C2CM, which consist
of two indoor channel scenarios at 5.3 GHz and six semi-urban
channel scenarios at 285 MHz as follows:

1. Indoor, Band 1 (B1), Line-of-Sight (LOS), Single Link (SL)

2. Indoor, Band 2 (B2), Line-of-Sight, Single Link

3. Semi-Urban, Band 1, Line-of-Sight, Single Link

4. Semi-Urban, Band 2, Line-of-Sight, Single Link

5. Semi-Urban, Band 1, Non-Line-of-Sight (NLOS), Single
Link

6. Semi-Urban, Band 2, Non-Line-of-Sight, Single Link

7. Semi-Urban, Band 1, Line-of-Sight, Multiple Links (ML)

8. Semi-Urban, Band 2, Line-of-Sight, Multiple Links

Each channel scenario has thirty sets of data consisting of
a different number of multipaths and multipath clusters. The
seven features of the datasets are the following: whitened x-
component of AOD (X AOD W), the whitened y-component of
AOD (Y AOD W), the whitened z-component of AOD (Z AOD W),
the whitened x-component of AOA (X AOA W), the whitened y-
component of AOA (Y AOA W), the whitened z-component of
AOA (Z AOA W), and the whitened delay (delay W). The refer-
ence cluster identification of the data is given by refclusID. It serves
as the ground truth in evaluating the performance of the clustering
approach. The power component (rel pow) is not included since it
is not needed in clustering the data.

Figure 1: Generated wireless multipath components grouped as multipath clusters in
C2CM [11]

3 Clustering Approaches

The dataset generated by C2CM is clustered using SCAMSMA and
DDC. SCAMSMA can simultaneously determine the number of
clusters and the membership of the clusters. DDC can solve the
membership of the clusters and the cluster count can be calculated
according to the membership of the multipaths to their clusters. The
clustering approaches are used to cluster images and it is the first
time that they are applied to cluster multipaths.

SCAMSMA [21] begins by formulating an affinity matrix Ccalc
using the self-expression method where a given datasetX can be
represented asXCcalc as follows

min‖Ccalc‖1 s.t. X = XCcalc, diag (Ccalc) = 0 (2)

where ‖ · ‖1 is the `1 norm, which returns the sum of the absolute
values of all elements and diag(·) are the diagonal entries of the
matrix. The solution of (2) corresponds to Ccalc .

Introducing an ideal affinity matrix such thatCideal =
∑K

k=1 zk◦zk

and {zk ∈ {0, 1}M}Kk=1 where zk = 1 if the point belongs to the cluster
otherwise zk = 0 and ◦ represents the vector outer product. By
denotingW = −Ccalc, the clustering problem can be expressed as

min〈W ,Cideal〉, s.t. zk{0, 1}M ,
K∑

k=1

zk = eM , Cideal =

K∑
k=1

zk ◦ zk, rank(Cideal) = K
(3)

where 〈·, ·〉 is the Frobenius inner product, eM is an all one vector
of size R while K is the number of clusters. SCAMSMA simul-
taneously solves the number of clusters and the membership of
clusters.

DDC [22] optimizes a loss function based on information-
theoretic measures. The loss function is defined by
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L =
1
k

k−1∑
i=1

∑
j>i

αT
i Khidα j√

αT
i Khidαiα

T
jKhidα j

+ triu(AAT)

+
1
k

k−1∑
i=1

∑
j>i

mT
i Khidm j√

mT
i Khidmim

T
jKhidm j

(4)

where k is the number of clusters,Khid is the kernel similarity ma-
trix, α is the soft cluster assignment, A is the cluster assignment
matrix, triu(AAT) is the upper triangular of AAT and m is the
simplex corner assignment.

The clusters are represented by their probability density func-
tions. Divergence measures the dissimilarity between clusters. The
divergence builds on two fundamental objectives: the separation
between clusters and the compactness within clusters, as shown in
Figure 2. DDC explicitly exploits knowledge about the geometry of
the output space during the optimization. DDC supports end-to-end
learning, does not require hand-crafted feature design, and does not
need a pre-training phase.

Figure 2: Fundamental objectives of divergence: separation between clusters and
compactness within clusters [22]

4 Analysis of Variance (ANOVA)

One-way ANOVA [25, 26] is used to determine if there is a common
mean of the data from several groups of a factor. The statistical tool
can find out if there are different effects on the response variable
of the different groups of an independent variable. The anova1
function of Statistics and Machine Learning Toolbox of MATLAB
returns the p-value for a balanced one-way ANOVA. The MATLAB
function also displays the box plots of the independent variable.
Lastly, the anova1 function tests the hypothesis that the samples in
the independent variable are drawn from populations with the same
mean against the alternative hypothesis that the population means
are not all the same.

One-way ANOVA is a simple, special case of the linear model
which can be expressed as

yi j = α j + εi j (5)

where

yi j is an observation, i represents the observation number, and j
represents a different group of the predictor variable y. All yi j are
independent.

α j represents the population mean for the jth group.
εi j is the random error, independent and normally distributed,

with zero mean and constant variance.
The equality of column means for the data in matrix y is tested

using the MATLAB function anova1(y), where each column is a
different group and has the same number of observations.

ANOVA tests the hypothesis that all group means are equal
versus the alternative hypothesis that at least one group is different
from the others as follows:

H0 : α1 = α2 = . . . = αk

H1 : not all group means are equal
(6)

ANOVA tests for the difference in the group means by partition-
ing the total variation in the data into two components: variation of
group means from the overall mean and variation of observations in
each group from their group mean estimates. It means that ANOVA
partitions the total sum of squares (S S T ) into sum of squares due
to between-groups effect (S S R) and sum of squared errors (S S E)
given by

∑
i

∑
j

(yi j − y..)
2

︸               ︷︷               ︸
S S T

=
∑

j

n j(y. j − y..)
2

︸             ︷︷             ︸
S S R

+
∑

i

∑
j

(yi j − y. j)
2

︸                ︷︷                ︸
S S E

(7)

where n j is the sample size for the jth group, j = 1, 2, ..., k.
ANOVA compares the variation between groups to the variation

within groups. If the ratio of within-group variation to between-
group variation is significantly high, then the group means are
significantly different from each other. This ratio can be measured
using a test statistic that has an F-distribution with (k − 1, N − k)
degrees of freedom where

F =

S S R
k−1
S S E
N−k

=
MS R
MS E

∼ Fk−1,N−k (8)

where MS R is the mean squared treatment, MS E is the mean
squared error, k is the number of groups, and N is the total number
of observations. If the p-value for the F-statistic is smaller than the
significance level (0.05), then the test rejects the null hypothesis
that all group means are equal and concludes that at least one of the
group means is different from the others. The p-value is derived by
anova1 from the cumulative distribution function (CDF) of the F-
distribution. The p-value is correct, if εi j are independent, normally
distributed, and have constant variance.

5 Clustering Validity Index
The performance of a clustering approach is measured using a clus-
tering validity index. The study uses the Jaccard index, which com-
pares the similarity between the reference data and the calculated
data. For the number of clusters, the Jaccard index is calculated as
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η =
|C11|

|C11 +C10 +C01|
∈ [0, 1] (9)

where | · | refers to cardinality, Ck ∈ C, K = |C | is the number of
multipath clusters, C11 is the number of clusters that are present in
the calculated clusters that are also present in the reference clusters,
C10 is the number of clusters that are present in the calculated clus-
ters but not present in the reference clusters, and C01 is the number
of clusters that are present in the reference clusters but not present
in the calculated clusters. For the membership of the clusters, the
Jaccard index is calculated as

η =
M11

M11 + M01 + M10
∈ [0, 1] (10)

where M11 is the number of members that are present in the calcu-
lated clusters that are also present in the reference clusters, M10 is
the number of members that are present in the calculated clusters
but not present in the reference clusters, and M01 is the number of
members that are present in the reference clusters but not present
in the calculated clusters. A Jaccard index of one means that the
calculated multipath clusters are the same as the reference multipath
clusters, or the membership of the calculated multipath clusters is
the same as the membership of the reference multipath clusters.
A zero Jaccard index, on the other hand, means that there are no
calculated multipath clusters that are equal to the reference multi-
path clusters, or there is no membership of the calculated multipath
clusters that are equal to the membership of the reference multipath
clusters.

6 Result and Discussion
The clustering accuracy of SCAMSMA and DDC are shown in
Table 1 for the indoor scenarios and Table 2 for the semi-urban
scenarios. The performance of the clustering approaches in both
indoor and semi-urban scenarios are based on the number of clusters
and the membership of clusters. The means of the Jaccard indices
are compared using ANOVA. The ANOVA is illustrated using box
plots. The box plots and p-values are generated using the anova1
one-way approach function of MATLAB. The box plots display the
range of Jaccard indices and can be used to visualize the means.
Values of p < 0.05 indicate that the means of SCAMSMA and DDC
are significantly different.

Table 1: Jaccard index means of SCAMSMA and DDC in indoor scenarios

Clustering Indoor Indoor
Approach Number of Clusters Membership of Clusters

SCAMSMA 0.6261 0.7444
DDC 0.7499 0.8054

Table 2: Jaccard index means of SCAMSMA and DDC in semi-urban scenarios

Clustering Semi-Urban Semi-Urban
Approach Number of Clusters Membership of Clusters

SCAMSMA 0.0112 0.1615
DDC 0.0102 0.2172

The box plots of the Jaccard indices of the number of clusters
of SCAMSMA and DDC for the indoor scenarios are shown in
Figure 3. The p-value is 0.0388, which indicates that there is a
significant difference in the means of the clustering accuracies. This
difference can be seen in the figure where the box plot of DDC
is higher than that of SCAMSMA. DDC is more accurate than
SCAMSMA in clustering multipaths by 19.77%.

Figure 4 presents the box plots of the Jaccard indices of the
membership of clusters of SCAMSMA and DDC for the indoor
scenarios. The p-value is 0.0996, which attests that there is no
significant difference in the means of the Jaccard indices. This
difference can be visualized in the figure where the box plots are
almost on the same level (∼ 0.8). DDC has higher accuracy in
clustering multipaths than SCAMSMA by only 8.19%.

The box plots of the Jaccard indices of the number of clusters of
SCAMSMA and DDC for the semi-urban scenarios are illustrated

Figure 3: Box plots of the Jaccard indices for the number of clusters in indoor
scenarios of SCAMSMA in box plot 1 and DDC in box plot 2

Figure 4: Box plots of the Jaccard indices for the membership of clusters in indoor
scenarios of SCAMSMA in box plot 1 and DDC in box plot 2
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in Figure 5. The p-value is 0.7419, which suggests that the means of
SCAMSMA and DDC are similar (0.0112 vs. 0.0102). The figure
indicates that the box plots are on the same level near the horizontal
axis (∼ 0). SCAMSMA is more accurate this time by 9.80%.

Figure 6 displays the box plots of the Jaccard indices of the
membership of clusters of SCAMSMA and DDC for the semi-urban
scenarios. The p-value is 0.0139, which proves that the means
of SCAMSMA and 3CAM-SCAMSMA are significantly different.
The figure shows that the box plot of DDC is higher than that of
SCAMSMA. DDC has a higher clustering accuracy of 34.49%.

DDC shows consistency in its clustering performance due to
higher accuracy of clustering multipaths in all channel scenarios
except for the membership of clusters in semi-urban scenarios where
SCAMSMA has a slight clustering advantage of 0.0012. Also, the
means of SCAMSMA and DDC are significantly different since the

Figure 5: Box plots of the Jaccard indices for the number of clusters in semi-urban
scenarios of SCAMSMA in box plot 1 and DDC in box plot 2

Figure 6: Box plots of the Jaccard indices for the membership of clusters in semi-
urban scenarios of SCAMSMA in box plot 1 and DDC in box plot 2

p-values are less than 0.05 except in the membership of clusters
in semi-urban scenarios. Lastly, the clustering approaches can be
used in indoor scenarios but not in semi-urban scenarios based on
accuracy which is validated by the measurements done in indoor
environment [27].

7 Conclusion
This work presents the comparison of the clustering accuracy of
SCAMSMA and DDC in clustering wireless propagation multi-
paths generated by C2CM. Jaccard index is used as the performance
metric of the clustering approaches. Results show that there is
a significant difference in the cluster-wise Jaccard index between
SCAMSMA and DDC for indoor scenarios while the membership-
wise Jaccard index is not different. On the other hand, the cluster-
wise Jaccard index is not different between the clustering approaches
for semiurban scenarios while the membership-wise Jaccard index
is a little different. The clustering approaches can be used in indoor
scenarios based on accuracy. However, a better multipath cluster-
ing method should be used for semi-urban scenarios. For future
work, the results will be compared with other clustering approaches
to determine the best performance in terms of clustering wireless
multipaths in indoor and semi-urban environments.
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A graphical user interface (GUI) is presented to visualize the multipaths generated by
COST 2100 channel model (C2CM) and the results of clustering the wireless propagation
multipaths using Modified Simultaneous Clustering and Model Selection (MSCAMSMA). The
usual practice of authors is to show their data and results using figures, tables, and graphs
which are already sufficient to present their studies. However, the manner of displaying
the data and results is static; that is, the user cannot examine them to analyze further the
relationship of the different variables involved in the study. The paper presents a step further
by showing dynamically the data and results which the user can manipulate according to its
needs.

1 Introduction

Data and results are integral parts of a scientific study. They are
important in the research process as the data is the basis of the study,
and the results show the outcomes of the work done. That is why it
is important to present the data and results in a manner that is easily
read, seen, and understood by the reader.

Most papers use figures, tables, algorithms, equations, diagrams,
illustrations, programs, and graphs to visualize the data and results
of the study. The technique of presenting the data and results is
sufficient for what the authors want to show. However, this method
is static and dependent on what the authors want to present. Re-
searchers cannot manipulate the data and analyze the effects of
changing the input parameters. This paper addresses this concern
by presenting a graphical user interface (GUI) that is dynamic, mod-
ifiable, and suitable to the need of the user. This way, researchers
can have a deeper and better experience and understanding of what
they are studying and examining.

GUI is one of the key technological advancements due to im-
provements in computer hardware and software. GUI greatly im-
proved user experience by displaying the information. A GUI is an
interactive system with visual components for manipulation. An
interface is a useful tool that makes the most of the vision capacity
of the user. A GUI allows a person to visually control the flow

of information and decide on what is relevant and discard what is
not [1]. Some lack analysis platform [2]–[4] unlike those in [5]–
[13]. In this paper, a GUI is developed to manage the data and
results of clustering European Cooperation in Science and Technol-
ogy (COST) 2100 dataset [14, 15] using Modified Simultaneous
Clustering and Model Selection (MSCAMSMA) [16]. The interface
is an effective method in visualizing the COST 2100 dataset and
the clustering results. A previous work [17] on GUI can visually
analyze the reference data and the calculated clusters but considered
only the cluster count. In this work, the GUI can be used by the user
to visualize, manipulate, and analyze the multipaths generated by
the COST 2100 channel model (C2CM) and the clustering results
of MSCAMSMA not only giving the accuracy on the number of
clusters but also the membership of clusters. The paper is orga-
nized in the following way. Section 2 presents the dataset generated
by C2CM. Section 3 describes the clustering approach. Section 4
discusses the GUI developed. Section 5 concludes the work.

2 COST 2100 Channel Model (C2CM)
Dataset

C2CM [18]–[21] is characterized by multipath clusters, as shown in
Figure 1. C2CM can reproduce the stochastic properties of multiple-
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input multiple-output (MIMO) wireless communication channels.
A multipath component (MPC) is defined by its delay (τ), angle
of departure (Azimuth of Departure (AoD), Elevation of Departure
(EoD)), and angle of arrival (Azimuth of Arrival (AoA), Elevation of
Arrival (EoA)). Multipath clusters are groups of MPCs with similar
delays and angles.

A channel impulse response (CIR) from the base station (BS) to
mobile station (MS) antennas is characterized by the combination
of MPCs from all the active multipath clusters and is given as

h(t,τ,ΩBS,ΩMS) =∑
k∈K

∑
p

αk,pδ(τ − τk,p)δ(ΩBS −ΩBS
k,p)δ(ΩMS −ΩMS

k,p ) (1)

where K is the set of visible cluster indexes, αk,p is the complex
amplitude of the pth MPC in the kth cluster,ΩBS

k,p is the direction of
departure (AoD, EoD), and ΩMS

k,p is the direction of arrival (AoA,
EoA) of the MPC.

For a MIMO system using V and U multiple antennas arrays at
BS and MS, respectively, the U × V MIMO channel matrix H(t, τ),
under the plane wave and balanced narrowband array assumptions,
can be expressed as

H(t, τ) =
∑
k∈K

∑
p

αk,psMS(ΩMS)sT
BS(ΩBS) (2)

where sMS is the antenna steering vector at MS and sBS is the
antenna steering vector at BS.

The dataset [14, 15] is generated by C2CM, which consist of
two indoor and six semi-urban channel scenarios as follows:

1. Indoor, Band 1 (B1), Line-of-Sight (LOS), Single Link (SL)

2. Indoor, Band 2 (B2), Line-of-Sight, Single Link

3. Semi-Urban, Band 1, Line-of-Sight, Single Link

4. Semi-Urban, Band 2, Line-of-Sight, Single Link

5. Semi-Urban, Band 1, Non-Line-of-Sight (NLOS), Single
Link

6. Semi-Urban, Band 2, Non-Line-of-Sight, Single Link

7. Semi-Urban, Band 1, Line-of-Sight, Multiple Links (ML)

8. Semi-Urban, Band 2, Line-of-Sight, Multiple Links

Each channel scenario has thirty sets of data. There are a dif-
ferent number of multipaths and multipath clusters for each set of
data. The seven features of the dataset are the following: whitened
x-component of AOD (X AOD W), the whitened y-component of
AOD (Y AOD W), the whitened z-component of AOD (Z AOD W),
the whitened x-component of AOA (X AOA W), the whitened y-
component of AOA (Y AOA W), the whitened z-component of

Figure 1: Multipath components and multipath clusters in COST 2100 channel
model [22]

AOA (Z AOA W), and the whitened delay (delay W). The refer-
ence cluster identifications of the data are given by refclusID, which
serves as the ground truth in evaluating the performance of the clus-
tering approach. The power component (rel pow) is not included
since it is not needed by the clustering approach.

3 Modified Simultaneous Clustering and
Model Selection (MSCAMSMA)

MSCAMSMA [16] is used to cluster the COST 2100 dataset. The
clustering approach is introduced to improve the clustering accu-
racy of SCAMSMA [23]. The accuracy of SCAMSMA depends
on the correct formulation of the data affinity matrix, Ccalc, so that
a 0-1 block diagonal is formed. MSCAMSMA can be described
as follows: Let the dataset X ∈ RL×D where L was the number of
multipath components or the number of rows and D the number of
dimensions, which is seven, or the number of columns. A multipath,
x, consists of a single row of seven columns. A dataset can be
expressed as

X = [x1, . . . ,xL]T . (3)

MSCAMSMA depends on three constraints: pairwise, binary,
and proximity. Pairwise Constraint, P`,d, depends on the absolute
distance, dabs, of the corresponding pair of multipaths for the seven
dimensions which are given by∣∣∣x`,d − xd,d

∣∣∣ (4)

where x`,d and xd,d are multipaths, ` is the row number, and d is the
column number. The distance parameter, dpar, is determined by

600
L

[max(X(:, d)) −min(X(:, d))] (5)

where max( ) is the function that gives the maximum value of a
column while min( ) gives the minimum value of the said column,
and “:” denotes all rows if it is in the first argument. Factor 600 is
used so that MSCAMSMA applies to all of the datasets. A value
less than 600 gives at least one all-zero row leading to an incorrect
affinity matrix. A value greater than 600 leads to an all-one matrix,
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excluding the main diagonal. The resulting affinity matrix is also
not correct. The Pairwise Constraint is given by

P`,d =

1 if dabs < dpar

0 if dabs ≥ dpar
(6)

Binary Constraint, B`,d, takes on the sum of the values of the
P`,d of the seven dimensions and returns a binary value of either
zero or one. If the sum is less than four, then the returned value is
zero, which means that the multipaths are not of the same cluster.
On the other hand, when the sum is greater than or equal to four,
then a value of one is returned, which means that the multipaths are
within the same cluster. Binary Constraint is given by

B`,d =

1 if
∑
P`,d ≥ 4

0 if
∑
P`,d < 4

(7)

Proximity Constraint is followed by combining multipaths to
form clusters around the main diagonal, thus, creating the 0-1 block
diagonal of Ccalc. Ccalc serves as input to Alternating Direction of
Method of Multipliers (ADMM) which is used to calculate the ideal
affinity matrix, Cideal. Asso Constrained Boolean Matrix Factoriza-
tion (AssoCBMF) takes Cideal as input to solve for the number of
clusters and the membership of the clusters.

4 Graphical User Interface (GUI)
A GUI is an interactive system with visual components that can
be used to manipulate a computer program. The study uses a GUI
to manage the data and results of clustering COST 2100 dataset
using MSCAMSMA. The introductory page showing the different
tabs and the explanations is illustrated in Figure 2. Aside from the
Introduction Tab, there are five other tabs, namely: COST 2100
Dataset, Directional Cosine Transform and Whitening Transform,
Modified SCAMSMA, Relative Frequencies, and Summary.

The COST 2100 Dataset tab displaying the various channel sce-
narios is shown in Figure 3. Each chosen channel scenario gives the
corresponding data generated by C2CM and the clustering results.

Figure 4 shows the window arising from the chosen channel
scenario in the COST 2100 Dataset tab. When the generate button
is pressed, the window shows the characteristics of the channel
scenario like the channel frequency, mobile station velocity, the dis-
tance between the mobile station and the base station, the number of
clusters, and the number of multipaths as shown in Figure 5. The pa-
rameters of the multipaths are tabulated and shown in a graph. The
multipaths are color-coded with lighter colors representing higher
relative power, while darker colors represent lower relative power.
The default is Trial 1. Choosing another trial, from Trial 2 to Trial
30, by changing the position of the slider and pressing the Generate
button, shows the corresponding characteristics, parameters, and
graph of the multipaths.

The multipaths are transformed using Directional Cosine Trans-
form (DCT) and Whitening Transform (WT). DCT is performed to
the datasets to overcome the problem of the circular nature of the
angular domain. At the same time, WT is applied to the dataset to
eliminate the issues on units and standardized the dataset [14]. The
corresponding graphs of the transformed multipaths and the

Figure 2: Graphical user interface introductory page containg the different tabs and
their descriptions

Figure 3: Ensuing window for the COST 2100 dataset tab showing the different
channel scenarios

Figure 4: Subsequent window for the chosen channel scenario of the COST 2100
dataset
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Figure 5: COST 2100 Dataset tab displaying the characteristics, parameters, and
graph of the multipaths of the chosen channel scenario

Figure 6: Graphs and tabulated parameters of the transformed multipath components
of the chosen combination in the drop down menu

tabulated parameters are shown in the Directional Cosine Transform
and Whitening Transform tab in Figure 6. The graphs and tabulated
parameters can be changed by choosing a different combination in
the drop-down menu and pressing the Change Plot button.

Figure 7 shows the Modified SCAMSMA tab illustrating the
grouping of the COST 2100 dataset at the left and the clustering
output of MSCAMSMA at the right. The window also shows the
reference number of clusters, the calculated number of clusters, the
Jaccard index accuracy of the number of clusters, and the Jaccard
index accuracy of the membership of clusters. The graphs, number
of clusters, and Jaccard indices appear only when the calculated
number of clusters is equal to the reference number of clusters.
Otherwise, the results will not be shown.

The Relative Frequencies tab in Figure 8 shows the relative
frequencies of the number of clusters in blue and the membership of
clusters in red. The higher the relative frequency, when the Jaccard
index is closer to one means that the clustering accuracy is higher.
On the other hand, relative frequencies near zero Jaccard index
implies that there is lower clustering accuracy.

Figure 7: Comparison of the reference multipath clusters and the calculated multipath
clusters and the resulting Jaccard indices

Figure 8: Window for tab four showing the relative frequencies of the Jaccard indices
of the number of clusters in blue and the membership of clusters in red

Figure 9: Window for tab five showing the mean Jaccard indices of the number of
clusters and the membership of clusters of the channel scenarios
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Figure 9 shows the Summary tab displaying the mean Jaccard
indices of the number of clusters and the membership of clusters of
all the channel scenarios. Higher mean Jaccard index means that
the multipaths are clustered more accurately.

The MATLAB codes for the GUI, the reference dataset, and the
calculated dataset can be found at [24]. The codes together with the
reference dataset and the clustered multipaths can be compiled using
the MATLAB version 2019a software to manipulate the dataset and
the clustering results.

5 Conclusion

This paper shows a GUI that can be used to visualize the multi-
paths generated by C2CM and the results of clustering the wireless
propagation multipaths using MSCAMSMA. The usual practice of
authors is to illustrate their data and results using figures, tables, and
graphs, which are already sufficient to present their studies. How-
ever, the presentation is static and cannot be manipulated by the
readers. This study extended the common practice of showing the
data and results by presenting an interface to visualize and manage
what is not displayed in the publication. This way, researchers can
have a better understanding of the study being presented and explore
the portions of the study not shown.
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 The problematic of plastic pollution in the world has led to an interest in the research and 
development of thermoset starch-protein blend bioplastics as a possible alternative for 
single use non-recyclable plastics. However, these bioplastics lack the physico-chemical 
characteristics that make them useful as a replacement for the currently used plastics. This 
work aims to assess what differences in the mechanical and environmental impact can be 
seen in the thermoset starch-protein blend bioplastics when different starches are used in 
their formulation. Rice, kuzu, corn, wheat and potato starches were used to generate 
bioplastics, and these were tested in terms of colour, lightness, roughness, chemical 
composition, moister content, water solubility and soil toxicity when degraded. 
Characteristics such as chemical composition, colour and moister content do not change 
significantly when the different starches are used, however it was possible to identify 
change in characteristics such as lightness, roughness, and water solubility of the 
bioplastics. Moreover, not only none of the bioplastics showed to be toxic to the soil when 
degraded, but also promoted the growth of the plant species tested. It was possible to 
conclude that the use of different starches in the formulation of thermoset starch-protein 
blend bioplastics allows the generation of bioplastics with different characteristics. This 
leads to an increase in applicability of theses bioplastics and consequently a higher positive 
impact in the environment. 

Keywords:  
Bioplastic 
Starch 
Biomaterial 

 

 

1. Introduction 

Plastics usage is increasing exponentially, especially in the 
packaging industry, which is having devastating environmental 
impacts, globally. Increasing levels of consumer awareness, in 
terms of environmental sustainability and plastics-pollution, had 
created a demand for environmentally-friendly bioplastics, which 
decompose rapidly into water, carbon dioxide and biomass [1]. 
However, during events such as the current global pandemic, some 
members of the plastics industry have used the climate of fear and 
uncertainty to actively suspend or roll back hard-won 
environmental measures to reduce plastic pollution. As a result, 
there is an immediate and urgent need to increase the development 
and usage of alternative plastics, which have higher 
biodegradability and are made with fully organic components [2], 
typically referred to as bioplastics. 

The term bioplastic was originally used to describe polymers 
which naturally biodegrade and compost. However, the term is 
now erroneously used by affected industry to additionally refer to 
biobased but either non-compostable plastics, or biodegradable 
plastics which require industrial processing to fully degrade [1]. In 
truth, only about 1 % of the current yearly production of plastic 
belongs to the bioplastic category and of those, only 43.2% are 
fully biodegradable. Moreover, many of the fully organic 
bioplastics generated do not have the mechanical properties 
equivalent to the currently used non-compostable plastics 
decreasing their applicability and industrial appeal [2]. For that 
reason, there is a compelling need to further develop bioplastics 
which are compostable, and which have no negative 
environmental impact.  

Starch blended thermoset bioplastics are promising alternatives 
to petrol based plastics, due to lower production costs and better 
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degradability [3]. In addition, blending starches with other 
biodegradable molecules and plasticisers can expand the 
applicability and improve the characteristics of thermoset starch-
based bioplastics to different industries [4, 5]. The increasingly 
diverse blend-formulations have generated bioplastics with varied, 
tailorable, physico-chemical and mechanical properties, combined 
with the desired environmental impacts [3, 6].  

These bioplastics will require more sustainable starch sources, 
as the most widely available are typically food-negative (ie. they 
derive from, or replace, in terms of agricultural production, product 
that is a current, critical human consumable). For example, potato, 
wheat and maize are the most widely produced starches in Europe, 
with 23.6 million tonnes of these starches produced in the EU in 
2017 [7]. While in the United States of America more than 50% of 
starch production derives from corn [8]. However, alternative, 
gluten free starches, such as rice and kuzu starches, are increasing 
in popularity in the western world. The aim of this study is to 
compare the physico-chemical properties of five starch blended 
bioplastics as well as their post-degradation environmental impact. 
For this study, the starches used in the production of bioplastic 
were rice, kuzu, corn, wheat, and potato starch.  

2. Materials and Methods 

2.1. Materials 

Sodium alginate LB (Duchefa Biochemie B.V., Netherlands), 
potato starch (MP BIomedicals LLC, Netherlands), food-grade 
wheat starch (Foo Lung Ching Kee, Hong Kong), food-grade rice 
flour (Foo Lung Ching Kee, Hong Kong), food-grade kuzu starch 
(Clearspring Ltd., London) produced in Japan and food-grade corn 
starch obtained from local grocery store (Aldi, Carlow) were used 
to generate bioplastics. Glycerol (EMPROVE®bio, Merck KGaA, 
Germany) was used as plasticiser. The Phytotoxkit was purchased 
from MicroBio Tests (Mariakerke, Gent, Belgium).  

2.2. Preparation of bioplastics 

The bioplastic-forming solution was prepared by dissolving 
0.5g of sodium alginate LB into 20mL deionised water at room 
temperature with constant stirring speed of 595 rpm for at least 30 
minutes or until a homogeneous aqueous solution was formed. In 
a beaker, 1g of starch and 1.5mL glycerol were mixed in 10mL of 
deionised water and added to the alginate solution. The solution 
was heated at 90°C with constant stirring at low agitation to avoid 
air bubbles formation for 20 minutes or until complete 
homogenisation was observed. The prepared solution was then 
poured into petri dish and kept at room temperature for 72 hours to 
dry.    

2.3. Colour and brightness 

The colour and transparency were read with a colorimeter 
(PCE-CSMI, PCE instruments, Meschede, Germany). The L*, a* 
and b* values were standardized for absolute white and black as 
per instrument instructions and then measured from four samples 
of each formulation and plotted accordingly.  

2.4. Roughness test 

The roughness of bioplastic samples was determined using 
SURFCOM130A roughness tester with a TS100 roughness tester 

sensor. The tester was calibrated with a standard of Ra=1,54µm 
before preforming the test.  To determine the roughness sample 
was placed under the sensor and the placement of the sensor 
needle was adjusted with a knob on the tester. The test was 
performed in the center of five samples of the same material.  

2.5. Fourier-transform infrared (FTIR) spectroscopy  

The FTIR spectra were recorded as % transmission using a 
Spectrum 65 FT-IR Spectrometer (Perkin Elmer, Massachusetts, 
United States) 

2.6. Soil toxicity 

The soil toxicity was assessed using the Phytotoxkit 
instructions. In short, the water holding capacity was determined 
as per the instructions on the kit and the soil was pre-treated by 
degrading 10g of each bioplastic in soil samples weighing 100g 
over a 4 weeks period with daily hydration of the soil. The test 
plates were filled with 100g of test soil in the lower compartment, 
hydrated with 10ml of deionised water, a black filter paper was 
placed on top of the soil and 10 seeds of the same test plant were 
placed on top of the filter paper. The plants species used were 
garden cress (Lepidium sativum), and mustard (Sinapis alba). The 
control soil corresponds to soil where no bioplastics were 
degraded. The test containers were incubated at 25oC for 72h in 
darkness. The root length was measured using ImageJ software (U. 
S. National Institutes of Health, Bethesda, Maryland, USA).  

2.7. Moister content and water solubility 

According to Costa, et al. (2018), bioplastics with 2 cm of 
diameter were dried at 105°C for 24 hours or until ~±0.01g 
differences in weight were obtained. Four replicates of each 
formulation were operated in this study. The percentage of water 
lost in the system (moisture content) was calculated [9]. The 
samples were further used to determine water solubility based on 
method proposed by Costa, et al. (2012) and Fakhoury, et al. 
(2012). Method was slightly modified as samples are fully soluble 
in water after 1 hour. Instead of 24 hours, samples were immersed 
in 50mL deionised water for 30 minutes at low agitation (100rpm) 
then dried until ~±0.01g differences in weight were observed. 

2.8. Statistical analysis of data 

The results were analysed by one-way or two-way analysis of 
variance (ANOVA) with a significance level of P = 0.05 when 
appropriate. Independent sample t-test and Tukey’s multiple 
comparison tests were used, where applicable. The software 
employed for statistical analysis was Excel 2016 (Microsoft Excel 
2016 MSO, California, USA) and SPSS Statistics (IBM SPSS 
Statistics 2015, New York, USA). 

3. Results and discussion 

3.1. Preparation of bioplastics 

It was possible to generate five types of thermoset starch-
protein blend bioplastic samples using the five different starches 
investigated (Figure 1). Bioplastics generated with different 
starches have been widely reported in literature, however, no 
published studies could be found which compared bioplastic 
generated from kuzu starch with bioplastics generated from rice, 
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wheat, corn, and potato starch. The overall appearance of the kuzu-
bioplastics was similar to other thermoset bioplastics reported in 
literature, with no detected starch-related plasticity differences. 
This was attributed to the same amount and type of plasticiser 
being used. This plasticiser component, used in the investigated 
formulations, has been reported to be the critical component in the 
plasticity of the final product, with no starch - bioplastic plasticity 
nexus observed [6, 10].  

 
Figure 1: Thermoset starch blend bioplastics generated using rice (R), kuzu (K), 

corn (C), wheat (W) and potato (P) starches. 

 
Figure 2:Colour a*; b* values of the bioplastics generated with rice, kuzu, corn, 

wheat, and potato starches. N=5 ± sd. 

3.2. Colour and brightness 

Natural based bioplastics often display a yellow tone, though 
the addition of chemicals, or exposure to oxidation or bleaching 
processes, have been shown to produce a brighter and whiter tone. 
Unfortunately the effect of these processes on the environment has 
yet to be assessed [11, 12]. Alternatively, this intonation can be 
also affected by starch type, which is a more environmentally 
friendly way of generating brighter bioplastics with less of a 

yellow tone. For example, the colour and lightness analysis in this 
research demonstrated that bioplastics generated with rice, kuzu, 
and corn, have greater red/yellow components when compared to 
bioplastics generated from wheat and potato starches. 
Additionally, visual examination of the wheat- and potato- starch 
bioplastics indicated a less yellow tone (Figure 1). Moreover, the 
rice starch derived bioplastic had a significant lower brightness 
then all the other bioplastic tested (Figure 2). That might be linked 
with the higher red component in its colour. However, all of the 
bioplastics generated were considered to be white, according to the 
instrument guidelines, with the higher values corresponding to the 
rice derived bioplastic (L*90.73± 1.12; a*0.16± 0.15; b*7.84± 
0.88).  

 

Figure 4: Roughness values of the surface in contact with air of thermoset starch-
blend bioplastics generated with rice, kuzu, corn, wheat and potato starches. N=5 
± sd with different lower-case letters representing significantly different values. 

3.3. Roughness Test 

Polymer samples generated in the reported research were 
formed using flat moulds. As a result, one surface of the thermoset 
bioplastic films replicated the roughness of the mould. However, 
the surface in contact with the air acquired a natural texture. The 
texture of that surface was tested, and it was observed that the 
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different starches used in the bioplastic formulation produced 
different surface roughness (Figure 4). The starches that lead to 
higher roughness were Potato and Kuzu with 3.55 ± 0.33 and 2.81 
± 0.31 Ra (μm) respectively and the starches that lead to smoother 
surface roughness are Wheat and Corn with 1.63 ± 0.21 and 0.92 
± 0.20 Ra (μm) respectively.  

3.4. Fourier-transform infrared (FTIR) spectroscopy  

The purpose of FTIR analysis was to identify the presence of 
chemical bonds that were formed in bioplastics using the different 
starches. Figure 5 shows that the spectrums of all the bioplastics 
tested have similar profiles displaying the presence of O-H, C-H, 
C=O and C-O absorption peaks. This might be because although 
structurally the starches might have slightly different structures, 
their chemical composition is, overall, similar. Moreover, the 
profile of the bioplastics show similar chemical bonds to others 
starch-blend bioplastics reported in literature [13, 10, 11]. 

3.5. Soil toxicity 

The effect of the degradation of the bioplastics with each 
starch in the growth of two plant species was tested with a soil 
toxicity test (Figure 6). The results show that there was no decrease 
in the growth of either Lepidium sativum or Sinapis alba after the 
degradation of any of the bioplastics tested in their growth soil. 
Contrarily, the bioplastics generated with kuzu, corn, wheat and 
potato starch showed a significant increase of growth in both plant 
species. The increase in plant growth in the soil after bioplastic 
degradation compared with the control soil might be related with 
the increase of Carbon (C) added to the soil after the bioplastics 
degradation. The addition of C to poor soils has been used for soil 
remediation showing to improve plant growth and crop 
productivity [14, 15]. The degradation of bioplastics with kuzu, 
corn, wheat or potato starches in carbon poor soils has the potential 
to improve their productivity. 

 
Figure 5: Fourier transform infrared (FTIR) spectrums of the bioplastics 

generated with rice, kuzu, corn, wheat, and potato starch. 

3.6. Moister content and water solubility 

The moisture content of bioplastics can influence properties 
such as their compostability, elasticity, hydrophobicity among 
others and consequently influence their applicability [16]. For that 
reason, small changes in composition of the starch-based 
bioplastics might influence the time in which it fully composts. 

Composting time is of high importance for the applicability of 
bioplastics [2].  

Using the different starches tested in the bioplastic 
formulation does not seem to lead to significantly different 
moisture contents of the bioplastics, with all the formulations 
ranging from 41 ± 7 to 49 ± 4 % moisture content in the rice and 
corn based bioplastic respectively (Figure 7).  

 
Figure 7: Moister content of thermoset starch-blend bioplastics generated with 

rice (R), kuzu (K), corn (C), wheat (W) and potato (P) starches. N=5 ± sd. 

Similarly, understanding the effect of different starches in the 
solubility of the bioplastic is not only relevant industrially to assess 
potential applications of bioplastics but also needed to understand 
the impact of the bioplastics in the environment [2]. The solubility 
of the bioplastics tested ranged from 35 ± 6 to 81 ± 1% with the 
bioplastic sample generated with Kuzu being the least soluble and 
the one generated with wheat the most soluble. Moreover, there 
was not a significant difference found in the samples generated 
with potato, corn and rice starch or between the samples generated 
with Rice and Kuzu. Previous studies showed the link between 
starch concentration and solubility of the bioplastics [6], however, 
no previous studies have looked into a direct comparison of 
solubility of bioplastics when different starches are used in their 
formulation. 
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Figure 8: Solubility of thermoset starch-blend bioplastics in deionised water 
generated with rice (R), kuzu (K), corn (C), wheat (W) and potato (P) starches. 
N=5 ± sd with different lower-case letters representing significantly different 
values. 
4. Conclusion 

The generation of thermoset starch blend bioplastics using 
the five different starches tested lead to bioplastics that did not 
cause any toxicity to the growth of the plant species Lepidium 
sativum and Sinapis alba when degraded in the soil where they 
grew. Moreover, in all cases, except the rice-based bioplastic, 
their degradation lead to a significant increase of growth of these 
plant species.  

The use of different starches led to the generation of 
bioplastics with similar FTIR profiles, as well as colour and water 
content. However, other characteristics differed depending on 
which starch was used for their formulation. Higher solubility was 
obtained when wheat starch was used. In opposition to rice and 
kuzu starches that can be used to obtain bioplastics with lower 
solubility rates. 

Although in terms of colour all the bioplastics generated had 
a near-white colour, the brightness of these were dependent on the 
type of starch used.  The rice, kuzu and corn starches lead to 
bioplastics with more red/yellow tones with rice derived 
bioplastic being the only one significantly different in terms of 
brightness.  

In terms of roughness it was also possible to observe a 
difference between potato and kuzu based bioplastics with 
rougher surfaces in comparison with wheat and corn with 
smoother surfaces.  

The results of this study show that there is a link between 
starch in the bioplastic composition and some of the properties 
tested. This is of high importance to industry when choosing 
formulations for the generation of organic thermoset bioplastics 
for different purposes. 
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 This document proposes a new methodology for lifestyle analysis and disease diagnosis for 
young academics using a strategic planning and disruptive innovation approach. Its 
objective is to consider and study a new form of treatment to improve the quality of life and 
health of students in parallel with their development, this through a quantitative 
methodology with a descriptive-correlational scope, being possible to develop a diagnosis 
and analysis, resulting A high relationship between variables is evident, thus developing a 
preliminary model based on engineering in the process of improving lifestyles through the 
Deming cycle and based on the S curve of innovation, hand in hand with technology and 
motivation. 
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1. Introduction 

Changes in lifestyle in recent years have negatively affected 
health, mainly in low and middle developed countries [1, 2, 3], 
poor quality of diet, sedentary lifestyle, and emotional stress can 
cause inflammation, oxidative stress, sympathetic activation, and 
contribute to obesity, together these factors can trigger or 
exacerbate hypertension, diabetes, dyslipidemia, and sleep-
disordered breathing, which can lead to atherosclerosis and 
ultimately heart failure [4]. That is why investigations such as that 
of Gómez, Roca, Gili, García, and García [5], analyze that in a 
depressive scenario, an incorrect lifestyle is present; In addition, 
depression causes sleep disorders, loss of energy, low level of 
physical activity and with this increases the desire to eat junk food. 

Thus, unhealthy lifestyles lead to the development of chronic 
diseases (CD) and premature death. 70% of deaths worldwide are 
caused by CD [2]; North America and Latin America are among 
the first places worldwide in factors that promote CD [1, 2, 3]. 
Although CDs impact people, it has consequences on the economic 
development and human capital of countries, mainly low-income 
countries, ranging from productivity to the costs generated by their 
treatment [6] 

Mexico in particular is in the first places in obesity, overweight 
and diabetes worldwide and among the OECD countries [7], 
Sinaloa, Mexico is aligned to national statistics with 70% obesity 

and overweight in its population with age equal to or greater than 
20 years, and Los Mochis, Sinaloa with a 72.5% prevalence of 
obesity and overweight, this factor being the cornerstone of the 
development of chronic diseases of greater affectation; The need 
and lack of effective guidance are evident, one that not only tries 
to raise awareness but is also effective enough to achieve positive 
change on a large scale. 

There is a wide variety of studies that support the positive 
impact of exercise, good nutrition, adequate sleep schedules and 
quality of sleep, as well as the importance of the environment on 
both physical and mental health [1-5, 7], however, there is a gap in 
information regarding the application of these factors as a whole, 
even more so the implementation of strategic planning and 
disruptive innovation in the improvement of lifestyles. 

For all the above, the objective of this article is the diagnosis 
and analysis of the lifestyle, chronic diseases, strategic planning, 
and disruptive innovation of young university students from the 
private sector, for the development of a disruptive strategic model. 

The essence of the proposed solution of the problem in 
question is the diagnosis of the needs of the population and 
therefore the development of a model with planning and disruptive 
innovation applied to the prevention and control of chronic 
diseases, such as overweight, obesity, diabetes, and cardiovascular 
diseases, which allows young students to have an adequate balance 
between physical and mental health, helping them to have a better 

ASTESJ 
ISSN: 2415-6698 

*Corresponding Author: Selene Tamayo Castro, selene.tamayo@hotmail.com 

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 555-560 (2020) 

www.astesj.com   

Second International Virtual Conference on Multidisciplinary Research 2020 

 

https://dx.doi.org/10.25046/aj050667  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj050667


S.T. Castro et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 555-560 (2020) 

www.astesj.com     556 

academic and work performance, but above all, a better quality of 
life. 

2. Theoretical foundations 

2.1. Strategic model 

According to the Royal Spanish Academy, the word model, 
coming from Italian, is an archetype or point of reference to imitate 
or reproduce it, differently, the strategy, the "Latin strategĭa" is the 
art, traces to direct a matter [8]. 

On the other hand, strategy, coming from the war trade, is 
defined as the art of drawing to direct an issue, in an adjustable 
process, a set of rules that ensure an optimal decision at all times 
[8]. 

Deming Cycle, the cycle of continuous improvement for 
development, through the factors: plan, do, verify, and act that 
incorporated feedback and observation of uninterrupted practice 
[9]. 

2.2. Disruptive innovation 

Disruptive innovation was defined for the first time by 
Christensen in 1997 as a process by which a product or service is 
brought to the market, through simple applications, to later win that 
market by displacing other competitors. The contribution of 
Master Christensen leads to disruptive innovation to break the 
status quo of companies or any industry. Likewise, Sartor in 2017 
commits that disruptive technology is any that can deeply affect a 
sector of activity and its value chain; Disruptive innovation can be 
implemented in three areas, such as: disruptors in the improvement 
of a process, a change of product or business model [10]. 

2.2.1. S-Curve pattern of innovation 

The model S-Curve of innovation Figure 1, helps to evaluate 
in which stage of the life cycle the technology is and provides an 
indicator of the maturity of the industry. Method used to locate 
what has been the behavior of a certain trend in the past and 
extrapolate it to the possible future as a guide. 

 
Figure 1: S-Curve of innovation 

2.3. Lifestyle 

Lifestyle is the set of behaviors that a specific individual puts 
into practice in a consistent and sustained way in their daily life 
and that can influence the maintenance of their health or places 
them at risk for disease: inadequate diet, activity poor physics, 
disturbed sleep-wake cycles, excessive consumption of substances 
and toxic habits, poor stress management, etc., are expressed in 
specific individual behaviors that are interpreted as risk factors, or 
behaviors that are shared by a group of people in a specific context 
[11]. 

Describing the sociodemographic, psychosocial, quality of life 
and educational variables in young university students and their 
relationship between them, as well as the ideal diet and habits 
based on the variables mentioned, are essential in a healthy 
lifestyle [12]. 

2.4. Chronic diseases 

Chronic diseases (CD) account for new epidemics in developed 
societies, being link through conditions and lifestyles [3] 

In Latin America, the main chronic diseases are obesity, 
cardiovascular diseases, cancer, chronic respiratory diseases, 
diabetes and arthritis are the main ones; Along the same lines, in 
Mexico the most prevalent chronic diseases are: obesity, arterial 
hypertension, diabetes, metabolic syndrome, fatty liver, chronic 
kidney disease [1]. 

3. Methodology 

The present study was approached with a methodology focused 
on Hernández and Mendoza [13], being a quantitative 
investigation, with a scope according to the level of knowledge 
obtained with said investigation: descriptive - correlational.in the 
paper. 

3.1. Sample selection 

The first step focused on determining the population, defining 
as population young people from private universities located in 
Los Mochis, Sinaloa, 3,898 young people according to figures 
from the interactive educational statistics consultation program by 
the Ministry of Public Education. 

To determine the size of the sample, the STATS 2.0 program 
was used, obtaining the amount of 350 as the sample size, results 
shown in Table 1. The sample is considered simple random 
probabilistic, since it can be answered by any student who is in the 
unit of analysis. The unit of analysis was represented by university 
students from the private sector, located in Los Mochis, Sinaloa. 

Table 1: Characteristics of the sample 

Characteristics Number value/ percentage 

Universe size 3,898 

Maximum acceptable error 5% 

Estimated percentage of the sample 50% 

Desired level of confidence 95% 

Sample size 350 
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3.2. Instrument design 

A quantitative measurement instrument was applied through 
the use of a structured questionnaire. The information collected 
was explicitly and standardized. The questionnaire used was of our 
elaboration. On the other hand, the degree of validity was 
determined through content and construct, the first based on 
impact literature, and the second through Pearson's correlation. 

The scale used in the questionnaire was of the Likert type [14], 
made up of 5 points, which range from totally agree to totally 
disagree, determining its degree of reliability using Cronbach's 
Alpha. 

The instrument consists of a total of 65 items divided by 
variables and dimensions. It should be noted that the degree of 
reliability of the instrument was measured through the application 
of the questionnaire, whose results were tabulated, and the 
calculation of the degree of reliability was generated using 
Cronbach's Alpha, using SPSS in Version 27, resulting 0.944, 
consequently demonstrating its excellent reliability to be applied. 

Structured questionnaire in 5 sections, as follows: 

• Section 1, diagnosis to identify the respondent's framework, 5 
items. 

• Section 2, lifestyle (EV), 13 items. 
• Section 3, chronic diseases (CD), 16 items. 
• Section 4, disruptive innovation (ID), 9 items. 
• Section 5, strategic planning (SP), 22 items. 

 

The scale used in the questionnaire consists of 5 points that go 
from totally disagree (1) to totally agree (5), as shown in Table 2. 

Table 2: Instrument coding 

Value Meaning 
1 Strongly disagree 
2 Disagree 
3 Neither agree nor disagree 
4 Agree 
5 Strongly agree 

It should be noted that two of the items are open questions. 

4. Hypothesis 

Applying strategic planning and innovation to the model 
potentiates the improvement of lifestyles from the health 
perspective of young university students. 

5. Results 

5.1. Descriptive results 

Below are the results obtained from the structured survey, 350 
responses received per application to the unit of analysis; 75% of 
the respondents were women (264), the remaining 25% were men 
(86). 

Other research results are introduced below; The information 
is of a descriptive statistical nature of the set of variables extracted 
from the questionnaire, which allows us to know some 
characteristics of the sample. 

Table 3: Responses with the most impact in affirmation regarding the strategic 
planning block 

Strategic planning Percentage 
 

Strongly 
agree/ agree 

I am interested in an initiative that motivates young people in 
the vocational and professional education stage to lead a 
healthier life. 

86.86% 

An initiative that aims to be a leader in the country in terms 
of reducing chronic diseases and improving lifestyles 
interests me. 

87.43% 

I need to be advised by experts in nutrition, physical and 
psychological health, who offer me plans that adapt to my 
objectives and goals. 

76.57% 

Including innovation and creativity in my lifestyle enhances 
my development 

84.57% 

A clean and organized infrastructure format makes it easier 
for me to choose whether or not to join the initiative either 
online or in person. 

76.57% 

Having employees trained and frequently evaluated in quality 
aspects, leadership fosters excellent services. 

89.14% 

Constant updating of specialists to know and implement the 
most innovative and innovative work methods of the 
organization. 

86.86% 

It is desirable to find clean and tidy areas when attending 
training. 

91.43% 

Having certifications in health and organizational hygiene 
generates a substantial attraction to the initiative. 

87.43% 

Knowing that employees are properly compensated let me 
know that I am part of an organization with values. 

84.57% 

Having a collaborative environment within the organization 
generates security for staff. 

90.29% 

A safe work environment encourages a diversity of thoughts, 
thus generating creative ideas. 

91.43% 

Having teams for collaboration motivates a mindset of social 
contribution. 

85.71% 

Knowing the strengths and weaknesses of the organization 
allows us to foresee errors or failures of the plans, under or to 
be developed. 

88.57% 

In the application of high-level programs, the value of the 
organization is perceived. 

86.86% 

Establishing controls and administration generates flexibility 
to adapt to the organization. 

86.29% 

Offering a periodic evaluation to collaborators allows 
maintaining constant development and verification of 
alignment to the objectives. 

85.14% 

Having relationship programs with different communities 
generates cultural enrichment, therefore a range of ideas for 
the development of new training and motivation methods. 

90.86% 

Establishing responsibilities and objectives for each position 
correctly empowers each employee in their area of expertise. 

89.71% 

 
The table above represents the frequencies and percentages of 

the responses with an opinion of "Totally agree and agree" it could 
be observed in the first instance, referring to the strategic planning 
block, that there is a statement by 90% of the participants regarding 
interest for belonging to an organization or initiative with a safe 
work environment, which is aligned with the generation of ideas 
and offering excellent customer service, in turn, they claim to want 
a clean physical and online format, constant evaluation, and 
training of collaborators with the most novel and innovative in 
order to apply it to work methods and improvement of results, this 
hand in hand with relationship programs with various communities 
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generating a range of ideas for the development of new methods of 
training and motivation, within a collaborative work environment, 
generating in turn security to staff. 

Regarding the block of disruptive innovation Table-4, 90.86% 
of the participants in the survey affirm that a change in lifestyle is 
possible through smart spaces and health monitoring, hand in hand 
with the accessibility of support from experts and price range for a 
greater reach and impact, in turn, more than 80% affirm their 
interest in prevention and control computer sessions in terms of the 
health approach and the extension of these extensive advantages 
both to face-to-face format and online (in- place / at-home). 

Table 4: Responses with the most impact weight in affirmation regarding the 
disruptive innovation block 

Disruptive innovation Percentage  
Strongly agree/ 

agree 
I would like to be part of an organization with new 
ideas to achieve my physical and psychological 
goals. 

72.00% 

Smart spaces and health monitoring allow 
generating a lifestyle change. 

90.86% 

In-place/at-home training products or features 
create an extension of possibilities for club/gym 
members 

74.86% 

Having the possibility of improving my lifestyle 
in an accessible way allows me to prevent chronic 
diseases. 

90.86% 

Having options for different ranges opens the 
possibilities for a substantial number of people to 
join the initiative to improve their lifestyle. 

82.29% 

I feel identified with an organization that sees the 
human being as a whole and enhances their 
development from the psychological, physical, 
and spiritual approach. 

72.57% 

It is of interest to me to have at my disposal 
computer sessions on prevention and health 
control. 

80.57% 

 
From the lifestyle block, it is resolved that the participants 

recognize there is a relationship between mind and body to achieve 
a state of well-being, 90% identify the consequences of an 
unhealthy lifestyle, however, only 56% affirm taking care of what 
eats and schedules, in addition to this 40% do not achieve their 
training objectives and consistency in them, on the other hand, 
there is a high rate of interest in doing physical activity (76%), their 
interest is liable to the training of various or innovative disciplines 
methods that motivate them to achieve goals and improve their 
lifestyle. 

Table 5: Responses with the most impact weight in affirmation regarding the 
lifestyle block 

Lifestyle Percentage 
 

Strongly agree/ 
agree 

I consider that a healthy mind inhabits a healthy 
body. 

89.14% 

I identify the consequences of not maintaining a 
healthy lifestyle. 

90.86% 

I am interested in doing physical activity that 
improves my quality of life. 

76.57% 

I identify the relationship between my mood and 
my diet. 

73.71% 

Recognition of my efforts and achievements 
through rewards generates motivation to leave my 
comfort zone. 

72.57% 

 
In Figure 2, the percentages of those participants who attend 

the gym, club, or classes for physical activity, and those who do 
not attend are presented, which is the main reason. 

 
Figure 2: Percentages question EV-13 

 
Regarding the chronic diseases block, the participants claim to 

be informed about the impact of obesity and overweight on their 
wellbeing, and later its reflection in a variety of chronic diseases, 
92% consider it important to be informed of news and innovations 
against chronic diseases and maintain a health monitoring at least 
once a year. 

Table 6: Responses with the most impact in affirmation regarding the block, 
chronic diseases 

Chronic dieases Percentage 
 

Strongly 
agree/ agree 

 It is my knowledge that chronic diseases are 
generally slow to develop, therefore my daily habits 
make a big difference. 

82.86% 

I consider it important to be informed of news and 
innovations concerning chronic diseases. 

92.00% 

Those who are overweight or obese have a higher risk 
of developing chronic diseases. 

93.14% 

I am informed of the causes and consequences of 
being overweight or obese. 

93.71% 

I consider it important to carry out at least one annual 
health check-up. 

86.29% 

It is important to highlight that the results of the open question 
CD-16 are presented in Figure 3; Of the 350 participants 94.4% 
affirm that one or more of their relatives suffer from one or more 
chronic diseases; it is important to highlight that this question had 
the possibility of selecting multiple answers; 590 answers were 
received, around 40% of the participants selected more than one 
chronic disease, placing diabetes in the first place, this information 
is of great value since those relatives of patients with type 2 
diabetes mellitus tend to suffer from hypertension and overweight, 
the last one being the most recurrent in 63% of cases, providing 
strong signals of major diabetes awareness gaps among family 
members of patients living with type 2 diabetes mellitus [13]. 
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Figure 3: Percentages question CD-16 

5.2. Correlational results 

The reason for considering the correlation coefficient was to 
identify the strength of the relationship between variables strategic 
planning, disruptive innovation, lifestyle, and chronic diseases, in 
the positive sense; The results of Pearson's correlation are 
presented below in Table 7. 

Table 7: Correlation of variables 

 VI VD1 VD2 VD3 
VI Correlación de 

Pearson 
1 ,502** ,592** ,550** 

Sig. (bilateral)  ,000 ,000 ,000 
N 350 350 350 350 

VD
1 

Correlación de 
Pearson 

,502** 1 ,557** ,559** 

Sig. (bilateral) ,000  ,000 ,000 
N 350 350 350 350 

VD
2 

Correlación de 
Pearson 

,592** ,557** 1 ,783** 

Sig. (bilateral) ,000 ,000  ,000 
N 350 350 350 350 

VD
3 

Correlación de 
Pearson 

,550** ,559** ,783** 1 

Sig. (bilateral) ,000 ,000 ,000  
N 350 350 350 350 

Once the correlation between variables is carried out, the result 
is a moderate to high correlation, according to Tables 7 and 8. 

Table 8: Null-Correlation of variables 

Value Meaning 
0 Null correlation 

0.01 a 0.19 Very low positive correlation 
0.2 a 0.39 Low positive correlation 
0.4 a 0.69 Moderate positive correlation 
0.7 a 0.89 High positive correlation 
0.9 a 0.99 Very high positive correlation 

1 Large and perfect positive correlation 

Although the literature affirms the relationship between good 
habits and their impact on lifestyle improvement, the correlation 
found between innovation and strategic planning is key to 
promoting said improvement. It should be noted that university 
students do give importance to lifestyle care and chronic diseases, 
besides, they affirm feeling related to a well-established company 

and an excellent work environment, promoting development in the 
personal and social development of well-being, focused on their 
lifestyle improvement. 

 
Figure 4: Correlation 

Having said the above, what San Román indicates is 
confirmed, by saying that describing the sociodemographic, 
psychosocial, quality of life, and educational variables in young 
university students and their relationship between them, as well as 
diet and suitable habits, are essential in a healthy lifestyle [12]. 

6. Disruptive strategic model 

After applying the instrument and collecting the data, a model 
was structured, which offers a holistic service for the detection of 
defects in the way in which the client interacts with the 
environment, causing health problems. After establishing a 
diagnosis, the strategic plan confirms that it generates the 
discipline to produce individual patterns that can be monitored by 
specialists, either in person or online in their respective areas, such 
as psychology, nutrition, and physical preparation, providing 
constant updating, training, and study of the innovations in their 
main areas of expertise. 

 
Figure 5: Correlation of variables model 

 

 
Figure 6: Model 
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Figures 5 and 6,  presents the proposed model based on the 
diagnosis and correlation previously carried out, implementing 
both the Deming cycle and the "S" of innovation throughout the 
"Strategic-disruptive model", in which those factors are present of 
greater correlation and need on the part of university students in 
terms of organizational structure, lifestyle, innovation and chronic 
diseases, generating a sequence of uninterrupted continuous 
improvement. 

7. Discussion 

An inclination for a clean format has been found, a 
collaborative environment which encourages security when 
generating ideas and proposing models or work methods based on 
research and innovation, this from the planning point of view and 
referring to the collaborators; on the other hand, inclusive 
programs, both speaking of cultures, as well as financial 
accessibility and outreach, highlighting the interest in staying 
informed of news and innovations in terms of lifestyle and chronic 
diseases, added to this a high rate of interest in stay motivated and 
generate consistency in lifestyle improvement; the above treating 
the human being from a holistic approach. 

Aligned with Anderson and Fowers, it is confirmed that 
lifestyle behaviors, related to physical and mental health, generate 
the well-known hedonic well-being, which is based on satisfaction 
with life, positive emotions, and low negative emotions; that is, 
well-being and social interaction are intimately related, affecting 
the lifestyle of individuals, those who are more sociable tend to 
perform more physical activity and mental stability, they point out 
[15]. 

Likewise, what Leyton, Batista, and Castuera [6] analyze, the 
effects that motivational processes have on the adoption of lifestyle 
habits that enhance health in adolescents are confirmed; 
Describing the sociodemographic, psychosocial, quality of life and 
educational variables in young university students and their 
relationship between them, as well as the ideal diet and habits 
based on the aforementioned variables, are essential in a healthy 
lifestyle [7]. 

8. Conclusions 

The objective of the study in this first phase of the research 
was to diagnose and generate a preliminary model with strategic 
planning and disruptive innovation applied to the prevention and 
control of chronic diseases for university students from the private 
sector. 

The diagnostic and correlation study was carried out in the 
Los Mochis area, Sinaloa; The limitations of the study rely on 
reduced access to students due to the ongoing pandemic Covid 19, 
it is suggested for future studies to evaluate a greater number of 
areas, to measure the possibility of replication of the model in 
various geographical areas and/or its adaptability, either within or 
outside the country, extending the structured questionnaire 
referring to the current routine of the participants, current lifestyle, 
objectives, and the reason for them. 

The strengths of the study lie in the generation of information 
regarding the needs of university students in the face of lifestyle 

improvement and the recognition of the correlation of the 
variables, this among all the four variables under study. 

The hypothesis, applying strategic planning and innovation 
to the model, potentiates the improvement of lifestyles from the 
focus of youth health, it is demonstrated in terms of literature and 
diagnosis.  

It is relevant to note that the result of this research is a 
preliminary model, which gives the guideline to develop the 
following phases of the present study, to implement and evaluate 
the final model, in consequence allowing a high rate of 
improvement in lifestyle at an early age in a broad social spectrum, 
positively impacting personal and social development at the 
moment and in the long term, shaping a more productive society. 

Conflict of Interest 

The authors declare no conflict of interest. 

References 

[1] B. Legetic, A. Medici, M. Hernández-Ávila, G. Alleyne, A. Hennis, 
Economic Dimensions of Noncommunicable Diseases in Latin America and 
the Caribbean, Pan American Health Organization, 2016. 

[2] M. H Forouzanfar, A. Afshin, L. T Alexander, H R. Anderson, Z. A Bhutta, 
S. Biryukov, M. Brauer, R. Burnett, K. Cercy, F. J Charlson, et al. ., “Global, 
regional, and national comparative risk assessment of 79 behavioral, 
environmental and occupational, and metabolic risks or clusters of risks, 
1990–2015: a systematic analysis for the Global Burden of Disease Study 
2015” The Lancet, 388(10053), 1659-1724, 2016. doi.org/10.1016/S0140-
6736(16)31679-8 

[3] J. M. Mayoral, N. A. Sanz, P. Godoyc, M. J. Sierra, R. Cano, F. González, Á. 
Pousa, "Chronic diseases as a priority for public health surveillance in Spain" 
Gac Sanit, 30(2), 2016. doi.org/10.1016/j.gaceta.2015.12.008 

[4] M. Aggarwal, B. Bozkurt, G. Panjrath, B. Aggarwal, RJ Ostfeld, ND Barnard, 
H. Gaggin, AM Freeman, K. Allen, S. Madan, et al., "Lifestyle Modifications 
for Preventing and Treating Heart Failure ”Journal of the American College 
of Cardiology, 72(19), 2018. DOI: 10.1016 / j.jacc.2018.08.2160 

[5] R. Gómez, M. Roca, M. Gili, J. García, M. García, "Healthy lifestyle: an 
undervalued protection factor against depression" Biological Psychiatry, vol. 
24, Issue 3, 2017, https://doi.org/10.1016/j.psiq.2017.10.004 

[6] M. Leyton, M. Batista, R. Jiménez, "Prediction model of healthy lifestyles 
through the Theory of Self-determination of Physical Education students" 
Revista de Psicodidáctica, 25(1), 2020. doi: 10.1016 / j.psicod.2019.05.002 

[7] F. Torres, A. Rojas, "Obesity and public health in Mexico: the transformation 
of the hegemonic pattern of food supply-demand", Problems of development, 
49(193), 2018. doi.org/10.22201/ iiec.20078951e.2018.193.63185 

[8] Royal Spanish Academy, "Dictionary of the Spanish language", edition 23, 
2019. 

[9] H. Schmidt, "Explosive precursor safety: An application of the Deming Cycle 
for continuous improvement," American Chemical Society, 26, 31-36, 2019. 
doi.org/10.1016/j.jchas.2018.09.005 

[10] M. Borghino, Disruption: Beyond innovation, Grijalbo, 2018. 
[11] J. Grau, “Non-communicable chronic diseases: an approach from 

psychosocial factors”, Salud & Sociedad, 7(2), 2016. 
https://www.redalyc.org/pdf/4397/439747576002.pdf 

[12] S. Roman, "Analysis of the profile of the university student in relation to 
healthy habits and lifestyles, motivations and socio-educational expectations", 
Doctoral thesis in education, University of Granada, 2018. 

[13] R. Hernández-Sampieri, C. Mendoza, Research Methodology. The 
quantitative, qualitative, and mixed routes, Mc Graw Hill Education, 714, 
2018. 

[14] N. Urrunaga, JE Montoya, J. Jaime, M. Moscoso, MK Cárdenas, F. Diez, RH 
Gilman, A. Bernabe, “Attitudes, healthy lifestyle behaviors and 
cardiometabolic risk factors” Primary Care Diabetes, 2020. 
doi.org/10.1016/j.pcd.2020.07.003 

[15] A. R. Anderson, B. J. Fowers, "Lifestyle behaviors, psychological distress, 
and well-being: A daily diary study", Social Science & Medicine, 263, 2020. 
doi.org/10.1016/j.socscimed.2020.113263 

http://www.astesj.com/


 

www.astesj.com     561 

 

 

 

 

sharpniZer: A C# Static Code Analysis Tool for Mission Critical Systems 

Arooba Shahoor1,*, Rida Shaukat1, Sumaira Sultan Minhas1, Hina Awan1, Kashif Saghar2 

1Software Engineering Department, Fatima Jinnah Women’s University, Rawalpindi, 46000, Pakistan 

2NESCOM, Centre for Excellence in Science and Technology, Rawalpindi, 46000, Pakistan 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 10 September, 2020 
Accepted: 07 October, 2020 
Online: 20 November, 2020 

 Until recent years, code quality was not given due significance, as long as the system 
produced accurate results. Taking into account the implications and recent losses in critical 
systems, developers have started making use of static code analysis tools, to assess the 
eminence of source code in terms of quality. Static code analysis is conducted before the 
system is sent into production. The analysis aims to identify the veiled defects and complex 
code structures that result in the decrement of code quality or are likely to become a cause 
of malfunction during execution. To address this line of work, this research paper presents 
a static code analyzer for C#, named as sharpniZer. 
The key purpose of this tool is to verify the compliance of the source code written in C#, in 
congruence with the target set of rules defined for analysis as per the accepted industry 
standards set particularly for the development of mission-critical systems. sharpniZer 
efficiently figures out the lines of source code that hold probable concern appertain to the 
category of design rules, usage rules, maintainability rules, inefficient code, complexity, 
object model and API rules, logical rules, exception, incomplete code, and naming 
conventions.  Each violation encountered in source code is ranked by the severity level as: 
critical, major, and minor. The tool shall prove to be worthwhile, especially if utilized in 
critical systems. 
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Safety-Critical Programming 

 

1. Introduction  

The prevalence of software has raised serious concerns in the 
software industry to think of ways in which software quality can 
be ensured. How the quality of the software system or the 
underlying source code can be quantified may differ from system 
to system. However, the system must be optimized and proficient 
in terms of parameters including maintainability, testability, 
reusability, resource consumption, etc [1]. 

Most of the aspects of software quality largely depend upon 
the skills and expertise of the development team. As the 
requirements from enterprises regarding system functionality are 
becoming critical, the quality of source code is likely to diminish. 
A bad-written code leads to increased resource consumption and 
decreased efficiency and productivity [2, 9].  

The hidden defects in source code, if not identified and 
addressed appropriately, can ultimately lead to unreliable system 
behavior during execution. The systems need to be thoroughly 

tested for the detection of loopholes left during development. The 
extensively used techniques include static code analysis and 
dynamic code analysis. However, the practice under consideration 
for this work is that of static code analysis. 

1.1. Current Scenario 

As previously stated, static code analysis has become 
indispensable particularly for safety (or mission) critical systems 
where there is no room for even trivial bugs at the static or runtime 
stage.  History testifies several incidents that stress the need of 
using code analysis tools. Below we will briefly discuss 3 such 
incidents where ignoring trivial coding flaws cost the developers 
heavy losses.   

1.1.1. The Ariane 5 Explosion 

Ariane 5, a heavy-lift launcher, made to launch a 3-ton 
payload into orbit, cost a total of 10 years and $8 billion to be 
manufactured. On its first launch in July 1996, the rocket soon 
diverted from its path of flight due to a diagnostic produced as a 
result of a software exception. The exception was caused during 
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a data conversion [11]. Specifically, a 16-bit value of type float 
was being converted to a 16-bit signed number, i.e. the value 
being converted was much greater and could not be possibly 
represented by a 16-bit number, consequently leading to an 
operand error [12]. Since it had reached an angle of attack of more 
than 20 degrees, the launcher started to disintegrate, and finally 
obliterated itself through a self-demolishing method, along with 4 
satellites that it carried within itself [13]. 

1.2. Patriot Missile Error 

At the time of gulf war (2 August 1990 – 28 February 1991), 
28 American soldiers lost their lives, and yet 100 others severely 
wounded when the US missile defense system failed to detect the 
Scud missile that the Iraqi forces launched [5].  The root cause of 
the failure lies in the conversion of time from integer to floating 
value, which consequently resulted in a major shift in the range 
gate [6, 28]. 

1.2.1. AT & T (American Telephone & Telegraph) Network 
Goes Down 

About 75 million call requests were not answered and 
approximately 50 % of the network of AT&T went down on 
January 15, 1990, when a bug in a single line of code incurred the 
network failure for several hours [7]. Specifically, the problem 
occurred where a break statement within a switch case, was nested 
within an if clause. Companies linked to its services faced fiscal 
setbacks, among which was “American Airlines”, whose 
incoming calls were reduced by two-third owing to the network 
crash [8, 29]. 

The incidents mentioned above, stress upon the need and 
significance of thorough analysis of the code before the runtime 
state. This paper presents a static code analysis tool for C#, named 
as sharpniZer. The rest of the paper is organized as follows: part 
B of this section will delineate the basic aim and purpose of the 
utilization of static code analyzers in the software development 
process. Section 2 reveals the solution proposed in this paper i.e. 
a static code analyzer for C# that is designed to detect such 
seemingly non-destructive but critical bugs usually ignored in the 
development of mission-critical systems. This section will also 
discuss the categories in which the rules implemented by the 
proposed analyzer can be generally segregated. Part 2 of section 
2 will present the methodology adopted for the development of 
the tool. It also indicates the flow of the application. Section 3 
outlines the system features and characteristics of sharpniZer. 
Each module is briefly presented; the figures attached to each 
module shall assist the reader in gaining better insight into the 
tool. Section 4 gives a comparison of the proposed tool with other 
existing tools in a tabular format. The textual summary of the 
comparative analysis is given in section 5. Section 6 presents the 
direction of future work i.e. discussion of the ways the tool can be 
extended or modified, to cater to the rapidly changing market 
needs. Section 7 concludes the research presented in the paper. 

1.3. The Goal of Static Code Analyzers 

Static code analysis chiefly focuses on examining the source 
code, without actually executing it, to help ensure that the code is 
abiding by the established coding standards. This helps recognize 
such flaws and code constructs that may decrease code quality, or 

in the worst-case scenario, incur a costly disaster month or years 
later. The article an overview on the Static Code Analysis 
approach in Software Development [30] talks about and 
objectives for developers to introduce static code analyzers in the 
testing phase of the development life cycle and here we 
summarize six of those factors 

• Saves time and money 

Reviewing code manually can take up much time, in 
comparison to which automated static code analyzers are much 
faster. These analyzers can take large sets of known bugs 
(common as well as uncommon) and combine them with special 
algorithms to track them anywhere in the code in hand, which 
enables the bugs to be detected in a matter of seconds which 
would otherwise take hours or even days.   

• In-Depth Analysis 

With manual testing, it is highly likely to overlook some code 
executions paths, which is not the case in automated testing. 
Automated testing is performed as we build our code, so we can 
get an in-depth analysis of where potential issues might lie, under 
the rules applied by the user. 

• Accuracy 

It is always possible for manual reviews to be inaccurate or 
error-prone. This is another aspect where code analyzers come in 
handy. They can specify exactly where and when the error occurs 
without any ambiguity. Issues such as stack overflows or race 
conditions, that only show up when code goes into production, are 
hard to figure out if not resolved beforehand (through static code 
analysis) since the scenarios are less likely to be able to be 
recreated. 

• Ease of use 

A clear benefit the analyzers provide is their ease of access 
and usability. These analyzers come in stand-alone as well as 
integrated form, you can easily integrate analyzers with your code 
editing tool. Moreover, everything is performed automatically by 
the analyzer, it does not require any profound or in-depth 
knowledge or expertise on the part of the user.   

• Comprehensive Feedback/Overview 

At the end of the analysis, the user is provided with a detailed 
overview of the code and the violations (often with 
visualizations), which helps the user to get to the action and work 
on fixing the violations there and then. 

• Uniform Code 

Code analyzers analyze the code against set coding standards, 
which means by introducing a particular code analyzer for code 
testing, the corporate is enforcing the use of best coding practices 
which will consequently set a uniform coding practice among all 
coders and programmers. This will facilitate developers in an 
easier and quicker understanding of each other’s code. 

2. Proposed solution 

Taking into account the concerns about the quality of code 
and recognizing that the cause of recent losses associated with the 
critical systems is the lack of appropriate code analysis, a static 

http://www.astesj.com/


A. Shahoor et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 561-570 (2020) 

www.astesj.com     563 

code analysis tool, named as sharpniZer, has been developed. 
sharpniZer efficiently analyzes the source code written in C# 
against the target set of (150) rules defined for analysis as per 
accepted industry standards. As soon as the analysis completes, 
the user is presented with the results of the analysis in multiple 
forms so that the user can easily gain a thorough insight into the 
quality of the code at hand. 

Before diving into the implementation of the tools, let us first 
present the 10 categories in which the selected 150 rules are 
divided. The rules have been accumulated from multiple industry-
wide accepted standards such as MISRA, JPL, CERT, CWE, etc. 
The rationale behind the selection of these 150 rules is the 
frequency of their violations along with their pertinence in the 
development of mission-critical systems. 

2.1. Description of categories of rules 

1. Usage Rules: This is the category of rules that ensures the 
proper utilization of the .Net Framework and correct usage of 
the common types provided by it. Failure in complying with 
these rules may have diverse repercussions; they can be 
complexity, maintainability, or performance issues.  

This category contains rules such as “Dispose() & Close():  
Always invoke them if offered, declare where needed.” and “Do 
not omit access modifiers”. 

The former rule recognizes the problem that Class instances 
often have possession of unmanaged resources, such as database 
connections. Not disposing of these resources implicitly or 
explicitly after they are no longer needed, may lead to memory 
leakage. Similarly, not closing SQL connections after utilizing 
them, may result in a lack of connections available in case of 
connecting to the database again. 

2. Design Rules: Every programmer or developer is unique and 
has his style when it comes to coding or implementing logic. 
Therefore, it is imperative that some standard of coding style 
is maintained that will be followed by all the developers. 
Design rules will thus outline certain guidelines for the way 
logic is to be implemented. 

As an example, consider the following rule: “‘out’ and ‘ref’ 
parameters should not be used”. ‘Out’ and ‘ref’ are required when 
variables have to be passed by reference. This requires above-
average experience and skills in working with pointers and more 
than one return value as well as an understanding of the difference 
in the concepts of ‘out’ and ‘ref’. Not all developers are expected 
to be of the same competency, and therefore to bring all 
developers to a level playing field, it is recommended to rather 
shun the use of out and ref. 

3. Object Model and API Design Rules: These are the rules that 
are geared towards object-oriented features such as 
inheritance, encapsulation, etc. An example rule for this 
category is: “Always prefer interfaces over abstract classes.” 
Since interfaces are not coupled with other modules, it can be 
independently tested, unlike abstract classes, that can be only 
tested during integration testing. Moreover, since in C# a 
class can inherit from one only class but multiple interfaces, 
it is highly recommended to prefer interfaces when the 
developer has a choice between them and abstract classes. 

4. Exceptions: Exceptions are yet another part of the code that 
needs to be catered for with much caution. Consider the 
following rule: “If re-throwing an exception, preserve the 
original call stack by omitting the exception argument from 
the throw statement”. 

This rule guides and warns us about the case when we want 
to re-throw an exception. It tells us that if we re-throw the 
exception with the exception (ex) argument, the compiler will not 
consider it a “re-throw” of the original exception rather it will 
consider it as a new exception that occurred where the throw (ex) 
statement was written. Likewise, many such guidelines need to be 
considered when using exceptions in our code. 

5. Complexity Rules: These rules deal with common coding 
practices that may seem harmless at the time of 
implementation but in the long run result in what has become 
known as spaghetti code, where the flow of control is hard to 
keep track of. Particularly for critical systems, spaghetti code 
proves to be extremely risky, since in such systems one can’t 
afford to overlook the validation and verification of every 
possible path of the control flow [4]. 

An example rule for this category is “Continue statement 
should not be used” or “go to statement should not be used”. Since 
goto and continue statements provide an alternative way to exit 
from control structures, for large code files, it becomes inevitably 
difficult to keep track of and verify all the paths of the control 
flow. 

6. Inefficient code: Rules of this category cater to the coding 
practices that negatively affect the performance of the system 
that may either be the result of greater time or memory 
consumption. 

For example, a rule for this category of issues is “Avoid string 
concatenation in loop”. Since string is an immutable type, every 
time a string is concatenated using ‘+’ or using ‘Concat()’, a new 
memory location is reserved for the newly formed string. If the 
number of iterations is unknown or is very large, such practice 
would highly deteriorate the performance of the system due to 
unnecessary consumptions of memory. 

7. Incomplete code: As is suggestive of the title, rules that fall 
in this category cater to the sections of code that give the 
impression that some part of code is left out, be it 
intentionally or mistakenly. Such coding faults, above all 
things, raise the issues about the understandability of code 
[10]. 

As an example, to this category of rules, consider this rule: 
“Ensure that a 'switch' includes cases for all 'enum' constants”, this 
rule suggests that if a switch statement is based on a variable of 
type enum, then leaving any of the constants in its cases would be 
considered as a coding error. To avoid this blunder as well as to 
enhance the understanding of the switch statement, it is advised to 
handle all constants of the enum. 

8. Logical errors: Rules in this category cater to situations when 
the coder might feel that the logic or the approach used for 
implementing a code section is correct, but actually, that code 
section ends up serving some other purpose, as opposed to 
the one the coder had for it in mind. Such blunders result in 
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unexpected results, confusion in the understanding of the 
code, or redundancy and decreased performance [3]. 

Example rules for such scenarios are as follows: “Do not 
perform self-assignment” or “Do not compare identical 
expressions”. Looking at these rules, it is obvious that they 
prevent redundancy overhead by warning the user not to waste 
time and memory on something that will have no effect or use 
whatsoever. Therefore, such an implementation should be 
regarded as a coding error. 

9. Maintainability Rules: This category of rules chosen for our 
system is the one that deals with the issue of maintainability. 
These rules ensure that the size of the code or modules and 
values used within, do not exceed a particular limit, for better 
performance and efficiency of the system. One example of 
this category is “Avoid creating files that contain many lines 
of code”. Very large files will not only create problems of 
maintainability but will lead to many other issues such as: 

● Merge conflicts; if more than one developer needs to work on 
the code at the same time. 

● Network traffic; if the system uses a version control system 
to which the entire file needs to be transmitted for every small 
change. 

● Poor organization of code; since large file size might be the 
result of appending everything to the same file, rather than 
building related things separately in respective files. 

10. Naming Conventions: This category outlines the conventions 
set for naming code files and identifiers. The identifiers 
include properties, variables, methods, fields, parameters, 
namespaces, interfaces, and classes. Certain guidelines for 
naming have a much more critical purpose than mere 
consistency, take for example this rule: “Avoid using the 
same name for a field and a variable”. Since the field is just 
a local variable of the class, declaring any other local variable 
with the same name as the field will cause confusion between 
the two, therefore it is strongly recommended to use different 
names for fields and variables in general [16]. 

2.2. Implementation Details 

The tool, sharpniZer, is developed in WinForm on .NET 
Framework of Visual Studio.  For development, Waterfall model 
is chosen, whereas the implementation language is C#. The 
implementation process and logic is discussed in detail below: 

In creating the analyzer, we made use of SDK called Roslyn, 
which provides the user with useful API’s used for C# code 
parsing and analysis of language constructs.  An analyzer created 
with the Roslyn SDK, inherits Microsoft's CodeAnalysis base 
class. Given a file as a string, Roslyn can parse it and create a 
syntax tree from it, using the  CSharpSyntaxTree Class of the 
Microsoft.CodeAnalysis package. It can then access the root of 
the syntax tree using the following statement.  

var root = (CompilationUnitSyntax)tree.GetRoot(); 

Once we get the root of the syntax tree, it is fairly easy to 
access the descendant elements (declarations, expression, etc.) in 
the code. Microsoft.CodeAnalysis library enables us to access 
various elements of a node. For e.g  

Microsoft.CodeAnalysis.CSharp. Syntax  enables us to access any 
type of declaration in C# code. 

To show how our analyzer detects the different categories of 
problems and how checks are implemented, we will present the 
snippets of code demonstrating the implementation of 2 of the 150 
rules implemented by sharpniZer. 

Rule: Do not assign to local variable in return statement 

When the assignment is made to a variable in a return 
statement, the variable goes out of scope and the value assigned 
is never read. Hence resulting in code redundancy. Redundant 
source code is one that is bloated, less reliable, and difficult to 
maintain. Any expert programmer would agree that the harder it 
is to maintain the code, the more likely it is to contain bugs. 

Moreover, in a highly knitted team setting where multiple 
developers are involved, any such code written by a programmer 
will create much confusion for another to read or understand, 
resulting in a great deal of wasted time and mental energy. In the 
following section, we present and explain the snippets from our 
program which detects and warns about such redundant 
assignment statements in C# code. 

First, all the method declarations in the code are stored in a 
list. 

 IEnumerable<MethodDeclarationSyntax> 
methodsdecroot.DescendantNodes().OfType<MethodDeclarati
onSyntax>(); 
 
Next, all the variable declarations within each method are stored. 
foreach (var method in methodsdec) { 
    foreach (var VarDec in 
method.DescendantNodes().OfType<VariableDeclaratorSyntax>
()) { 
          VarDecsList.Add(VarDec.Identifier.ToString()); 
     } 
 
Then, all the return statements within each method are looped 
through.  
 foreach (var returnStatement in 
method.DescendantNodes().OfType<ReturnStatementSyntax>()
) { 
 
After which we loop through all the assignment expressions 
within each method are looped through.  
 foreach (var assignment in 
method.DescendantNodes().OfType<AssignmentExpressionSyn
tax>()) { 

 
The following code then checks if any of the assignments are 
made to the variables declared within the method (local variables) 
and is done in a return statement. 
 if (returnStatement.Contains(assignment) && 
VarDecsList.Contains(assignment.Left.ToString())) { 
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If so, then the line number of that particular assignment is added 
to the warnings list 
 warnings = "Do not assign to local variable in return statement"; 
 lineno = assignment.GetLine()+1; 
 WarningsList.Add(lineno + "@" + warnings + "@" + level); 

In the above example, the rule was implemented by working 
on merely syntactic level. However, if the rule to be implemented 
requires some more information about the nodes/syntaxes (such 
as types, members, namespaces and variables which names and 
other expressions refer to), we have to be able to retrieve the 
symbols of the expressions or declarations. 

We can retrieve symbols once we have the semantic model 
for the syntax tree.  The method 
SemanticModel.GetDeclaredSymbol()  is used to get the symbol 
of a given declaration syntax, whereas 
SemanticModel.GetSymbolInfo() returns the symbol of an 
expression   syntax. The implementation of the second rule 
presented here makes use of this. 

Rule: “Use throw instead of throw e (e for exception) whenever 
rethrowing the exception” 

Throw statements are used so that if, during the execution of 
a software program, an unexpected condition occurs, the system 
is unable to process the next statement and instead throws an 
‘exception’ error that specifies the line where the problem 
occurred, along with the line the throw statement was specified at. 
Now, when that exception is caught, we can choose to re-throw it. 
However, when re-throwing the exception, most programmers 
make the mistake of using the throw statement with the exception 
object (e); doing so will make the stack trace information within 
the exception restart at the current location, such that it will then 
point to the line where exception was thrown, rather than where 
the problem, causing the exception, occurred. 

Though it might not seem like a critical issue per se, any 
programmer would acknowledge that incorrect stack trace 
information can lead to much confusion and thereby potential 
disruption of any logic that would be based on it. Below we 
present our code implementation that would detect such 
statements (if any) within C# source code. 

First, all the catch clauses in the code are stored through the 
descendants of the root node (as in the previous example). 

IEnumerable<CatchClauseSyntax> catchcaluses = 
root.DescendantNodes().OfType<CatchClauseSyntax>().ToList(
); 
 
Next, the throw statements within a catch clause are stored. 
foreach (var catchclause in catchcaluses) {  
   var throws = catchclause.DescendantNodes(n => n == 
catchclause || 
!n.IsKind(SyntaxKind.CatchClause)).OfType<ThrowStatementS
yntax>() .Where(t => t.Expression != null); 
 
Then, all the throw statements, that were saved in the list, are 
looped through, to get the expression symbol of each throw. 

 foreach (var @throw in throws) { 
    var thrown = 
model.GetSymbolInfo(@throw.Expression).Symbol as 
ILocalSymbol; 
 
If the expression symbol matches the exception identifier, it 
means the throw statement specifies the exception, which violates 
the rule. Hence the line number of that throw statement is added 
to the warnings list.  
 if  (Equals(thrown, exceptionIdentifier)) { 
     warnings = MessageFormat; 
     lineno = ( @throw.GetLine()+1).ToString(); 
     mylist.Add(lineno + "@" + warnings + "@" + level); 
 } 
 
3. System features and usage 

Upon launching the tool, the user is asked to browse a .CS 
file or folder containing.CS files. Once the files are loaded, users 
can select the categories of rules upon which the analysis is to be 
conducted. The tool allows users to selectively enable the 
categories of rules (by default, all categories of rules are enabled). 
The analysis result presents the defiance and violations in source 
code in congruence with the underlying set of rules. An analysis 
summary is presented in the form of a dashboard, presenting the 
results in tabular form. The graphical representation adds to the 
visualization of analysis and assists users in gaining deeper insight 
into the results. An overview of the flow of the analysis process 
of sharpniZer can be seen in Figure 1.  

 
Figure 1: Methodology for conducting analysis 

The above mentioned features of the system will now be 
elaborated per module below 

3.1. Browsing C# file or project folder  

User may CHOOSE C# file(s) to be analyzed in two ways: 

Using the “Choose C# File” file option: allowing the user to 
choose any code file with the extension of .CS.  After the file is 
selected, the content of the file will be displayed to the user in the 
Analyze tab (Figure 4). Clicking the Start Analysis button in the 
Analyze tab will start the analysis of the selected file.  
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Figure 2: Home page of sharpniZer 

 
Figure 3: Selection of files for analysis 

 
Figure 4. Analysis progress 

Using “Choose C# Project” option: The user may choose any 
folder containing .CS files in the folder itself or its subfolders. If 
the user wants to deselect a file within that folder, they can click 

on that file’s name in the “Files for Analysis” list (Figure 3), that 
file will be removed from the list of the files to be analyzed. The 
selected files will be analyzed sequentially and the progress of the 
analysis for each file will be displayed (Figure 4). 
3.2. Select categories of rules for conducting analysis 

Users can select or deselect any of the 10 categories of coding 
standard rules provided. The available categories can be seen in 
Figure 5. 

 
Figure 5. Selection of categories 

3.3. Viewing analysis results 

As soon as the analysis of the selected files(s) finishes, the 
tool switches to Results tab (Figure 6), which displays the result 
of the analysis. The analysis result specifies the filename(s), line 
no. at which the violation has been encountered, the violated rule, 
and the severity of the violation. 

 
Figure 6: Analysis result 

3.4. Viewing Dashboard 

The Dashboard presents the analysis summary. The 
numerical/tabular form of the results allows the user to gain 
deeper insight into the outcome (Figure 7). It also allows the user 
to generate an analysis report in a .pdf file that can be 
saved/downloaded and shared with team members (Figure 8).  
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Dashboard presents the following content: 

● Total File(s) Selected 

● Total Lines of Code 

● Total number of violation(s) 

● Number of violation(s) per file 

● Category Violation(s) for all file(s) 

● Category of violation(s) per file 

● Severity of violation(s) for all file(s) 

● Severity of Violation(s) per file 

 
Figure 7: Dashboard 

 

Figure 8: Analysis Report 

3.5. Visual representation of Analysis Result 

The Visual representation of results is often considered to be 
more comprehensive and elaborate, therefore, sharpniZer 
generates graphs by utilizing the numerical values of analysis 
results (Figure 9). The graphs can be generated for total violations, 

as well as for each file (if the analysis is conducted upon multiple 
files). 

● The bar chart represents the total violations per category of 
rules chosen. 

● The pie chart represents the total violations of rules per 
severity level. 

 
Figure 9: Graphical representation of analysis results 

4. Review and Comparison of the Existing Tools with 
sharpnizer 

Below we provide a review of other existing 9 tools that 
analyze code written in C# (a detailed comparison of C# code 
analyzers could be found in our previously published review 
article Probing into code analysis tools: A comparison of C# 
supporting static code analyzers [27]).  

The 9 tools chosen for comparison in this research were 
selected based on their overall ranking resulting from numerous 
surveys combined with the fact that prior literature has proved 
these tools to be the most popular among researchers. The 
majority of the values for our evaluation are attained by gathering 
information from surveys and public reviews of users. Rest are 
procured by self-executing the tools and observing the 
performance in light of the mentioned 10 parameters. 

Table I defines the parameters taken into consideration for 
comparison. These parameters were selected based on the survey 
of the code analyzer features most commonly considered by 
companies when selecting one to assess their mission-critical 
systems. Table II AND III present the value for each tool against 
these parameters. Whilst keeping the comparison authentic and 
unbiased, Tables II and III manifests the benefits sharpniZer has 
over some other quite decently known tools in use today. 

5. Results 

From the results of the comparative analysis presented in 
Tables 1 and Table 2, we can see that sharpniZer’s installation 
process and usability is easier than some of the tools available. 
Though the number of rules implemented is yet lower than most 
in comparison, it supersedes many in providing customization of 
rules’ selection, categorizing the nature of violations and covering 
a wide spectrum of the coding standards. In addition, unlike some 
of the contemporary tools, sharpniZer does not require code to be 
compiled first to perform analysis. 
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Table 1: Comparison Parameter
 

S. No. Parameter Definition 

1 Usability How user-friendly is the tool for a layman (scalable from easy to hard) 
(The classification was done based on the pubic reviews of the users of the tools listed and 
those of our client) [13]-[26] 

2 Installation How convenient is the process of installation/integration of the application (scalable from easy 
to hard) (Classification was done based on published surveys and our client’s reviews) [13]-
[26] 

3 No of Defined Rules  The number of rules/metrics defined within the tool, so that the tool might assess compliance 
of these rules, during the analysis of codes. 

4 No. Of Categories of 
Defined Rules 

Number of types of coding standard violations defined by the tools 
 

5 Requires compiled code Does the tool require the code to be compiled before it can perform analysis on it? 

6 Graphical representation Does the tool display the graphical representation of the analysis result? 
 

7 Selection of Desired 
Categories of Rules to be 

Applied 

Does the tool allow the user to select specific categories of rules to check the code compliance 
with? 

8 Severity categorization 
based on the nature of the 

violation (Blocker, critical, 
major, minor) 

Does the tool specify the severity of violations in results (minor, major, or critical)? 
 

9 No. of Standards for Code 
Compliance 

Number of coding standards with which the tool checks the compliance of the code at hand 

10 Is the Tool Optimized for 
Mission Critical Systems? 

Does the tool predominantly check the compliance with rules defined for the development of 
mission-critical systems? 

 
Table 2: Comparative Analysis 

 

S. No. Tool Usability Installation No of Defined 
Rules 

No. of 
Categories of 
Defined Rules 

Requires 
Compiled 

Code? 

1.  Ndepend Normal [13, 14] Easy [13, 26] More Than 150 
Default Code 

Rules 

14  No 

2.  PVS-Studio Hard [23, 25] Easy [23, 25] 450 Diagnosis 
Rules 

29  No [23] 

3.  Resharper Easy [21, 26] Easy [21, 26] 1700+ Code 
Inspections 

 10 No [21] 

4.  Fxcop Easy For GUI, Hard for 
Command Line [19, 25] 

Easy [19, 25] More Than 200  9 Yes 
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5.  Visual Code Grepper Easy [18, 26] Easy [17, 26] Unknown 3 No 

6.  Nitriq Easy [20, 25] Difficult [20, 
25] 

Over 40 Pre-
Written Rules 

Defined  

Unspecified Yes 

7.  Parasoft Dot Test Easy [23, 26] Untested/ 
Not Reviewed 

Above 400 20 No 

8.  Coverity Scan Hard [16, 25] Easy [16, 25] Unknown 30 No 

9.  sharpniZer Easy Easy 150 10 No 

 
Table 3: Comparative Analysis 

 

S.No. Tool Graphical 
Representation 

Selection of Desired 
Categories of Rules 

to be Applied 

Severity Categorization 
Based on Nature of 
Violation (Blocker, 

Critical, Major, Minor) 

No. of 
Standards 
for Code 

Compliance 

Is the Tool 
Optimized 
for Mission 

Critical 
Systems? 

1.  Ndepend Yes [14] Yes Yes [13] Unspecified No 

2.  PVS-Studio No [24] No No 3 Yes[24] 

3.  Resharper No [21] No No Unspecified No 

4.  Fxcop No Yes No 1 No 

5.  Visual Code 
Grepper 

Yes [26] No Yes 2 Yes [18] 

6.  Nitriq Yes [20] Yes No Unspecified No 

7.  Parasoft 
DotTEST 

Yes [24] Yes Yes 3 Yes 

8.  Coverity Scan Untested/ 
Not Reviewed 

No No 2[15] Yes [15] 

9.  sharpniZer Yes Yes Yes 5 Yes 

Due to successful realization of chief requirements for testing 
static code of mission-critical systems, sharpniZer is currently 
employed by NESCOM (a military research organization of 
Pakistan) to test the software (written in C#), embedded in some 
of the mission-critical and ammunition systems developed by the 
organization. 

6. Future Work 

The proposed tool currently encompasses 150 coding rules, 
obtained from standards (established for the development of 
mission-critical systems) such as MISRA, CERT, CWE, and JPL 
and also from Microsoft. The rules list can be extended to cover 
more rules and standards. Moreover, custom rules can be made 
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part of the tool that will allow users to define their own rules 
through a query language. 

Refactoring is yet another feature that can be incorporated 
into the system. Through Refactoring, the violation will 
automatically be corrected in the code as the user clicks on the 
violated rule in the Results tab. Also, the tool can be expanded to 
cater to source codes of other languages along with C# 

7. Conclusion 

This paper discusses the burgeoning issue of overlooked bugs 
in static code of critical systems, and proposes a static code 
analysis tool, sharpniZer, that analyzes the code specifically 
written in the C#, and precisely identifies all the discrepancies and 
deficiencies in the source code as per the coding standards set for 
the development of mission-critical systems, enhancing the 
overall efficiency and reliability of the code. 
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 In this report, polymeric composites made from Polypropylene (PP) and talc powder were 
studied. The talc powder with different portions of 10%, 20%, 30% by weight was used to 
create samples. The samples were examined by the tensile test and the flexural test 
according to ASTM D638 and ASTM D790. The surface morphology of the samples were 
investigated by scanning electron microscope (SEM). Increased the talc powder portion 
led to a decrease in the tensile strength and flexural strength. Among the added talc powder 
samples, the 10% talc powder sample presented the highest mechanical tensile strength of 
25.91 MPa and flexural strength of 47.99 MPa, while the 30% talc powder sample shown 
the lowest mechanical tensile strength and flexural strength. The results of SEM analysis 
indicated the existence of talc plates and porosity between talc plates and PP substrate 
compared to the neat PP sample. The surface morphology of the samples was observed by 
SEM, showing higher porosity in samples with increasing filler content. Moreover, 
increasing the talc powder portion resulted in a higher chance of brittle fracture. The 
research indicated and explained the effect of talc power on the characteristic of PP.   
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1. Introduction 

Neat Polypropylene (PP) plastic resins are preferred for 
plastic products requiring a high cost of the material bill. 
Therefore, with conventional products, manufacturers can use 
recycled PP to reduce costs and reduce environmental pollution 
[1-3]. Normally, the products made from recycled PP consist of 
neat PP, recycled PP, and filler. Fillers help reduce costs as well 
as improve the functionality of the product [4-6]. They are usually 
insoluble minerals, adding them will increase the volume of 
polymers. They can be broadly classified as reinforcing or non-
reinforcing fillers. Among them, CaCO3 is a popular choice for 
filler roles [7-9]. CaCO3 fillers have been used in the form of fine 
particles with a size of less than 10 µm. CaCO3 content can be 
added from a few percent to up to 30 percent by weight ratio. 
Adding CaCO3 could greatly improve the thermal and mechanical 
properties of polymer materials [10-12].  

For example, adding 20% CaCO3 will improve thermal 
stability by about 27.5oC and in case of 30%, the tensile modules 
will increase by 97% when compared to pure PP [13]. Similarly, 
with 5, 10 and 20% CaCO3 by weight, the results of the study have 
shown an increase in the elastic modulus, yield to break, and 
elastic stress. It has also been confirmed that viscosity during flow 
increases with fortifier addition and reaches the highest value with 

15% talc [14]. The effect of kaolin on the mechanical properties 
of PP/Polyethylene through mixing kaolin fillers with the content 
of 1, 3, 5, 10, 14% by weight ratio is also considered [15]. The 
results showed that the tensile strength increased simultaneously 
with the increase of the filler concentration from 2 MPa of non-
padded PP/Polyethylene and up to 9 MPa with the appearance of 
14% kaolin. Increase the concentration of kaolin from 0 to 14% 
helps increase from 40 HD (Shore D Hardness) to 70HD. 

Talc is also commonly added to increase hardness and 
improve the properties of polymers [16-18]. Therefore, more than 
200 thousand tons of talc powder is mixed with PP annually. Talc 
has many effects of increasing hardness, durability, thermal 
resistance, and anti-damage of ultraviolet rays, good scratch 
resistance [19-21]. Talc is widely used in plastic products for 
machine parts such as cars and motorcycles, as well as household 
plastic products such as nylon bags and plastic pots. The current 
trend in the automotive industry is to produce thin, light, and 
precisely sized parts, which requires higher rheological resins that 
talc fillers can meet. China is the key world talc and steatite 
producing country with an output of about 2.2 million tonnes 
(2016), which accounts for 30% of total global output.  

Several authors showed that adding talc could rise the 
mechanical properties of pure PP [22-25]. For instance, Urmila el 
al. pointed out that adding 10, 20, 30, 40, and 50% weight ratio 
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results in the improvement of mechanical properties such as 
tensile strength from 23,49 MPa with primary PP up to 26,65 MPa 
[22]. Silva reported that adding talc with the ratio of 5, 10, 15, and 
20% of the weight ratio leads to an increase in the tensile strength, 
from 28 ± 5MPa of pure PP up to 130 ± 4 MPa [14]. Mechanical 
properties of materials such as Charpy impact resistance and 
tensile strength can also be improved. Pan et. al indicated that 
tensile strength reaches its maximum value at 33.9 MPa in the 
presence of a 10% talc compared to 30.8 MPa of pure PP [23]. 
Moreover, the flexural strength also increased from 22,86 MPa to 
pure PP up to 32,98 MPa with 50% talc [22]. Too much talc 
powder is not good for the properties of the polymer. The tensile 
strength of the composite has 25% Talc is 24 MPa and 30% Talc 
is 22.5 MPa [24]. Composite PP with Talc shows an increase in 
elastic modulus when the amount of talc powder is up to 20% 
compared to pure PP from 85,72 MPa up to 150,0 MPa and 
decreases at higher concentrations [25]. 

The hardness of the mixture depends on the particle size and 
has been observed through microscopic images and the results of 
the Izod impact test give the result. With the larger particle size, 
the hardness decreases, and vice versa. For the impact toughness, 
with the particle size of 30 µm, the impact toughness is 6.5 (ft-
lb/in) and with the particle size of 10 µm, the impact toughness is 
12 (ft-lb/in) [26]. The hardness of the mixture increases with 
increasing Talc concentration [24]. Moreover, the impact 
toughness can also be improved by adding a suitable amount of 
talc. The impact toughness increased from 2 (KJ/m2) of primary 
PP increased to 4 (KJ/m2) with the appearance of 10% Talc, and 
then decreased to 3.5 (KJ/m2) [23].  

When comparing directly the two most common fillers in PP, 
CaCO3, and Talc, there are still some mechanical weaknesses 
when adding CaCO3 (tensile strength, flexural strength, elastic 
modulus, stress to break, and elastic stress), while talc is 
somewhat more dominant. The aims of this study is investigating 
the effect of talc composition on the tensile strength, flexural 
strength and microstructure of PP polymer.  

2. Materials and methods 

2.1. Materials and samples preparation 

PP (Moplen HP500N type) was supplied by Lyondell Basell 
Industries (Saudi Arabia). Talc (TMD type) particle size was from 
28 to 44 µm, whiteness ranged from 88-95%, chemical 
composition comprises Fe2O3 2-3%, MgO 25-27%, CaO < 0.6%, 
SiO2 52-54%.  

Table 1: Compositions of the samples (%wt.) 

Materials Compositions of the samples (%wt.) 
S1 S2 S3 S4 

PP 100 90 80 70 
Talc 0 10 20 30 

Table 1 presents the compositions of the samples S1-S4. The 
samples making process uses computer systems mixing and 
extrusion Polylab research OS - Haake (Germany), which has the 
basic parameters of the system such as mixing chamber contained 
120 cm3, and extrusion equipment L/D = 25, D = 16 mm. Single 
screw extrusion equipment connected to blown film system 
(blown film) and sheet extrusion system (0.2 to 1.2 mm x 100mm). 
Mixed samples were melt-blended during the period from 6-7 

minutes with the temperature of the extruder zone temperature 
was 180°C. After extruding, the resulting pellets were dried at 
80°C for 4h and then molded using injection molding machine 
into plates. The mold-temperature profiles were set at 180oC. The 
molding process was carried out in 5 minutes and then cooled for 
20 minutes. Figure 1 presents the size of plate samples after 
molding, it is 145 x 145 mm in length and 2 mm in thickness. 

 
a) Sample S1 

 
b) Sample S2  

 
c) Sample S3  

 
d) Sample S4 

Figure 1: Material sheet for making samples: (a) Sample S1, (b) 
Sample S2, (c) Sample S3, and (d) Sample S4 

2.2. Methods for mechanical properties and surface morphology 
analysis of samples 

The tensile property was defined by method ASTM D638-02 
experiments with the conditions required, as shown in Figure 2. 
Testing samples must be cleaned of oil, grease, and other 
impurities, then put into the environmental conditions of 23 ± 2°C 
direct heat, humidity 50 ± 5%, for 40 hours prior to the test. The 
experiments were conducted by Universal testing machine 
Shimadzu Autograph AG-X Plus 20kN (Japan). Some basic 
specifications are described as following: load capacity 
(maximum) 100 kN, traction speed 0.0005 to 1000 mm/min ± 
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0.1%, tensile capacity (maximum) 600 mm. This paper using 
speed was 55mm/min 

  

 
Figure 2: Specimen for tensile test 

Flexural properties were defined by method ASTM D790 
experiments. Samples are the composite material beams of 
rectangular cross-section placed 3-point bending under load. The 
sample size was shown in Figure 3. The experiments were 
conducted by Universal testing machine Shimadzu Autograph 
AG-X Plus 20kN.  

 

 
Figure 3: Sample for flexural test 

The fracture surface of each specimen in the bending strength 
test was observed by scanning electron microscope HITACHI S -
high resolution - 4800 (SEM), with acceleration 5.0 kV. The 
surface of the samples used for SEM all was platinum-sputtered 
with a conductive layer before observation. 

3. Results and discussions 

3.1. Tensile strength  

The number of replicates is mostly four. Despite there is some 
differences between replicates, they varied only a few percent. 
Figure 4 shows the stress-strain curves of S1-S4 samples. Figure 
5 shows the average values of the tensile strength of these samples. 
The tensile strength values are 30.73 MPa, 25.91 MPa, 23.68 MPa, 
and 23.29 MPa corresponding to S1, S2, S3, and S4 samples, 
respectively. In general, increase the talc content leads to decrease 
in tensile strength, a similar result of Zihlif report [24].   

Table 2 presents the elongations of S1, S2, S3 and S4 samples. 
The average elongation values are 6.09%, 3.45%, 1.89%, and 2.99% 
corresponding to S1, S2, S3, and S4 samples, respectively. 
Increase the talc content mostly decrease the elongation value of 
the samples.  

 
a) Sample S1  

 
b) Sample S2  

 
c) Sample S3  

 
d) Sample S4  

Figure 4: Stress-strain behavior of tensile strength: (a) Sample S1, (b) Sample 
S1, (c) Sample S3, and (d) Sample S4 
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Figure 5: Tensile strength comparison of samples 

Table 2: Elongations of the samples 

Samples S1 S2 S3 S4 
Elongation (%) 6.09 3.45 1.83 2.99 

This result may be due to the function of talc. When mixing 
talc into the PP, the aggregation of talc affects the crystallization 
process whereby talc acting as a nucleating agent uniformly 
distributed in the matrix resin PP and filling the matrix. However, 
an uneven talc particle size and the excessive incorporation of this 
filler may lead to filler agglomeration in the polymer matrix 
leading to the formation of micro-filter due to the difficulties in 
achieving a homogeneous dispersion of fillers. This phenomenon 
leading to weakening the interfacial bonding with the PP matrix, 
and creating some voids and defected structure of the composites, 
therefore, causing a reduction in tensile strength. 

3.2. Flexural strength 

Figure 6 illustrates the stress-strain curves of the flexural test 
of S1-S4 samples. Figure 7 shows the average values of the 
flexural strength of these samples. The flexural strength values are 
49.31 MPa, 47.99 MPa, 46.06 MPa, and 47.62 MPa 
corresponding to S1, S2, S3, and S4 samples, respectively. In 
general, increase the talc content leads to decrease the flexural 
strength, a similar result of Zihlif report [24].     

Table 3 presents the elongations of S1-S4 samples. The 
average elongation values are 6.09%, 3.45%, 1.89%, and 2.99% 
corresponding to S1, S2, S3, and S4 samples, respectively. 
Increase the talc content mostly decrease the elongation value of 
the samples.  

Table 3: Flexural strain of the samples 

Sample S1 S1 S3 S4 
Flexural strain (%) 7.24 3.99 2.56 2.73 

The reductions of the flexural strength and flexural strain are 
the result of the toughness and hardness increase. The introduction 
of rigid particles in a ductile matrix leads to lower elasticity/ 
deformability of the resulting compound. 

 

 
a) Sample S1 (100% PP) 

 
b) Sample S2  

  
c) Sample S3  

  
d) Sample S4  

Figure 6: Stress-strain behavior of flexural strength: (a) S1, (b) S2, (c) S3, and 
(d) S4 
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Figure 7: Flexural strength comparison of samples 

 
a) Sample S1  

 
b) Sample S2 

 
c) Sample S3 

 
d) Sample S4  

Figure 8: Fracture surface microstructure of samples: (a) Sample S1, (b) Sample 
S2, (c) Sample S3, and (d) Sample S4 

3.3. Microstructure 

The fracture surface microstructure of the samples is 
analyzed by SEM to have a more insightful view, as shown in 
Figure 8. Figure 8(b), (c) and (d) indicates the presence of talc 
powder in the polymer matrix. These figures also show the 
porosity between the talc powder and the PP matrix. Increase the 
talc will lead to an increase in the existence of this powder and 
porosity in the matrix. 

All these factors contributed to the transfer of stresses from 
the matrix to the filler leads to reduce the bending properties. 
Furthermore, it was cleared that the fracture surface of PP matrix 
was clear and the number of the craze was limited, so the fracture 
was a brittle fracture. But the fracture surface of PP/Talc blends 
was rough, and the number of crazes increased with the increasing 
dosage of talc. Therefore, in this case, the fracture of PP matrix 
was a brittle fracture as the crystallization of the higher talc 
contain sample was higher, a similar result to Pan et al. [23]. 

4. Conclusions 

In this study, the effect of 10%, 20%, and 30% talc to the 
tensile strength and flexural strength was studied. Some important 
points can be withdrawn as follow: 

• The 10% talc powder sample posses the highest mechanical 
tensile strength of 25.91 MPa and flexural strength of 47.99 
MPa among the talc powder samples. The 30% talc powder 
sample presents the lowest mechanical tensile strength, while 
the 20% talc powder sample represents the lowest flexural 
strength. 

• The SEM results indicates the existence of talc powder and 
porosity between talc plates and PP substrate compared to the 
pure PP sample. Increasing the talc powder leads to a higher 
rate of porosity and a higher chance of brittle fracture. 
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Interpreting data for solving information needs demands an understanding of the semantics
of row data. In this paper, an ontology-driven management of data of the presence of radon
gas in soil is presented. The main contribution of this research relies on the formal definition
of the semantic of the presence of radon in the dimensions of space and time. As a result,
a dynamic data view generator for the observation of radon measurements was deployed
without actual software programming but with the proper adjustment and instantiation of
the ontology ViewOnto, a web ontology which was created for the formal description of data
views. An experimental assessment of the proposal was carried out with data obtained from
stone aggregate mines and civil constructions in Tungurahua. The usability of the resulting
data management system was successfully validated with the criteria of experts on usability
and researchers with experience in radon measurement.

1 Introduction

According to United States Environment Protection Agency esti-
mates, radon is the number one cause of lung cancer among non-
smokers and the second one overall [1]. Recent studies in the
detection of radon have been focused on the definition of alternative
methods for detecting radon presence in soil and air [2, 3], making
the radon detection cheaper and accessible.

The study of collected radon data is important not only for warn-
ing about the humans’ health risks because of its inhalation [4, 5] but
for the prediction of earthquakes [6] and spontaneous combustion
scenarios in coal mines [7]. In these quite different scenarios, time
and space are recognised as fundamental dimensions of collected
data in order to depict an actual throbbing picture of the presence
and potential impact of radon [4]–[8].

Meanwhile, other variables like meteorological parameters and
soil characteristics are intrinsically related because of their influence
in radon concentration [3, 5, 7, 9]. This kind of studies is charac-
terised by a challenging task: to derive meaningful insights from
collected data [6, 7].

In the literature review that was carried out, it was not possible to
find a common data model for characterising the presence of radon.
On the contrary, depending on the research, different variables and

even different measure units characterise each research. This lack of
data normalization makes harder to work with retrieved data from
the field. Requiring such a flexibility level on data management
tools, it is important to note that developing adaptive collective
structures of knowledge by ontology-based techniques has been
successfully applied to different research areas [10]–[12].

This paper presents an ontology-based dynamic tool for the
observation of radon measurements. The decision for an ontology-
based solution is twofold. Firstly, a flexible solution is designed,
adaptable to different objectives of research and changing mecha-
nisms of measurement as the research goes on. Secondly, the tool
does not need changes on code in order to adapt to changes on data
to collect and data views required by researchers for analysing data
in the space and time dimensions. Other important issues as user
authentication and data access protection are out of the scope.

The proposed solution is based on ViewOnto, a web ontology
which was defined for the formal description of the semantics of
data views in different scenarios [10, 11]. Many domain ontologies
have been created until now [11, 14, 17] but ViewOnto is the only
one with this purpose of those available in the consulted literature.
In this work, this ontology is taken into the dimensions of space and
time. Its usability was validated by a usability test of the data views
generated on the use case of the study of the presence of radon in
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mines and civil constructions in Ecuadorian highlands.
This paper is structured as follows. Section 2 depicts related

works. ViewOnto is described in section 3 and the general architec-
ture of the ontology-based data management tool for studying radon
concentration is presented. Section 4 presents the results of the
experimental evaluation of the tool in the scenario of the measure-
ment of radon diffusion rate of building materials in stone aggregate
mines and civil constructions in Tungurahua, in the Ecuadorian
highlands. Finally, in section 5 conclusions and future work are
discussed.

2 Related works

Tareen et al. proposed a method for predicting earthquakes based
on the automatic detection of anomalous behaviour in radon time
series data [6]. As result of their research, anomalous behaviour
seen in radon time series data has been determined as an indicator
of seismic activity [6].

Meanwhile, surface-based radon detection is a technique used
for spontaneous combustion prediction in coal mines by studying
the radon migration mechanism of overlying strata [7]. These stud-
ies show the importance of tools for supporting the understanding
of data series of radon measures.

Other studies determine the acceptance of the influence of me-
teorological variables in radon concentrations [3, 7]. This actually
leads to the estimation of soil radon gas with meteorological parame-
ters, determining the necessity of taking into account meteorological
parameters when making an analysis of radon influence on human
life.

The results of the research of Verdonck et al. show that ontology-
driven conceptual modeling has advantages for achieving higher
quality models when compared to traditional conceptual model-
ing. Likewise, they concluded that it is advantageous to apply an
ontology-driven concept modeling technique when having to model
the more challenging and advanced facets of a certain domain or
scenario [14].

Formalising the semantic of data is fundamental for its auto-
matic processing [15]. Semantic aspects of data determines logic
rules of knowledge base systems [12, 13, 15] whilst web ontologies
are accepted as formal mechanisms for structuring data conceptual-
izations [13].

In another study, Verdonck et al. have studied the pragmatic
quality of ontology-driven models and they have concluded that the
notion of time is easier to comprehend in ontology-driven models
where an individual endures through time and is regarded totally
present at any moment in its lifetime. The same was confirmed when
analysing how easy to understand was the formation of semantic
relationships [13]. Meanwhile, Baumgartner et al. highlighted that
making timely identification, resolution, and prevention of critical
situations is fundamental for having a semantically richer knowl-
edge model [15].

Wagih et al. focused on defining the semantic aspects of user’s
mobility for location recommendation systems by defining Ridology,
an ontology model for exploring human behaviour trajectories in
ridesharing applications [12]. Meanwhile, Sorokine et al. proposed
the use of ontologies in the generation of scenarios for the purpose

of testing the algorithms used to detect nuclear materials [16].
Another study proposing an ontology-driven representation of

knowledge is the research carried out by Mantovani et al. for man-
aging geological maps [17]. In their approach, a domain ontology
in the context of geological knowledge named OntoGeonous was
used in order to constrain the behaviour of a dynamic data entry tool
to refer to the terminology conveyed by the taxonomic-axiomatic
nature of the ontology [17]. None of related work analyzed during
this research take into account the semantics of data in the space and
time dimensions. Nevertheless, all these research results support
the idea of choosing an ontology-driven concept model technique
for carrying out the analysis of the impact of radon in human life
both, on the space and time dimensions.

3 Description of the ontology-based data
management tool

The software architecture of this solution is structured in three lay-
ers. Fig. 1 illustrates a general view of the interaction among layers
of the proposed solution and with the user. The data entry and data
views generators automatically generate a user interface by using
the semantics of the instance of the ViewOnto ontology for radon
observation.

Changes in the instance of the ontology automatically generate
changes in the user interface. The user interacts with the data entry
interface for inserting, updating and deleting data stored in the the
structured database whilst he interacts with the data views generator
for interpreting and learning from annotated data.

Figure 1: General view of the proposed solution.
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The most important outcome with this implementation is that
there is no need of updating the encoding of the application for
changing the behaviour of the application. Those changes are auto-
matically generated in user interfaces by changing the instance of
ViewOnto that describes the semantics of data stored in the relational
database. Below, the three layers of the architecture are described.

3.1 Semantics of the measurement of the presence of
radon

The semantics of the database design in relational database models
define the ultimate restrictions of datatype for each data item, unique
index restrictions and the kind of relationships existing among data
entities. Fig. 2 shows the relationships among the main data enti-
ties defined in the use case of this research for measuring radon’s
presence in the highlands of Ecuador. Other entities, like the User
entity for specifying which users that have access to these data, were
ignored in the diagram for improved clarity of the concept.

Figure 2: Main entities in use case’s database design.

For this use case, in-mine and in-constructions observations
were recorded. Different detector mechanisms were used and differ-
ent soil aggregates were analysed. Both, time and space dimensions
of data are fundamental for the study since it is required to be able
to analyze the evolution of radon presence on observations. In this
scenario, the semantic restrictions of the designed database were
not enough but considered as a baseline guarantee for the integrity
of managed data. Defining further semantic restrictions was nec-
essary for building a data entry and report generator tool which
adapts to changes in the semantics of data. Otherwise, the automatic
generation of proper interfaces for end-users would be intractable.

For this purpose, modeling the semantics of data within a custom
instantiation of the ontology ViewOnto was considered. Figure 3
shows the conceptual model of ViewOnto for formalising a database
schemata.

Next, the main semantic definitions reused and extended from
[10] in the instantiation are formally encoded using the description
logic of the OWL language. For deeper insights about ViewOnto,
the extended definition of the T-Box of ViewOnto and the specific A-

Box of ViewOnto for radon observation are available int the online
repository that accompanies this paper at Open Science Frame-
work1.

Figure 3: Conceptual model of ViewOnto.

V,D, I, S ,R, F v >; V u S u R u D u I u F ≡ ⊥ (1)

View V, Descriptor D, Identifier I, DataItem S, Relationship R
and Filter F are the basic classes in the terminology of ViewOnto.
Those classes are disjoint sets and this terminology corresponds to
the original definition of ViewOnto by Fernández et al. [10].

S dt, S n, S s, S e, S i, S b, S la, S lo v S ;
S dt u S n u S s u S e u S i u S b u S la u S lo ≡ ⊥

(2)

Semantic datatypes are represented by the classes DateTime
S dt, Number S n, String S s, Email S e, Image S i, Boolean S b, Lati-
tude S la and Longitude S lo. All these data items are subclasses of
DataItem S. Those data items in bold were added to the original
definition of ViewOnto in order to take into account the space and
time dimensions of data. The appropriate DataItem is decidable by
the corresponding datatype for each data item in the database.

V ≡ = 1title u

= 1mappedTo u ∀isIdenti f iedBy.I u

= 1isIdenti f iedBy u ∀isDescribedBy.D u

∀isRelatedBy.Rv

(3)

A View V is defined as the class with one, and only one, title,
mappedTo and isIdentifiedBy properties. The property title is used
for generating labels and menu options in the automatically gener-
ated data entry forms and report views. Meanwhile, the property
mappedTo is used to link the View with the corresponding dataset in
the database. V is identified by an Identifier I. Further, V may be
related (or not) with one or more Descriptors D and Relationships
between Views Rv by instantiating the isDescribedBy and isRelat-
edBy properties, respectively.

1 https://osf.io/wj46b/
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D ≡ = 1title u ∀describedBy.S u

= 1describedBy.S u

= 1isAlternative u ∀isRelatedBy.RD

(4)

A Descriptor is defined as the concept D, which instantiates
once, and only once, the roles title, describedBy and isAlternative.
The properties describedBy and isRelatedBy only take value in the
range of S and RD instances, respectively. These restrictions are
mandatory for a Descriptor. Figure 4 shows the connections among
DataItems and Descriptors in the spatial dimension of the use case.
This diagram was generated with the OntoGraf plugin for Protégé
using the instance of ViewOnto that was built for studying radon
concentration.

Figure 4: Graphical representation of Descriptors and Dataitems in the space dimen-
sion of the use case.

3.2 Implementation of the business logic layer

The business logic layer is exposed as a REST-API. A json en-
coder/decoder was integrated for making possible the communica-
tion with the client-side layer of the data management tool. Inside,
the design of the business logic layer was threefold. One component
was built for querying and updating the database whilst another
component allowed to query the ViewOnto A-Box of the use case.
Finally, an inference component that uses the Jena inference engine
was implemented. This component inferences semantic rules based
on the OWL encoding of ViewOnto. As Jena is an inference engine
implemented in Java, all features of the business logic were exposed
as web services in a TomCat Server. Figure 5 shows the structure of
the proposed business logic layer.

Four main API-REST methods were proposed that conform to
the management of the data of a data view. With different parame-
ters, these methods allow to retrieve and to trigger CRUD actions
over the data of a data view. Other eight API-REST methods allow
to retrieve the list of available data views and data of inter-related
data views, their descriptors and identifiers. Table 1 shows the
structure of possible requests to the API-REST.

Figure 5: Graphical representation of the business logic layer.

Table 1: Examples of requests to the API-REST

Method Path Action
POST /api/view

/inMineObservation
records an
observation.

POST /api/view
/inMineObservation/1

updates an
observation.

GET /api/view
/inMineObservation

retrieves data
of observations.

DELETE /api/view
/inMineObservation/1

deletes record 1
from observations.

With this implementation of the business logic layer, it is possi-
ble to have more than one client-side layer implementation. With-
out changes in the code, just by changing the specification of the
ViewOnto A-Box, the behaviour of the business logic may adapt to
changing scenarios. Data retrieved by the business logic flow to the
client-side layer in an efficient way.

3.3 Implementation of the client-side layer

The implementation of the client-side layer is twofold. A generator
of data entry interfaces and a report generator were implemented.
An automatically generated interface for data entry allows the user
to register annotations of radon measurements. Meanwhile, the
report generator allows the user to navigate through data views
for analysing collected data. All these interfaces are generated on
request, based on the information stored in the instance of ViewOnto.

Figure 6 shows a data entry interface generated from the seman-
tics stored in the ViewOnto A-Box that was defined for supporting
the study of radon concentration. The definition of descriptors of
longitude and latitude (mineLocationX and mineLocationY, as ap-
pear in figure 4), determines the rendering of a map component for
choosing a location. The implementation of this map component
allows to mark a point, a set of points, and a path. These functional-
ities are activated or not, taking into account the information that
the user will enter in the data entry form. How to store data in the
database is specify in the mappedTo data property of ViewOnto.

Meanwhile, other data entry controls (text fields and a com-
bobox) are rendered for entering corresponding values. The rules
for validating the values entered in each of these controls come from
the instance of ViewOnto. The kind of control to render is chosen
taking into account the DataItem that matches to each Identifier
and Descriptor in the instance of ViewOnto. Other restrictions are
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defined in the instance of ViewOnto using specific data properties.
This is the case of mandatory fields in the data form, minimum and
maximum values of each numeric field and the set of valid values
(if this is the case).

The instance of ViewOnto includes rules for validation and error
messages, just in case the rules are violated. The contribution with
this work is that the semantic definition of form fields, and how to
deal with them, is not mixed up with HTML and JavaScript. Instead,
they are defined using the declarative syntax of OWL as they are
stored in a web ontology.

Figure 6: Sample of the prototype of data entry interface. (1) Title of the data view
as defined in the instance of ViewOnto. (2) Interactive map component for the input
of the location of new mine record. (3) Text fields for the input of the name of the
mine. (4) Combobox field for the input of the type of soil of the mine. Valid values
are specified in the instance of ViewOnto. (5) Text field for the input of humidity and
area of the mine. Automatic validation of these fields restrict user input to numbers.
(6) Buttons for saving and cancelling user data entry.

On the other hand, figure 7 shows the interface of the prototype
when rendering information about observed mines. Location of
the mines are rendered over a map canvas and the descriptors of
the data view are shown in a tabular view. Each data view does
not match necessarily with a table in the database. The amount of
data views depends on the interests of the user. A list of related
views is shown in the upper right corner of the interface when the
options button is tap. The user may filter data per descriptor and he
can show/hide descriptors, as well. Navigating to most related data
views is possible by tapping buttons on the left side of each data
row. In this case, it would be navigating to the ditches under study
on a specific mine.

Figure 7: Sample of the prototype of report generator interface. (1) Interactive map
component. (2) List of visible/hidden properties of the active data view. (3) Ordering
criteria and filters applicable to each property. (4) Tabular data component. (5)
Navigation access into related data views. (6) Links to other data views described in
the instance of ViewOnto.

4 Analysis of Results
The experimental evaluation of the results show that it was pos-
sible to build a generator of data management tools. Whenever
changes in the user interfaces would be needed, the code of the
generator would not change. Only the instance of ViewOnto would
be rewritten and, if necessary, the structure of the database would
be modified. This way, the role of the programmer was changed.
Instead of prescriptive programming, descriptive programming for
coding the instance of the ontology and abilities on SPARQL and
SQL are now on required for the maintenance of a generated data
management tool.

This software was used for the deployment of a system for
studying radon concentration. The user interfaces are automatically
generated each time that the user requires to interact with the sys-
tem. From the data model of figure 2, three data entities were
managed in the space dimension, and two other data entities were
managed in the time dimension. The navigation among data views
was automatically generated taking into account the semantics of
the relationships among data views.

The results were also assessed on an usability evaluation of the
data management tool. Nielsen and Budiu suggest to have from 5
to 11 participants in a usability study [18]. Two experts in usability
and three experts in the study of radon concentration participated
in the assessment. All of the participants in this study have more
that 15 years in the industry and 8 years of academic experience. In
a first phase, the participants in the study were called for a virtual
presentation on how to use the software. Then, all of the experts
quantified the level of usability of the interfaces that the software
would be able to generate. Their evaluation was made using Nielsen
principles of usability [18].

Each expert determined if each usability principle was accom-
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plished, not accomplished or not relevant. Their answers were
anonymously collected. Then, feedback of the answers was given
to the experts and a new qualitative analysis was carried out. A
consensus on usability principles that were not relevant was found.
A total of seven usability principles were considered as relevant for
an ontology-based data management tool. Results were debated in a
final public session of work and experts were asked to give a weight
to each relevant usability principle. A Likert scale of 1-5 was used.

As a result of the study, it was found that experts agree that the
interfaces generated with the software comply with high standards
of usability. Table 2 shows a resume of relevant usability principles
and the mean of the weight that experts gave to each of them.

Table 2: Results of the validating survey

Criteria Mean
value

I would use this tool 5.0
This tool seems easy to use 4.6
Using this tool, the understanding of data
in the real world gets easier

4.8

This tool facilitates the control of
the user over the data management process

5.0

This tool facilitates the user
to freely manage data upon his needs

4.6

The options of this tool are clearly understandable 4.8
This tool is flexible and efficient for data management 4.8

5 Conclusions

This paper presented the implementation of an ontology-based
data management tool. The semantic restrictions of the designed
database were not enough but considered as a baseline guarantee for
the integrity of managed data. Defining further semantic restrictions
was necessary for building a data entry and report generator tool
which adapts to changes in the semantics of data.

This data management tool 1) adapts to changes in the under-
standing of data, 2) dynamically integrates data in different measure
units and 3) interprets the semantics of data for deciding its appear-
ance in the user interface.

The space dimension of data views is expressed by its location
on a map. On the other hand, the time dimension of data views is
expressed by describing its nature -beginning, enduring and lasting
of events-.

Both querying languages, SQL and SPARQL were necessary
for communicating with the database and the ontology, respectively.
Mapping the semantics with actual data in the data storage was
possible by using the mappedTo property of the ViewOnto ontology.

Results were experimentally validated in the management of
radon observations in the Ecuadorian highlands and experts ex-
pressed their acceptance of the usability of the tool. Using this
generator in other scenarios is theoretically possible but, as future
work, further research is needed in order to assess the capabilities
of ViewOnto for expressing the semantics of managed data in other
scenarios.
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 The main objective of this research is to analyze the impact that the implementation of a 
strategic plan would have on achieving the competitiveness of the micro, small and medium 
enterprises (MSMEs) that are dedicated to bottling, marketing and distributing water in the 
city of Los Mochis. It is intended to offer a tool to this type of company that allows them to 
be competitive against large transnational companies, which currently dominate the 
market. For this, a mixed methodology was used, presenting a descriptive-correlational 
scope with a non-experimental cross-sectional design; In which a population of 21 MSMEs 
was analyzed, through the application of a measurement instrument, to quantify the levels 
of competitiveness that they currently present. The results of the investigation showed a low 
performance in the competitiveness of these businesses, exposing similarities between their 
deficiencies, highlighting the mismanagement and ignorance of the economic environment 
in which they are found. 
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1. Introduction 
Talking about the importance of the micro, small and medium 

enterprises (MSMEs) is essential to understand the economic 
growth and development they generate in the world and the 
positive impact they provide to the global economy, since they 
generate jobs, pay social security contributions, and also boost 
local economies; In the opposite case, the large transnational 
companies that, although they contribute the aforementioned, also 
return their profits to their country of origin. Likewise, according 
to [1], more than 99.8% of the companies in Mexico are micro, 
small or medium-sized, while in [2] it is indicated that MSMEs 
contribute 60% of the GDP of that country. 

However, the low level of competitiveness that these small 
businesses present, represent into a relatively short life span, 
(since according to [3], only 25% of these companies survive the 
first 2 years after opening, while the average life span is around 7 
years), in which they fail to compete with the large transnational 
companies. In other words, the vast majority of these small 
businesses fail and subsequently disappear from the market. That 
is why the need arises to offer tools and methodologies that, 
through interdisciplinary actions, allow MSMEs to achieve 
competitiveness in the area. 

For the above, it is essential to understand the low 
competitiveness of MSMEs and the context in which they 
currently compete, as well as the critical factors that directly 

influence their low performance, and based on this, determine 
which strategies are the most appropriate in the design of the 
strategic plan, given the imminent crisis that threatens these small 
businesses with their disappearance.  

2. Method and Materials 

2.1. Type of investigation 

According to the problem detected, it was determined that the 
research pursues a mixed route since, through both quantitative 
and qualitative tools, it aims to interpret the scenarios or contexts 
in which MSMEs are currently, understanding the importance 
they represent for the economy from any country. 

2.2. Design and scope of the investigation 

The situation for many MSMEs is critical, as they do not 
show any signs of competitiveness in the market in which they 
participate, compared to their direct competitors, therefore they 
do not represent any risk for large companies. 

Therefore, this research presents a descriptive-correlational 
scope with a non-experimental cross-sectional design, on the 
implementation of a strategic plan in the region's MSMEs, since 
as in [3], it will be carried out in a period of unique time, trying to 
shorten the gap between the demand presented by the large brands 
of bottled water that operate in the region, and the micro and small 
companies that are dedicated to marketing a similar product. Also, 
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only those MSMEs that are dedicated to the bottling and 
marketing of water in the region will be taken into account. 

2.3. Hypothesis 

The information to formulate the hypothesis arises from the 
diagnosis obtained, as well as from the reviewed literature, which 
helps to suppose scenarios in relation to the results that will be 
obtained, and the significant contributions that the strategic plan 
will have to the competitiveness of the companies. MSMEs, as 
well as the adaptability that these businesses and their possible 
contexts may present. 

That said, the following research hypothesis is established: 

• Hi. The design of a strategic plan will allow small companies 
to become competitive with large companies. 

2.4. Design of the instrument 

The instrument used to measure competitiveness in MSMEs 
in the region was a questionnaire with a Likert-type scale, using 
the dimensions and indicators of the competitiveness map of the 
Inter-American Development Bank (IDB) for their reliability, in 
addition to being a tool widely used by other researchers 
according to the literature reviewed. 

This instrument was used during the development of this 
research and according to [4], this tool was designed to 
specifically identify the deficient areas that directly influence the 
low level of competitiveness of MSMEs, and with this, develop 
corrective strategies that allow to significantly improve the 
competitiveness of the diagnosed company. The application 
consisted of a structured questionnaire used by [5] with a Likert 
scale, with a total of 103 questions focused on each of the 
dimensions and indicators established by the IDB competitiveness 
map. 

In addition, according to [6], the Inter-American 
Development Bank has always contributed to the socioeconomic 
development of Latin America and the Caribbean, promoting 
research and supporting companies, which is why it is considered 
to be a fairly reliable tool, based on the experience of such an 
organization. 

It should be mentioned that as in [7], the dimensions and their 
respective indicators according to the IDB Competitiveness Map 
are shown in the Table 1. 
Table 1: Dimensions and indicators to measure competitiveness according to the 

IDB Competitiveness Map: 

Variables Indicators 
1. Strategic planning 
 
 

1.1. Strategic planning process 
1.2. Strategy implementation 

2. Production and purchases 
 

2.1 Planning and production 
process 
2.2. Process capacity 
2.3 Maintenance 
2.4 Research and development 
2.5 Provisioning 
2.6 Inventory management 
2.7 Location and infrastructure 

3. Quality Assurance 
 

3.1 General aspects of quality 
3.2 Quality systems 

4. Marketing 
 

4.1 National market: marketing and 
sales 
4.2 National market: services 
4.3 National market: distribution 

5. Accounting and finances 
 

5.1 Cost monitoring and accounting 
5.2 Financial administration 
5.3 Legal and tax regulations 

6. Human resources 
 

6.1 General aspects 
6.2 Training and promotion of 
personnel 
6.3 Organizational culture 
6.4 Industrial health and safety 

7. Environmental management 7.1 Environmental policy of the 
company 
7.2 Strategy to protect the 
environment 
7.3 Awareness and training of staff 
on environmental issues 
7.4 Waste management 

8. Information systems 8.1 System planning 
8.2 Inputs 
8.3 Processes 
8.4 Outputs 

Source: Own elaboration, based on Saavedra, Milla and Tapia [1]. 

Subsequently, once the vulnerable areas of these small 
businesses have been identified, a strategic plan will be made 
based on the comprehensive strategic management model [8], 
which allows them to take the necessary actions, so that they 
achieve competitiveness with respect to their major competitors. 

2.5. Population 

The population obtained for this research is 21 of MSMEs 
that are dedicated to bottling and marketing of water in the city of 
Los Mochis. Likewise, the unit of analysis for this research 
consists solely of the owners of said MSMEs, due to their 
knowledge in all areas and their authority to make decisions.  

3. Results 

The results obtained yielded some of the following data: 

• Of the 21 MSMEs diagnosed, only 2 businesses 
acknowledged having used some type of strategic planning in 
the last 2 years, which represents 9.52% of the total 
companies analyzed, while 66.67% said they have never used 
strategic planning, running your business solely empirically, 
as shown in Figure 1. 

 
Figure 1: MSMEs that have used strategic planning in the last 2 years. 
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This indicates that the MSMEs considered for this research 
are usually empirically guided, so there is no basis in the decisions 
they make. This indicates that a series of actions can be offered 
with analytical support, on what actions to take and find the 
advantages of implementing them. 

• From the same diagnosis, it was found that 61.90% never 
implemented a SWOT analysis to identify their strengths and 
weaknesses, or to better understand the environment in which 
they compete and their direct competition. A graph with 
percentages is shown in Figure 2. 

 
Figure 2: MSMEs that have used SWOT 

This result shows that 13 of the 21 MSMEs do not know what 
their opportunities and threats are in the environment in which 
they currently compete, and they do not know the strengths they 
have, or at least not in an analytical and conscious way. 

• A very important factor is the care of the work equipment, 
and in this sense, 17 of the 21 MSMEs admitted not to carry 
out preventive care to the production teams, which represent 
into 80.95% of the total of the companies studied. This 
percentage is expected to decrease to at least 50% since this 
point is considered to be extremely relevant, since without the 
production equipment in optimal conditions, the operation of 
the business may be affected in the short term. It can be seen 
in Figure 3. 

 

Figure 3: Preventive maintenance program for all equipment and machinery in 
MSMEs 

Based on the previous graph, it can be seen that most MSMEs 
do not take optimal care of work tools, which will affect these 
businesses a lot, since the operation and production of the product 
depends on this. 

• There is mismanagement of inventories by diagnosed 
MSMEs, since 76.19% of these businesses do not have a 
defined storage system, presenting rotation and shortage 
problems at very specific times, which significantly affects 
the image of these businesses. Likewise, the percentages of 
this item can be seen in Figure 4. 

 
Figure 4: MSMEs that use management and administration systems in their 

inventories 

One of the alarming results is that 16 of the 21 MSMEs 
diagnosed do not use or consider any inventory system to 
safeguard their products, which has led to shortages at some point. 
This can generate a negative image that severely affects MSMEs, 
so it is evident that it is necessary to generate a methodology for 
the storage of products, without having excess inventories. 

• It was determined that the design of the strategic plan will 
follow the structure of the comprehensive strategic 
management model of Fred David and Forest David [2], since 
it is considered a fairly complete and adaptable tool, which 
can generate quite significant results for the achievement of 
competitiveness in MSMEs in the region. In Figure 5, each 
of the factors that make up the comprehensive strategic 
management model is shown in detail. 

 
Figure 5: Fred David's Comprehensive Strategic Management Model  

Source: Obtained from the book “Strategic Management A Competitive 
Advantage Approach, Concepts and Cases” [3]. 
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In this model, it is possible to obtain a vision with much more 
clarity about the stages of the strategies to develop; starting from 
the type of strategy required according to the needs detected, to 
then formulate a series of actions and methodologies, on which an 
analysis of each will be carried out and select the most appropriate 
according to the context in which each of MSMEs. 

Once the strategies have been selected, they are carried out, 
monitoring the results to obtain an assessment and adjust the 
strategies implemented according to the evaluation obtained. 

4. Discussion 

Based on the obtained results, the relationship determined by 
the hypothesis is accepted, which establishes that the design of a 
strategic plan will make a significant contribution to achieving the 
competitiveness of MSMEs with respect to their large competitors. 
Likewise, the data found so far, show an important relationship 
with respect to the results shown by [6] who point out that 
strategic planning has a significant influence on the organizational 
management of MSMEs and that it can increase their 
competitiveness substantially. 

On the other hand, in contrast to what indicate in [1], who 
mention that the three strategies most used by family business 
entrepreneurs are to improve product quality, provide a pleasant 
service or through the development of a new product or service 
that is related to the image of the business that promotes a better 
perception among its consumers; However, the results of this 
research do not agree with the previously mentioned strategies 
according to the diagnosed analysis unit, who do indicate that it is 
imperative to improve the inventory storage and control system, 
since considerable losses are generated in certain periods of time. 

Likewise, given the integrity of the strategic management 
model of Fred David and Forest David, this research is expected 
to be too beneficial for all those MSMEs that implement the 
strategic plan and are in search of achieving competitiveness. 

5. Conclusions 

The lack of competitiveness is something that has affected 
MSMEs throughout their existence, however, not having an 
action plan represents a disadvantage compared to their large 
competitors, which does not allow them to make better use of their 
own resources in a more adequate way, since the low performance 
of competitiveness is generated mainly by the ignorance of the 
owners themselves, to make smarter decisions or initiatives on 
strategies that allow them to have greater control of their business, 
and in turn, help them to extend their life time in the market and 
allow them to grow achieving greater competitiveness. 

Currently, MSMEs in the region show almost zero 
competitiveness and with many areas of opportunity, since they 
present quite a few deficiencies, among which stand out the lack 
of care for their equipment, the mismanagement of inventories, in 
addition to the worrying ignorance they have of the environment 
in which they compete; However, if they manage to adapt 
effectively to the strategies developed, they will make better use 
of their resources and considerably improve their processes. 

For local economies, MSMEs are extremely important since 
they generate jobs and improve the quality of life of many people, 

so it is essential to promote a more equitable market, in which 
MSMEs can compete against large companies, achieving a greater 
participation in the market and generating a significant 
positioning among consumers in the region. 
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 This research describes new traffic congestion analysis method “Traffic Congestion 
Triangle” based on more than one month real traffic big data analysis in India. The location 
of the research is one of typical economical growing cities Ahmedabad in Gujarat state of 
India. The traffic congestion becomes more serious issues in most developing countries and 
the congestion causes so called negative impact of environment destruction, un-necessity 
fuel consumption, health problem, economical loss and fatality by traffic accidents. 
Therefore there are lots of challenges for transportation under many projects focused on 
“smart city” development. The traffic analysis and theory have been developed after 1950s 
and it has helped many countries. However there are still lot of unknown condition in traffic 
analysis of developing countries. 
This research started from 2015 and it enables to get real traffic flow data. This manuscript 
is described not only the typical traffic flow characteristics such as daily traffic volume but 
also introduces unique traffic congestion characteristics by using “occupancy” which has 
triangle shape characteristics as traffic congestion daily trend. 

Keywords:  
Traffic Flow Analysis 
Traffic Congestion 
Traffic Occupancy 

 

 

1. Introduction  
This study shows new traffic congestion analysis in one of 

typical mega city in India. In general, it is hard to make traffic 
analysis especially in development countries where there is 
economical difficulty for infrastructure improvement under higher  
demand of transportation by strong economic growth. Author has 
a chance to proceed traffic management system deploy in 
Ahmedabad city of Gujarat state of India since 2015 by Japan 
International Agency support program for the reduction of traffic 
congestion. The traffic management system consists of 14 traffic 
monitoring Cameras along their main streets and traffic condition 
indication by the 4 electric sign boards so called Variable Message 
Sign or VMS board in the city. In terms of Ahmedabad city, the  
population of the Ahmedabad is about 6 million [1] and the number 
of four wheelers is 2.6 million, that of two wheelers is 15.8 million 
in 2018 [2]. The four wheelers growth rate is 65% compared with 
in 2010. And Ahmedabad is an economic and industrial hub of 
India and is the largest city in Gujarat stat. Therefore there are 
heavy traffic congestion and local government Ahmedabad 
Municipal Corporation faces sever condition for urban 
transportation management. 

The traffic congestion analysis itself has been established in 
traffic theory by several report recently based on real traffic flow 

observation [3, 4]. From those related study, the traffic congestion 
is annualized by traffic flow parameter such as traffic volume, 
traffic density, traffic speed, and traffic occupancy. In general, the 
traffic congestion is detected from the traffic speed because the 
drivers feel slow traffic by their driving speed itself. But there is 
some cases traffic slow movement under slow traffic speed but it 
is not under congestion. Therefore it is difficult to define its traffic 
congestion between human feeling and physical vehicle 
occupation on the driving road. From those related studies, it is not 
enough to use just one traffic parameter like vehicle speed, or 
traffic density etc. In another word, it is necessary to manage 
multiple traffic parameter for understanding traffic congestion and 
it becomes more important especially for the developing countries. 
In [5], the author has analysis traffic congestion by using traffic 
density and space headway parameter but the measurement is only 
four days in Chennai in India. And M.Goutham and B.Chanda 
shows vehicle probe data in terms of traffic service by traffic 
volume and speed in Hyderabad of India based on Indian Road 
Standard IRC-106-1990 [6]. 

In this study, the fundamental traffic flow characteristics from 
one month measurement in the city of India is shown compared 
with the traffic flow theory and how it is difficult to analyze for its 
traffic congestion condition. Then it focuses on traffic volume and 
traffic occupancy relationship as the traffic congestion parameter 
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and proposes “traffic congestion triangle” from this relationship as 
the new traffic congestion parameter. 

2. Traffic Congestion Theory and Measurement 

In the traffic flow theory, there are three major characteristics 
as the fundamental traffic flow characteristics. One is traffic 
density (k) to vehicle speed (v)―k – v curve.  The k – v curve shows 
the typical traffic condition instinctively. When the traffic becomes 
crowded, the vehicle speed is reduced and one of typical 
observation model is Greenshields equation [7]. The second one is 
traffic density (k) to traffic volume (q)―k – q curve. The k – q 
curve explains the traffic flow relationship between physical road 
length (vehicle number / km) and time scale (vehicle number / 
hour). The third one is traffic volume (q) to vehicle speed (v)―q – 
v curve. Those three characteristics are so called the traffic flow 
fundamental characteristics of the traffic flow. The next section 
explain the traffic congestion condition by using this theoretical 
traffic flow characteristics. And then it is compared with the traffic 
theory and the result of actual measurement in the city of India. 

2.1. Traffic Flow Theory 

Based on the traffic theory, Greenshields equation is given by 
Equation (1). 

𝑣𝑣 = 𝑣𝑣𝑓𝑓 �1 −
𝑘𝑘
𝑘𝑘𝑗𝑗
� (1) 

 
vf : free speed 
kj : jam traffic density 

And the relationship between traffic volume (q) and traffic density 
(k) is provided by Equation (2) by traffic flow conservation law 
[8]. 

𝑞𝑞 = 𝑘𝑘 × 𝑣𝑣 (2) 

From Equation (1) and (2), Equation 3 is taken, 

𝑞𝑞 = 𝑣𝑣𝑓𝑓 �1 −
𝑘𝑘
𝑘𝑘𝑗𝑗
� 𝑘𝑘 (3) 

Then Equation (4) is taken by transforming Equation (3). 

𝑞𝑞 = −
𝑣𝑣𝑓𝑓
𝑘𝑘𝑗𝑗
�𝑘𝑘 −

𝑘𝑘𝑗𝑗
2
�
2

+
𝑣𝑣𝑓𝑓𝑘𝑘𝑗𝑗

4
 (4) 

From Equation (1) and (4), the k – v curve and k – q curve are 
shown in Figure 1 (a) and (b). 

 
(a)  k – v curve                          (b) k- q curve 

Figure 1: Fundamental Traffic Flow Curve 

In terms of the traffic congestion from the traffic flow curve such 
as k – q curve, the traffic congestion area in the graph is shown in 
Figure 2. 

 
Figure 2: The traffic congestion area in k – q curve 

The traffic congestion occurs after the critical traffic density 
(kc) and eventually its traffic volume declines from this point. After 
reaching traffic jam density (kj), the traffic volume becomes 
theoretically zero. In case of the k – v curve, the traffic congestion 
is located between kc and kj as shown in Figure 3. 

 
Figure 3. The traffic congestion are in k – v curve 

2.2. Traffic Flow Measurement 

In this research, the measurement field is used in Ahmedabad 
City of Gujarat State in India, where is one of big city in the state 
as mentioned in introduction. The traffic data is collected by 14 
CCTV monitoring Cameras which are installed in the west side of 
the city as shown in Figure 4. In Figure 4, Camera#1 means CCTV 
number 1 and Camera#1 has one CCTV with pole on the street. 
The VMS#1 means VMS (Variable Message Sign board) number 
1 and it also has CCTV with Traffic Sign board. The traffic data 
is measured by the CCTV and measures traffic flow data such as 
number of vehicles, average vehicles speed, traffic density. The 
traffic flow data was collected in June 2015 one month data by 
every minutes. The total traffic flow data for each CCTV becomes 
more than 40,000 points and author took 11 Camera data through 
Camera number 1 to 10 and VMS number. In this paper, we take 
eleven CCTV data because VMS#1 and VMS#2 data are missing 
during measurement by communication network error. In this 
traffic flow observation by traffic monitoring camera, we use 
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major road traffic flow monitoring because the condition of 
intersection is different traffic flow with traffic signal and 
pedestrians. The intersection analysis is our next study. 

 
Figure 4: Traffic monitoring Camera location in Ahmedabad city. 

Among the result of measurement point, it takes the traffic 
flow data from Cameraera#2 in June 2015. The k – v curve and k 
– q curve are shown in Figure 5. Each data in Figure 5 shows 
generalized data by lane. In case of Cameraera#2 road, there are 
two lanes. 

 

(a) k – v curve   

 

 (b) k – q curve 

Figure 5: The measurement result of the traffic flow characteristics of 
Camera#2 

From those two graphs, it is hard to define where traffic 
congestion point is.  Therefore, the daily traffic condition 
observation is shown in Figure 6 as daily basis traffic volume 
change and vehicle speed change from 7:00 am to 6:00 am next 
day. 

 
(a) Traffic Volume daily basis change at Camera#2 

 
(b) Vehicle Speed daily basis change at Camera#2 

Figure 6: Traffic Flow Daily Basis Change at Camera#2 

From Figure 6, it is clear that the evening time from 19:00 to 
21:00 is most congested time zone because the vehicle speed is 
quite low (10km/h) than that of other time zone. But it is hard to 
know this condition from the traffic flow characteristics. In the 
next section, one of other traffic flow parameter is introduced to 
define traffic congestion condition. 

3. Traffic Congestion Parameter 

There are several traffic flow parameter such as occupancy, 
headway, and gap in the traffic monitoring data. Among those 
parameter, the occupancy is one of parameter which shows traffic 
condition. In this section, the occupancy parameter is described 
and it shows the relationship between occupancy and traffic 
volume. And after this, it is introduced new traffic congestion 
parameter “Traffic Congestion Triangle”. 

3.1. Occupancy (OC) 
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The occupancy is one of traffic flow parameter to explain how 
vehicle is congested on the road how much vehicle occupies their 
road. From traffic flow theory, (OC) is defied by Equation (5). 

𝑂𝑂𝑂𝑂 = 1
𝑇𝑇
∑ 𝑡𝑡𝑖𝑖𝑖𝑖 × 100 (%)                                  (5) 

where T is time of measurement, ti is detected time of vehicle i. 

When number of existing vehicles a certain section is N, average 
length of vehicle is 𝑙𝑙,̅ Equation (6) is given. 

𝑂𝑂𝑂𝑂 = 100 𝑞𝑞
𝑣𝑣
𝑙𝑙 ̅ = 100 𝑘𝑘𝑙𝑙 ̅                             (6) 

Therefore occupancy (OC) is proportional to traffic density (k) 
and traffic volume (q). 

3.2. Relationship between Occupancy and Traffic Volume 

From the one month measurement data of Camera #2 in June 
2015, traffic volume (q) to occupancy (OC) relationship are 
shown in Figure 7. According to Figure 7, the relationship 
between (q) and (OC) is proportional and the number in the graph 
shows daily O’clock time such as 22 means 22:00. All the data is 
used from average from all time zone. 

 
Figure 7: The Relationship between Traffic Volume and Occupancy at Camera#2 

 
Figure 8: The Relationship between Traffic Volume and Occupancy at Camera#1 

From Figure 7, there are two types’ lines which indicate the 
different growth ratio of the occupancy to the traffic volume. The 
Line 2 is large growth ration than that of the Line1 and the Line 2 
starts from congested time zone from 20:00. The occupancy level  

 
(a) 2D Histogram between traffic volume and occupancy at Camera#1 

 

(b) 2D Histogram between traffic volume and occupancy at Camera#2 
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(c) 2D Histogram between traffic volume and occupancy at Camera#3 

Figure 9: 2D Histogram between traffic volume and occupancy 

is more than 30%, which means heavy congested condition as 
seen in Figure 6 (b). From this observation, there are two types of 
traffic congestion scenario like light traffic congestion by Line 1, 
which occurs normally in the morning and heavy traffic 
congestion by Line 2, which occurs normally in the evening. From 
our measurement records in June 2015, the traffic condition at 
Camera#2 is most congested than that of other locations. So, when 
it takes the case study of Camera#1, Figure 8 shows the 
relationship between the traffic volume to the occupancy. The 
occupancy value is lower than that of Camera #2, which means 
the traffic congestion at Cameraera#1 is smaller than at 
Cameraera#2.  

3.3.  “Traffic Congestion Triangle” 

In the section 3.2, it takes the average value of each traffic 
volume and occupancy in June 2015 record. In case of the analysis 
from the total measurement, 2D histogram graph shows that of 
Camera#1, Camera#2, and Camera#3 in Figure 9. From Figure 9, 
each distribution of traffic volume and occupancy of Camera are 
different. In Camera#1 and Camera#3, it is clear two batches, 
which means there is clear traffic congestion condition between 
Line 1 and Line 2 in Figure 8 and Figure 10. On the other hand, 
there is not clear data batch between traffic volume and occupancy 
in Camera#2, which means Camera#2 area is relatively congested 
compared with Camera#1 and Camera#3. This is also able to 
explain by daily bases traffic volume and vehicle speed 
characteristics in Appendix Figure A. The vehicle speed of 
Camera #1 and Camera #3 is not so much drop during most 
congested time frame between 19:00 to 21:00.  

As the observation of the relationship between the traffic 
volume and the occupancy, it is able to define the new traffic 
congestion parameter which illustrates as “Traffic Congestion 
Triangle” in Figure 10. The graph in Figure 10 is based on the 
measurement analysis at Camera #3. We have similar “Traffic 
Congestion Triangle” characteristics in other camera locations. 
Therefore this “Traffic Congestion Triangle” characteristics is 
common traffic flow characteristics in Ahmedabad city and it 

shows two types of traffic congestion trends in the morning and 
in the afternoon. 

 
Figure 10: Traffic Congestion Triangle Concept 

When we collect the traffic volume and the occupancy at each 
road in particular month, it is able to create the “Traffic 
Congestion Triangle” from the relationship between their average 
traffic volume and the occupancy daily basis. Then the “Traffic 
Congestion Triangle” line shows the occupancy growth ratio in 
daily basis traffic flow condition. According to our other 
observation analysis, we have similar trend of characteristics. 

4. Conclusion 

This study focuses the traffic congestion analysis in the 
developing countries, especially in India. And based on one 
month actual traffic data collection in one of typical major city of 
India―Ahmedabad―where its population is about 6 million, 
author creates new traffic congestion analysis parameter “Traffic 
Congestion Triangle”. This “Traffic Congestion Triangle” is able 
to indicate when and how the traffic congestion occurs in the city. 
And it shows there are two types of traffic congestion―high 
traffic destiny congestion( line1 in Figure 7,8) and low traffic 
density congestion (line2 in Figure 7,8). When we have this traffic 
congestion triangle at each road, it is easy to understand what kind 
of congestion occurs. However from this characteristics, it still 
does not provide solution how to reduce its traffic congestion. We 
only know its current condition. 

We use one month data in June 2015 and the each item data 
becomes 43,200 (= 60 min use 10 traffic monitoring Cameras at 
main roads in the city and its traffic data is collected by very 
minute as traffic density, veh. × 24 hours × 30 days) points. After 
the detail traffic congestion observation, it is successful to show 
the unique relationship of traffic parameter between the traffic 
volume and occupancy. There are two patterns of occupancy 
growth ratio to the traffic volume in the morning and in the 
evening. According to all location traffic data analysis in 
Ahmedabad, the growth ratio in the evening is larger than that in 
the morning, which means its traffic congestion occurs in the 
evening time from 19:00 to 21:00. In the traffic volume to 
occupancy graph, those slope of two lines and the line between 
these two lines build the triangle shape, which it is defined as 
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“Traffic Congestion Triangle” parameter. The members of 
“Traffic Congestion Triangle” indicates each traffic congestion 
condition. Therefore when the traffic volume and occupancy are 
detected, it is able to estimate how traffic congestion occurs and 
when its congestion goes to more crowded or smooth.  

This study is based on June 2015 traffic data. So it is necessary 
to continue collecting and observing at all location such as whole 
year traffic data measurement. It is also necessary to check other 
major city case study at least in India and confirm that the “Traffic 
Congestion Triangle” is valid to other developing countries in 
future work.  It is also important to analyze the intersection point 
in terms of traffic congestion in future. 
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Appendix 

The daily basis traffic flow characteristics at Camera#1 and Camera#3 are 
shown in Figure A.  From Figure A, there is not so much traffic congestion occurred 
in both case at Cameraera#1 and #3. 

 
(a) Traffic Volume daily basis change at Camera#1 

 
(b) Vehicle Speed daily basis change at Camera#1 

 
(c) Traffic Volume daily basis change at Camera#3 

 
(d) Vehicle Speed daily basis change at Camera#3 

Figure A. Traffic Flow daily basis change 
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This paper comprehensively focused on the information systems for purchase process
optimization (IS) that are currently being used. It elaborates four crucial and important
areas in relation to purchasing and supply management. These includes; Identifying the
process involved in purchasing, how information systems are implemented and used in
enhancing the supply process, understanding the key features that constitute enterprise
resource planning, purchasing database and electronic communication between customer
and supplier, how Enterprise Resource Planning (ERP) system facilities and improves
effective communication in managing supplier selection process and lastly describing the
future requirements of electronic purchasing system that will enable transparency, visibility
and accessibility of information across the overall supply process. The parameters effectively
enable optimization of purchase process. In today’s era where Internet is accessible, the
most thriving firms are those that are in-step with the fast pace of technological revolution.
Currently, there are more high-end devices at the finger-tip of the customers, which has
significantly enabled customers and many business firms to prefer executing transactions on
their portable devices instead. The available technologies such as ERP system has opened
an effective growth path for firms to stay competitive and relevant in the market.

1 Introduction

Technology is evolving rapidly and purchasing products are ongoing
around companies/industries, therefore it is key that supply man-
agement is enhanced to develop business around the globe with
and through the help of Information System (IS). Information Tech-
nology (IT) systems have exponentially increased and enhanced
marketing technique and purchasing process for buyers (companies
and individuals) and seller of products. Users of knowledge sys-
tems have progressively found themselves as customers of multiple
technology vendors, this IT procurement method assumes bigger
and vital management. In light of the upward trend of technology,
IT system has or will become must-have for every company that is
planning intending to compete for customers, this because we are
in an era in which customers are constantly demanding fast service
from service providers. Therefore, for companies to thrive in this
ever growing technology age, they must change with rhythm to meet
user demand.

In recent years, the world’s economy at large has become in-
creasingly competitive. It has practically become an ineffective
and unsustainable approach for firms to sustain the upward com-

petitiveness in the market and further returning profits margins for
investors through a frequent increase in product cost. Instead, firms
must integrate and harness the premise of product innovation to
achieve and deliverer higher quality, and quicker response times
or performance, while continually maintaining the minimum unit
cost [1, 2].

Suppliers are very crucial in making firms competitive, by pro-
viding firms with products that meet user demands [1]. The impact
of integrating IT in purchasing process or supply management has a
great influence on every firm’s competitive ability. In [3], a piece
empirical information was collected from a total of 108 Taiwanese
firms was studied and interviews with four active managers were
carried to collect the sensible insights of the theoretical framework
of e-procurement and provide chain performance.

According to [3–5], information sharing and supply chain
integration allow a strategic viewpoint when implementing e-
procurement systems intended to improve supply chain performance.
This project will be sharing new ideas on how a new technology
channel is making a difference in purchasing and supply manage-
ment. Therefore, more discussion and discoveries will be made
in relation to the information system in place used for purchasing
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process currently. It is with the new technologies that new strategies
are emerged to impact both organization and individuals on their
ways of purchasing and supply of goods. The business can simply
grow spontaneously from their lowest profits to a higher one with
the aid of the information technology systems in place.

1.1 Purchasing Process

Entails the stages that any organization or business that want to ob-
tain services and goods for the productivity of the business defined
as the purchasing process. The author in [6] concisely explained
procurement practices as principal activities designed and under-
taken by an organization to aid promote and facilitate effective
management across the organization’s supply chain.

The stage differs based on the specific need of every business or
organization. The process becomes completed after specifications
have been developed, a buying team monitored and cooperating
with the supply manager will select suppliers, generate the request
for proposals, evaluate the proposals and select a supplier based on
established selection criteria [1, 7].

It is therefore extremely important that all necessary supply
chain information should be readily available to all companies in-
volved, and the business process should be structured in a way that
allows the full access to the available information. This information
will be utilized in the purchasing process. There main aim of every
firm is to maximize profit and minimize loss, therefore procurement
performance very important dependent on many factors as indicated
in [8,9] by Figure 1. Assessment of procurement performance helps
organizations to reduce cost, enhance profitability, assured supplies,
quality improvements and competitive advantage [6]

Figure 1: Framework for Procurement Performance [9]

Figure 1 shows and indicates that procurement performance is
very sophisticated and it linked to many other parameters such as
procurement planning, resource allocation, staff competency, and
procurement procedure.

The practice-based commentary outlined both cases of success
and failure of firms in relation to the implementation of IS in the
purchase process. In light of success, Wal-Mart adopted the im-
plementation of IS in some sections of purchase process, namely,
materials management, product ordering, and inventory-tracking
through Radio Frequency Identification (RFID) Tag, this adoption
enabled the firm to have real-time information in light of demand
forecasting as a result of RFID-based inventory management, this
eventually lead effective inventory turnover and mitigated inventory
costs. The firms’ adoption IS applications have thus supported and
made it possible for the company’s cut cost on the purchase process.

Concerning failure, Nike invested $100 million in the deploy-
ment of purchase process IS software but failed handle or prevent
significant inventory shortages leading to larger unmet demand, this
is due inadequate and inefficient planning for application integra-
tion with its existing supply chain objectives [10]. These examples
clearly outline the importance of firm’s purchase process managers
to pay close attention in aligning information systems that are de-
ployed in the purchase process system with the goals and objectives
of the purchase process itself [11].

In this section, we examined in detail the Purchasing processes,
which includes the product requirement, good delivery, payment,
supply management, management of purchasing effectively, suppli-
ers evaluation and selection, review specifications and the awarding
of the purchase contracts.

1.2 Purchasing types

Purchasing is defined to be a company/organization or individual
paying for goods or services in order to accomplish business or
personal defined goals [12].

Personal: This is the system of individual buying products or
services for their personal use. They do not engage any third party
to negotiate the prices and make selections on the supplier.

Mercantile: The purchasing that is facilitated by the middleman.
Retailers and wholesalers are found under this type. They arrange
their own channel of distribution of products to their customers.

Industrial: This is the system of buying raw materials to later
produce finished products. The materials and necessary tools needed
to produce products are also purchased here.

Government or institutional: Buying in bulk for government
departments and institutions. Governmental purchases have a high
level of bureaucracy and decision making concerning the product.

Table 1: Economic Contribution and Dependency

Purchasing type Contribution on the econ-
omy

Level of dependency on
the economy

Personal Low contribution Highly dependent
mercantile Medium contribution Low dependency
Industrial High contribution High Independent

Government High Contribution High independent

The Table 1 shows the contributions and how dependent each
different purchasing types have on the economy of a country.

The Figure 2 shows the bureaucracy prism for all the above-
mentioned types of purchasing from bottom to top. The bureaucracy
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exists because of the complex leadership structure embedded in
each type.

Figure 2: bureaucracy prism

Much of the procurement bureaucracy can actually be elimi-
nated by the implementation of the information system and enhance
effective firm data handling and management, especially simple
decision which will directly increase productivity.

2 Identifying the Process Involved in Pur-
chasing

Knowing the processes involved in purchase process is crucially
important to establishing an effective and productive supply chain
management across any firm. These are stages that defines the
product requirement, product size, product safety, performance and
necessary maintenance requirement, payment and delivery method
and supplier selection strategy and requirement.

2.1 Product Requirements (specification)

Before defining or selecting product requirement, the business firm
must identify the task product that they will be handling, usage
environment, workload and lifespan of the product.Defining some
of these parameters can be very daunting and almost impossible,
task type can easily be specified but not future environmental condi-
tions. Information technology is helpful in the defining of product
specification, the future workload can be approximately specified or
predicted using current machine learning algorithms such as neu-
ral network, multi-linear regression and other existing predictive
analysis algorithms. Product requirement is vast includes function-
ality, computer application user interfaces, communications, reports,
customer services, user help manuals & self-help tutorials, service
delivery staffing licensing/certifications Product requirement param-
eter can also vary according to the kind of product that is required.
The basic but most important parameter are discussed as in Figure 3;

A well-defined product requirement is very important. If these
parameters are not defined properly it subsequently slows the prod-
uct design and development phases by having to define and re-clarify
objectives and requirements and this also increases production costs

due to change requests caused by having to fix execution errors or
omissions.

Figure 3: Basic Product Requirements

2.1.1 Product size and weight

The customer will provide the firm with the size of the product
they need. In an organization size also is needed to add to the
specification of the products.

2.1.2 Product performance requirements

The performance requirement provides the firm with operational
details. How fast, often and slow the product will be when used.
Other things to consider are the shelf life of the product, the power
requirements, and the service life.

2.1.3 Product safety requirement

The safety requirements of a product are the potential sources of
liability. Identifying these in the specification process enables sup-
pliers to a provide possible solution to the sources such as potential
operational hazards, manufacturing and assembly hazards. These
hazards directly have an effect on the product life span.

2.1.4 Product maintenance requirements

This sort to find out if the product can be maintenance-free? If rou-
tine maintenance is required, can it be done by the owner/operator?
Will professional maintenance be required?

Well defined product requirement is very important. If these pa-
rameters are not defined properly it subsequently slows the product
design and development phases by having to define and re-clarify
objectives and requirements and this also increases production costs
due to change requests caused by having to fix execution errors or
omissions.
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Technology is making the requirements available to the supply
via the systems that are availed to the supply to aid the collection
of information on the product. If companies employ and integrate
information system into these phase of product procurement and
facilities quick and fast exchange of this information between the
suppliers and customers.

Figure 4: Product Requirement and Information System Workflow

Figure 4 shows a quick and simplified view of information flow
when the information system is integrated into the procurement
process. The customer can grant the supplier access to a dedicated
database server for a specified project or product server. With
this access, the supplier can have quick access to the product re-
quirement information, the supplier can also give suggestion and
comments (as indicated by the blue arrow) on the product quick
before product manufacture commence. Any suggestion indicated
by the supplier are reviewed by customer and if suggestions are vi-
able, the changes are then updated to the main server and confirmed
to the dedicated product databases server. Using the information
system, process speeds up thus avoiding unnecessary delay in the
procurement process of the product. The first aspect of purchasing
is for the business to identify the product that they will need and
provide a detailed specification.

The product or service type needed by any business entity can
either originate from the manager’s recommendation or collective
customers demand. Technology is used in the stage by collecting
the specifications of service or goods electronically and the infor-
mation is later captured into a computer for processing and used
in the next stage. Frequent communication between the customers
and suppliers is done by the emails. The detailed specifications are
compiled and captured into forms in the computer application pro-
grams for easier access by other key role players. Hence, improving
communication and reduces the design complexities that add more
cost to building cost specification [1, 13]. Sharing of information
real-time is also crucial because the shrinking product lifestyle and
the competitive advantage often reduces time to market [1, 4, 7].

2.2 Evaluation and Suppliers Selection

In this purchasing process stage, the team supplier receives the
proposals and prices and selection is made based on who is able to
guarantee quality assurance and competitive price of the products.
The team also review the product requirement specified by the
suppliers to cross check with the stipulated need of the company
and the individuals. A review of different requisitions may also
reveal that different users actually require the same material [14].
By combining the purchase requirements, purchasing can often
achieve a lower total cost. The team also evaluate the suppliers
based on the capability of the supplier. Comparing the place of the
distribution of the supplier, global versus regional and local.

The supplier selection factors considered by firms include but
not confined to the supplies team size, the supplier public evaluation
or rating, supply risk level, manufacturer versus distributor. Supplier
evaluation can be a rigorously daunting task due parameters factors
come to play, such as price competitiveness, ability to fulfill ex-
pected product delivery time, budget optimization. All procurement
expert or manager must know the thorough or effective evaluation
will result in the proper selection of suppliers. Making a decision
requires a wide consideration of all possible alternatives and then
choosing the appropriate and optimal supplier (OpS). According
to [15, 16] selection process considerably relies on both the subjec-
tive and objective judgment in different areas. The different areas
include (1) inter-connected criteria definition: for both qualitative
and quantitative (2) criteria conflict: leading to conflicting objec-
tives of the criteria (3) involvement of several alternatives: due high
competition (4) internal and external constraints: established and
imposed on buying process [16].

In [17], through extensive review and professional interviews,
the author established three key factors for supplier selection mea-
sure. He further proposed that underlying the documented suppliers
criteria is the reason rate supplier effectiveness in terms of quality
and repair capabilities and control alignment with the purchasing
firm [17]. Another author in [18] also established an integrated
model by merging the analytical hierarchy process and grey relation
analysis for a single evaluation model. Unavailability of precisely
needed or complete information intrinsically increases the difficulty
of any decision making. Therefore, most experts in the procurement
arena agree that there is no one-for-all confined strategy or method
to perform evaluation and selection of suppliers, and organizations
use several different approaches in order to obtain optimal selec-
tion [19] such as cost, maintenance, product life cycle as illustrated
in [20, 21].

Regardless of the selected approach, the overall objective of the
evaluation process should aim to reduce know or perceive procure-
ment risk and maximize overall value to the purchasing firm. IT
system can be utilized by purchasing firm to ease the supplier selec-
tion process and evaluation criteria that cannot be biased. Accessing
all needed information from all the potential suppliers using the
traditional method is not an easy task and this subsequently delays
the supplier selection process. Information system integration aid
fasts forward this stage of purchasing process instead of using the
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traditional method of scheduling and arranging several long hours
in meetings with all potential before deciding whether the supplier
meets firm’s requirement or not.

2.2.1 Effective Data Collection

Firms that considerably invest and implements modern technology
(information system) is at an added advantage of accessing all nec-
essary information from all potential suppliers (s1, s2 . . . sN) data
center as in Figure 4 .

Figure 5: Firms/Customer Accessing Information from N Suppliers

An Information System can virtually enable firms to collect and
gather important supplier related data such as qualification informa-
tion through internal and external questionnaires and self-service
profiles, risk factor, and policy compliance to aid choose best sup-
pliers. IT also makes firms proactively more effective in achieving
business alignment when planning and creating negotiation docu-
ments, it also helps create and alerts for monitoring the availability
of new information that might affect and influence supplier man-
agement, capabilities, or risk factors. Suppliers, as well as sourcing
teams, gain adequate and simultaneous real-time visibility of the in-
formation on transactions as well as current and upcoming sourcing
activities.

Figure 6: Effective Processing of all N Supplier Data

2.2.2 Effective Data Processing

With is the acquired data, firms would be able implement machine
learning algorithms to process, analyze, narrow down and select
optimal supplier that deliver product that meets the defined require-
ment In simple term, OPTIMAL SUPPLIER (OpS) means suppliers
who can supply be able to supply the correct materials with the best

price and the right quality that adheres to all defined constraints.Use
of technology in the procurement process will ensure quick flow
information with the supplier which in turn ensure and results in
high productivity since many human factors or errors would be
eliminated.

Strategic procurement with information system before initiating
negotiations will provide and compare the collection of supplier
data monitored to ensure that supplier complies and adhere to all
the well-defined corporate policy. These policies include;

Process and design capabilities: Suppliers ought to have up-
to-date and capable merchandise, yet as method technologies to
provide the fabric required. as a result of completely different
producing and repair, processes have varied strengths and weak-
nesses, the shopping for the organization should remember those
characteristics up front. One way to cut back the time needed to
develop new merchandise is to use qualified suppliers that square
measure able to perform product style activities.

Quality assurance and reliability: Quality levels of the pro-
curement item may be a vital issue and influences provider choice.
Product quality ought to be in line with the lay-down product needs
since it will directly have an effect on the standard of the finished
merchandise.

Cost: The unit cost of a product’s material is not deemed the
most important aspect of supplier selection, rather the total cost
of ownership is considered as the crucial factor. The total cost
of product ownership includes the material unit price, the agreed
payment terms, the cash discount, the cost of ordering, the cost of
transportation or shipment, all logistical costs, projected mainte-
nance costs, and many more qualitative costs that may not be easily
assessed.

Service: providers should be in a state to back up their goods by
providing the best services to their clients when requested. Buying
firms always need to evaluate after purchase service incentives
awarded by potential suppliers. This is very important especially
when the buying firms have enough expertise concerning the prod-
uct maintenance.

Capacity and geographical location: The buying organization
needs to consider whether a potential supplier has the capacity to
fill orders to meet all defined requirements and the ability to fill
large orders if needed. Geographical location is another important
factor in supplier selection because it inevitably has a huge impacts
delivery lead time, transportation, and other logistical costs.

Factors to consider also include; system planning and control,
firm’s management capability, financial commitment and cost struc-
ture, longer-term relationship potential. The implementation of
smart IT systems build for effective negotiation and supplier se-
lection process would aid purchasing firms leverages all available
negotiation best strategies and practices to achieve bottom-line or
optimal results [19]. IT assist in inconsistent monitoring of supplier
progress. Using IT gives the firms access to embedded social col-
laboration makes easy to harness and combine team effort to create
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more appropriate and effective negotiation documents. Firms the
uses IT in procurement process mostly have access to well-proven
analysis tools that allow the?firm to quickly evaluate supplier bids
based on predetermined factors—such as price, quality, and value
allowing the firm to arrive at the best possible award based on your
unique business requirements.

2.3 Approval/ award contract

The supplier that has been selected to provide the product will then
be awarded the contract that carefully is having the conditions and
terms that will be agreed by two parties. The fixed prices and the
cost of the services will reflect on the contract. The organizations are
expected to use the product requirements for the selection process.
The approved supplier has the mandate to deliver their products as
stipulated in the agreement of the contract. Reliability and efficiency
are the core elements of the supplier.

2.4 Supply chain management process

This is another part of the purchasing process that links all the
necessary information to other systems to enable both buying and
capturing of what is needed. Information is always flowing bidirec-
tionally between the supplier and the customer in Figure 7.

Figure 7: Supply chain fund management flow chart

Supply management has other activities that enhance the pur-
chasing process, that can be breaking down into the supply chain
macro process as shown in the Figure 7. The customer’s relation-
ship management system is there to capture and manages the details
about what is available on the market, the prices, the selling of the
products, creating a route for the firm to get updates on what is
available. This guides the majority of firms to practice strategic
planning and fulfill the demand and supply. The Figure 8 indicates
the link in the supply chain macro process.

Figure 8: supply chain macro process

2.5 Product delivery, payment review, and process eval-
uation

2.5.1 Product delivery and payment

The other stage of purchasing is product delivery, this stage collects
and compiles the information that is needed for arrangements of how

the product will be delivered to the specific firm or an individual. In
Order to survive in the industry and gain competitive advantages,
improvements such as reducing inventory and dependable delivery
must be made, the introduction of data exchange systems that
facilitates and communicate demand to suppliers and production
progress data to customers within the network [14].

The products are stored to be delivered either in the warehouse
or to individuals. Information technology system used in capturing
the details in forms, others can be labeled electronically. Payment
of the products is processed immediately after selecting the product
and placing the order of it.

2.5.2 Process evaluation

After payment and delivery of the product, the systems are reviewed
to map a way of eliminating errors and shortfall that occurred dur-
ing the interaction of the purchasing process. At this stage, crucial
decisions about changing the suppliers can be made based on the
outcome of the services provided by the previous supplier. Recom-
mendation and amends are drawn for future processing.

3 Key Elements of Enterprise Resource
Planning, Purchasing Databases, and
Electronic Communication Systems

The business market is constantly revolving and enterprises must
revolve with it in order the maintain the necessary market presence.
As firms hierarchy decides to invest in ERP system, they must en-
sure that the targeted system functionalities aligns with the overall
firm’s goal. This section will sort to elaborate on information system
for procurement, crucial factors to consider when an enterprise is
planning on purchasing and information system.

3.1 Enterprise Information System Purchasing

Business information systems are generally termed as ERP (Enter-
prise Resourcing Planning) system. It is a software package largely
used by firms to effectively manage and handle day-to-day business
activities or transaction, activities such as accounting, procurement,
project management, risk management and compliance, and supply
chain operations.

A complete ERP suite as an enterprise performance management
software package helps firms to arrange, budget, predict, associate
degree report on an organization’s monetary results. Basically the
key elements in the ERP include; One centralised location either on-
site or cloud-based, Integrated Reporting Analytics, Efficient Data
Import and Data Handling, Customer Relationship Management,
Materials Requirement Planning, Materials Management, Engineer-
ing Change Order, Recall Management and Tracking, Production
Planning & Execution, Document and workflow management, Mo-
bile ERP and Automation.
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3.2 ERP System Evolution

The implementation ERP systems by the firm and can be dated back
the mid of 20th-century various departments within many organiza-
tions begun to use to function independently and these departments
are often referred as functional silos [22]. The building blocks of
ERP system basically comes from manufacturing resource planning
systems (MRP) [23]. Inevitably, those systems were ineffective
because they were deprived of many benefits of integrative coor-
dination. It brought a huge financial burden on the firm because
most of the systems at the time were not reusable since it needs mas-
sive rework and designs needs to be overhauled when the product
was completely manufactured. A Framework of MRP is shown in
Figure 9

Figure 9: Framework MRP Software [22]

In the subsequent decade, MRP systems were evolved. Material
Requirement planning is the software architecture that facilitates
material requirement and planning as in Figure 9 [22]. It receives
the following user input:

• Bill of material stating details of the materials, components,
and sub-assemblies needed to form every product.

• Master Production Schedule. Once the quantities are needed
to satisfy demand.

• Shelf life: that is period of keeping materials.

• Inventory status records such as Manufacturing lead time data,
Purchase lead time data

• Process Planning Data. This includes a whole range of data
required for process planning like routings, process plans,
quality testing methods, labour standards, machine standards

This MRP software generates the following output [22]:

• Details report about the product to be produced and produc-
tion timeline. That involves everything from start to finish
each stage is in the process is monitored. It also allows quan-
tities and generates necessary reports.

• Detail report for the schedule of purchase. material to be
purchased and date on which purchase must be made both
questions are answered here.

Above MRP programs were not flexible enough if something
goes wrong, like break down of machines or delay in delivery of
purchased items. This eventually created inconveniences for users.

In 1990, Gartner created the term ERP to explain the evolution of
material requirement planning (MRP) and manufacturing resource
planning (MRPII) because of the need expanded beyond manufac-
turing into other integral parts of the enterprise, typically finance
and HR [24–26].

The ERP system implementation began in the 1990s until some-
where the start of the 21st century where the usage system grew
exponentially. Later it absolutely was discovered that the prices
of implementing ERP system began to rise. The hardware needed
to run the software package was usually on-site, with massive
machines in a very server area. The capital is required to purchase
hardware and software licenses. In addition, nearly all organizations
always prefer to customize their ERP systems to fit their specific
needs instead of default settings and packages that come with the
software and this also generates an additional expense of software
consultants and training.

As technology grew up and limits of business crossed regional
barriers want for tightly integrated programs which may seamlessly
integrate all aspects of business in real time manner was necessary.
This was extremely since it does not only to integrate all functional-
ities in one unit of a firm but also to integrate and unifies different
parts of firms having a national or global presence. The modern
ERP systems find ways to take handle these issues since they could
b joint with the old systems. Though the transition from the legacy
system to the modern system was involved with a lot of challenges,
firms were able to transit the same [27]. with this, information was
available to a specific user at the right time with the right permis-
sion to a specific user in a real-time environment. Availability of
real-time data across each functional modulation with simulation
capabilities were some of the important characteristics of these
systems.

The rapid growth of the use internet made it easy for ERP to
expand in the business section, such as the customer relationship
management CRM, human capital management (HCM), supplier
relationship management (SRM), supply chain management (SCM),
inventory management, accounting, business intelligence and e-
commerce and this exponential enabled firms to increase perfor-
mance in marketing [28–30].

4 Future requirements of electronic pur-
chasing systems that will enable infor-
mation visibility

This section address the necessary future requirement or features to
sort when purchasing an ERP system. The advantages and disad-
vantages of ERP system is fully discussed. Recommended solutions
are for the possible disadvantages are presented. Further more, a
short list ERP software packages are presented according the firm
size.
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4.1 Cloud Integrated ERP System

The growth of knowledge in ICT has significantly influenced all
sides of computing applications across organizations. Additionally,
the business setting is changing into more and more complicated
with useful units requiring additional and more inter-functional in-
formation flow for higher cognitive process, timely and economical
acquisition of product components, management of inventory, ac-
counting, human resources and distribution of products and services.

Meanwhile, the continuous evolution of ERP technology has
completely embraced the internet, with new options and practicality,
like embedded analytics has been added. Many firms are quickly
migrating to cloud-based ERP system from on-site ERP because
firms have discovered the difficulty in maintaining and keeping
up with the trend of security demands or rising technologies, like
smartphones whiles using on-site ERP systems. Currently, cloud
computing has effectively released firms form overly burdening
themselves with ERP security demand, the maintenance cost of the
on-site ERP system. Usage of cloud-based ERP system, has for
example, improve inventory management capabilities for enclosed
technology like barcode scanning and storage or RFID-tags; nowa-
days, the explosion and rapid development of the interconnected
web of devices which is also known as Internet of Things (IoT) [31],
has directly made cloud-based ERP even more attractive.

Also, the continued digital revolution and progressively cheap
laptop process power has brought changes to nearly every space of
business operations [32]. ERP systems have become a cloud-based
hosted software technology [33]. In a cloud (server in a remote lo-
cation), the users are granted access to a system by the respective or
selected service provider, this includes full and complete access to
hardware, and storage capacity, where system and hardware manage-
ment are highly transparent to the users [34]. The major reason why
firms moved to ERP system is typical to reduce costs, improve over-
all decision making through better reporting generated by provided
capabilities, improve customer-supplier relationships, meet market
and legal requirements, and to increase process efficiency [35]. With
a cloud-based ERP system, firms have access to the ERP system
that is hosted at a chosen service provider’s site via the Internet. In
addition, the responsibility regarding updates, managing servers,
maintenance, and performing backups lies with the service provider
instead of the firm which inherently cuts cost [33, 36]. In other
words, the cloud ERP service providers ensure that maximum se-
curity, constant stability, and effortless operation of the system on
behalf of its client users. Currently, cloud-based ERP systems have
gained increased attention and investment from all around the globe.

Since the emergence of cloud-based ERP systems, the large
ERP system implementations are focused on the cloud [34]. Cloud
service model gives the client the opportunity to have quick ac-
cess to the on-demand network and to share a bundle of resources.
These resources will embrace, servers, networks, storage, appli-
cations (e.g. ERP), and others [34] Software as a Service (SaaS)
technology is implemented as a delivery mode for cloud-based ERP
system [37, 38]. SaaS eliminates the requirement to physically
install and run the server-side applications on the customer own
premises, and eliminates the requirement for back-end hardware and
data-centers needed to run the system [27], that successively sim-
plifies the application’s maintenance and support operations. This

makes it possible for small organizations to take advantage of ERP
systems, as they require neither the substantial resources nor the
skills needed for successful on-premises implementation [32, 33].

4.2 Advantages and Disadvantages of ERP System

The ERP system comes numerous benefits that cannot be realized
in firms that still use traditional purchase process. The positive
impact of modern ERP system significantly out weights the nega-
tives, it does comes with its related opportunities and challenges as
described in [39]. The advantages and disadvantages are presented
in the Table 2 and Table 3 respectively.

Table 2: Advantages of Cloud-Based ERP System

Advantages Aspects
Reliable and easy
information avail-
ability

Common DBMS permits and allows consistent, accurate
data and improved reports.

Redundancy miti-
gation for data and
operations

Modules access the same data through a centralized
database, and this helps avoids and remove multiple in-
puts and update operations.

Less delivery and
low cycle time

Minimizes data retrieval and reporting delays.

Cost-effective Time savings are achieved due to improved control by
firm-wide analysis of all purchase decisions making pro-
cesses.

Easy adaptability Relay for information about changes in current business
processes is easy and swift to adapt and restructure.

Improved scalabil-
ity

Availability of structured and modular add-ons.

Improved mainte-
nance

Vendor provides long-term supports as part of system
procurement.

Global outreach Availability of module extension like CRM, SCM, etc.
E-Commerce and
e-business

Excellent Internet commerce, collaborative culture.

Table 3: Disadvantages of Cloud-Based ERP System

Disadvantages Suggested Solution
Time-consuming Sensitive issues minimization, reduce internal politics and

call for general consensus
Expensive Cost varies from thousands to millions of funds. Re-

engineering existing business process could be extremely
high.

Modules confor-
mity

Architecture and related system components should
match to current business processes, culture as well as
strategic goals of the firm.

Vendor depen-
dence

Multi-vendor vs. single-vendor consideration and long-
term support commitment.

Features and com-
plexity

ERP system is packed many modules so firms must do
careful consideration and implement only the needful.

Scalability and
global presence

Look for vendors with long-term product and services
commitment, Internet-enabled systems and global invest-
ment.

ERP capability ex-
tention

Consider ERP ”add-on” modules extension such as Cus-
tomer Relationship Management (CRM), Supply Chain
Management (SCM), etc
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4.3 On-Premise ERP versus Cloud-Based ERP

Firms operate on-premise or on-site ERP system is responsible to
updating and maintaining their system and keeping it up-to-date,
this firms also need to undertake extensive user re-training efforts
to correspond with the system upgrade [40]. The cloud-based ERP
updates, testing is undertaken by the services provider or vendor.
This significantly reduces the burden and unnecessary delay in the
overall project actualization. Therefore, if the vendor has thoroughly
conducted tests prior to an update, the client organizations would
largely be shielded from these any negative effects experienced by
the on-site ERP users [41]. Updating a cloud-based ERP system is
provided below:Firms operate on-site ERP system is fully responsi-
ble in updating, their system maintenance and keeping it up-to-date,
this firms also need to engage in extensive user re-training pro-
gram in an efforts to successfully push new system upgrade [40].
While cloud-based ERP platform or system update and testing are
facilitated and undertaken by the services provider or vendor. This
significantly reduces the effect of any unnecessary project delay.
Typically, vendors conduct enough tests prior to any new update to
ensure that new functionalities integrate seamlessly and this largely
shields client organizations from any negative effects experienced
by the on-site ERP users due to pushed updates] [41]. Cloud-based
ERP is equipped with the following benefits:

• It is easier to introduce and use a new functionality introduced
by vendors [34];

• Less planning, testing, maintenance, and configurations from
the customer’s side since everything is fully automated by the
vendor [33, 34];

• Lower costs, both with maintenance and IT staff, and updates
are free of costs [33, 34, 37];

• The vendor has the possibility to expand its potential cus-
tomer base, and let the users focus on their core competen-
cies [34, 37];

• It is the vendor who provides a help-desk and maintenance
support [42];

• The firms are not the owners of the system, as they do not
own the infrastructure or run the applications and thereby not
responsible for maintenance [43];

• Cloud-based ERP vendors regularly release new versions
[41];

• Cloud-based ERP systems usually get frequent updates and
new functionalities as compared on-site ERP systems [34].

As stipulated above, the main advantages of cloud-based ERP
are that updates are free. There are enough good reasons why the
vendor should invest time and resources in updating the system, even
when it is free for users as technology updates are an inescapable
process with dealing with any man-made creation utilized for pro-
ductive gain [40]. A frequent update is done by vendors?ERP system
to allow their customer firms to constantly evolve and optimize their
business processes, and improve decision-making [40].

Figure 10: On-Site ERP versus Cloud-Based ERP System

The Figure 10 (a) shows an on-site ERP system which can
only be accessed when on-site. Figure 10 (b) shows a cloud-based
ERP system that demonstrates the evolving technologies and how
efficient it is to managing purchasing and supply chain within orga-
nizations.

4.4 Available Cloud-Based ERP System

Purchasing ERP system is greatly dependent on firm size. There-
fore, careful and objective decision must be made by firms that are
considering purchasing ERP system. Selecting the correct and best
ERP system for any firm operation can prove very challenging. this
because many parameters are considered such as precision, flex-
ibility, technologically integral. Supply chains are revolving at a
very fast pace. With many production facilities and related suppliers
gravitating more toward technologically-oriented method of doing
business. Embracing cloud-based ERP systems definitely comes
with positive impacts

Table 4: Suggested Cloud-Based ERP System to Company Size

Enterprise Medium-Sized Small Business
SAP Netsuite Deltek
Oracle Sage Work(etc)
Microsoft Dynamics Infor Syspro
IFS Applications Macola Intacct

The Table 4 presents a list few ERP System fits the three cat-
egories of business types. ERP software varies widely from one
system to the other systems because different vendors have different
market focus and thereby offer features that attract targeted markets.

However, most systems offer numerous modules: Human re-
sources, CRM, Finance/Accounting, IT Helpdesk, e-commerce,
Supply Chain Management, Order Processing, Inventory, and Pro-
curement. However, most systems can provide many of those
modules: Human resources, Finance/Accounting, IT service, e-
commerce, provide Chain Management, Order process, and Inven-
tory.

Additionally, department specific modules, several ERP plat-
forms unit are specifically designed for specific industries like pro-
ducing, field service, or technology. Industry-focused ERP systems
package useful options along and should provide a helpful start line
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for those new ERP computer code. With ERP system customers
will access any data at any time from anyplace victimization devices
like a pill, smartphones.

4.5 Factors to Consider When Purchasing (Cloud-
Base) ERP System

It is important for firms to migrate to an ERP system in order to
remain relevant in the current market trend. Before migration firms
must ensure that the preferred ERP system has the following fea-
tures; It is important for firms to migrate to an ERP system in order
to remain relevant in the current market trend. Before system mi-
gration firms must ensure that the preferred ERP system is fully
equipped with the following features;

4.5.1 Upgrade vs. Replacement

Evaluate first if the firm needs to get a brand new ERP system or just
an upgrade. Many current ERP is modularized and allows integra-
tion of new modules such as payroll with current applications. With
this approached, the firm minimizes disruption and costs. With this
also, a firm can leverage the cloud-based ERP for mobility, effec-
tive integration, increased scalability, deployment options, machine
learning, and predictive analysis.

4.5.2 Training and Setup

On-premise ERP solutions need technical knowhow personnel to
install but cloud-based ERP removes that barrier which in turn re-
duce cost. The installation often has charged independent from the
cost of license but using SaaS or cloud-based ERP only requires an
account activation to enable access all necessary service from the
selected providers’ server.

4.5.3 Reporting and Dashboards

Current ERP solutions feature an advanced reporting interface that
can generate complete financial statements depending on the con-
figuration. Check available tools such as reporting tools, in-system
query, smart filters, and real-time data visualization. Dashboards
include functions such as quantitative vs. qualitative data at a user,
role, and department levels.

4.5.4 Integration

Desired ERP should seamlessly work with your currently existing
business applications; this is essential when firm want to upgrade
their existing system. Firms should consider the following integra-
tion points; system-system (such as CRM, HRMS), module-system
(ERP payroll with existing HRMS) and also have varieties of ex-
port/import capabilities (PDF, JPG, CSV extension). The selected
ERP system should have flexible integration process in order to
ensure safe and smooth records and files migration.

4.5.5 Customization

This depends on every firm’s priorities and working culture. There-
fore, firms research and for an ERP System with customization

tools such as departmental dashboard localization, and configurable
workflows, among others. This allows departments such as market-
ing, accounting, production, sales to effectively execute their define
goals and organize the ERP environment based on their parameters.

5 Conclusion

In conclusion, the study defined as purchasing is acquiring goods to
satisfy organizational needs, individuals or departments. The key
roles of purchasing goods are buying the inputs competitive price
and ensuring reliable and consistent flows of goods. The use of
an information technology system in purchasing help enhanced the
operation and process in an organization by eliminating errors.

The purchasing process has become more efficient because the
vast volume of paperwork is now reduced and cross-checking of
records from the supplier and the customer’s product specifications.
This process is underlined with sufficient procurement planning,
strategic resource allocations, staff competency, and procurement
procedures respectfully. Thus enabling the organization to utilize the
information processing features that collect analyze and coordinate
in order to establish productive operational, effective and strategic
decisions [12]. Recent studies have based on effects associated with
the use of IS in supply chains.

There is evidence of an upwards productivity for a well-planned
with supply chain coordination and integration that is facilitated
by the use of integrated information technologies [44]. The sug-
gested way to promoting effective Purchasing Process for future
requirements to use tools that enhances the online requisitions. The
use of electronic data interchange and online ordering through elec-
tronic catalogs are the new technology routes that individuals and
organizations use to purchase their products.

Therefore, the on-site ERP system is being fully replaced by
the cloud-based ERP, because it utilizes up-to-date and available
cutting-edge technology platforms to reach a vast number of users
and business around.
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 This paper presents an efficient Maximum Power Point Tracking (MPPT) controller for 
photovoltaic modules. The MPPT technique consists of a combination between 
backstepping controller and artificial neural network (ANN).The (ANN) has been employed 
to generate the optimum voltage, which corresponds to the maximum power voltage 
delivered by photovoltaic modules, while the backstepping controller is developed to track 
the generated voltage, by computing the duty cycle of the Single Ended Primary Inductor 
Converter (SEPIC). The control of the boost converter is based on Lyapunov stability 
analysis, and an integral action is added to increase system robustness. In order to prove 
the accuracy of the developed control a comparison between the proposed method and 
sliding mode was carried out. In addition the stability was evaluated under sudden variation 
of environmental conditions. The simulation was carried out in MATLAB software, the 
results shows that the proposed controller tracks the reference voltage within 25 ms, in 
addition the systems reacts to sudden environments change with no oscillations, which 
demonstrate the robustness of the proposed method. 
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 Introduction  

       In recent years, the demand of electrical energy increases, 
which reduces the reserves of the conventional resources and 
increases the global warming, therefore the use of renewable 
energies is the only way to reduce the dependence on fossil fuels 
and ensure the energy security. In fact, photovoltaic energy is the 
most popular renewable energy source, however, the output 
power relies on weather conditions and the load. This led the 
researchers to present various algorithms that make photovoltaic 
modules operates in the maximum power point. Thus a various 
Maximum Power Point Tracking algorithms with different 
degrees of complexity and precision have been proposed in the 
literature [1-3]. The perturb and the observe, and incremental 
conductance [4], methods are often used due to their simplicity 
and ease of implementation, however their main drawback is the 
fluctuations around the point of maximum power.  

Thus to overcome the oscillations issues and increase the 
performance of the tracking a combination between direct control 
methods and the nonlinear commands has been employed by the 
researchers. 

        In [5], Authors propose a maximum power point tracking 
controller for hybrid Photovoltaic - Wind energy system. The 
controller is developed by the combination of perturb & observe 
and Sliding Mode. P&O loop is used for the computation of the 
reference voltage, while Sliding Mode is designed to track this 
voltage by generating the control signal. The proposed method 
exhibits good convergence speed, but the main disadvantage is the 
oscillations around maximum power point.  

       In [6], Authors present a control of a single-phase 
Photovoltaic inverter using backstepping algorithm which track 
the desired voltage generated by Perturb and Observe method and 
adjust the duty cycle in order to operate in maximum power point. 
The error between the output and reference voltage was 
eliminated quickly, but some fluctuations have been observed in 
the desired operating point. 

       In [7], Authors propose a maximum power point tracking 
controller for Photovoltaic system.  The controller is developed 
by the combination of Sliding Mode and Artificial Neural 
Network (ANN). The ANN is employed to generate the reference 
voltage, while Sliding Mode is designed to track this voltage by 
generating the control signal. The proposed method presents good 
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performance; however, some oscillations is noticed around 
maximum power point. 

      In order to overcome fluctuation issues around maximum 
power point, this paper proposes a hybrid method, which consists 
of a backstepping controller combined to the Artificial Neural 
Network (ANN). The ANN is employed to generate the reference 
voltage, while backstepping controller is designed to adjust the 
duty cycle of the converter in order to track the desired voltage, 
which corresponds to the voltage of the Maximum Power Point, 
(Fig1).   

In contrast of previous methods which adopt single diode 
model, the photovoltaic modelling was carried out using double 
diode model, as the modelling using single diode degrade at low 
irradiance. In addition the present work doesn’t rely on any 
simplification which can compromise the accuracy of the 
controller modelling, furthermore the SEPIC converter was 
employed since it offer more advantages instead of the traditional 
converter. 

The present paper is organized as follows. In Section 2, the 
modelling of the PV system is presented. The Section 3, presents 
the design of the proposed controller. The simulations and 
discussions are illustrated in Section 4. 

 Modelling of PV system 

The Photovoltaic system proposed in this paper consists of a 
photovoltaic module connected to a resistive load through a 
Single ended primary converter as shown in Figure 1. 

 
Figure 1: Illustration of the proposed Photovoltaic system. 

Where Vout, Vc2, VPV are the output voltage, the voltage across the 
capacitor C2, and the photovoltaic voltage respectively, Ipv and IL1 
are the photovoltaic and inductor 1 currents, While G and T  are 
respectively the irradiation and the Temperature. 

The datasheet parameters of the polycrystalline photovoltaic 
module KD 245 GH are presented in Table 1. 

 

 

 

Table 1: PV module datasheet 

Parameter Value 
Short-circuit current (Isc) 8.91(A) 
Open circuit voltage (Voc)  36.9 (V) 
Maximum current (Im ) 8.23 (A) 
Maximum voltage (Vm) 29.8 (V) 
Number of cells in series (Ns) 60 
Temperature coefficient of current ( ki) 5.35×10-3 

(A/K) 
Temperature coefficient of voltage 
(KV) 

-0.133(V/K) 

2.1. Modelling of the SEPIC converter 

The SEPIC is an acronym of (single ended primary inductor 
converter), which is a DC-DC converter capable to operate as 
boost or buck mode [8], that offer the possibility to raise or 
decrease the voltage at the output [9]. In addition the SEPIC 
converter makes the PV system operate at its maximum power 
point with 'weak current ripples [10]. Furthermore it can work on 
any operating point by changing the duty cycle [11]. The 
converter is modelled mathematically based on these states [12] 
as shown in figure 2. 

 
Figure 2: SEPIC converter circuit, (a) Equivalent circuit switch is ON (b) switch 

is OFF 
 

When the commutator is on (u=1) as shown in figure 2-a. The 
capacitor C3 supplies energy to the load and the energy stored in 
the inductances increases, the inductor L1 is alimented from the 
input while the inductor L2 is feeded from the capacitor C2. The 
representation of state space can be described as 

 
dIL1
dt =

VPV
L1

                                                                                          (1) 

 
dIL2

dt =
−VC2

L2
                                                                                       (2) 

 
dVc2

dt =
IL2
C2

                                                                                           (3) 
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When the commutator is off (u=0) as shown in figure 2-b. 
The two inductors are discharged and the energy stored in the 
capacitors increases.  The representation of state space can be 
written as: 

dIL1
dt

=
VPV − VC2 − Vout

L1
                                                                (4) 

dIL2
dt

=
Vout
L2

                                                                                        (5) 

dVC2
dt

=
IL1
C2

                                                                                         (6) 

The combination between the two state spaces can be expressed 
as: 

dIL1
dt

=
(u − 1)VC2 

L1
+

(u − 1)Vout
L1

+
VPV
L1

                                    (7) 

dVC2
dt

=
(1 − u)IL1

C2
+

uIL2
C2

                                                                (8) 

dIL2
dt

= −  
dVC2

L2
+

(1 − u)Vout
L2

                                                        (9) 

dV0
dt

=
(1 − u)IL1

C3
+

(u − 1)IL2
C3

−
Vout
RC3

                                      (10) 

where u=(0 or 1) 

2.2. Modelling of the Photovoltaic module 

In this work the modelling of a solar module is developed 
based on double diode model which is illustrated in figure 3, 
where the first diode describes the saturation currents due to 
diffusion mechanism, while the second diode describes the 
current due to recombination in the depletion zone. 

 

Figure 3: Illustration of the double diode model. 

The output current of a solar cell is represented by: 
𝐼𝐼 = 𝐼𝐼𝑝𝑝ℎ − 𝐼𝐼01 �𝑒𝑒𝑒𝑒𝑒𝑒 �

𝑉𝑉+𝑅𝑅𝑠𝑠𝐼𝐼
𝑎𝑎1𝑉𝑉𝑇𝑇

� − 1�− 𝐼𝐼02 �𝑒𝑒𝑒𝑒𝑒𝑒 �
𝑉𝑉+𝑅𝑅𝑠𝑠𝐼𝐼
𝑎𝑎2𝑉𝑉𝑇𝑇

� − 1� −
𝑉𝑉+𝑅𝑅𝑠𝑠𝐼𝐼
𝑅𝑅𝑝𝑝

   (11) 

The unknown parameters such as: a1,a2,I01,I02,Iph,Rs and Rp. 

are extracted using a combination between the equation of three 
main operating points which are, the open circuit voltage, the 
short circuit current and the maximum power point. The objective 
is to find the equations of I01, I02, Rp and Iph which depend only of 
Rs, a1 and a2. The value of series resistance (Rs) and ideality 
factors (a1,a2) are obtained  using a fast iteration by adjusting 

simulated and datasheet powers [13]. The extracted parameters 
are illustrated in Table 2. 

The extracted parameters are integrated in a MATLAB 
algorithm to plot V-I and V-P curves as shown in Figs. 4, the 
simulation allow to predict the behaviour of the photovoltaic 
modules in different meteorological condition, thus when the 
temperature increases the open circuit voltage decrease while the 
short circuit current increase slightly which result a loss of 
generated power. On the other hand, when the solar irradiance 
increases both short circuit current and the open circuit voltage 
increase which raise the generated power. 

Table 2: Extracted Parameters of KD 245GH module 

Parameter Value 
a1 1.005879 
a2 1.994120 
Iph (A) 8.931164 
I01 (A) 3.906668×10-10 
I02 (A) 1.094485×10-06 
Rs (Ω) 0.286199 
Rp (Ω) 120.495147 

 

 
 

 
 

 
 

 
 

Figure 4: Generated current and power at 25°C - 1000 W/m² (a), 75°C - 1000 
W/m² (b) and 25°C - 400 W/m² (c) 
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 Proposed controller: 

Figure 1 presents the schematic drawing of the proposed 
controller, it consists of a combination between Artificial Neural 
Network and backstepping controller. The ANN loop generates a 
voltage reference for every solar irradiation and temperature, 
which correspond to the maximum power point voltage, while the 
backstepping controller tracks the generated reference by 
adjusting the duty cycle. 

3.1. Artificial Neural Network 

Artificial neural network is a computational processing 
model based on artificial intelligence that is meant to simulate the 
functioning of a human brain , which consists of processing units 
interconnected by nodes [14]. The ANN architecture consists of 
three layers as shown in   Figure 5, The input layer receives 
various forms and structures of information based on an internal 
weighting system, the hidden layer is where artificial neurons get 
an ensemble of weighted inputs and generates an output via an 
activation function, while and the output layer receives data from 
hidden layer and gives the results of the ANN [15, 16]. 

 
Figure 5: Proposed Neural network hierarchy 

In this work the input layer was designed with two neurons, 
irradiation and the temperature, a database of 158 cases was 
created by increasing the irradiance by a step of 5 K from 278 K 
to 333 K and changing the irradiance for each temperature from 
200 to 1050 W/m².  The hidden layer was created with 100 
neurons as shown in Figure 5. The output layer has only one 
neuron which corresponds to the voltage at maximum power of 
the 158 pair irradiance temperature. 

3.2. Integral backstepping 

The backstepping controller is designed to track the reference 
voltage generated by the artificial neural network by adjusting the 
duty cycle of the converter. The control law is generated based on 
Lyapunov stability analysis. The design of the controller is as 
follows: 

The tracking error is defined as the difference between 
photovoltaic and reference voltages: 

e1 = Vpv – Vref                                                                               (12) 

 
An integral action is added in order to improve the 
tracking precision as follow: 
 
e = e1 + 𝜆𝜆eInt                                                                                  (13) 

 
The tracking error becomes: 

e = Vpv – Vref   + λ�(  Vpv – Vref )dt                                   (14) 

Where  𝜆𝜆 is a positive constant 
 
The modified Lyapunov function can be written as: 

𝑉𝑉1 =
1
2
𝑒𝑒12  +

𝜆𝜆
2
𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼2                                                                          (15) 

 
The derivative of the (15) with respect to time is: 

V̇1 = e1 �� V̇pv − V̇ref� + λ�(  Vpv – Vref )dt �                        (16) 

 
To guarantee the asymptotic stability, the Lyapunov function has 
to be negative definite derivative: 

V̇1 = −𝐾𝐾1𝑒𝑒12                                                                                      (17) 

where K1 is a positive constant 

The following equation is obtained: 

�� V̇pv − V̇ref� + λ�(  Vpv – Vref )dt � = −K1e1                    (18) 

 
The photovoltaic current is given by: 
IPV = IC1 + IL1                                                                                  (19) 

 
The derivative of photovoltaic tension can be written as: 

V̇pv =
IPV − IL1

C1
                                                                                (20) 

The desired value of inductor current would be: 
Id = IPV + C1�� K1e1 − V̇ref� + λ ∫( Vpv – Vref )dt �             (21) 

where (Id=IL1) 

The second error represents the difference between the inductor 
and the desired current: 
e2 = IL1 – Id                                                                                     (22) 

The derivative of Lyapunov function with respect to the time can 
be expressed as 

V̇1 = e1 �� 
IPV − (e2 + Id)

C1
 − V̇ref� + λ�( Vpv – Vref )dt � (23) 

By using equation (18) and (20) the above equation can be 
written as 

V̇1 = −k1e12 −
e1e2
C1

                                                                        (24) 

The time derivative of (22), using equation (9) can be written as: 

ė2 =
1
L1

Vpv −
1
L1

(1 − u)(Vout + Vc2) − İd                               (25) 

Where: 

İd = İPV+C1 �� K1e1 − V̈ref� + λ (Vpv – Vref ) �                     (26) 
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The derivative of photovoltaic current with respect to the time can 
be expressed as: 

İPV =
dIPV
dVPV

dVPV
dt

                                                                              (27) 

By differentiating the equation (11) with respect to the voltage the 
derivative of photovoltaic current is obtained: 

İPV = �−
I01exp �V + RsIPV

a1VT
�

a1VT
−

I02exp �V + RsIPV
a2VT

�

a2VT
 

−
1

RP
 � V̇PV (28) 

In order to guarantee the asymptotic stability of the system and 
the convergence of the errors e1 and e2 to zero, a composite 
Lyapunov function V2 is defined as: 

𝑉𝑉2 = 𝑉𝑉1 +
1
2
𝑒𝑒22                                                                                  (29) 

The derivative of V2 with respect to the time is: 

V̇2 = V̇1 + 𝑒𝑒2ė2                                                                                 (30) 
By using equation (24) the derivative of V2 can be expressed as: 

V̇2 = −𝐾𝐾1𝑒𝑒12 + 𝑒𝑒2 �
1
L1

Vpv −
1
L1

(1 − u)(Vout + Vc2) − İd −
e1
C1
�       (31) 

The time derivative of Lyapunov function has to be negative 
definite: 

1
L1

Vpv −
1
L1

(1 − u)(Vout + Vc2) − İd −
e1
C1

= −𝐾𝐾2𝑒𝑒2             (32) 

where K2 is a positive constant 

The control law, which guarantees e1, e2 converges 
asymptotically to 0, is given by: 

u = 1 − �  VPV + L1 �K2e2 −
e1
C1
− İd ��

1
VC2 + V0

                  (33) 

 Simulation results 

In order to study the performance of the proposed method, a 
simulation was carried out in Matlab software. The parameters of 
the simulation are illustrated in Table 3. 

Table 3: Parameters of the SEPIC 

Parameter Value 
Inductor 1 (L1) 2.5 mH 
Inductor 2 (L2) 2.5 mH 
Capacitor 1 (C1) 4500 uF 
Capacitor 2 (C2) 79 µF 
Capacitor 3 (C3) 2400 µF 
Constant  (λ ) 1 
Constant  (K1 ) 104 
Constant  (K2 ) 
Load resistor (R) 

104 

50Ω 
Switching frequency (f) 7 KHz 

The system being simulated into different temperature and 
irradiation condition as shown in Figure 6, During the first case 
the [0s, 20s], the PV module is consider operating under the 
irradiation of the maximum power point while the temperature 
was raised to 318 K to simulate the temperature effect. In the 
second case [20s, 40s], the irradiation drop smoothly from 1000 
W/m² to 600 W/m² while the temperature decrease between two 
consecutive levels from 318 k to 307 K. In the last case [40s, 60s],  
the temperature is considered constant in 298K while the 
irradiation increase among two successive stage to reach 1000 
W/m² thus the PV module is considered operating in the 
maximum power point. 

 
 

 
 

Figure 6: Temperature (a) and Irradiation (b) 
 

Figure 7 shows that the variations in temperature and 
irradiation cause a slight variation in voltage and a large variation 
in current and power. By comparing the proposed method with 
the method proposed by [7] it can be seen that the proposed 
method bring reach the reference voltage in 25 ms, Figure (b), 
with high accuracy, in contrast the proposed method in [7] reaches 
the desired voltage with a delay of 60 ms with large oscillations. 
In addition the obtained curves exhibit fast and good reactions 
when sudden variation in temperature and irradiance occurs. 

Figure 8 shows the output current, voltage and power of the 
PV module generated at the output of the SEPIC converter using 
the proposed method with the result proposed by [7]. As can be 
seen from the figures (a), (b) and (c), the obtained curves using 
sliding mode controller present large oscillations and the use of 
the proposed method allow reducing significantly the magnitude 
of the fluctuation, which guarantees good performance in the 
maximum point tracking. 
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Figure 8: SEPIC output Current (a), Voltage (b) and Power (c).  

 Conclusion 

In this paper an integral backstepping controller for 
maximum power point tracking is proposed. In order to increase 
the performance of tracking the controller was developed by 
combining backstepping controller and artificial neural network 
(ANN). The photovoltaic modelling was carried out using double 
diode model as the modelling using single diode degrade at low 
irradiance, and in order to reduce the  current  ripples the single 
ended primary inductor converter (SEPIC) has been employed. 
The simulation has been done in Matlab/Simulink software, the 
results show that the proposed method tracks the reference voltage 
with good accuracy and fast convergence speed, in addition the 
photovoltaic power reaches maximum power in less than 25 ms. 
Furthermore the obtained curves show that there are no 
oscillations in the output voltage, current and power. Thus the 
proposed method presents a fast and stable reaction when the 
environmental conditions changes, which confirms the 
effectiveness and the stability of the proposed method. 
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 This work presents the development and improvement obtained by implementing inventory 
managing practices during the COVID 19 pandemic in a Mexican company, a leader in the 
industrial sector to overcome the effects on the Company's economies due to constrained 
market to maintain liquidity and preserve employment by increasing customer service level 
ensuring the availability of the finished product and improving the delivery time in the 
distribution center, from the receipt of the customer's order, order picking, shipment 
preparation, invoicing and final delivery to the customer. The areas involved are 
Commercial, Demand and Materials Planning, Purchasing, Manufacturing, Logistics, and 
Operations of the Distribution Center. The deployment process considered an ABC study, 
analysis of the historical demand, product inventory coverage days, analysis of the lead time 
components of the distribution center, to implement a minimum and maximum inventory 
control policy for the product portfolio A and manufacture products classified as B and C 
on a make to order basis, an audit was performed of its distribution center, to identify 
opportunities for improvement in their processes to reduce the time of delivery to the 
customer.  
The Company was not in compliance with the level of customer service with an 89% 
performance due to the low availability of the finished product inventory, affecting the 
customer's delivery time in the distribution center with a time of 5 hours versus the goal of 
90 minutes per event. 
The implementation of the improvement achieved an increase in the level of service up to 5% 
starting the fourth quarter of 2019, the savings in inventory optimization at an annual base 
represented USD 530,785.00 (Five hundred thirty thousand seven hundred eighty-five 
dollars), and the Company has implemented this good practice nationwide in its other 
Manufacturing Plants and Distribution Centers as part of the strategic corporate policy 
deployment. 

Keywords:  
Customer Service 
Inventory Control 
Delivery Performance 
Lean Manufacturing 

 

 

1. Introduction 
The value chain is all actions to make a product to flow from 

the raw material to the customer's hands. Within the value chain, 
the primary processes include the transformation of the product, 
inbound logistics that is the delivery of suppliers of the raw 
material to a warehouse of the manufacturing Company, the 
logistics of operations whose purpose is the proper administration 
of the raw material in the transformation process to ensure the 
availability of raw material inventory or inventory in process in 
the work centers and finally the outbound logistics from the 
storage, distribution and perfect delivery of the finished product 
to the end customer [1]. 

The secondary processes in a value chain are the ones that give 
support to the primary processes for the transformation of the 
product. The timeline determines the response time of the value 
chain, and the flow of information in the value chain is essential 
because it includes the release of the sales estimate, placement of 
the customer order, release of the purchase orders and 
manufacturing orders to the delivery of the product to the end 
customer [1]. 

The efficiency and optimization of the distribution center's 
functions is a priority for the achievement of the goal of perfect 
delivery to the customer and inventory availability assurance to 
ensure the desired service level [2]. 
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This case study's scope is a company of 100% Mexican 
capital, market leader, is dedicated to the production and 
marketing of industrial products located in Mexico with ten 
manufacturing plants and three Distribution Centers with 800 
employees. 

This case study helps the Company to face COVID 19 
pandemic with a constrained market to contain the economic 
effects of the pandemic that we are facing helping to preserve 
employment as much as possible and provide liquidity to create 
the conditions for the recovery of economic growth by ensuring 
the availability of the inventory of its products to meet the level 
of delivery service on time and improve the delivery time to the 
customer in the distribution center through an audit in the 
distribution center, establish a baseline of product inventory 
coverage days, analysis of the lead time components of the 
distribution center, value chain mapping, ABC classification of 
finished products, inventory control implementation with the 
maximum and minimum methodology, production balancing, 
measurement of customer's delivery time as days of inventory 
coverage in the distribution center. 

Masaaki Imai, in his work, "Kaizen, The Key to Japanese 
Competitiveness," mentions that Japanese companies follow a 
defined strategic planning scheme; the administration develops 
and communicates the rules of the game: transparent processes, 
that is, with a standard procedure for Operation. It translates into 
top management shall first establish policies and procedures for 
all critical operations, then communicate and ensure that they are 
understood by all levels [3]. 

The rest of the research work consists of describing the case 
study, theoretical framework, and research methodology as its 
conclusions and results obtained. 

2. Literature Review 

According to the customer's perspective, the value chain's 
purpose is to determine which activities are value-added and non-
value-added [4]. All activity that transforms the product should be 
understood as an added value; in contrast, all the activities that do 
not transform the product are no value-added. They are known as 
waste: Reworks, defects, unnecessary movements, inventories, 
waiting times, overproduction, unnecessary space, and 
transportation. This waste shall be eliminated to improve the value 
chain [5]. 

A distribution center is a vital component of the value chain 
for any company to achieve perfect delivery to the product 
customer as to the quantity, time, price, quality, and correct 
information. 

The distribution center functions include receipt, inspection, 
storage, picking, preparation of shipment, dispatch, consolidation 
of orders, and final delivery to the customer. The efficiency of 
these activities is critical to ensure speed and optimize the flow of 
the product to reduce the response time and operating costs, from 
receipt of the customer's order to delivery, to send the products 
with the correct specification, quality, price with proper 
documentation to the customer. Always searching for continuous 
improvement to reduce waste as mentioned earlier and add only 
value in the supply chain. 

The correct management of the distribution center supports the 
strategic objectives of the Company: Generate more sales, profit 
margin, cash flow, stability in the jobs satisfying customer 
demand with the correct level of service. 

Therefore, storage and distribution activities for the product 
should be regarded as a vital component of the Company's 
strategic planning for it to be coupled with the expectations raised 
in the business plan [6]. 

The management of the Company must consider several 
factors to maintain optimal inventory levels, such as the financial 
liquidity of the Company, sales behavior such as seasonality, 
reliability, and availability of suppliers, available financial 
resources. An adequate level of inventory reduces the potential 
risks of lost sales due to the lack of inventory availability as well 
as an increase in the cash flow of the Company, such as the release 
of warehouse capacity [7]. 

 It is strategic for the companies to achieve a high level of 
customer service with a minimum level of inventory by 
implementing the Lean Pull Replenishment methodology by 
having product's supermarkets for the products that represent 80% 
of the Company's revenues which inventory is replenished based 
on the consumer's signal at the time of consumption and made to 
order for those products that represent the other 20% of the 
Company's revenue. The Lean Pull Replenishment methodology 
should be coupled with the Process Capability analysis to reduce 
variation in processes and determine the processing capabilities of 
the Company through the commitment of the delivery date of the 
customer's order [8]. 

Inventory in the lean philosophy is viewed as a waste given 
that it impacts the cash flow of the Company when it is not in the 
correct amount; besides, the Company requires an expense to 
manage it, at the same time, it hides problems such as downtime 
of machinery, long periods of changeover of products, quality 
problems, lack of reliability of suppliers' performance among 
others. Therefore, it is essential to focus on reducing the longest 
process lead time and reduce inventory. It is vital to take into 
consideration synchronization between processes with a correct 
balanced production plan as well as reduce the change over time 
between products for each of the processes and always work with 
small batch sizes and avoid overproduction [9]. 

In the implementation of a continuous flow, the reduction of 
equipment change over times is vital, which consequently 
translates into smaller lot sizes aligned with a KanBan signaling 
system with an adequate plant layout allowing to achieve 
improvements in the reduction of manufacturing delivery times, 
thereby reducing work in process and finished goods inventories, 
eliminating unnecessary movements of materials resulting in 
having the correct level of inventory to meet customer demand 
and thus increase the customer service level [10]. 

It is essential to align the demand planning by reducing the 
variation of the demand estimate and leveling the demand, 
establishing EOQ to determine the optimum lot size to produce to 
minimize the ordering and logistic costs of maintaining the 
inventory, also optimizing equipment change over times allows 
reducing the number of Kanban cards which results in a reduction 
of storage space such as the transport of materials by creating a 
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continuous flow in the value chain and making timely deliveries 
to the customer [11]. 

Within the investigation of inventory management, the 
optimization strategy stands out; the correct coordination of prices 
and inventory management technology is vital. Many companies 
begin to improve logistics by applying inventory control 
technology to reduce costs. The opportunity lies in ensuring 
having enough inventory to meet demand by minimizing 
inventory costs in the right place and time [12]. 

Any improvement in inventory performance has an impact on 
the quality of the product as well as the financial performance of 
the Company, so management must pay attention to proper 
inventory management. Companies without sufficient financial 
liquidity to obtain better financial performance can improve 
product quality by improving inventory management [13]. 

The correct inventory management practices have a direct 
impact on working capital, production, and the level of customer 
service and sales. Goods inventory management practices include 
having the correct levels of raw material and in-process inventory 
to ensure the continuous flow of supply to production, to avoid 
stoppages of the production line, to anticipate the correct prices of 
materials, ensure the correct levels of inventory of finished 
product to complete customer orders, follow the customer's 
demand to increase the level of service provided to the same [14]. 

The ABC Inventory Classification usually considers the 
annual volume multiplied times the ordered price in a descending 
manner classified into three categories A, B, and C. According to 
the ABC classification, the same service level is assigned for each 
part number according to the classification. Regularly, the articles 
generate the most considerable profit and are considered higher 
levels of service. To classify each of the part numbers, a new 
approach that takes into account four parameters is proposed: the 
cost of having a shortage times the rate of demand, divided into 
the cost of maintaining the inventory (purchase price) times the 
amount to be ordered for each of the articles; the result is sorted 
in descending order and is classified on ABC, which considers 
three classes: 50%, 30% and 20%, where A must have the highest 
level of service, followed by B and C [15]. 

Once certain products classified as type A, for the calculation 
of finished product inventory level, known as supermarket Figure 
1, the following formula is considered [16]: 

 
Figure 1: Approach to the calculation of the supermarket inventory level 

The supermarket inventory is equal to the stock for the cycle 
(it is the average demand of each product classified type A, which 
considers the replenishment delivery time. Replenish time is the 
period elapsed from the date the order is received, manufactured, 

and made available at the warehouse) plus buffer stock (which is 
the amount of each product to be placed to cover any supply 
variation, such as quality defects, equipment stoppages, personnel 
missing, raw materials shortage).  This supermarket shall be 
revised daily to ensure finished product availability to comply 
with service level upon any variation in demand or supply. 

Inventory management with a maximum and minimum policy 
established on this case study for the industrial products industry 
has also been applied as the policy to health services, which have 
considered the importance of ensuring the supply of medicine, as 
well as a level of safety stock inventory to have continuity in the 
service in the event of supply shortages. By having a correct level 
of service and reducing delivery times, the decrease in inventory 
level is favored.  The factors contributing to a shortage in 
medication shall be known, and evaluation is to be made from the 
demand pattern and all processes of the value chain intervening 
up to the delivery of the medication [17]. 

3. Problem Statement 
The Company is committed to a quality management system 

that seeks to continuously improve profitability, customer 
satisfaction, internal processes, and staff development through the 
fulfillment of quality objectives and has considered strengthening 
its continuous improvement process in the distribution center 
located on the main plant solving the next opportunity for 
improvement: Position the correct level of finished product 
inventory under A classification, to increase the level of service 
to  95% as the preparation of shipment is interrupted due to the 
shortage of finished products for direct sale to or transferred to 
other manufacturing plants of the Company, having to reschedule 
shipments impacting the Company's sales, improve response time 
in the distribution center from the receipt of the finished product, 
collection of the product according to the customer's order, 
preparation of shipment, invoicing and clearance to 90 minutes. 

Change management for continuous improvement as outlined 
in his Theory of Constraints (TOC) concepts and principles for 
improving companies' performance by focusing on some 
restrictions in the system. These influence points are system 
restrictions [18] [19]. 

4. Methodology 
It is necessary to validate if the processes are oriented to 

serving the customer and achieve a high standard of service level 
to understand the value chain's baseline of performance. For this 
purpose, a mapping of the value chain is performed, which is a 
tool of lean manufacturing that is carried out by product family 
which outlines the value chain, customers, primary and secondary 
processes, suppliers, flows of information, and timeline, to 
display the waste, non-value-added activities and take actions to 
eliminate them. First, the map of the value chain in current status 
is carried out to identify the waste, which is transportation, 
inventory, movements, waiting, over-processing, overproduction, 
and defects; improvement events known as Kaizen are proposed 
to eliminate waste and streamline the value chain and therefore 
map the ideal state [2]. 

ABC analysis for inventory management is a method of 
inventory classification to book value (cost or acquisition) of the 
materials stored that considers the use of the article by its book 
value, classified from highest to lowest [20]. 
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The principle of ABC analysis in inventory management applies: 
1) In the classification of inventory items, based on their relative 

importance. 
2) By setting different administrative controls for different 

classifications of materials and setting different degrees of 
control according to each classification's different ranges. 

The criterion of classification should reflect the difficulty of 
controlling an article and the impact of this on the cost and in 
profit. 

The ABC analysis determines the importance of an article in 
the Company's inventory. To perform this classification, 
companies could consider some of these no limitation criteria: 

1) The annual transaction volume of an article (valued 
monetarily). 

2) Shortages of material used in the production of an article. 
3) Delivery time. 
4) Storage requirements of an article. 
5) Risk of theft. 
6) Useful life. 
7) Cost of a shortage of inventory, among other criteria. 

The criterion used in this case study for the ABC classification 
is the volume of sales valued monetarily considering the last six 
months of current sales. 

For classified items A, inventory control of maximum and 
minimum inventory method is implemented, which is a system 
specially developed to achieve up-to-date warehouses control and 
achieve optimal inventory; it sets the maximum and minimum 
levels of stock for each product, as shown below: 

Definition of Variables: 

 = Average sales in three months. 

TInfo = Time since the manufacturing plant receives the request 
from the distribution center. 

Tmfg = time to manufacture considers the days the manufacturing 
plant requires to produce the finished product. 

Ttransit = time in transit from the plant warehouse to the distribution 
center. 

Var.Ttransit: Time the shipment may be delayed from the main plant 
warehouse to the distribution center. 

Frec.Emb: Shipment frequency. Several days between each 
shipment. 

Var.Dem. = Demand variation in days needed as additional 
coverage in the event of any demand fluctuation. 

Equations for the calculation of maximum and minimum 
inventory: 

The minimum inventory is calculated based on the average 
daily demand times the replenish lead time [16]. 

Min.Inventory =  * (TInfo + Tmfg + Ttransit + Var.Ttransit + 
Frec.Emb)   (1) 

The maximum inventory is calculated based on the average 
daily demand times the replenish lead time in days plus the 
variation of the demand in days to have additional coverage for 
any demand fluctuation [16]. 

Max.Inventory=  * (TInfo + Tmfg + Ttransit + Var.Ttransit + Frec.Emb 
+ Var.Dem) (2) 

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑂𝑂𝑖𝑖𝑖𝑖𝑖𝑖 = (𝑀𝑀𝑀𝑀𝑀𝑀 𝐼𝐼𝑀𝑀𝐼𝐼𝐼𝐼𝑀𝑀𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼+𝑀𝑀𝑀𝑀𝑀𝑀 𝐼𝐼𝑀𝑀𝐼𝐼𝐼𝐼𝑀𝑀𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼)
2

  (3) 

The reorder point is the point when the inventory drops to a 
certain level, an order for a predetermined amount to replenish the 
inventory within the supplier's time of delivery is placed. This 
type of system can be used effectively for articles with 
independent demand. The reorder point is established to cover the 
average use within the delivery time plus variation in demand or 
variation in delivery time. The inventory to absorb this variation 
is known as safety stock. The amount of variation to cover 
depends on the level of customer service desired [20]. 

The safety stock (SS) required is a function of the random 
variation in demand during the estimated period, the desired level 
of customer service, and the radius of the delivery time during the 
estimated period. 

 𝑆𝑆𝑆𝑆 = 𝑧𝑧 𝑠𝑠 √𝐿𝐿𝐿𝐿  (4) 

Where SS is the safety stock in a warehouse, z is the level of 
service sought for the Company represented by the value of the 
area under the curve, s is the standard deviation of the product 
demanded in the warehouse per unit of time.  

Once inventory levels are set, next is the leveling of 
manufacturing within a period. It allows avoiding fluctuations to 
make the consumption of raw material, labor, and production 
capacity more predictable, ensuring finished product availability, 
minimizing inventory, working capital, and lead time throughout 
the value chain [16]. 

For this proposal, it is transcendent to determine the control 
condition of the process before the proposed improvements, as 
well as the determination of process capability indexes before the 
improvements and the associated sigma level thereof, to have 
transcendent measurements  

To establish the central distribution center's baseline of 
performance, the Auditing Warehouse Performance, Ohio: 
Ackerman Publications checklist was applied [21]. 

Table 1: Summary of results of the Audit Central Distribution Center 

AREA WEIGHT RANK MAX 
RANK 

GAP 

External 0.05 0.117   
Internal 0.05 0.126   
Warehouse 
IT systems 0.1 0.3 0.4 0.1 
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Mechanical 
handling 
equipment 

0.1 0.264 0.4 0.136 

Contingency 
planning 0.05 0.067   

Inbound 
operation 0.1 0.211 0.49 0.278 

Put-away and 
storage 0.05 0.14   

Stock control 0.15 0.417 0.6 0.183 
Picking 0.05 0.15   
Dispatch 0.15 0.48 0.72 0.24 
Staff and 
housekeeping 0.05 0.123   

Warehouse - 
performance 
management 

0.05 0.1   

Legislative & 
Health and 
Safety 
requirements 

0.05 0.154   

Overall 
Warehouse 
Rating 

 2.648 3.585  

 
1 2 3 4 0 

No Poor Good Excellent N/A 

Overall, the general grade of DC was 2.648, which indicates 
performance with an opportunity for improvement. When 
considering the ascribed areas as the most important in the 
auditing process, the maximum range was calculated. It denotes 
three areas with an opportunity for significant improvement: 

1) Inbound Operation with a gap of 0.278. 
2) Dispatch with a gap of 0.240. 
3) Stock Control with a gap of 0.183. 

If efforts are focused on these three areas, then a potential 
score of 3.459 can be reached to be close to excellence with a 
rating of 4. 

Hence, the efforts will be focused on the following processes: 

a) Receipt, Preparation of the Shipping Order & Inventory 
Control. It interrupts the shipment's preparation flow due to 
finished goods and raw material shortage in the main 
warehouse, which causes reschedule shipments to the 
distribution centers based on the promised delivery date of 
production and suppliers. Evaluate the option to implement a 
pre-shipment activity and implement a performance metric of 
hours of preparation and loading of the shipment. 

b) Dispatching requires a shipment schedule to increase 
flexibility associated with sales to customers based on 
available resources as workforce, space, and equipment. 

c) One of the audit opportunities is the lack of KPI's to monitor 
CD's performance. Customer's delivery time, one of the top 
priorities identified by the commercial area, currently is 5 
hours, being the goal of an average time of 90 minutes. 

d) In the stock control process, the opportunity is detected to 
implement an inventory control to guarantee the inventory's 
availability due to the constant interruption in the picking 
process due to finished goods inventory shortage 
compromising the shipment program and impacting the 
customer service level. 

Associated with the delivery of the finished product to the 
customer, transformation processes were evaluated to understand 
the flow of the value chain of the Company, from suppliers, 
production processes, distribution and final delivery of customer, 
as well as the activities that provide service to primary processes, 
which involves the creation of the customer order, the 
administration area authorizes the order, the ordered product 
inventory is booked, delivery of documents to logistics, 
processing the loading order, delivery of documents to the loading 
area, loading of order and delivery of documents to the customer. 
Value stream mapping is a tool to achieve competitiveness in any 
company's value chain, highlighting the inefficiencies of 
processes such as areas for improvement [22]. 

The value stream map of the current state indicates: 

• The model is pushed and does not have a sales estimate from 
the commercial area. 

• Orders flow into the commercial area, and there is no 
supermarket of the finished product to shorten the delivery 
time to the customer and act as a buffer to absorb changes in 
demand. 

• The production plan is made based on the demonstrated 
demand, and a production signal is sent to production based 
on a weekly production plan that applies to each of the work 
centers, which takes into account proven capacity and labor 
requirements. 

• Material planning is done based on an MRP that explodes 
customer requirements to validate inventory position and 
release the production orders. 

• The suppliers do not estimate the future requirement of the 
raw materials, so they react based on the monthly supply 
signal sent by the purchasing department. 

ABC analysis was performed, Table 2, which considered the 
sale of each Distribution Center (DC) for each of the finished 
products by book value, based on manufacturing and sorted from 
highest to lowest. The Company's approach resides in 52 catalogs 
to implement the inventory control policy of maximums and 
minimums in Central Distribution Center, 18 catalogs in 
Distribution Center in City one, and 21 catalogs in City two 
Distribution Center, as it is shown below: 

Table 2: ABC Classification 
DC Central 
ABC Total 

Catalogs 
%Sales 
Value 

A 52 80 
B 68 15 
C 207 5 
 
DC City 1 
ABC Total 

Catalogs 
%Sales 
Value 
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A 18 80 
B 31 15 
C 58 5 
   
DC City 2 
ABC Total 

Catalogs 
%Sales 
Value 

A 21 80 
B 26 15 
C 68 5 

When reviewing the inventory's coverage in the days of the 
finished goods classified as type A, there is an average inventory 
coverage of 27 days, compared against the Company's goal of 14 
inventory days. The following Table 3 shows a summary of 
coverage in the inventory days before the implementation of the 
improvement: 

Table 3: Coverage in days and distribution as a percentage of the value of 
inventory catalogs classified as Type A 

DC Central 
DOS Number of 

Finished 
Goods 

% of 
Inventory 

Value 
0 Days 7 3% 
From 1 to 14 days 12 7% 
From 15 to 22 days 13 53% 
From 23 to 30 days 6 17% 
Greater than 30 
days 

12 20% 

Total  50 100% 
 
DC City 1 

DOS Number of 
Finished 
Goods 

% of 
Inventory 

Value 
0 Days 1 0% 
From 1 to 14 days 8 57% 
From 15 to 22 days 2 18% 
From 23 to 30 days 3 9% 
Greater than 30 
days 

4 16% 

Total  18 100% 
 
DC City 2 

DOS Number of 
Finished 
Goods 

% of 
Inventory 

Value 
0 Days 2 0% 
From 1 to 14 days 10 43% 
From 15 to 22 days 4 19% 
From 23 to 30 days 3 33% 
Greater than 30 
days 

2 5% 

Total  21 100% 

Next, the state of statistical process control regarding the original 
process is shown and the capability index, Z level, and associated 
sigma [23]. 

A prerequisite to determine the status of control of a process is to 
validate that the data analyzed corresponds to a standard 
distribution. Figure 2, which can be validated and with the value 
p=0.191, is higher than the level of type I error or α=0.05. 

 
Figure 2: Normal Probability Graph 

In Figure 3, it can be noticed that the process is out of 
statistical control due to several measuring points, which are 
outside control limits, which are associated with sources of 
variation attributable to the conditions of the current process [23]. 

 
Figure 3: Control Chart for Individual Values and Mobile Range of the original 

process 

Figure 4 shows the capability process analysis report for the 
original process. The cpk index establishes the actual process 
capability to meet specifications to consider that a process is 
adequate; the value must be higher than 1.25 [23]. the current cpk 
value of the process is 0.37, so the process under current 
conditions cannot meet specifications and requires serious 
intervention to restructure its activities and operation controls. 
The Z level of the process is 1.11, which is reflected in the sigma 
level = 2.61, the sigma level of a process is determined by the 
value of the Z + 1.5 level associated with the general standard 
deviation of the process. It should be noted that the lower 
specification limit is considered suitable; hence efforts will be 
concentrated on the upper specification limit [23]. 
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Figure 4: Process Capability report for the original process 

The graph of the performance of the process shown in Figure 5 
allows observing the fraction of the process that fails to comply 
with the established specifications. It can be seen in the area under 
the curve that exceeds the upper control limit. 

 
Figure 5: Performance Graph for the original process.  

In the six sigma calculator associated with the process Table 
4, the values obtained are the Z value of 1.11, Defects Per Million 
(DPM) of 133,519, Percentage of Defects 13.3, Yield of 86.64% 
with a process capability (Cpk) of 0.37, and a sigma quality level 
(SQL) of 2.6 [23]. 

Table 4: Six Sigma Calculator 
Entry: Value-Z = 1.11 
Change in sigma = 1.5 

Equivalent values 
Table of Contents Value 
Value-Z 1.11 
DPM 133519 
Defects 13.3519 
Performance 86.6481 
Cpk 0.37 
SQL 2.61 

5. Issues, Controversies and Problems 
Based on the audit, other opportunities were identified and 

then raised to the Company: 

1) Improve the receiving flow of raw materials and finished 
product, since the schedule for the reception of raw material 
as complementary products for sale is interspersed with the 
hours of shipment preparation, which generates a conflict of 
space in the yard and rescheduling of shipments of the 
finished product. 

2) Review the flow of finished products from other 
manufacturing plants to ensure the availability of inventory 
in the central distribution center, positioning a supermarket 
to facilitate the consolidation of shipments. 

3) Streamline the work used in the Operation of the process put 
away (pre-stowage to the final location of the finished 
product) combined with the efforts of picking Operation for 
the shipment of the product and create a standardized work 
for the truck loading process. 

6. Research Methodology 

In the implementation of the improvement of the customer 
service level to guarantee the availability of the finished product 
and improve the delivery time in the distribution center, the 
following results were obtained: 

1) Audit in the central distribution center to detect 
improvement opportunities, where the detail of such is 
presented in the analysis of Table 1. 

2) The ABC classification was performed to determine the 
items that represent 80% of the sales valued, to focus on the 
control of inventory presented in Table 2. 

3) The analysis of the coverage of inventory of finished 
product catalogs, Table 3, classified as type A, indicates that 
seven catalogs of finished product do not have inventory for 
sale, only twelve catalogs are within the target set by the 
Company of fourteen days of inventory, and the rest of the 
twenty-nine catalogs are above the goal of fourteen days of 
inventory. Only 7% of the total monetary value of the stock 
is located within the established goal of inventory coverage. 

4) Lead Time Component Analysis 
a) Information Lead Time: Time from the moment the 

manufacturing facility receives the request for inventory 
replenishment from the distribution center supermarket. 

b) Manufacturing Lead Time: Considers the days that 
require the manufacturing facility to produce the finished 
product, plus the quarantine time. 

c) In Transit Lead Time: Time in transit from the 
warehouse of the manufacturing facility to the 
distribution centers. 

d) In Transit Lead Time Variation: Time that can delay the 
shipment from the warehouse manufacturing facility to 
the distribution center due to external factors such as 
climate, holidays, transport breakdown, among others. 

e) Frequency of Shipments: Considers the period in days 
between each shipment. 

f) Variation of Demand: Days of daily inventory coverage 
regarding the daily sales average to cover any variation 
in demand required by the final customer. 

20181614121086

LSL 7
Target 12
USL 14
Sample Mean 12.6072
Sample N 32
StDev(Overall) 2.9727
StDev(Within) 1.25646

Process Data

LB for Z.Bench 0.55
Z.LSL 4.46
Z.USL 1.11
Cpk 0.37
CI for Cpk (0.22, 0.52)

Z.Bench 1.11
Potential (Within) Capability

PPM < LSL 0.00 29631.12 4.05
PPM > USL 312500.00 319705.50 133825.84
PPM Total 312500.00 349336.62 133829.89

Observed Expected Overall Expected Within
Performance

LSL Target USL
Overall
Within

Process Capability Report for Original process
(using 95.0% confidence)
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g) Variation of Supply: Daily coverage based on average 
daily production to cover any variation in the supply as 
quality defects, equipment stoppage, lack of personnel, 
shortage of raw material. 

The evaluation of lead time's components for the 
manufacturing facility is considered in the following Table 5: 

Table 5: Manufacturing Lead Time Components 

Manufacturing Lead Time 
Components 

Days 

Information Lead Time 2 
Manufacturing Lead Time 1 
Quarantine Lead Time 7 
Supply Variation 10 

For the case of a distribution center, the lead time components 
are shown in the following Table 6: 

Table 6: Lead Time Components for the Distribution Centers 

DC Central Lead Time Components Days 

Information Lead Time 2 
Manufacturing Lead Time 7 
In Transit Lead Time 0 
In Transit Variation 0 
Shipment Frequency 1 
Demand Variation 7 

 
DC City 1 Lead Time Components Days 

Information Lead Time 2 
Manufacturing Lead Time 7 
In Transit Lead Time 1 
In Transit Variation 0 
Shipment Frequency 3 
Demand Variation 3 

 
DC City 2 Lead Time Components Days 

Information Lead Time 2 
Manufacturing Lead Time 7 
In Transit Lead Time 1 
In Transit Variation 0 
Shipment Frequency 3 
Demand Variation 2 

 
DC Central Lead Time Components Days 

Information Lead Time 2 
Manufacturing Lead Time 7 
In Transit Lead Time 0 
In Transit Variation 0 
Shipment Frequency 1 
Demand Variation 7 

5) Inventories Planning for the distribution centers and 
manufacturing facility 

The sales estimate horizon is three months (current month plus 
two months based on the historical demand), the demand is 
analyzed based on the current sales and sales estimate provided 
by the commercial area Table 7 for calculations of supermarkets 
to position each of them in the distribution centers. 

Table 7: Demand for each Distribution Center 

Central Distribution Center 
Catalog Aug 

19 
Sep 
19 

Oct 
19 

Nov 
19 

Dec 
19 

 

8750 286 92 138 272 227  
6890 271 219 210 169 150  
5151 78 170 61 162 94  
 

Central Distribution Center 
Catalog Jan 

20 
Feb 
20 

Mar 
20 

Apr 
20 

May 
20 

Jun 20 

8750 307 307 314 215 205 205 
6890 260 313 282 215 200 200 
5151 18 62 59 60 50 50 
 
City 1 Distribution Center 
Catalog Aug 

19 
Sep 
19 

Oct 
19 

Nov 
19 

Dec 
19 

 

8750 2 8 23 6 7  
6890 19 139 119 197 140  
5151 58 28 155 140 100  

 
City 1 Distribution Center 
Catalog Jan 

20 
Feb 
20 

Mar 
20 

Apr 
20 

May 
20 

Jun 20 

8750 2 1 0 13 13 9 
6890 230 211 293 171 140 128 
5151 177 88 126 92 43 43 

 
City 2 Distribution Center 
Catalog Aug 

19 
Sep 
19 

Oct 
19 

Nov 
19 

Dec 
19 

Catalog 

8750 53 25 6 39 52 8750 
6890 8 60 24 21 6 6890 
5151 26 24 8 34 19 5151 

 
City 2 Distribution Center 
Catalog Jan 

20 
Feb 
20 

Mar 
20 

Apr 
20 

May 
20 
 

Jun 20 

8750 64 35 61 63 67 63 
6890 2 6 6 12 12 12 
5151 16 18 16 25 29 25 

The daily requirement sale is calculated as well the reorder 
point as the maximum, optimum, and minimum of inventory of 
finished product Table 8, for each of the distribution centers of the 
Company, which consider the lead time components. 
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Table 8: Supermarket Positioning Distribution Center 

DC Central 
Catalog ROP Inventory MIN IDEAL MAX 

8750 171 247 96 139 182 
6890 166 231 93 135 177 
5151 16 49 9 14 19 

 
DC City 1 
Catalog ROP Inventory MIN IDEAL MAX 

8750 17 4 6 13 20 
6890 147 76 52 113 173 
5151 51 35 24 43 63 

 
DC City 2 
Catalog ROP Inventory MIN IDEAL MAX 

8750 35 18 12 26 41 
6890 17 27 6 13 20 
5151 9 25 5 8 11 

In the manufacturing facility, the production plan Table 9 is 
analyzed to implement the supermarket and act as a buffer before 
any variation of supply to ensure the availability of the product. 
The production plan considers the distribution centers' net 
requirement, less the positioned inventory on the facility to 
calculate the requirement to produce. 

Table 9: Production Plan - Manufacturing Facility 

Catalog Aug 
19 

Sep 
19 

Oct 
19 

Nov 
19 

Dec 
19 

 

8750 456 332 338 100 325  
6890 549 542 467 320 360  
5151 38 286 65 241 229  

 
Catalog Jan 

20 
Feb 
20 

Mar 
20 

Apr 
20 

May 
20 

Jun 
20 

8750 430 323 450 449 408 400 
6890 580 493 584 599 469 457 
5151 128 59 191 235 65 65 
Determines the supermarket Table 10 for the production area 

that considers the maximum and minimum inventory policy: 
Table 10: Supermarket Manufacturing Facility.  

Catalog ROP Inventory MIN IDEAL MAX 
8750 154 130 154 170 185 
6890 212 230 170 212 255 
5151 19 25 10 22 34 

6) Visual Management of the Inventory of Distribution 
Centers 

The current inventory of finished products is compared against 
the maximum, optimum, and minimum inventory to maintain 
visual management. Green indicates that it is within the maximum 
level and optimum inventory; this is the ideal position. Yellow 
between the optimum and minimum levels requires planning to 
place a manufacturing order to replenish the inventory to its 
position. Red requires expediting the production order, given that 
the current inventory is below the minimum level with a possible 
negative impact on the service level. When the current position is 

blue, it is above the maximum allowed level, and action is 
required to balance the inventory levels to those approved. It is 
essential to run this report daily since it is the tool that manages 
the release, issuance, and establishment of priorities of the 
manufacturing orders to production and the valuation of the 
position of inventory in units. This report is required per the 
manufacturing facility and distribution center. 

7) Planning Horizons 
Once the supermarket was positioned in the Distribution 

Center and manufacturing facility, the following was agreed with 
the Commercial area: 

The sales estimate horizon is three months (current month plus 
two months based on the historical demand), delivery takes place 
between 3 - 4 days business days of the month, and formed on the 
following and the basis of the planning zones: 

• Fixed Zone: Consists of the time required upon releasing the 
production order and until the product is available for sale. 
The horizon is of 14 days with zero percentage of variation. 
This planning zone is conformed of labor, materials, and 
burden. 

• Firm Zone: This zone considers, from the moment the 
purchase order is placed to the suppliers, considers the 
longest lead time of the resource, either materials, tools, 
and/or equipment, as labor in compromising the production 
requirements. The time horizon is 20 days; the variation 
percentage of the sale estimated is +/- 20%. In this horizon, 
planning involves materials and any other resource required 
to be contracted as labor and/or equipment. 

• Planning Zone: Consists of the horizon when no resource for 
production is committed; therefore, the percentage of 
variation is open. 
 

8) Delivery Time to Customer Service 

The delivery time to the customer is essential as part of the 
flexibility offered by the Company, to meet the immediate need 
for what was agreed with the Commercial area, the following 
delivery times according to the ABC classification of the finished 
product: 

• Family Products A: Delivery time is the time upon the receipt 
of the order, preparation, shipment, and invoicing; this 
delivery time is of 90 minutes for the external customer; in 
the case of an internal customer as the Distribution Centers 
located in other cities, it must be considered two days upon 
the receipt of the inventory replenishment requirement, 
preparation of shipment and billing plus the in-transit time. If 
demand variation consumes the inventory available in the 
supermarket, the planning area should coordinate the 
managing of materials and resource capacity with Production 
and Purchasing; consideration should be given to the delivery 
to customers and communicate to the commercial area the 
best delivery commitment to customer's order. In 
coordination with planning, the Commercial area shall 
manage the priorities of the inventory allocation until the 
inventory is regularized in the supermarket according to the 
maximum and minimum levels of inventories approved. 
Production should communicate the plan to recover 
inventory to approved levels. 
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• Family Products B: These finished goods products are 
not supplied within the calculation of the maximum and 
minimum inventory. It is a product that is managed to 
make an order basis. Delivery Time is seven days. The 
way to schedule this finished product to production is 
FIFO (Customer's First orders entered are the first to be 
scheduled for production). 

• Family Products C: This is a new product with a 
particular design in which the delivery time is variable 
according to the project's timeline. 

9) Production Balance 

Based on the month's production requirement, the production 
requirement is planned in Table 11, 30% in week 1, 30% in week 
2, 20% in week 3, and 20% in Week 4; this production balance 
enables demand confrontation since 60% of the sale occurs in the 
last two weeks of the month, which makes the labor requirement 
planning Table 12 as the materials requirements more predictable, 
for inventory positioning of raw materials in supermarkets, this 
enables better visibility of the requirement to the consumption of 
raw materials to suppliers and increase the flexibility of the 
productive capacity, especially when they are manufacturing 
make to order products for special projects for which demand is 
random. 

Table 11: Monthly Balanced Production Plan 

Catalog 

Mont
hly 

Prod. 
Req" 

Pro
d. 

Req 
Wk 

1 

Pro
d. 

Req 
Wk 

2 

Pro
d. 

Req 
Wk 

3 

Pro
d. 

Req 
Wk 

4 

Hr. 
Req 

Proce
ss 1 

Wk1 

Hr. 
Req 

Proce
ss 2 

Wk1 

Hr. 
Req 

Proce
ss 1 

Wk2 

Hr. 
Req 

Proce
ss 2 

Wk2 

Hr. 
Req 

Proce
ss 1 

Wk3 

Hr. 
Req 

Proce
ss 2 

Wk3 

Hr. 
Req 

Proce
ss 1 

Wk4 

Hr. 
Req 

Proce
ss 2 

Wk4 
Product 1 493 148 148 99 99 166 243 166 243 111 162 111 162 
Product 2 323 97 97 65 65 109 159 109 159 73 106 73 106 
Product 3 59 18 18 12 12 8 16 8 16 5 11 5 11 
Product 4 0 0 0 0 0 0 0 0 0 0 0 0 0 
Product 5 232 70 70 46 46 63 63 63 63 42 42 42 42 
Product 6 0 0 0 0 0 0 0 0 0 0 0 0 0 
Product 7 145 44 44 29 29 49 71 49 71 33 48 33 48 
Product 8 430 129 129 86 86 145 212 145 212 97 141 97 141 
Product 9 1 0 0 0 0 1 3 1 3 1 2 1 2 
Product 10 57 17 17 11 11 19 51 19 51 13 34 13 34 
Product 11 40 12 12 8 8 14 36 14 36 9 24 9 24 
Product 12 151 45 45 30 30 27 20 27 20 18 14 18 14 
Product 13 241 72 72 48 48 43 33 43 33 29 22 29 22 
Product 14 78 23 23 16 16 14 11 14 11 9 7 9 7 
Product 15 372 112 112 74 74 67 50 67 50 45 33 45 33 
Product 16 300 90 90 60 60 54 41 54 41 36 27 36 27 
Product 17 109 33 33 22 22 20 15 20 15 13 10 13 10 
Product 18 92 28 28 18 18 25 83 25 83 17 55 17 55 
Product 19 165 50 50 33 33 22 22 22 22 15 15 15 15 
Product 20 218 65 65 44 44 0 75 0 75 0 50 0 50 
Product 21 1089 327 327 218 218 0 399 0 399 0 266 0 266 

Wk Req. hrs. 540.1 762.9 540.1 762.9 360.0 508.6 360.0 508.6 
Daily Req. hrs. 90.0 127.2 90.0 127.2 60.0 84.8 60.0 84.8 

Table 12: Labor Weekly Requirement 

Labor Weekly Requirement 
 Week 1 Week 2 Week 3 Week 4 

Process 
1 

Process 
2 

Process 
1 

Process 
2 

Process 
1 

Process 
2 

Process 
1 

Process 
2 

Product 
Family 1 9.7 14.1 9.7 14.1 6.5 9.4 6.5 9.4 

Product 
Family 2 7.8 11.2 7.8 11.2 5.2 7.4 5.2 7.4 

Product 
Family 3 1.7 1.8 1.7 1.8 1.1 1.2 1.1 1.2 

Product 
Family 4 0.9 1.8 0.9 1.8 0.6 1.2 0.6 1.2 
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Figure 6: Customer delivery Time per event.  
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10) Customer delivery Time 
The customer delivery time Figure 6 is measured from the 

moment the customer order is created, the administration area 
authorizes the order, the ordered product inventory is booked, 
delivery of documents to logistics, processing the loading order, 
delivery of documents to the loading area, loading of order and 
delivery of documents to the customer. 

Registers an average customer delivery time of 46 minutes 
below the goal of 90 minutes, which encourages the customer to 
be recurrent customers considering the availability of inventory to 
cover their requirements with a short delivery time. 

11) Process Capability and Six Sigma 
Through the implementation of the proposed improvements, 

the process is in statistical control, as well as in the assessment of 
capability indexes, the level of cpk increased from 0.37 to 0.86, 
the associated z level moved from 1.11 to 2.59, and the sigma 
level moved from 2.61 to 4.09 with a decrease of defects per 
million of 133,519 to 4,798.83. It should be noted that an optimum 
level is not yet achieved. However, this represents a strategic 
impact and the opportunity to deploy additional improvements to 
arrive at an ideal level of six sigma, that is to say, with only 3.4 
ppm of failure. It can be observed in Figure 7 that the associated 
data with the subsequent measurements to improvements come 
from a normal distribution with a p value=0.407, which is higher 
than the value α=0.05 [23]. 

 
Figure 7: Probability Plot of Improved Process 

Figure 8 shows the process under statistical control without 
points outside the control limits without any anomaly trends. 

 
Figure 8: Graph of Individual Values and Mobile Range for the Improved 

Process 

Figure 9 shows the process capability analysis report in which 
it is possible can see the improvements obtained with a Cpk index 
of 0.86; although it is not the optimal state of the process 
represents a significant improvement. 

 
Figure 9: Process Capability Report for Improved process 

Figure 10 shows the improvement in performance in which 
there is a significant reduction in the fraction of the probability 
distribution outside the upper limit of the specification. 

 
Figure 10: Performance Graph Improved Process 

Table 13 shows the values obtained in the six-sigma calculator 
associated with the improved process the Z value of 2.59, Defects 
Per Million (DPM) of 4,798.33, Percentage of Defects 0.47, Yield 
of 99.52% with a process capability (Cpk) of 0.86, and a sigma 
quality level of (SQL) 4.09. 

Table 13: Six Sigma Calculator 
Entry: Value-Z = 2.59, Change in sigma = 1.5 

Equivalent values 
Table of Contents Value 
Value-Z 2.59 
DPM 4798.83 
Defects 0.479883 
Performance 99.5201 
Cpk 0.863333 
SQL 4.09 

 
12) Pull System 

The Commercial area estimates the monthly sales to determine 
the maximum and minimum level of finished product inventory. 
A pull system is implemented, the customer's orders are supplied 
directly from the CD's finished good product supermarket. The 
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Sample N 15
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StDev(Within) 1.0678

Process Data

LB for Z.Bench 1.16
Z.LSL 3.96
Z.USL 2.59
Cpk 0.86
CI for Cpk (0.50, 1.23)

Z.Bench 2.59
Potential (Within) Capability

PPM < LSL 0.00 301.83 37.36
PPM > USL 0.00 12317.51 4732.22
PPM Total 0.00 12619.34 4769.58

Observed Expected Overall Expected Within
Performance

LSL Target USL
Overall
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Process Capability Report for Improved process
(using 95.0% confidence)

http://www.astesj.com/


I. Alvarez et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 613-626 (2020) 

www.astesj.com     625 

9.0

10.0

11.0

12.0

13.0

14.0

15.0

16.0

OC
T-W

K 1
OC

T-W
K 2

OC
T-W

K 3
OC

T-W
K 4

% 
Av

ail
ab

le 
Oc

t
NO

V-
W

K 1
NO

V-
W

K 2
NO

V-
W

K 3
NO

V-
W

K 4
DE

C-W
K 1

DE
C-W

K 2
DE

C-W
K 3

DE
C-W

K 4
JA

N-
W

K 1
JA

N-
W

K 2
JA

N-
W

K 3
JA

N-
W

K 4
FE

B -
W

K 1
FE

B -
W

K 2
FE

B -
W

K 3
FE

B -
W

K 4
M

AR
-W

K 1
M

AR
-W

K 2
M

AR
-W

K 3
M

AR
-W

K 4
AP

R-
W

K 2
AP

R-
W

K 4
M

AY
-W

K 1
M

AY
-W

K 2
M

AY
-W

K 3
M

AY
-W

K 4
JU

N 
-W

K 1
JU

N 
-W

K 2
JU

N 
-W

K 3
JU

N 
-W

K 4
JU

L-W
K 1

JU
L-W

K 2
JU

L-W
K 3

JU
L-W

K 4
AU

G-
W

K 1
AU

G-
W

K 2
AU

G-
W

K 3

DO
S D

isp
on

ibi
lid

ad

DAYS OF SUPPLY CHART TREND 2019 - 2020

DOS Total TGT (DOS) LSC (DOS) LIC (DOS) 4 Periods.Moving.Avg(DOS Total) Lineal (DOS Total)

 
Figure 11: Days of Supply Finished Goods Inventory 

consumption of the supermarket inventory generates a 
manufacturing order for production to replenish the finished 
product supermarket. As the supermarket's raw materials are 
consumed when producing the manufacturing orders, the 
purchasing requisitions of raw material are released to the 
purchasing department to generate the purchase orders for the 
suppliers and thus guarantee the replenishment in the raw's 
materials supermarket. 

13) Days of Supply Finished Goods Inventory 
The trend chart of days of supply Figure 11 shows a favorable 

trend in days of coverage, having a supply of twelve days of 
inventory against a goal of 14 days. 

7. Results and Conclusions 

During the COVID 19 pandemic, the Company has been 
operated with a Pull system, in which supermarkets were 
positioned in Central, City 1, and City 2 distribution centers for 
finished products classified A; The inventory is managed with a 
maximum, and minimum policy, based on customer consumption, 
the supply signal to the manufacturing plant is triggered to 
replenish and position the inventory in the distribution centers. 

Based on the inventory consumption for the supermarket of the 
manufacturing plant, the manufacturing orders are released to 
replenish the inventory in the supermarket of the plant, which has 
generated a reduction of the inventory to a coverage of 12 days 
before starting the improvement in the process, the catalogs 
classified type A had a 27-day average coverage, against the 
Company's goal of 14 days of inventory. The service level, the 
baseline of performance 89% guaranteeing inventory availability, 
exceeds expectations with a 98% service level. An average 
customer delivery time of 46 minutes is recorded below the 90-
minute goal, which encourages the customer to be a recurring 
customer considering inventory availability to meet their 
requirements with lead time delivery. The savings in inventory 
optimization on an annual basis represented USD 530,785. (Five 
hundred thirty thousand seven hundred eighty-five dollars) 
helping the Company to gain liquidity and to create the conditions 
for the recovery of economic growth, and helping to preserve 
employment as much as possible in a constrained market. 
Through the implementation of the proposed improvements, the 
process is under statistical control, the process capability (Cpk) is 
increased from 0.37 to 0.86, and the level six sigma (SQL) is 
increased from 2.61 to 4.09, reducing the percentage of defects to 
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13.3 to 0.47. An additional benefit is that the Company 
implemented the methodology nationwide in its other 
Manufacturing Plants and Distribution Centers. This 
methodology supports the acceptable practices that the Company 
is implementing in search of continuous improvement as part of 
the strategic framework to fulfill the strategic objectives based on 
the business vision. 
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 Chatbot is an application that is designed to help humans communicate with machines. 

NLP and API.AI are some of the components that are crucial in making chatbot as they 

help chatbot in performing chatting operations. Chatbot could be implemented in many 

aspects of life such as education, social media platforms, games, even in business. Business 

has always been an important part of human life and it is irreplaceable. As the era evolves, 

the business industry is also getting modernized and automated which resulted in 

implementing the latest technology into the industry like chatbot. In the context of the 

business industry, chatbot can be used as an assistant that will help dealing with the 

customer service section as well as giving the latest information about the business. This 

study aims to determine how the chatbot gives impact to the business as well as the owners, 

what kind of features that the chatbot needs, and how the chatbot should be developed so 

that it will be compatible in the business environment. The research was conducted using 

two methods which are literature review and survey: questionnaire. The result of the 

research conducted are the impacts that the owner gets by using chatbot in their business, 

a set of features that are relevant in developing chatbot and recommendation for further 

implementation. 
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1. Introduction   

Chatbot is an application or service that can interact with 

users by communicating using text or audio. The first chatbot 

produced was ELIZA [1] in which this chatbot could 

communicate using simple responses with the user. The usage of 

chatbot nowadays is inclining significantly that it is easy to find 

chatbot in web sites with each different functionality. Chatbot 

both on applications and web sites usually give services like 

giving important information, helping users in operating data, and 

supporting business processes. Surprisingly, chatbots can fit in 

every kind of website or program, even gaming sites. Thus, it is 

easy to say that chatbot is also gaining popularity in the business 

environment since chatbot could confirm that messages or 

complaints from customers can be handled fast and accurately. In 

addition, companies that use chatbot could cut down on their 

operational fees [1] and also their business could be active for 24 

hours every day. In technology development nowadays, there are 

lots of research that uses chatbot as virtual assistant or shop 

assistant. Chatbots are programmed so that they can interact with 

users using natural human language. These days, there are many 

chatbots that are based on AIML or Artificial Intelligence Markup 

Language like virtual assistants such as Voice Actions, Skyvi, Iris, 

and Call Mom (Pandorabots.com). AIML is often used for 

programming the artificial intelligent software of chatbot or also 

known as knowledge base [2, 3]. Technology these days is 

developing so fast that it is now reaching to all kinds of people 

and covering different aspects in life like health, business, 

education, and many more. This is because information plays an 

important role in this globalization era. Everything including daily 

activities needs information before doing it and every action that 

was taken is demanded to produce another information that is 

helpful for many people. Thus, as technology is something that 

makes information reachable, technology including chatbots are 

developing and expanding fast and the demand of technology is 

for sure high. In Indonesia, chatbots are becoming popular as they 

can communicate to customers as if they are literally talking 

naturally and they can answer different questions faster than 

humans. It is usually implemented to support the company’s 

service as chatbots will be likely to increase the service rate. 

Moreover, chatbot will not forget any information unlike humans 

who will be most likely to forget the information that is needed to 

be delivered. Thus, in this research we are planning to know 
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whether chatbots are actually important in running businesses, if 

it is needed in the business, and what kind of chatbot model that 

is suitable for supporting a business. 

2. Literature Review 

The basic mechanism of chatbot starts with messages sent by 

the user. The message is then processed by NLP (Natural 

Language Processing), and chatbot responds by replying to the 

message according to the existing database [4]. 

2.1. Chatbot 

Chatbot is a character that communicates with its user or 

people using natural human language in chatting forums such as 

messenger, instant web, email, usenet, forum, web, and even 

using speech like telephone. Chatbot has so many aliases and 

some of them are chat robot, bot, chatter bot, bot chatting, 

chatterbox, V-Host, V-People, agent, and virtual human. Chatbot 

can also be connected to an avatar or animation that includes 

speech synthesis so that chatbot could be seen as something 

livelier as we, human beings, could see what it is and what it is 

speaking. To improve the service given, chatbots are programmed 

so that it could analyze words, phrases, and the construction of 

sentences of inputs so then it could predict the users’ personality, 

preferences of products, and give responses according to what it 

had analyzed. While doing the conversations, chatbots usually are 

collecting previous responses and inputs so their future responses 

could vary and it will also improve the quality of its future 

responses. Giving personal recommendations is an example of the 

result in collecting data from previous conversations.  

In the context of e-commerce, chatbots can handle 

conversations with customers and help them in the process of 

selling which are expected to give positive effects toward online 

businesses [5]. It is believed that experienced users feel more 

satisfied when communicating with virtual communicating agents 

rather than communicating with inexperienced users in all kinds 

of aspects that were evaluated including impression, control, 

effectiveness, navigation, learning, and many more [5].  

There are 3 things that form a combination and this 

combination is the main pillar of chatbot. The 3 things are: 

2.1.1.  User Interface 

User interface referencing to the display interface of a chatbot 

that bridges between user and chatbot to interact with each other. 

User interface has to give the best experience to the users when 

interacting with the user. Without it, chatbot will be useless as it 

is not convenient to use. The interface includes the text’s font, 

background color or theme, animation, images, and navigation 

tools. 

2.1.2. Artificial Intelligence 

AI or Artificial Intelligence is like the core of the whole 

chatbot application because it is the main brain where everything 

is processed [6]. The chatbot application could understand inputs 

when interacting with users because of this. Chatbot is the 

expansion of the artificial intelligence field so that is why artificial 

intelligence is very crucial for the whole development of chatbot. 

2.1.3. Integration 

Integration with other applications or systems can enrich the 

chatbots’ features. Chatbot could get additional or supporting 

materials and information by integrating it with another system. 

Thus, integration could improve the user experience and 

satisfaction. Although it is not as important as artificial 

intelligence, integration plays a major role too in promoting the 

usefulness of chatbot. 

In a business environment, chatbot can help solve problems 

regarding communicating with users or customers especially in 

terms of service and experience when interacting. Thus, chatbot 

is very effective particularly in problems that are fixated, specific, 

and predictable. In the rapid business development environment, 

chatbot becomes an alternative solution that can help customers 

to reach and interact with business. 

2.2. Platform API.AI 

API.AI is a platform that provides NLP (Natural Language 

Processing) and NLU (Natural Language Understanding) 

services. These services are used to make chatbot smarter and can 

understand the purpose of what is asked by the user. Natural 

language processing is one of the disciplines of Artificial 

Intelligence that focuses on human and computer interactions 

through natural language that humans use. In NLP the goal to be 

achieved is the ability of an NLP system to have natural language 

knowledge both from the sentence structure, the meaning of the 

word and the purpose of a sentence. While NLU itself is a sub-

field of NLP, where the focus of the purpose of NLU itself is to 

make an understanding of a sentence and conduct semantic 

analysis. API.AI itself does not support the Indonesian knowledge 

domain but has a lot of knowledge domains in English. Domain 

is a collection of knowledge and data structures. Within API.AI 

itself many knowledge bases have been embedded in this API.AI 

service system. The collection of knowledge contained in this 

service includes musician entities, airports, etc. However, the 

absence of Indonesian language support in this service does not 

mean this service cannot be used by researchers who speak 

Indonesian language [7]. 

2.3. Chatbot Type (Based on its functionality 

2.3.1. Business Management Chatbot 

This chatbot type is usually found in business environments. 

Aside from communicating with users, there are some other 

abilities which are processing business process data and giving 

information related to certain business. Usually the chatbot is 

implemented in applications or websites that are related to 

business and it acts as a supporting application. Chatbots that can 

be classified as business management chatbot are CardBot, Naver 

TalkTalk, SuperAgent, and many more [8, 9, 10].  

2.3.2. Game Chatbot 

This kind of chatbot is the most popular chatbot type among 

youngsters, especially gamers. It is usually used for entertainment 

as it is used when users are playing games. The chatbot is usually 

used when playing multiplayer games but it is compatible with 

single player games too. One of the examples is SimSimi in which 

we can use it in mobile and web platforms. 
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2.3.3. Music Chatbot 

Just like its name, this chatbot type is used for playing music. 

The chatbot is actually pretty easy to use as the chatbot will ask 

the user to input their choice of songs and the chatbot will 

automatically search the song in platform YouTube or any 

accessible platform then it will play the song. This chatbot is 

usually found in chatting applications that have voice related 

features in it like Discord application. The chatbot examples are 

Groovy, FredBoat, and Rythm. 

2.3.4. Assistant Chatbot 

Assistant Chatbot just like its name means that it helps users 

in doing daily activities just like how secretaries in real life do 

[11]. Telling weather forecasts, planning plans, setting important 

alarms, and asking to call someone are some of the features that 

this type of chatbot has. The examples of this kind of chatbot are 

Google Assistant, Siri from Apple, Alexa from Amazon, and 

Cortana from Microsoft [11]. 

2.3.5. Education Chatbot 

Education chatbot is a chatbot that is used to help users in 

learning. This type of chatbot is usually implemented in the 

education field. The benefits of using this chatbot is that it can cut 

down operational fee and save time when learning. The examples 

of this kind of chatbot are Duolingo, Gengobot [4]. 

2.4. Chatbot Examples 

2.4.1. Telegram Bot 

Telegram Bot is a social media bot that many people 

installed. This bot gives user feature API (Application 

Programming Interface) this feature which allow chatbot exist. 

This feature used for direct Chatting with using chatbot that made 

user can make chatbot suitable as user wish. Telegram bot started 

from registration about bot used for chatbot [7]. 

2.4.2. Pandorabots 

Pandorabots is an online service which allows developers to 

host and deploy Chatbot. This chatbot has 225.000 Developers 

registered and tools already help 300.000 chatbot. Pandorabots 

using AIML(Artificial Intelligence Markup Language) which is a 

standard for writing code in chatbot. This chatbot offers many 

tools including 'Artificial Intelligence as a Service' these tools 

provide access API to platform bot hosting and pandorabots 

playground : a development environment used for made chatbot. 

Pandorabots are working on constant and have very large active 

communication. Pandorabots obey the standard for making 

chatbot. Up until now, open source software has been used for 

building pandorabots. Pandorabots are also known to be using 

AIML as knowledge content markup language [12].  

2.4.3. CardBot 

CardBot is a chatbot which is a result of a research by Meng-

Chieh Ko and Zih- Hong Lin in his research entitled CardBot: A 

Chatbot for Business Card Management with the additional 

function of being able to read data from business cards with OCR 

techniques collaborated with cameras and also has a function to 

organize the data it has acquired into a knowledge base [10]. The 

data that has been obtained will be managed, combined and stored 

so that when a user requests data from that already obtained 

chatbot can immediately retrieve the data to the user. This chatbot 

uses NLP development technique in its development [10] and 

includes a type of chatbot for business management. 

2.4.4. SuperAgent Chatbot 

SuperAgent Chabot is a chatbot with features that can read 

data from web pages (about products) and can answer questions 

from users based on data available on these web pages [9]. In 

addition to these features, chatbot can carry out regular 

conversations (chit-chat) with users and the knowledge base of 

this chatbot can be added by the developer as well. This chatbot 

was made with machine learning techniques, NLP, and using the 

DSSM model for attribute matching and the first candidate will 

be the result of the response of this chatbot [9]. This chatbot is 

used as an extension on the web and can be used on any website 

(not just linked to a web or application) [9]. 

2.5. Natural Language Processing (NLP) 

This subfield of artificial intelligence is a technique that helps 

computers understand human language. Using NLP, machines 

can make sense of unstructured online data so that we can gain 

valuable insights. NLP primarily comprises natural language 

understanding (human to machine) and natural language 

generation (machine to human). This article will mainly deal with 

natural language understanding (NLU). In recent years there has 

been a surge in unstructured data in the form of text, videos, audio 

and photos. NLU aids in extracting valuable information from text 

such as social media data, customer surveys, and complaints. 

2.5.1. Common Techniques used for extracting information 

Named Entity Recognition 

This technique is one of NLP techniques that is used to extract 

texts, name and categorize them into a certain topic or context. 

Named entity recognition or NER is serving as important targets 

for most language processing systems because they usually carry 

key information in a sentence [13]. Accurate named entity 

recognition can be used as a useful information source for 

different NLP applications. There are lots of topics that NER can 

identify but there are 3 classes that NER systems use the most: 

person (PER), location (LOC), and loosely defined miscellaneous 

(MIS) [13]. 

Sentiment Analysis 

Sentiment analysis or also known as opinion mining is a 

technique where it aims to determine the attitude of a writer with 

respect to some topic or the overall contextual polarity of a 

document [14]. This technique differentiates texts or documents 

into two main parts: objective (facts) and subjective (opinions). 

Here are text examples on both objective and subjective: 

Objective: I bought a book.  

Subjective: The paper was nice. 

Sentiment could be identified through three methods which 

are manual opinion words generation, dictionary-based opinion 
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words generation and corpus-based opinion words generation. 

Manual opinion words generation is a method in which we collect 

the opinion words manually and it is less effective than the other 

two. The dictionary-based opinion words generation is a method 

in which we use a seed list and grow the list using words from the 

dictionary until there are no new opinion words. The last method 

is a method in which it depends on syntactic or co-occurrence 

patterns in large text corpora. 

In sentiment analysis, opinion words are counted and grouped 

into 3 categories: positive, negative, and neutral. Opinion words 

such as “good”, “amazing”, “great” are considered positive 

meanwhile “bad”, “suck”, “terrible” are considered negative. In 

sentences, every word that is considered positive will be graded 

as (+1) while negative opinion words will be graded as (-1). If the 

end result is 0 then the text will be considered neutral, if the result 

is above 0 then the text will be considered as positive text, and if 

the result is below 0 then the text will be considered as negative 

text [14]. 

Text Summarization 

Just like the topic’s name, this technique aims to create a 

summary of a certain document that contains the most important 

information of the original one [15]. The technique mainly 

involves large chunks of text such as news articles. 

There are two approaches to text summarization: abstraction 

and extraction. The extraction method works by identifying 

important sections of the text and generating them verbatim; thus, 

they depend only on extraction of sentences from the original text 

[16]. Meanwhile, the abstraction method aims to produce 

important material in a new way. Since existing abstractive 

summarizers often rely on an extractive preprocessing component 

to produce the abstract of the text [16], the paper will be focused 

on discussing the extractive summarization method. There are 

three main tasks of extractive text summarization which are to 

construct an intermediate representation, give sentence score, and 

summary sentence selection. 

Aspect Mining 

Aspect mining is a technique that is similar to sentiment 

analysis but focuses mainly on identifying different aspects in 

text. There are two major tasks in aspect mining which are aspect 

extraction and aspect sentiment classification. Process of 

identifying the opinion words from the given sentence is called 

aspect extraction and categorizing the extracted opinion words 

into one of the polarity scales is called aspect sentiment 

classification [17]. The polarity scales in aspect mining are broad 

but we can narrow them into 3 major scales: positive, negative, 

and neutral.  

Topic Modeling  

Topic modeling is a technique where it aims to give the reader 

better understanding by identifying natural topics in the text. 

There are four most popular methods in topic modeling which are 

Latent Semantic Analysis (LSA), Non-Negative Matrix 

Factorization (NNMF), Probabilistic Latent Semantic Analysis 

(PLSA), and Latent Dirichlet Allocation (LDA) [18]. 

LSA is an algebraic method that presents the semantic space 

of documents. The more semantic the relationship, the contextual 

usage will come closer. LSA is based on single value 

decomposition (SVD). NNMF on the other hand is another 

reduction technique where there are negative numbers in the 

dataset which is a problem and are addressed by placing non-

negativity constraints on the data model. PLSA is another 

technique of reduction for detecting semantic co-occurrence of 

terms in text mining based on bag of words (BOW). PLSA uses a 

probabilistic framework in a corpus. Finally, LDA is an approach 

to capture significant inter as well as intra document statistical 

structure by mixing distributional assumptions that document 

could arise from multiple topics. The topic is defined as 

distribution over a vocabulary. This approach is based on the 

Definneti theorem. 

2.5.2. Advantages of NLP 

Natural Language Processing can perform a large-scale 

analysis which can help machines perform language-based tasks 

such as reading text, identifying topics or what is important, or 

even extracting sentiment in a text. Moreover, NLP can perform 

these tasks in such a short time while still applying consistent and 

unbiased criteria. Thus, it can help people in doing these kinds of 

tasks faster and more accurately. 

Other than large-scale analysis, Natural Language Processing 

has increased the level of sophistication in engineering because 

generic engines now can deliver semantic representations for 

sentences or sentences for representations [19]. Natural Language 

Processing also makes engines to be more user-friendly since it is 

highly expressive, highly flexible, and highly representative of 

reality [20]. On the other hand, NLP helps to bridge the gap 

between machines and humans because it can decipher 

information to computers and interpret the way people talk.  

3. Research Method 

3.1. Literature Review 

Literature review is a process in which researchers conduct 

surveys from scientific sources on a specific topic. In this study, 

the collection of scientific sources based on international journals, 

international conferences, and the results of research on chatbots 

in the business world. All scientific sources are obtained through 

the internet namely, Google Scholar, ScienceDirect, 

Academia.edu, and the IEEE website. The sources that had been 

collected will be analyzed and summarized into important points.   

3.2. Survey: Questionnaire 

The survey is classified as qualitative data collection. A 

qualitative approach with case studies is applied in this study 

where qualitative view of field conditions by collecting data from 

informants. The survey was done online using Google Forms and 

each of the results were checked and analyzed thoroughly. After 

the checking, the results were then summarized as points.  

The questions mainly ask about people’s perspective on 

chatbot, its effectiveness, and its features to be added on the 

chatbot in a business-related environment. This survey method is 

reliable as the questions are based on this high technology era 

situation and respondents from all over the world might have the 
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same responses towards the same question. Thus, this method 

may produce results that are consistent and reproducible. For the 

validity of the method, the results would correspond well to the 

questions and would produce accurate results as the questions 

were made and distributed to people who are exposed to 

technology and business at the same era of time.  

4. Results 

4.1. Questionnaire and Literature Review Result 

Based on that questionnaire results, we get that most of the 

respondents feel that chatbot will be helpful for online shop 

owners or sellers when handling customers (91 out of 100 

respondents). Respondents also feel that an up-to-date answer 

from the seller is important thus, we can conclude that chatbot will 

be useful since it responds faster than humans (98 out of 100 

respondents). Although most of the respondents feel that chatbot 

may be able to handle an online shop alone (39 out of 100 

respondents) or with human’s help (38 out of 100), there are still 

some respondents who feel that it is better for an online shop to 

be handled by the seller himself (27 out of 100). From the results 

shown above, we can conclude that the chatbot which is suitable 

in the business environment is a fast-responding chatbot with up-

to-date data regarding the products or services. Although the idea 

of having a chatbot handling the online business alone is 

wonderful, we still believe that the seller plays a major role in the 

online business and it is better to have both chatbot and the seller 

handling the online business. In conclusion, chatbots could be 

accepted by people in business and should be helping the seller 

instead of handling the business alone. These questionnaire results 

are from our online questionnaire that we shared on online 

messaging platforms like LINE application and WhatsApp. The 

respondents vary from university students (Binus University 

Alam Sutera) to online shop owners or sellers in Indonesia.  

On the other hand, there are some suitable features of a 

chatbot for business environments based on our literature review. 

We found out that the SuperAgent chatbot researched by Lecu, 

Shaohanh, Fuwei, V-Chutan, V-Chadu, and Mingzhou can 

identify texts whether it was about fact Q&A (information detail 

about products or services), text Q&A (opinion about the products 

or services), or chatting [9]. From another journal titled Chatbot 

Using A Knowledge in Database which was researched by Bayu 

Setiaji and Ferry Wahyu Wibowo has great features for chatbot 

especially for online business that need to be pre-trained by a 

knowledge base. Moreover, it can be used in any language but 

with some boundaries so chatbots can be more flexible [21]. 

Lastly, Intellibot which was researched by Mohammad 

Nuruzzaman and Omar Khadeer Hussain can set a great example 

for chatbots because it uses a movie as its knowledge base for 

answering chit-chats and also another personalized knowledge 

base for questions about products or services [22]. There are some 

other chatbots that we considered as suitable for the business 

environment with each feature that will be described in Table 1: 

Chatbot Description Table. 

Table 1: Chatbot Description Table 

Chatbot Description 

Chatbot [21] Chatbot created using database as its knowledge 

base (RDBMS MySQL), pre-trained chatbot, 

using bigram method for processing text and 

identifying response, can be used in any language 

but with some boundaries, can understand similar 

words, typo, or even different words and similar 

meaning (responses are based on the data inside 

the database). Refer to Fig. 1 for the example of 

its usage. The text is in Indonesian but it mainly 

talks about daily conversation. 

Naver TalkTalk 

[8] 

Naver TalkTalk chatbot is a chatbot with 

cardbot-based interface and using RPA (Robotic 

Process Automation) as its automation. The bot 

is pre-trained because the bot will proactively ask 

questions that is based on its data or knowledge 

base that previously must be trained or if not the 

chatbot will not be able to ask related questions. 

The interface is using cardbot interface and it is 

simpler to use and to understand what the bot is 

trying to say. This chatbot is much more 

compatible with business environment but sadly 

no chit-chatting can be held in this type of 

chatbot. Refer to Fig. 2 for its example of chatbot 

usage and its cardbot-based interface. 

SuperAgent [9] SuperAgent chatbot is a chatbot that implements 

machine learning and NLP (Natural Language 

Processing). The chatbot is connected to business 

environment and act as a marketing agent. The 

bot is not pre-trained because it takes what was 

written on the web page as its knowledge base 

and will change when the web page is changed 

too. It is flexible and easy to use as it is used as 

an extension of an e-commerce web sites. 

Although it is pretty good for business chatbot, 

datasets from external can not be implemented as 

it is not pre-trained. Refer to Fig. 3 to 

differentiate between fact QA, text QA, and chit-

chat in SuperAgent chatbot. 

Intellibot [22] Intellibot for insurance needs, it is a pre-trained 

chatbot that uses 2 datasets (Cornell movie and 

insurance custom dataset) and it is dialogue-

based with NLP techniques implementation. The 

result of this paper’s research turns out that the 

chatbot is more superior than the other bots 

tested. Refer to Fig. 4 as the questions given by 

the user and answers from the chatbots with its 

strategy selection level ranges from 1-5 as 

numbers of accuracy and relevancy with 5 as the 

highest level. 

Chatbot with 

Business 

Intelligence with 

Big Data 

Integration 

(Enquiry Bot) 

[23] 

The chatbot uses big data analytics for the 

process of collecting, organizing, and analyzing 

large data sets to discover hidden patterns or 

unknown information. The chatbot uses AIML 

for its knowledge base and it is a pre-trained 

chatbot as its knowledge base is from the large 

data set mentioned earlier. Refer to Fig. 5 on how 

Enquiry Bot answers questions given however 

the answers given are still not human-like.  

CardBot [10] CardBot is a chatbot that implements OCR 

techniques with a goal to help people manage 

business cards cleverly. It uses NLP for 

processing the text and OCR to process the text 

from physical to digital. The knowledge base is 

based on what was taken by OCR and NLP thus, 

it is not a pre-trained chatbot. Refer to Fig. 6 on 

how CardBot read information with OCR 

Technique and how the user can manage business 

cards efficiently. 
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Figure 1: Chatbot 

 

Figure 2: Naver TalkTalk Chatbot 

4.2. Natural Language Processing (NLP) Techniques 

Corresponding to The Result 

From the result of both questionnaire and literature review, we 

can conclude that the ideal chatbot for a business environment 

must be fast and accurate when answering questions with up-to-

date information. From what we had researched, NLP is 

commonly used in chatbots for text processing. Moreover, 

chatbots with NLP are fast and accurate when answering 

questions and their answers are mostly in context so NLP is the 

most compatible text processing method for developing business 

related chatbots [13]. There are a lot of techniques in NLP but 

Named Entity Recognition and Sentiment Analysis will be the 

most frequently used techniques in chatbots.  

 

Figure 3: SuperAgent Chatbot 

 

Figure 4: Intellibot 
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Figure 5: Enquirybot 

 

Figure 6: Cardbot 

By using NLP named entity recognition technique, it can 

identify the key words such as, ‘how much’ and ‘red chair’. After 

extracting the key words, those words will then be processed and 

will be searched thoroughly in the database as the chatbot’s 

knowledge base will be primarily from the database. After 

understanding and processing the text, the chatbot can give 

responses. On the other hand, using NLP sentiment analysis 

technique can help the chatbot identify whether the interlocutor is 

feeling great or not about the products or services. This technique 

will be helpful especially when chit-chatting so the chatbot’s 

attitude of replying can be more accurate, appropriate, and 

human-like. 

Lastly, the training type of the chatbot will be better if it is 

pre-trained with datasets because it will be more prepared that 

way. If the chatbot relies on what was written on the website just 

like SuperAgent chatbot then the website has to be opened 

beforehand so that the chatbot could read what was written and it 

is not that efficient. However, OCR technique can be 

implemented for business chat bots if needed. The datasets will 

consist of business related datasets (about products or services) 

and daily conversation datasets so the chatbot could handle both 

questions related to the business side and daily conversations. 

These datasets then will be processed by NLP techniques 

mentioned in the second paragraph and resulted in contextual 

replies. 

     

Figure 7: Prototype Chat Example 

       

Figure 8: Prototype Setting and Training Menu Example 

4.3. Prototype Corresponding to The Result 

Based on the results our team got from our research, the 

chatbot should be able to be online 24 hours a day. The prototype 

that corresponds to this feature is depicted in Figure 7 where the 

chatting process could take place at any time and the chatbot 

would kindly reply. The other feature is that the chatbot should be 

able to work together with the seller just like an assistant would 

do, thus the chatbot can help replying to customers' chats when 

the seller is online or offline. For example, when there are a lot of 

chats coming through and the seller is online, but the seller only 
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can reply one chat at a time. In that situation, chatbot could help 

replying to the other chats that the seller could not cover. 

The seller also can train the chatbot outside the datasets they 

were trained before if needed. The feature is depicted in Figure 8 

where the seller could give the keywords and what to answer 

towards that given keywords. This feature is just an additional 

feature so that the chatbot could study other keywords other than 

what it had been trained before. The home menu page depicted in 

Figure 9 is how the seller would see when it is full of customers’ 

chats. 

     

Figure 9: Prototype Home Menu Example 

5. Conclusion 

From the research that we did, we can conclude that there are 

some features that chatbots in a business environment need to 

have. First, the chatbot needs to be fast and accurate when 

answering questions and the information in the knowledge base 

need to be up to date. Then, the chatbot needs to have a text 

processing technique to help it process texts and thus we can use 

NLP named entity recognition technique and NLP sentiment 

analysis technique. The chatbot also needs to be ready 24 hours a 

day and should act like an assistant helping the seller rather than 

handling the online business alone. The datasets used should 

consist of daily conversation dataset and business-related dataset 

(about products or services). The datasets can be expanded if there 

are much more datasets needed in the business. The chatbot 

should be flexible when using, thus the self-training feature by the 

seller can be used as an additional feature inside the chatbot. 

However, the self-training feature by the seller can also be 

removed if the seller does not need it. Lastly, the chatbot interface 

should be simple as its main aim is to help sellers to enhance their 

online business. We also can conclude that there is a high chance 

of acceptability for the chatbot technology especially from 

younger people [24, 25]. 

For the future implementation of the chatbot, we recommend 

that the chatbot should become a part of the application or website 

the owner has. Since the chatbot should be able to work like an 

assistant in the business thus the chatbot should be placed in 

places that are easy to find. If the chatbot is implemented in e-

commerce business, it would be convenient to have a chatting 

menu on the navigation bar and in each page of products 

respectively. If the chatbot is implemented in company websites, 

it would be convenient to have the chatting page relatively small 

to medium size and keep it on a fixed position on the page like a 

pop-up. Make sure to make it not too eye-catching nor too boring 

or else users may lose their attention to the chatting pop-up or 

even not knowing that the chatting pop-up is there. The self-

training feature of the chatbot should be implemented in another 

platform (not a part of the application or website) because we 

would not want any people controlling the data set without 

owners’ consent.  
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 Introduction: Burnout is a real malaise that affects the mental health of teachers. The 
objective is to determine the prevalence of burnout among primary school teachers in the 
Wazzane region and to look for associated risk factors. Methods: Descriptive cross-
sectional study conducted in 2017- 2018 with a sample of 330 teachers. Socio-demographic 
and work-related data were assessed by a self-administered questionnaire and the Karasek 
Job Content Questionnaire (JCQ) the Karasek, the burnout by the Maslach Burnout 
Inventory (MBI). Results: 330 teachers participated in the study with a male predominance 
of 62.4% and an average age of 38.4 (SD = 8.9). The average scores for emotional 
exhaustion, depersonalization and personal accomplishment were (21.8 ± 9.2); (14.1 ± 9.9) 
and (15.1 ± 8.4) respectively. Pathologically, emotional exhaustion was high in 23.9%, 
depersonalization was high in 24.2% and personal accomplishment was low in 26.1% of 
participants. 46.6% were victims of burnout, of which 23.9% had a low level; 14.2% had a 
moderate level and 8.5% had severe burnout. Logistic regression analysis showed that the 
predictors of burnout were female gender (p<0.01), Problems of equipment didactic 
(p<0.01), student demotivation (p<0.05), conflict with colleagues (p<0.05), work overload 
(p<0.01) and low decision-making autonomy (p<0.01).Conclusion: These results justify the 
interest of a prevention program and intervention at different levels to protect teachers. 
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1. Introduction 

Burnout is a negative psychic experience experienced by an 
individual; it is related to chronic emotional stress caused by 
working to help people [1]. Maslach and Jackson [2] identified 
three characteristics of the burnout syndrome: 

Emotional exhaustion: It refers to the feeling of being 
drained of one’s emotional and physical resources and leads to 
difficulties in regarding to the emotions of the other. It represents 
the basic response to stress. 

Depersonalization: It represents a negative or excessively 
detached response towards other people who are considered as 
objects.  

Loss of personal accomplishment: It refers to feelings of 
incompetence and inefficiency, lack of success and productivity 
at work.  

Teachers are part of at-isk populations of workers who may 
be exposed to the burnout syndrome [3]. Indeed, Maslach and 
Travers have identified several socio-demographic and 
occupational risk factors for teacher burnout [4, 5]. In our context, 
no study has been carried out among primary school teachers. For 
this reason, we aim to determine the prevalence and risk factors 
of burnout among a population of primary school teachers in the 
Wazzane district (Morocco). 

2. Methods  

This cross-sectional study lasted six months, from December 
2017 to June 2018. It concerned teachers working in public 
primary schools in the region of Wazzane in North-West of 
Morocco.  Socio-demographic and work-related data were 
evaluated by a self-administered questionnaire and by the 29-item 
Karasek Job Content Questionnaire (JCQ) [6], which measures 
three different scales: Work overload with 9 items: 10, 11, 12, 13, 
14, 15, 16, 17 and 18. Decision latitude with 9 items, subdivided 
into two sub-scales : the use of skills or qualifications with 6 items: 
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1, 2, 3, 4, 5, 6 and decision-making autonomy with 3 items: 7, 8, 
9. Social support with 11 items,  6 items for support from 
colleagues : 19, 20, 21, 22, 23, 24 and 5 items for hierarchical 
support: 25, 26, 27, 28, and 29. The Maslach Burnout Inventory 
MBI to 22 items that explore three scales has evaluated burnout 
[7]: Emotional exhaustion assessed by items 
1,2,3,6,8,13,14,16,20; Depersonalization assessed by items 
5,10,11,15,22; and loss of personal accomplishment assessed by 
items 4,7,9,12,17,18,19 and 21.These two questionnaires were 
validated and adapted to the context of Moroccan teachers. 

For burnout, a score was calculated and a severity rating (low, 
moderate, and high) was assigned for each dimension. Emotional 
exhaustion was considered pathological for a score above 29, 
depersonalization for a score above 22, and personal 
accomplishment was considered low for a score below 11. The 
number of dimensions affected characterizes the degree of 
severity of burnout, so a single affected dimension determines low 
burnout, two affected dimensions determine moderate burnout, 
and three affected dimensions determine severe burnout (high 
emotional exhaustion and depersonalization scores, low personal 
accomplishment score). Statistical analysis was realized using 
SPSS version 21. Frequencies and percentages were calculated for 
the categorical variables, and the chi-square test (X2) was used to 
evaluate the differences between these variables. Continuous 
numerical data were summarized as mean and standard deviation. 
Logistic regression was used to determine the predictors of 
burnout; a p-value<was considered statistically significant.   

3. Results 

For the 330 participants who completed the data sheet, the 
average age was 38.4±8.9 years, with a minimum age of 24 and a 
maximum age of 59. The sex ratio was 1.7 in favor of males. The 
average years of service was 16.3±8.9 years. 46.7% are between 
the ages of 35 and 49; 62.4% are male; 52.4% are married and 
48.5% have years of service between 11 and 24. 

In terms of work-related characteristics, 40% managed 
multigrade classes; 61.5% had problems due to student 
demotivation; 54.5% had problems due to equipment didactic; 
19.1% reported conflicts with colleagues; 12.4% with 
administration; workload was high for 57.5%; decision-making 
autonomy was low for 42.7%, and social support was low for 45.2% 
of participants (Table 1). 

Table 1: Sociodemographic and work-related characteristics of primary school 
teachers (n = 330) in Wazzane, 2017/2018. 

Variable Number  Percentage 
Age 
 
24-34 
35-49 
≥ 50 

 
 
125 
154 
51 

 
 
37.9% 
46.7% 
15.4% 

Sex 
 
Male 
female 

 
 
206 
124 

 
 
62.4% 
37.6% 

Marital status 
 
Married  

 
 
173 

 
 
52.4% 

Unmarried 157 47.6% 
Years of service 
 
1-10 
11-24 
 ≥25 

 
 
107 
162 
61 

 
 
32.4% 
49.1% 
18.5% 

Multigrade classes  
 
Yes 
No 

 
 
132 
198 

 
 
40% 
60% 

student demotivation  
 
Yes 
No 

 
 
163 
167 

 
 
49.4% 
50.6% 

Problems of equipment 
didactic 
 
Yes 
No 

 
 
 
180 
150 

 
 
 
54.5% 
45.5% 

Conflicts with colleagues  
 
Yes 
No 

 
 
63 
267 

 
 
19.1% 
80.9% 

Conflicts with 
administration 
 
Yes 
No  

 
 
 
41 
289 

 
 
 
12.4% 
87.6% 

Workload  
 
High  
Low 

 
 
187 
138 

 
 
57.5% 
42.5% 

Decision-making 
autonomy 
 
Low 
High  

 
 
 
141 
189 

 
 
 
42.7% 
57.3% 

Social support  
 
Low 
High  

 
 
149 
181 

 
 
45.2% 
57.3% 

For the three dimensions of the burnout syndrome (emotional 
exhaustion, depersonalization and personal accomplishment), the 
average scores were respectively 21.8±9.1; 14.1±9.9 and 15.1±8.4. 

Pathologically, emotional exhaustion was high for 23.9%; 
depersonalization was high for 24.2% and personal 
accomplishment was low for 27.6% of participants (table 2). 

Similarly, the Maslach Burnout Inventory revealed that 154 
teachers (46.6%) were victims of burnout, which 79 (23.9%) had 
a low level; 47 (14.2%) had a moderate level and 28 (8.5%) had a 
severe burnout (Figure 1). 

Regarding sociodemographic risk factors, the chi-square test 
showed that age and years of service were not significantly 
associated with burnout, while gender was found to be 
significantly associated with burnout (p<0.01). Marital status was 
also significantly associated with burnout: married were more 
burned out than unmarried (p<0.001) (Table 3). 
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Table 2: Means, standard deviations and prevalence of the three dimensions of Burnout among primary school teachers (n=330) in Wazzane, 2017/2018. 

Variable Mean Standard- Deviation Pathological cases Prevalence 

Emotional exhaustion 21.8 9.1 79 23.9% 

Depersonalization 14.1 9.9 80 24.2% 

Personal accomplishment 15.1 8.4 91 27.6% 

 

 
Figure 1: Profile of burnout syndrome among primary school teachers (n = 330) in Wazzane, 2017/2018. 

Table 3: Association of burnout with sociodemographic risk factors among primary school teachers (n = 330) in Wazzane, 2017/2018. 

Variable Burnout     No burnout Chi-square p-value 
Number          % Number              % 

Age 
24-34 
35-49 
≥ 50 
 

 
57 
75 
22 

 
37.0% 
48.7% 
14.3% 

 
68 
79 
29 

 
38.6% 
44.9% 
16.5% 

 
 
0.56 

 
 
n .s 

Sex 
Male 
female 

 
78 
76 

 
50.6% 
49.4% 

 
128 
48 

 
72.7% 
27.3% 

 
17.06 

 
<0.001 

Marital status 
 
Married  
Unmarried 

 
 
101 
53 

 
 
65.6% 
34.4% 

 
 
72 
104 

 
 
40.9% 
59.1% 

 
 
20.05 

 
 
<0.001 
 

Years of service 
 
1-10 
11-24 
 ≥25 
 

 
 
51 
73 
30 

 
 
33.1% 
47.4% 
19.5% 

 
 
56 
89 
31 

 
 
31.8% 
50.6% 
17.6% 

 
 
 
0.36 

 
 
 
n .s 

 

46.6%

23.9%

14.2%

8.5%

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

35.00%

40.00%

45.00%

50.00%

BURNOUT BURNOUT
FAIBLE

BURNOUT
MODERE

BURNOUT
SEVERE

PO
U

R
C

E
N

T
A

G
E

S

BURNOUT

N=330

http://www.astesj.com/


A. Amri et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 636-641 (2020) 

www.astesj.com     639 

For work-related risk factors, the chi square test showed that 
burnout was significantly related to the management multigrade 
classes (p<0.001), the student demotivation (p<0.001), the 
problems of equipment didactic (p<0.01), the conflicts with 
colleagues (p<0.001), the conflicts with administration (p<0.01), 
the work overload (p<0.01), the low decision-making autonomy  
(p<0.001) and the low social support (p<0.01) (Table 4).  

Logistic regression analysis showed that gender was the only 
sociodemographic variable that predicted burnout; while the work-
related variables that predicted it were: 

Problems of equipment didactic, student demotivation, 
conflicts with colleagues, work overload and Low Decision-
making autonomy (Table 5). 

These results show the importance of knowing certain stress 
factors specific to the teaching profession. Thus, problems of 
didactic equipment, student demotivation, work overload and low 
decision-making autonomy are risk factors that threaten the 
psychological health of the Moroccan teacher. 

Table 4: Association of burnout with work-related risk factors among primary school teachers (n = 330) in Wazzane, 2017/2018. 

Table 5: Logistic regression analysis of independent predictors of burnout among primary school teachers (n=330) in Wazzane, 2017/2018 

Variable B p-value OR 95%CI 
Sex (female) -0,743 0,004 0,476 0,286 0,791 

Problems of equipment 
didactic 0,774 0,003 2,169 1,302 3,615 

Student demotivation -0,59 0,032 0,554 0,324 0,95 

Variable           Burnout No burnout Chi-square p-value 
 Number                 %  Number                 %  

multigrade classes  
 
Yes 
No 

 
 
80 
74 

 
 
51.9% 
48.1% 

 
 
52 
124 

 
 
29.5% 
70.5% 

 
 
 
17.18 

 
 
 
<0.001 

student demotivation  
 
Yes 
No 

 
 
95 
59 

 
 
61.7% 
38.3% 

 
 
68 
108 

 
 
38.6% 
61.4% 

 
 
17.46 

 
 
<0.001 

Problems of equipment 
didactic 
 
Yes 
No 

 
 
 
106 
48 

 
 
 
68.8% 
31.2% 

 
 
 
74 
102 

 
 
 
42.0% 
58.2% 

 
 
 
23.76 

 
 
 
<0.001 

conflicts with colleagues  
 
Yes 
No 

 
 
44 
110 

 
 
28.6% 
71.4% 

 
 
19 
157 

 
 
10.8% 
89.2% 

 
 
 
16.80 

 
 
 
<0.001 

Conflicts with administration 
 
Yes 
No  

 
 
28 
126 

 
 
18.2% 
81.8% 

 
 
13 
163 

 
 
7.4% 
92.6% 

 
 
 
8.79 

 
 
 
<0.01 

workload  
 
High  
Low 

 
 
103 
51 

 
 
66.9% 
33.1% 

 
 
89 
87 

 
 
50.6% 
49.4% 

 
 
 
8.99 

 
 
 
<0.01 

Decision-making autonomy 
 
Low 
High  
 

 
 
82 
72 

 
 
53.2% 
46.8% 

 
 
59 
117 

 
 
33.5% 
66.5% 

 
 
 
13.05 

 
 
 
<0.001 

Social support  
 
Low 
High 

 
 
83 
71 

 
 
53.9% 
46.1% 

 
 
66 
110 

 
 
37.5% 
62.5% 

 
 
 
8.91 

 
 
 
<0.01 
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Conflicts with colleagues 0,733 0,029 2,081 1,079 4,015 

Work overload 0,718 0,005 2,05 1,24 3,389 

Low decision-making 
autonomy -0,787 0,003 0,455 0,272 0,764 

OR: 0dds-Ratio; CI: Confidence Interval 

These results show the importance of knowing certain stress 
factors specific to the teaching profession. Thus, problems of 
didactic equipment, student demotivation, work overload and low 
decision-making autonomy are risk factors that threaten the 
psychological health of the Moroccan teacher. 

4. Discussion 
The objective of our study was to evaluate burnout and 

determine its prevalence and risk factors among a sample of 
Moroccan primary school teachers. 

In Morocco, no study had yet been carried out among primary 
school teachers. Most of the studies on burnout concerned the 
health care professions. However, the teacher may also be 
exposed to this pathology, as confirmed by many of foreign 
studies [8, 9, 10]. The prevalence of burnout found in our study is 
46.6%, which is higher than that found in the studies of some Arab 
countries, for example 21% in Tunisia [11], 24.5% in Iraq [12]. 
However, it remains lower than that found in a Moroccan study 
conducted among university teachers where it exceeds 60% [13] 
and that found in some Asian countries where it can reach 50 to 
70% [5]. The difference in the prevalence of burnout between 
studies can be explained by variations in assessment tools and 
methods, socio-cultural factors, the timing of data collection and 
teachers' coping strategies to deal with stress. In this study, age 
and years of service were not associated with burnout, which is 
consistent with the study by Van Der Doef and Maes [14]. 
However, in a meta-analysis involving 5 to 35 studies and 1,092 
to 10,818 subjects, the association between burnout and age, and 
burnout and experience was demonstrated, the older and more 
experienced subjects had lower burnout levels [15]. 

For gender, it was significantly related to burnout, and 
women were more exhausted than men, which is consistent with 
other studies that have reported that female teachers experienced 
burnout more than teachers [16,17], and a meta-analysis that 
looked at the effect of gender on burnout reported significantly 
higher overall  burnout scores for women [18]. 

With regard to teacher burnout, the literature has clearly 
objectified the link between work-related risk factors and the 
development of burnout [5]. The main stressors described in the 
international literature include poor material conditions, work 
overload, organizational factors, but also administrative 
difficulties and role conflicts [9, 19, 20]. In our study, logistic 
regression revealed that the work-related risk factors that predict 
burnout were work overload (p<0.01); low decision-making 
autonomy (p<0.01); the Problems of equipment didactic (p<0, 01); 
work overload (p<0.01); student demotivation (p<0.05) and 
conflicts with colleagues (p<0.05). 

For work overload and low decision-making autonomy, the 
results found are consistent with a study that looked at 

associations between work demands (workload) and resources 
(autonomy, degree of control) and burnout. Positive correlations 
were found for work demands and negative correlations were 
found for perceived resources [21]. In the same vein, a meta-
analysis of one hundred and seventy-nine articles, representing 
186,440 topics treating  the associations between burnout and 
perceived work demands and resources, showed that there are 
positive correlations with cognitive workload at work and 
negative correlations with the "Resources" category: autonomy, 
support from colleagues, knowledge, management style, and 
feeling of security [22]. For other work-related factors, our work 
revealed a significant link between burnout and the Problems of 
equipment didactic, which is consistent with several studies that 
have found that the material conditions of the school environment 
play a significant role in teacher distress and dissatisfaction [8, 
23].  Addition, student demotivation also represents a risk factor 
for the development of burnout in this study, and the literature has 
widely reported the association of burnout with relationship 
problems with students. Thus, a study, which involved 2558 
teachers in France, showed a significant association between 
difficulties with students and the three pathological dimensions of 
burnout [24]. 

5. Conclusion 

The Moroccan educational context is affected by a plethora 
of risk factors that can affect the psychological health of teachers. 
It is necessary to carry out serious studies on the quality   of life 
at work, teacher satisfaction and psychological health in order to 
establish a prevention program at different levels and protect this 
true wealth of Morocco. 
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This paper presents an adaptive step-size and variable leaky least mean square algorithm
based on nonlinear adaptive filter with the adaptive lookup table using spline interpolation.
An adaptive step-size approach is proposed with the energy of squared previous and present
errors to boost up the convergence rate. A modified variable leaky mechanism is proposed
with the optimal leaky parameter by using the recursion form. The proposed algorithm merges
an adaptive step-size and a modified variable leaky method with least mean square algorithm
for linear and nonlinear network part of spline adaptive filtering in term of fast convergence
enhancement. Experimental results demonstrate that proposed algorithm can notably achieve a
competitive performance on the convergence rate in comparison with the conventional least
mean square algorithm for spline adaptive filter. Simulation results suggest that mean square
error performance of proposed algorithm can be partially assessed using adaptive step-size
with the variable leaky parameters indicating better than the conventional least mean square
algorithm by 16.76%.

1 Introduction
This paper is an extension of work originally presented in the In-
ternational Electrical Engineering Congress [1], which has been
proposed the variable leaky mechanism based on the least mean
square (LMS) algorithm for spline adaptive filter. The combination
of a linear finite impulse response (FIR) filter and a nonlinear adap-
tive lookup table (LUT) based on the spline interpolation is called
the spline adaptive filtering (SAF) with the adaptation process [2].
It is a class of nonlinear adaptive filtering with a spline function
[1]-[12].

According to the practical models, the linear adaptive filter
should be inadequate [3]. The models of nonlinear dynamic systems
have demonstrated with more robust performance. Linear adaptive
filtering should be insufficient in real-world models. Moreover,
many dynamic systems using model of nonlinear structure have
been extended to the operating model.

Based on the SAF, many research works have achieved effi-
ciently in the practical system identification. In [2], the authors have
presented the sign approach with the normalized version of least
mean square (NLMS) based on Wiener spline adaptive filter in order
to fight against the impulsive noise environment. In [4], the authors
have analyzed the convergence and stability analysis of SAF based

on LMS algorithm. A steady-state performance of SAF has been
examined in [5].

In order to model the nonlinear system identification, the SAF is
more attention for the practical use [6],[7]. The linear time-invariant
model with the cubic spline function [8] can obtain the good perfor-
mance working with the adaptive lookup table (LUT) [9] and the
spline basis matrix on the adaptive control points coefficient vector.

Applications of SAF architecture have been applied in the in-
finite impulse response [10] and the system environment with im-
pulsive noise [11]. A set-membership mechanism with the Wiener
spline adaptive filtering and normalized least M-estimate algorithm
have been obtained significantly the fast convergence in the environ-
ment of impulsive noise [11]. In [12], the authors have proposed the
Hammerstein function with SAF based on LMS algorithm for im-
proving the convergence rate. Further, a SAF based on the maximum
correntropy criterion [13], [14] has been discussed that correntropy
is robustness to non-Gaussian noise.

Least mean square (LMS) algorithm which is simple and low
computation has been widely used [15]. Most researchers have
modified accurately on LMS and NLMS algorithms [16] and [17],
the variable step-size LMS [18], the sign mechanism with NLMS
[2] and so on.
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As stated in a steady-state of convergence analysis, a variable
leaky mechanism has been depicted in use of tracking the systems.
In [19], a variable leaky LMS algorithm based on the greedy heuris-
tic algorithm has been leveraged to enhance with the high eigenvalue
input. In [20], the authors have implemented the variable leaky LMS
in the field programmable gate array implementation. The results
have been shown that the algorithm can explore the various digital
filter architecture.

Based on the variable leaky LMS algorithm which has been
orchestrated against and attenuating the drifting [21]. In the field of
adaptive signal processing, a variable leaky based on the orthogonal
gradient adaptive algorithm with the minimized cost function has
been applied for the wireless communications [22].

The novelty of this paper is to merge an adaptive step-size and a
modified variable leaky method with least mean square algorithm
for linear and nonlinear network part of spline adaptive filtering in
term of fast convergence enhancement. The analysis of the conver-
gence performance of the proposed algorithm is derived in forms of
the properties and mean square error performance.

In this paper, we organize this paper as follows. Section 2 ex-
plains shortly in the structure of SAF. Next, Section 3 introduces
the modified adaptive step-size mechanism and the modified vari-
able leaky criterion on the minimization cost function based on the
LMS algorithm. Section 4 describes the performance analysis of
the proposed adaptive step-size and variable leaky LMS algorithm
in terms of the properties and the mean square error performance.
Further, the experiment results and discussion show in Section 5 and
Section 6, respectively. Finally, Section 7 summarizes the proposed
algorithm.

2 Spline Adaptive Filter

Spline adaptive filter (SAF) is namely a combination of linear and
nonlinear structures shown in Fig. 1, where xk is the input of SAF
structure and yk is the output of system.

The objective is that adaptive lookup table in the nonlinear struc-
ture generates an output of SAF yk nearly to a desired sequence dk

as

dk = yk + ek , (1)

where the error of system ek should be small. Thus, the adaptive
FIR filter brings an output φk in the linear structure, while the input
signal is a sequence of xk at the linear structure.

An adaptive FIR filter output φk is given by [3]

φk = wT
k xk , (2)

where wk is the update FIR coefficient vector.
Following [3], the SAF output yk can be examined by following

yk = uT
k Cb gm,k , (3)

vk = [v3
k , v2

k , vk, 1]T , (4)

where gmk
is the coefficient of control point vector and Cb is a spline

basis matrix.

The local parameter vk and index m are usually indicated as [5]

vk =
φk

∆x
−

⌊
φk

∆x

⌋
, (5)

m =

⌊
φk

∆x

⌋
+

P − 1
2

, (6)

where ∆x is the uniform space between two adjacent-coefficients of
control points [6], P is the size of control point coefficient, and the
floor operator b·c is applied.

By using the minimized objective function based on least mean
square (LMS) [5], it becomes

JLMS
w,g (k) = min

w,g

{1
2
| ek |

2
}
, (7)

where a priori error ek is defined as

ek = dk − yk = dk − vT
k Cb gm,k . (8)

The update FIR coefficient vector wk can compute by the gradi-
ent vector of (7) with respect to the coefficients wk in terms of the
recursion form as [3]

wk+1 = wk − µw ∇JLMS
w , (9)

where µw is a step-size and ∇JLMS
w (k) is the gradient vector for wk.

Similarly, the update control points vector gm,k can be expressed
by the gradient vector of (7) with respect to the coefficients gm,k [3]

gm,k+1 = gm,k − µg ∇JLMS
g (k) , (10)

where µg is a step-size and ∇JLMS
g (k) is the gradient vector for

gm,k. Thus, the FIR weight vector wk and the control points update
coefficient vector gm,k are the particularly simple forms as [5]

wk+1 = wk + µw v′k Cb gT
m,k xk ek , (11)

gm,k+1 = gm,k + µg CT
b vk ek , (12)

where v′k is given by

v′k = [3 v2
k , 2 vk, 1, 0]T . (13)

and the local parameter vk is given in (5).
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Figure 1: Linear-Nonlinear structure of proposed adaptive step-size variable leaky LMS algorithm for spline adaptive filter (AS-VLLMS-SAF).

3 Proposed Adaptive Step-size and Vari-
able Leaky Least Mean Square based on
Spline Adaptive Filter

Based on the least mean square (LMS) algorithm, the advantage
of the leaky LMS algorithm is that it avoids the drift of weights
[23]. Meanwhile, the step-size parameter is an efficient approach to
improve the convergence rate [16].

Following [1] and [11], the cost function using adaptive step-
size and variable leaky criterion for SAF based on least mean square
(AS-VLLMS-SAF) algorithm can be minimized as

J(wk, gm,k) = min
wk ,gm,k

{1
2
| ek |

2 + γw ‖wk‖
2 + γg ‖gk‖

2
}
, (14)

where γw and γg are the leaky paramters for the linear FIR coefficient
vector wk and the control points weight vector gm,k, respectively.
The a priori error of system ek is given as

ek = dk − vT
k Cb gm,k . (15)

Considering the chain rule on the cost function in (14) with
respect to (w.r.t) wk, we get

∂J(wk, gm,k)
∂wk

=
{
− ek

∂yk

∂vk

∂vk

∂φk

∂φk

∂wk
+ γwwk

}
=

{
−

ek

∆x
v′k C gm,k xk + γwwk

}
, (16)

where v′k is defined as

v′k = [3v2
k 2vk 1 0] . (17)

The gradient of cost function in (14) w.r.t gm,k can be expressed
by using the chain rule in the form of vector below

∂J(wk, gm,k)
∂gm,k

=
{
− ek

∂yk

∂vk

∂vk

∂φk

∂φk

∂gm,k
+ γggm,k

}
= {−ek CT vk + γggm,k} . (18)

Hence, the proposed update linear FIR coefficient vector wk of
AS-VLLMS-SAF algorithm is the stochastic adaptation formula as

wk+1 = wk − µwk

∂J(wk, gm,k)
∂wk

, (19)

where µwk is a adaptive step-size parameter at symbol k.
By substituting (16) into (19), the proposed update tap-weight

vector wk can be expressed as

∴ wk+1 = (1 − µwkγwk ) wk +
µwk

∆x
v′k Cb gm,k xk ek , (20)

where γwk is a variable leaky parameter for wk. It is noticed that
(1 − µwkγwk ) is also defined as the leakage factor [23] for updated
weight wk in which its value is generally close to 1.

The adaptive control points coefficient vector gm,k of AS-
VLLMS-SAF becomes

gm,k+1 = gm,k − µgk

∂J(wk, gm,k)
∂gm,k

, (21)
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By substituting (18) into (21), the proposed control points vector
gm,k is given as

∴ gm,k+1 = (1 − µgγgk ) gm,k + µq CT
b vk ek , (22)

where µg is a step-size parameter and γgk is a variable leaky param-
eter for gm,k+1. It is noted that (1 − µgγgk ) is also defined as the
leakage factor [23] for updated weight gm,k+1 in which its value is
generally close to 1.

3.1 Modified Variable Leaky mechanism

Following [24], we introduce the modified variable leaky algorithm
with the optimal leaky parameter for weights wk and gm,k in the
recursion form as

γwk = γwk−1 + ρw γ
opt
w , (23)

γgk = γgk−1 + ρg γ
opt
g , (24)

where ρw, ρg and γopt
w , γopt

g are the adaptation rate and the optimal
leaky parameters of weights wk and gm,k.

We rewrite (20) as

wk+1 = wk − µwkγwk wk +
µwk

∆x
v′k Cb gm,k xk ek , (25)

Assumption 1: We consider the steady-state value of E{wk+1} for
k → ∞ by

E{wk+1} ' E{wk}.

We determine the optimal leaky parameter for wk by using this
assumption above in (25), we arrive at

γ
opt
w '

v′k CT
b gm,k w−1

k xk ek

∆x
. (26)

Therefore, the modified variable leaky algorithm in the recursion
form can be expressed as

γwk = γwk−1 − ρw
v′k CT

b gm,k w−1
k xk ek

∆x
, (27)

where ρw is an adaptation rate for wk.
Consequently, the a posterior AS-VLLMS error [1] is rewritten

as

eVL-LMS
pk

=
(
1 − µgk vk CT

b vk Cb
)

ek + µgk γgk vk CT
b gm,k . (28)

Assumption 2: We consider the steady-state value of proposed
algorithm is stable for k → ∞ by

E{eVL-LMS
pk

} ' E{ek}.

By using Assumption 2 in (28), the optimal leaky parameter can
be defined as

γ
opt
g '

ΩT
k Ωk ek

ΩT
k gm,k

, (29)

where Ωk = vT
k C.

Table 1: Proposed Variable Leaky Least Mean Square based on Spline Adaptive
Filtering with the adaptive step-size (AS-VLLMS-SAF) algorithm.

Initialize : w(0) = δ I and I is the identity matrix.

wk = [ w0 w1 . . . wK−1 ]
xk = [ xk xk−1 . . . xk−K+1 ]

gm,k = [ gm,k gm+1,k gm+2,k gi+3,k ]

for k = 0, 1, 2, . . . , K − 1.

φk = wT
k xk

vk =
φk

∆x
−

⌊
φk

∆x

⌋
m =

⌊
φk

∆x

⌋
+

P − 1
2

vk = [v3
k , v2

k , vk, 1]T

v′k = [3v2
k , 2vk, 1, 0]T

ek = dk − vT
k Cb gm,k

γwk = γwk−1 + ρw
v′k CT

b gm,k w−1
k xk ek

∆x

γqk = γqk−1 + ρq
ΩT

k Ωk ek

ΩT
k gm,k + ε

Ωk = vT
k Cb

µwk = αw µwk−1 + βw ξ
2
k

ξk = λ ξk−1 + (1 − λ) e∗k−1 ek

µqk = αq µqk−1 + βq e∗k−1 ek

wk+1 = wk − µwkγwk wk +
µwk

∆x
v′k CT

b gm,k xk ek

qi,k+1 = gm,k − µqkγqk gm,k + µqm,k CT
b vk ek

end

Therefore, the modified variable leaky algorithm can be ex-
pressed in the recursion method as

γgk = γgk−1 − ρq
ΩT

k Ωk ek

ΩT
k gm,k + ε

, (30)

where ρg is an adaptation rate for gm,k and ε is a regularization
parameter with a small constant.

3.2 Modified Adaptive Step-size Approach

According to the better convergence of proposed AS-VLLMS-SAF
algorithm, the step-size parameter should be adapted recursively.

The behavior of convergence rate is which the algorithm starts
converging, the value of step-size parameter should be large in or-
der to boost up the learning rate of convergence. At closely to the
steady-state, the step-size parameter might be decreased adequately
to get the lower adjustment. This leads to adjust accordingly the
step-size parameter.
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Figure 2: MSE of proposed AS-VLLMS-SAF and LMS-SAF [3] on the B-spline
matrix CB with the different ϑ = 0.20, 0.95 and SNR = 35dB.

We assume that the step-size parameters µwk and µgk are reg-
ulated by squared estimated error. Hence, the proposed adaptive
step-size µwk for weight wk based on AS-VLLMS algorithm is in-
troduced for spline adaptive filtering as [4]

µwk = αw µwk−1 + βw ξ
2
k , (31)

ξk = λ ξk−1 + (1 − λ) e∗k−1 ek , (32)

and the proposed adaptive step-size µgk for weight gm,k can be ex-
pressed as

µgk = αg µgk−1 + βg e∗k−1 ek , (33)

A summary of proposed variable leaky least mean square for
spline adaptive filtering based on adaptive step-size algorithm (AS-
VLLMS) is depicted in Table 1.

4 Performance Analysis

In this section, we analyze the convergence performance of the
proposed variable leaky LMS based on SAF. Compared to the LMS-
SAF algorithm, the proposed AS-VLLMS algorithm is presented
by introducing an additional concept.

Variable leaky algorithm is used in the iterative of weights wk

and gm,k, respectively. So, the computational complexity of AS-
VLLMS-SAF is more complex than that of the LMS-SAF algo-
rithm.

4.1 Properties of AS-VLLMS Algorithm

The properties of adaptive step-size and variable leaky LMS algo-
rithm may be derived by examining the behaviour of E{wk} and
E{gm,k} of SAF.

Figure 3: MSE of proposed AS-VLLMS-SAF and LMS-SAF [3] on the Catmul-Rom
matrix CCR with ϑ = 0.20, 0.95 and SNR=35dB.

Taking expectation value and using the independence assump-
tion [25], we then have

E{wk+1} = (1 − µwkγwk ) E{wk} +
µw

∆x
E{v′k Cb gm,k xk ek} . (34)

Specially, we note that if wk converges to the steady-state solu-
tion, we get

lim
k→∞

E{wk} =
v′k Cb gT

m,k xk ek

γgk ∆x
. (35)

In a similar fashion, we substitute a priori error ek in (15) into
(22), then we have

gm,k+1 =
[
I − µgk

{
γgk I +fT

k fk
}]

gm,k + µgk fk dk , (36)

where fk is given by

fk = CT
b vk . (37)

Thus, we take the expectation value and using the independence
assumption [25], it becomes

E{gm,k+1} =
[
I − µgk

{
Rf + γgk I

}]
E{gm,k} + µgk rdf , (38)

where Rf and rdf are defined by

Rf = fT
k fk , (39)

rdf = dkfk . (40)

Clearly, we note that if gm,k converges to the steady-state solu-
tion, we have

lim
k→∞

E{gm,k} =
(
Rf + γgk I

)−1
rdf . (41)

It is noticed that the leakage coefficient introduces a bias into the
steady-state solution.
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Figure 4: Learning curves of adaptive step-size µwk of coefficient vector wk of pro-
posed AS-VLLMS-SAF on the B-spline matrix CB with α = 0.20, 0.95 and SNR =

35dB.

Figure 5: Learning curves of adaptive step-size µgk of coefficient vector gm,k of
proposed AS-VLLMS-SAF on the B-spline matrix CB with α = 0.20, 0.95 and SNR
= 35dB.

4.2 The Leaky Adjustment

In this section, the leaky adjustment is investigated in form of the a
posterior error compared with a priori error in the spline adaptive
filtering. We determine the a posteriori LMS error as [1]

ẽLMS
k , dk − vT

k Cb gm,k+1 = ek
(

1 − µgf
T
k fk

)
, (42)

where fk is described in (37).

Figure 6: Learning curves of adaptive step-size µwk of coefficient vector wk of pro-
posed AS-VLLMS-SAF on the Catmul-Rom matrix CCR with α = 0.20, 0.95 and
SNR = 35dB.

Figure 7: Learning curves of adaptive step-size µgk of coefficient vector gm,k of pro-
posed AS-VLLMS-SAF on the Catmul-Rom spline matrix CCR with α = 0.20, 0.95
and SNR = 35dB.

Correspondingly, we examine the a posteriori variable leaky
least mean square (VL-LMS) error as

ẽVLLMS
k , dk − vT

k Cb gm,k+1

= ek
(
1 − µgkf

T
k fk

)
+ µgkγgkf

T
k gm,k .

It is noticed that the leaky adjustment will be achieve based
on a greedy heuristic algorithm with each iteration, which can get
the appropriate leaky value, if |ẽVLLMS

k | < |ẽLMS
k |. That means the

proposed VL-LMS algorithm would allow to get the efficient LMS
algorithm. Otherwise, the leak parameter should be diminished.
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Figure 8: Learning curves of variable leaky γwk of coefficient vector wk of proposed
AS-VLLMS-SAF on CB with ϑ = 0.20, 0.95 and SNR = 35dB.

Figure 9: Learning curves of variable leaky γgk of coefficient vector gm,k of proposed
AS-VLLMS-SAF on CB with α = 0.20, 0.95 and SNR = 35dB.

4.3 Mean Square Error Performance

We investigate the mean square error (MSE) performance of the
proposed AS-VLLMS-SAF algorithm at the steady-state.
Assumption 3: We assume that the a priori and a posteriori optimal
errors are identical, we have

E{εopt
g } ≈ eopt,g .

Assumption 4: We consider the convergence condition for k → ∞,
that is of

E{εopt
g } → 0 , as k → ∞

E{gm,k} → gopt
m,k , as k → ∞

Figure 10: Learning curves of variable leaky γwk of coefficient vector wk of proposed
AS-VLLMS-SAF on CCR with ϑ = 0.20, 0.95 and SNR = 35dB.

Figure 11: Learning curves of variable leaky γwk of coefficient vector wk of proposed
AS-VLLMS-SAF on CCR with α = 0.20, 0.95 and SNR = 35dB.

Following [12], we decompose the MSE under these assump-
tions above as follows.

JP
MS E = JP

MMS E + JP
EX = E{‖εg‖

2} , (43)

where JP
MMS E is the minimum mean square error (MMSE) as

JP
MMS E = E{‖εopt

g ‖
2} , (44)

ε
opt
g = dk − vT

k Cb gopt , (45)

where εopt
g is the a posteriori optimal error of gopt.

Certainly, JP
EX is the a posteriori excess mean square error

(EMSE) given by

JP
EX = JP

MS E − J
P
MMS E = E{‖εg‖

2} − E{‖εopt
g ‖

2} . (46)
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4.4 Experimental conditions on parameters setting

In this section, the theoretical experiments are simulated in sys-
tem identification over the random process and under the Gaussian
noise scenario. We evaluate the performance of proposed adap-
tive step-size variable leaky least mean square algorithm based on
spline adaptive filter (AS-VLLMS-SAF) as compared to the conven-
tional least mean square algorithm based on spline adaptive filter
(LMS-SAF) [3].

The coloured input signal generates for all experiments over 100
Monte Carlo trials and 5,000 samples used that is generated by [2]

xk = ϑ · xk−1 +
√

1 − ϑ2ζk , (47)

where ζk is a unitary variance type of zero mean white Gaussian
noise, ϑ = [0, 0.95] and an interval sampling ∆x is used at 0.2 [11].

An unknown Wiener system is composed by a linear component
as [3]

w0 = [0.6, −0.4, 0.25, −0.15, 0.1]T ,

and a 23-point length lookup table (LUT) g0 is a nonlinear memory-
less target function applied by

g0 = [ −2.2, . . . ,−0.8, −0.91, −0.4,
− 0.2, 0.05, 0, −0.4, 1.0, 1.0, 1.2, . . . , 2.2 ] .

The linear filter w0 is initialzed as w0 = [1, 0, . . . , 0] and
δ = 0.001. Other parameters are fixed at the length of coefficient
vector T = 5, a signal to noise ratio S NR = 35dB . The spline
basis matrices are used as the B-spline matrix CB and the Catmul-
Rom spline matrix CCR in [8] which are selected for simulation
experiments as follows:

CB =
1
6


−1 3 −3 1

3 −3 3 0
−3 0 3 0

1 4 1 0

 , (48)

CCR =
1
2


−1 3 −3 1

2 −5 4 −1
−1 0 1 0

0 2 0 0

 . (49)

The fixed parameters of proposed AS-VLLMS-SAF algorithm
are as follows: α = 0.20, 0.95, αw = 7.55 × 10−3, βw = 2.75 × 10−3,
αg = 6.55 × 10−3, βg = 1.85 × 10−3, λ = 0.97, ε = 1 × 10−6

and ρw = 1.5 × 10−6, ρg = 1.125 × 10−6. And the initial pa-
rameters for proposed AS-VLLMS-SAF are γw(0) = 3.25 × 10−2,
γg(0) = 3.25 × 10−2, µw = 7.75 × 10−4, µg = 2.25 × 10−4. Other
fixed parameter of SAF-LMS [3] are as: µw = 0.05 and µg = 0.05.

Table 2: Summary of MSE of proposed AS-VLLMS-SAF with the initial parameters:
µw(0) = 7.25× 10−5, µg(0) = 2.25× 10−5, γw(0) = 6.25× 10−4, γg(0) = 6.15× 10−4,
of VL-LMS in [1] with γw(0) = 3.15 × 10−4, γg(0) = 3.15 × 10−4 and of LMS-SAF
in [3] with µw = µg = 0.05 over 100 Monte Carlo trials and 5,000 samples used at
SNR = 35dB

Algorithm ϑ in (47) Spline MSE at steady-state condition

matrix MSE dB

AS-VLLMS ϑ = 0.20 CB 1.268 × 10−3 -28.969

CCR 1.448 × 10−3 -28.392

ϑ = 0.95 CB 1.768 × 10−3 -29.293

CCR 2.342 × 10−3 -26.304

VL-LMS in[1] ϑ = 0.20 CB 1.815 × 10−3 -27.409

CCR 1.931 × 10−3 -27.144

ϑ = 0.95 CB 2.175 × 10−3 -26.625

CCR 2.592 × 10−3 -25.862

LMS in[3] ϑ = 0.20 CB 3.303 × 10−3 -24.811

CCR 1.352 × 10−2 -18.688

ϑ = 0.95 CB 8.345 × 10−3 -20.786

CCR 2.858 × 10−2 -15.439

5 Simulation Results
For the experiment results, the mean square error (MSE) is simu-
lated at ϑ = 0.20, 0.95. Fig. 2 and Fig. 3 show the MSE convergence
curves of proposed AS-VLLMS-SAF compared with the original
LMS-SAF [5] based on the B-spline matrix (CB) matrix and the
Catmul-Rom spline matrix (CCR) with the parameters ϑ = 0.2, 0.95
in (47) shown in dB and SNR=35dB, respectively. We notice that
the curves of MSE of proposed AS-VLLMS-SAF based on both
spline basis matrices outperform when comparable to that of the
LMS-SAF algorithm.

Furthermore, Fig. 4 and Fig. 5 based on the B-spline matrix and
Fig. 6 and Fig. 7 based on the Catmul-Rom spline matrix demon-
strate the curves of learning rate of µwk of coefficient vector wk

and µgk of control points gm,k for the proposed AS-VLLMS-SAF at
ϑ = 0.20, 0.95 and SNR=35dB, respectively. Their learning curves
are depicted to converge to their equilibrium at the steady-state,
even the initial of µwk and µgk are varied.

Finally, Fig. 8 and Fig. 9 based on the B-spline matrix and
Fig. 10 and Fig. 11 based on the Catmul-Rom spline matrix present
the curves of learning parameters of γwk of coefficient vector wk

and γgk of adaptive control points vector gm,k for the proposed AS-
VLLMS-SAF at ϑ = 0.20, 0.95 and SNR=35dB, respectively. It
can seen clearly that their learning rates are shown to converge
for the tracking ability at the steady-state with the different initial
parameters.

Summary of MSE of proposed AS-VLLMS-SAF with the ini-
tial parameters as µw(0) = 7.25 × 10−5, µg(0) = 2.25 × 10−5,
γw(0) = 6.25 × 10−4, γg(0) = 6.15 × 10−4 and of LMS-SAF in [3]
with the fixed parameter as µw = µg = 0.05 over 100 Monte Carlo
trials and 5,000 samples used at SNR = 35dB and ϑ = 0.20, 0.95 is
presented in Table. 2. Simulation results suggest that mean square
error performance of proposed algorithm can be partially assessed
using adaptive step-size with the variable leaky parameters indi-
cating better than the conventional least mean square algorithm by
16.76% with the B-spline matrix.
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6 Discussion
The comparison of MSE averaged over 100 trials are shown the ro-
bustness and superiority of proposed AS-VLLMS algorithm over the
conventional LMS algorithm. We have plotted the learning curves
of adaptive step-size µwk of coefficient vector wk, µgk of control
points gm,k for the proposed AS-VLLMS algorithm and of variable
leaky γwk of coefficient vector wk and γgk of adaptive control points
vector gm,k after 5,000 iterations, which are seen that their learning
curves converges to their equilibrium, even the initial values are
assigned to be varied.

7 Conclusion
We have orchestrated an adaptive step-size and a variable leaky
approach based on least mean square algorithm for spline adap-
tive filtering. The proposed AS-VLLMS-SAF algorithm has been
explained how to derive using the variable leaky mechanism. We
have designed an adaptive step-size algorithm with the methods
of an energy of squared previous and present estimated error. We
have designed a modified leaky algorithm with the methods of an
optimal leaky parameter. Simulation experiments have shown that
the proposed AS-VLLMS-SAF algorithm can perform well with
the corresponding LMS-SAF algorithm.

In general, spline adaptive filtering structure is already fasci-
natingly applied in many applications such as signal processing
for communications in nonlinear channel estimation and acoustic
processing in bio-acoustic signal.
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Dithering or error diffusion is a technique used to obtain a binary image, suitable for
printing, from a grayscale one. At each step, the algorithm computes an allowed value of
a pixel from a grayscale one, applying a threshold and, therefore, causing a conversion
error. To obtain the optical illusion of a continuous tone, the obtained error is distributed
to adjacent pixels. In literature there are many algorithms of this type, to cite some Jarvis,
Judice and Ninke (JJN), Stucki, Atkinson, Burkes, Sierra but the most known and used
is the Floyd-Steinberg. We compared various types of dithering, which differ from each
other for the weights and number of pixels involved in the error diffusion scheme. All these
algorithms suffer from two problems: artifacts and slowness. First, we address the artifacts,
which are undesired texture patterns generated by the dithering algorithm, leading to a
less appealing visual results. To address this problem, we developed a stochastic version
of Floyd-Steinberg’s algorithm. The Weighted Signal to Noise Ratio (WSNR) is adopted to
evaluate the outcome of the procedure, an error measure based on human visual perception
that also takes into account artifacts. This measure behaves similarly to a low-pass filter and,
in particular, exploits a contrast sensitivity function to compare the algorithm’s result and the
original image in terms of similarity. We will show that the new stochastic algorithm is better
in terms of both WSNR measurement and visual analysis. Secondly, we address the method’s
inherent computational slowness: we implemented a parallel version of the Floyd-Steinberg
algorithm that takes advantage of GPGPU (General Purtose Graphics Processing Unit)
computing, drastically reducing the execution time. Specifically, we observed a quadratic
time complexity with respect to the input size for the serial case, whereas the computational
time required for our parallel implementation increased linearly. We then evaluated both
image quality and the performance of the parallel algorithm on a exhaustive image database.
Finally, to make the method fully automatic, an empirical technique is presented to choose
the best degree of stochasticity.

1 Introduction
Most printing devices are constrained by a limited number of color
intensities (typically 2/4/8/16 values), as consequence, before print-
ing an image they must first convert the original color domain into a
new set of values that can be represented with the color intensities
at their disposal. A process we call quantization.

An intuitive and trivial quantization method is to map each input
pixel to the nearest available color. However, most of the time this
leads to a visually unpleasant and low quality output image due
to a large number of artifacts. Here, dithering comes to help and
it has been proved to be able of achieving a higher quality results.
In particular, the best known and popular dithering algorithms is

the Floyd-Steinberg (FS) [1] which is based on errors diffusion.
Besides the FS, there are other algorithms that differ from this for
the weight distribution matrix. The error scattering technique is
straightforwardly described in Algorithm 1.

Algorithm 1 Dithering algorithm
for rows ∈ image do

for pixels p ∈ row do
find closest color τ to p
err = p − τ
diffuse err to neighbouring pixels according to the error diffusion scheme

end for
end for
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In case of binary dithering applied to a monotone image (e.g.
grayscale to black and white), Algorithm 1 is just a simple thresh-
old operation. Extending it to a larger set of colors (or tones) is a
trivial change in finding the closest color. It was one of the most
revolutionary methods and is widely used in digital printers, which
prints small and isolated dots.

The other algorithms against which we will compare for the
numerical experiments are: Atkinson, Burkes, Fan, Sieraa, Filter
Lite, Jarvis, Judice and Ninke (JJN), Jarvis, Stucki and Shio Fan
[2].

There are several error distribution scheme and different ways
to scan the image, such as the traditional left-to-right direction and
the top-to-bottom raster. Considering all the matrices of weights
related to the various methods would be redundant, therefore we
show only a few in Figure 1 to clarify the concept.

Figure 1: Error diffusion scheme for different dithering algorithms: Floyd-Steinberg
(a); Jarvis, Judice and Ninke (b); Stucki (c); Sierra (d). The flux of the whole image
remains the same.

We also took care of the borders, in particular, we ensured that
the image flux or average is maintained through the entire image,
Figure 2 shows the modified FS error distribution weights in all
particular cases.

Figure 2: Error diffusion in the FS dithering in case of boundaries. a) first column, b)
last column and c) last row.

The major shortcomings of the FS dithering algorithm are the
generation of disturbing hysteresis artifacts or worm patterns at
extreme gray-levels[3, 4] and the slowness [5].

2 Background and preliminaries

The purpose of image dithering, or halftoning, is the procedure that
generates a pattern of quantized pixels able to create a continuous-
tone image illusion. A comprehensive analysis about halftoning
techniques can be found in [2]. Dithering is necessary for showing
gray scale images on printed surfaces when the only available tones
are black and white. Dithering algorithms will produce different
results with respect to quality and image characteristics. To allow a
comparison between different algorithms, we must therefore quan-
tify the performance. Doing so by means of psychovisual tests is
hard due to the need of controlled conditions and long duration of
the tests. A possible solution to this problem is developing quality
measures that can numerically express the perceived visual differ-
ence between the dithered image and the original one. The ideal
target would be to include several objective aspects of image quality
within one single, robust and reliable measure, so to evaluate and
improve dithering algorithms.

We cans also describe digital halftoning as an artifact mini-
mization problem, because we search for the dithered image that
minimizes the measured visibility of artifacts. We therefore need
a computational model that allows us to compute the visible error,
so to automatically rank images in an optimization algorithm. Nev-
ertheless, measuring in a quantitative way the visual quality of a
dithered image is still a challenging task.

Objective quality measures can be divided in two classes: math-
ematical/statistical ones and human visual system (HVS) based.

The first ones could be used to evaluate dithered patterns of
constant grey values. These metrics provide a great understanding
of the possible relationships for a given point distribution. These
kinds of measures are usually independent of viewing conditions
or observer, easy to compute thanks to the low computational com-
plexity. It is possible to find in literature different examples of this
kind of measures, such as: Structural Similarity (SSIM) [6], Peak
Signal-to-Noise Ratio (PSNR) [7] and Mean Squared Error (MSE)
[8]; nevertheless, none of these measures consider the presence of
artifacts as explained in [9, 10].

The second one tries to model the perceived visual quality and
predict artifacts generated by the dithering procedure. The ideal
halftone algorithm is able to minimize this visibility. Since the eye
detects more distortions at certain spatial frequencies, the devel-
opment of a halftone visibility metric is based on a model of the
HVS.

HVS models are relatively simple and have proven to be quite
successful when applied to algorithms that seek the best possible dis-
tribution scheme. All digital halftone techniques, whether they are
based on screening algorithms, error scattering or iterative halftone,
all adopt these models, either explicitly or implicitly. In fact, even
those methods that are categorized as model-free because they do
not explicitly include an HVS block in their block diagram, still
replace it with a low pass filter. Moreover, not only is an HVS
model fundamental to the design of most halftone techniques, but
additionally, the shape of the HVS model can be modified to achieve
increased texture quality in the dithering result.

Therefore, the performance of a certain halftone algorithm can
be maximized by adequately designing improved HVS models.

Digital halftoning usually refers to methods and algorithms able
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to convert continuous-tone images to binary ones, for displaying
them in bilevel devices such as printers, both ink jet and laser ones.
Within the computer industry, the market demand for fast, high
resolution printing devices has recently escalated. Halftoning’s con-
tribution to this industry has been essential to its success. For this
reason investigating image quality, and in particular finding an ob-
jective measure to evaluate the results is of fundamental importance.

2.1 A Quantitative Measure

As discussed, HVS models use human visual selectivity and sen-
sitivity to model and improve the perceived image quality. HVS
is based on the psycho-physical process that relates psychological
phenomena (contrast, brightness, etc.) with physical phenomena
(light intensity, spatial frequency, wavelength, etc.). It determines
which physical configurations give rise to a particular psychological
sensation (perceptual, in this case).

The two dimensional Discrete Fourier Transform (DFT) is ap-
plied on the image and then multiplied using Hadamard product
with a Contrast Sensitivity Function (CSF), so that a component of
the image at a particular angular frequency is weighted by the CSF
value at that frequency. The result of this computation is the two
dimensional DFT of an image that would lead to the same psycho-
logical response when viewed from a visual system with a flat CSF
to which the original image leads when viewed by HVS [11]. The
weighted signal-to-noise ratio (WSNR) of an M × N pixel binary
image (y), given the original (x) of the same size is computed as:

WS NR(dB) = 101 log10

( ∑
u,v |X(u, v)C(u, v)|2∑

u,v | (X(u, v) − Y(u, v)) C(u, v)|2

)
(1)

where X(u, v), Y(u, v) and C(u, v) are correspondingly the DFT
of the input image, of the output image and the CSF.

2.2 Stochastic version

As already described in the previous sections, halftoning converts
the input image into a black and white version of it to be reproduced
on a binary output device, such as an ink-jet printer, which can only
choose whether to print a dot or not in each position. The human eye,
behaving as a low-pass filter, blurs the dots and spaces together and
creates the illusion of many continuous shades of gray tones. De-
pending on the specific way the dots are distributed, a display device
can produce different degrees of image fidelity with more or less
granularity. According to the HVS, isolated and randomly arranged
dots, if distributed in a proper manner, should produce images with
the highest quality, maintaining fine details and sharp edges. Never-
theless, some displays and printing devices are unable to reproduce
isolated dots consistently in their entirety and, as a result, introduce
printing artifacts that greatly degrade the aforementioned details
that the computed dot distribution is designed to preserve. For this
reason, many printing devices create periodic patterns of grouped
dots, which are easier to produce on the printed page in a consistent
manner. For this reason, in our halftone study, the main objective
is to determine the optimal dot distribution for that HVS, and then
produce these models computationally efficiently.

Since the first article in which Floyd and Steinberg’s algorithm
was mentioned, many changes to the original error spread algorithm
have been introduced to avoid the undesirable artifacts present in
the original algorithm. But while these modifications eliminate
disturbing artifacts at certain levels of gray, many do so therefore at
the expense of other levels. Jarvis [12] and Stucki [13], for example,
introduced a different mask model and weights, called 12-element
error filter, but the artifacts remain during the algorithm because of
the fixed behavior manifested by these algorithms. Hence we realize
that the problem is not related to the number of elements involved
but rather to the determinism of the method. Other approaches sug-
gested to change the scanning path in which pixels are processed,
including the serpentine as the most trivial up to the space-filling
curves like Hilbert’s curves. Unfortunately, these methods still cre-
ate strong periodic patterns. To mitigate the problem of artifact our
idea is to transform the FS algorithm, a deterministic algorithm, into
a Stochastic (SFS) version inspired by [14]. A crucial point of our
new approach is the preservation of the average image. As in all
halftone methods, where everything and only the error is spread.
Even in our method, while modifying the weight matrix at each
pixel, the average of the values of the original image is not changed.

In particular we choose a real number p and, for each pixel, we
generate 2 random number:

r1 ∈ [−5/16, 5/16] and r2 ∈ [−1/16, 1/16]

and we compute

7
16

+ p · r1,
5

16
− p · r1,

3
16

+ p · r2 and
1

16
− p · r2 (2)

as error diffusion coefficients. This method, as a modification of
Ulichney’s one[15], is a good approximation of a blue-noise process.
Blue-noise halftoning is characterized by a distribution of binary
pixels where the minority pixels are spread as homogeneously as
possible. This method of pixel distribution creates a pattern that is
isotropic (or radially symmetric), aperiodic and does not contain
any low-frequency spectral components. From the considerations
made about HVS, it’s not surprising that blue-noise creates the vi-
sually optimal arrangement of dots. Unfortunately, blue-noise is
not trivial or fast to generate [16], but whit our method this can be
approximated.

2.3 Optimal choice of p

By introducing our new method we have underlined the need to
choose a p parameter.

In our previous work the choice of p was totally empirical and
not automated, that is, we tried different values of p in a predeter-
mined range and picked the best according to the image quality
measured by WSNR. Here we introduce a method for the automatic
setting of p. As pointed out above, these algorithms are often used
for printers in different areas, but often as an integral part of indus-
trial processes. For this reason and for the sake of completeness,
finding a fully automatic method would make the method more
effective and usable on a large scale. There are two critical issues
to be addressed: the choice of an appropriate interval and the need
for an intervention by the operator for the choice. First of all, let’s
discuss the choice of the interval. As we have defined p there are no
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limitations, it simply has to be a real value. Since it is not a probabil-
ity, it can certainly assume both values greater than 1 and negative
values. Conceptually there is a symmetry, at least on average, be-
tween negative and positive values so we can only take into account
positive values without losing in the generality. On the other hand,
choosing values much greater than 1 means to substantially change
the coefficients of the matrix used for the diffusion of the errors, for
example choosing p = 2 the values, on average, are doubled. In
addition to these preliminary considerations we conducted several
experiments aimed at understanding where the maximum value of
WSNR was in relation to the p choice. As it can be seen in Figure 3
, the maximum is usually included in the [0, 2] interval.

Figure 3: Sample of the algorithm behaviour for p in the interval [0, 2] for some
images of the dataset available in [2]. Due to the stochastic nature of the algorithm,
we repeat the algorithm 10 times with different random seeds for each value of p,
plotting minimum, average and maximum value for the resulting WSNR.

Once the range is fixed, we address the second issue by means of
an optimization algorithm that provides the p value that maximizes
the WSNR. The first idea, given the amount of references in the
literature, was to use a first-order technique as a gradient method
[17]. But we immediately noticed that, due to the lack of convexity
of the function to be maximized, such methods are often not effec-
tive. There are certainly techniques to use gradient methods even in
non-convex areas but they require at least the differentiability of the
function. Since we have to maximize a stochastic process we see
both the basic hypotheses of the gradient methods fall: convexity
and differentiability. Fortunately, our implementation of the parallel
algorithm on GPUs makes execution time particularly low, even
for large images. This allows us to approach efficiently the prob-
lem in an empirical way without increasing the time excessively.
Considering all these premises, our final idea is to calculate, first,
the WSNR for different values of p ∈ S n where S n is an equally
spaced partition of the interval [0, 2] with n elements. Due to the
stochasticity of the method, for each p ∈ S n we consider the average
over m runs.

Finally, choose the p with the highest average WSNR. We sum-
marize our method in the equation 3 where m is the number of
runs, I and SFS(p) represent respectively the input image and the
output image obtained from a single run of our stochastic dithering
algorithm with parameter p.

p∗ = arg max
p ∈S n

1
m

m∑
WSNR(I, SFS(p)) (3)

We obtained the best results with the following configuration:

• Size of partition S n, n = 100

• Number of repetitions for each p, m = 10

In this way, given any image in our experiments, the method lead to
satisfying results in terms of similarity to the initial image.

3 GPU implementation
Dithering algorithm are infamously known for being ”embarass-
ingly” unparallel due to the inherently sequential nature of the dither-
ing operation: the every pixel output depends on all the previously
computed outputs. Achieving good speed ups in such problems is
a challenging task and several work from the research community
tried to overcome this issue, either proposing a ”friendlier” dithering
algorithm or a more efficient implementation. For example in [18]–
[20] they introduce a block-based error diffusion algorithm which
allows to simultaneously process blocks of pixels and produced
good visual results, however is not clear which block dimension
should be taken in order to get the best image quality; whereas in
the work [21] the authors propose to parallelize over multiple pages
in order to saturate the GPU utilization, in this work we focus on a
single image case; in [22] they propose an efficient implementation
that consists of a hybrid approach where CPU and GPU are both
exploited but the CPU is used in the regions where GPU is expected
to perform worse, in particular, towards image corners; finally [5]
provided an optimal parallelization algorithm from a theoretical
point of view, unfortunately, assigning each thread a diagonal por-
tion of the image is currently not suited for general purpose devices
as it causes more time spent for additional computational overhead
than what parallel devices can manage to reduce.

In this work, we adopt the classical Floyd-Steinberg algorithm
as it’s still the dithering algorithm that yields the best result and
propose an implementation that rely solely on GPUs. Graphics
Processing Units (GPUs), in particular General Purpose GPUs, are
massively parallel architectures that comprises thousands of cores
designed to compute in an extremely efficient way repetitive and
simple operations such as those involved in the rendering pipeline
in Computer Graphics, hence ”Graphics” in the name. Each core
are less performing and simpler than state of art processors but the
computational power in such devices lies in the number of cores
rather than the capability of each single core. Nowadays GPUs are
widely adopted for many tasks in data mining, physics simulation,
medical imaging and machine learning, to name a few, hence the
”general purpose” in the name. We propose an implementation 1 that

1https://git.hipert.unimore.it/hjiacheng/stochastic_floydsteinberg
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is optimized for the NVIDIA GPUs, from which we will also get
the results reported in section 4.1, and we program with the archi-
tecture’s standard Application Programming Interface (API), called
CUDA [23] developed by NVIDIA itself. Nonetheless, our imple-
mentation takes into account obstacles and design principles valid
for almost all GPUs so it’s not limited to NVIDIA architectures.

Our implementation consists of two parallelization levels we
call stream level and pixel level. First of all we, describe the pixel
level parallelism consists of a function, named Parallel-FS, that
implements the Floyd-Steinberg on GPU and assumes the image
being already stored in the GPU memory, this function will be then
invoked by the stream level function.

Figure 4: Each thread is assigned a row and waits for the previous one to be three
pixels ahead instead of two. The thunder symbol on the diagonal represents the
pixels processed simultaneously, whereas the clock indicates a waiting thread

In order to achieve good results one must take into account the
of hardware on which the algorithm is executed. GPUs are SIMT
(Single Instruction Multiple Thread) architectures partitioned in sev-
eral Streaming Multiprocessors (SM), the latter are clusters of cores
with multiple hardware schedulers for dispatching a fixed number of
threads called warps. Each thread in the warp are committed to per-
form the same operation simultaneously, a feature called lock-step
execution, and they are able to fetch multiple data at the same time
if the addresses in the memory are aligned, a phenomena called ”co-
alesced access”. While these are good features in simple and regular
memory accesses, it becomes actually a downside in case of Floyd-
Steinberg because operations and accesses are neither simple nor
regular. Dithering algorithm finds the closest color input and handle
borders with many conditional, hence branching, instructions, which
hurts the performance as the device must turn-off the portion of the
threads not involved in the current branch because of the lock-step
execution, moreover there’s no coalesced access as the error diffu-
sion scheme follows an irregular pattern leading to increased latency.
This is the reason why the optimal theoretical algorithms presented
in [5] cannot be implemented, nonetheless we try to approximately
recreate the theoretical optimal situation in Parallel-FS. The func-
tion takes as input three data structures, an input buffer Ibu f f where
the original image is stored, an output buffer Obu f f where the result
will be stored and error buffer Ebu f f for the temporary error diffu-
sion values. Each row i is assigned a thread which, for each pixel
(i, j), j ∈ {1, ..., IWIDT H} where IWIDT H is the image width, reads
from the input buffer and computes the output Obu f f (i, j) by finding
the closest color according to the value S = Ibu f f (i, j) + Ebu f f (i, j),
and distribute the error S −Obu f f (i, j) to the neighbouring pixels ac-
cording to the error diffusion scheme of Floyd-Steinberg, updating
Ebu f f (i, j+1), Ebu f f (i+1, j), Ebu f f (i+1, j−1) and Ebu f f (i+1, j+1).

The actual implementation carefully takes into consideration also
borders compared to this simplified formulation. Each thread must
synchronize with the previous thread in order to compute the as-
signed pixel result, in our implementation, in order to avoid update
conflicts in the error buffer, which would require slow atomic op-
erations, each thread waits for the previous one to be three pixels
ahead with respect to his row instead of two, similarly to [21] (see
Figure 4). The Figure 4 also illustrates how pixels are processed
simultaneously along the diagonal (hence the name ”pixel level
parallelism”).

Figure 5: Visual illustration of the Double Buffering parallel execution scheme for
the stream level parallelism, with two CUDA streams; s j and ci and denote CUDA
stream respectively and image chunks. The ”load” and ”save” operations represent
the data transfer from host to device input buffer Ibu f f and from device output buffer
Obu f f to host respectively and ”work” consist of the invocation of Parallel-FS. It can
be noted that, starting from time step 2, the memory transfer latency is completely
hidden by GPU activity. ”X” denotes the empty chunk, note that there is always an
empty chunk because given NS TREAMS there are NS TREAMS + 1 blocks in the data
structure, so each iteration, every stream finds the results of the first row of the error
buffer already calculated by the previous stream by simply sliding up.

The stream level parallelism addresses a problem more related
to the physical devices limitation rather than the FS algorithm. In
previous function we assumed the image to be already when the
output is ready, the result is transferred back into host memory.
Unfortunately, in most parallel implementations memory bandwidth
represents one of the main bottleneck. The outer loop in our stored
in GPU memory, however, for a task to be executed on GPU, every
required data must be copied first from host memory (accessible
by CPU only) to device memory (accessible by GPU only) and
parallel implementation addresses this problem by hiding almost
completely the memory transfer overhead between CPU and GPU
wit the double buffering technique, which also removes the device
memory size constraint for huge images.

Given an image of size IHEIGHT × IWIDT H and two input parame-
ters NCHUNKS and NS TREAMS , the first parameter define the number
of chunks the image is divided into, whereas the latter represents the
number of chunk to be processed simultaneously. First we define
ChunkHEIGHT =

IHEIGHT
NCHUNKS

and we divide the image into NCHUNKS of
size ChunkHEIGHT × NWIDT H , secondly we create three data struc-
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ture of size (ChunkHEIGHT · (NS TREAMS + 1)) × IWIDT H size for the
input, output and error buffer respectively. Now, Nstreams CUDA
stream are created, each of these concurrent execution stream are
assigned an image chunk are responsible of computing the result
by invoking the Parallel-FS function previously described on the
assigned chunk. During the algorithm execution, every function
invoked by each stream references to the same data structure but
on a different memory address offset, the size of each buffer is
NS TREAMS + 1 chunk blocks instead of NS TREAMS because the the
additional chunk allows to leave one chunk empty at every iterative
step so Parallel-FS function avoids storing the error computed in
the last row into an auxiliary buffer, minimizing the number of con-
ditional operations. Because of the empty chunk, when a CUDA
stream finishes the job, it can slide on the upper chunk in a toroidal
fashion along the height, which means that the errors computed in
the last row of the data structure are actually propagated in the first
and the CUDA stream working in the first block moves to the last
in the next outer loop iteration as it finds the error values ready to
be used. The indexing and synchronization required to ensure the
overall correctness of the FS algorithm details will not be discussed
for the sake of simplicity. The final result is that when some CUDA
streams are processing their chunk, others are transferring data from
host to device memory and vice-versa, thus the memory bottleneck
is hidden and the architecture is fully exploited. In Figure 5 we
show the presented parallel execution scheme.

3.1 Theoretical improvement

Consider an image of size P × Q, where P identifies the number of
rows and Q the number of columns. We want to know the order

of magnitude of the time that is theoretically needed to process the
whole image. We use as a measure unit the time needed to process
a single pixel.

In the serial version: Time = P × Q where Time is the time
for the whole process. In the parallel version, with the same image
dimension, we have

Time = 3P + Q − 3 with Q > P (4)

and

Time = 3Q + P − 3 with P > Q. (5)

Considering, as said before, the time we use to process the single
pixel we can assume to spend a M time to calculate the first row, but
at this same time, always considering the parallel implementation,
we have already calculated the triangle at the top left as shown in Fig-
ure 4. Going on to finish the second line, we only need to calculate
another 3 pixels and we can proceed with a similar reasoning for all
the rows in the image. So we have Q+3×(P−1) = Q+3P−3. Even
in an image where the number of rows and columns is swapped we
have the same runtime. For these considerations we can conclude
that we pass from a time that grows as O(P × Q) with the input
size, in the serial case, to a time that grows linearly O(P + Q) in the
parallel case, all this from a theoretical point of view. This allows us
to have a great saving in computational time, especially in industrial
contexts where the images are of huge dimensions. This means an
incredible acceleration, especially when the size of the image is
large, as often happens in industrial cases.

Figure 6: Cameraman image dithered with p = 0 on the left. The red rectangles highlight regions with visible artifacts. On the right, dithered image with optimal p value to
maximize the WSNR value.
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Figure 7: Lena image dithered with p = 0 on the left. The red rectangles highlight regions with visible artifacts. On the right, dithered image with optimal p value to
maximize the WSNR value.

Figure 8: Peppers image dithered with p = 0 on the left. The red rectangles highlight regions with visible artifacts. On the right, dithered image with optimal p value to
maximize the WSNR value.

4 Numerical experiments

The authors of [2] provided a sufficiently large dataset of images
on which we applied our algorithm2, the Digital Halftone Database
(DHD). This dataset is composed of 196 reference images extracted
from the CVG-UGR-Image database and the Genreal-100 dataset.
In addition to these real images, we also assessed our approach on

synthetic images. In particular, a particularly complicated image to
process is the grayscale gradient, as in the Figure 10 or multi-tone
chessboard. Moreover, the well known Lena, peppers and camera-
man have been tested as well. Not all the images have same values
of width and height since the algorithm can be applied to rectangular
pictures as well. In the first experiments, we chose synthetic images.
To verify the improvement with respect to the presence of artifacts,

2https://sites.google.com/view/sankarasrinivasan-s/research-publication/DHD-Database
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we applied our algorithm to images composed of all shades of the
(0 − 255) grayscale. This was done because some tones are more
susceptible than others to artifact forming. In a second experiment
we applied the new techniques to images often used in published
works, in order to compare the results with the literature. Finally we
compare against the results of [2], that are provided as results im-
ages in the same dataset. Obviously it can be observed that there is
a considerable difference between the proposed stochastic approach
and the simple FS. The experiments were performed on a desktop
computer equipped with a CPU and GPU with the following specifi-
cations: Intel i7 7700K CPU, NVIDIA GeForce GTX 1080 GPU
and 32GB RAM.

4.1 Results

With respect to image quality, we computed the measure described
in Sec. 2.1 after applying FS, SFS and, for completeness, other
dithering algorithms known in literature: Stucki[13], SIERRA[24]
and Jarvis, Judice, and Ninke [12]. The results for the different
images in Figure 10 (top row) and Figure 6, 7 and 8 are shown in
Table 1 were we highlighted in bold the best WSNR values. The
charts in Figure 13 show the behaviour of the WSNR value with
respect to p for these images. Furthermore, we provided additional
visual comparisons in Figures 11 and 12.

We compared our algorithm to the error diffusion ones presented
in [2] on the same DHD dataset previously mentioned. We com-
puted WSNR from the output images that are made available in
the dataset and compared against our approach: over 196 different
images we achieved the maximum WSNR value amongst all the
algorithms 71% of the times, while the remaining 29% has been
topped by the Filter Lite Dot Diffusion algorithm from [25].

In Table 2 we report the values of WSNR for some images of
the dataset. We have to remark that, due to the different output

size of the image, for some pictures we were unable to compute
the WSNR value of comparison. The algorithms that are taken into
account here are our FSF, Atkinson (ADD), Burkes (BDD), Fan
(FDD), tradirional Floyd Steinberg (FSDD), Frankie Serra (FSIDD),
Filter Lite (FLDD), Jarvis Judice and Ninke (JJNDD), Jarvis (JDD),
Stucki (SDD) and Shio Fan (SFDD).

In addition to providing a theoretical discussion, we tested the
different versions of the algorithm, serial and parallel, on images
of different sizes. As we expected we obtained very good results:
while serial time increases quadratically, parallel time increases only
linearly. Let’s better illustrate the trends in Figure 9.

Figure 9: Comparison between the two versions: serial and parallel. Time in seconds
on vertical axis, horizontally there is side dimension in pixels of a square image. In
dotted line: all parallel execution time are less than one second.

Table 1: Dithering methods WSNR comparison

Image FS SFS Stucki Sierra JJN
p = 0.25 p = 0.5 p = 0.75

Gradient 52.58 53.15 53.34 53.28 50.49 50.64 50.28
Lena 48.51 48.48 48.57 48.51 41.79 41.58 41.08

Cameramen 45.78 46.02 46.30 46.43 39.29 39.13 38.61
Pepper 46.13 46.39 46.93 47.27 39.45 39.13 38.55

Table 2: Error Diffusion WSNR comparison

Index FSF ADD BDD FDD FSDD FSIDD FLDD JJNDD JDD SDD SFDD
1 47.50 20.00 43.61 44.33 48.23 40.90 49.74 26.35 40.44 41.44 44.48
3 50.64 24.09 44.40 44.22 46.92 41.28 47.99 28.72 40.79 41.51 44.63
5 45.49 18.80 41.72 41.08 44.91 38.80 46.15 23.56 38.27 39.11 41.28
7 49.77 20.99 43.65 45.49 47.57 41.22 49.57 27.41 40.73 41.60 45.97

17 44.97 15.81 39.52 40.40 42.48 36.30 43.72 20.87 35.80 36.50 40.79
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Figure 10: Inverted gradient pattern, original image (top-left) and halftoned using traditional FS (top-right): emerging artifacts are clearly discernible. In the middle row, 256
squares of all possible 1 Byte quantization values (left) ant their dithered version (right) Bottom line, particular of a single tone (value 128): on the left side artifacts arise
distinctly with traditional FS, while on the right side the stochastic nature of the method allows no emerging pattern.
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Figure 11: On the left: dithered images using FLDD for images 24, 4 and 6 of the Digital Halftone Database. The red rectangles highlight regions with visible artifacts. On
the right, same images dithered using SFS with best p*.
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Figure 12: On the left: dithered images using FLDD for images 26 and 7 of the Digital Halftone Database. The red rectangles highlight regions with visible artifacts. On the
right: same images dithered using SFS with best p*.
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Figure 13: WSNR computed for our Stochastic Floyd-Steinberg algorithm with
p ∈ [0, 2] on the 3 well known images of Cameraman, Lena and Peppers. We
proceed as for Figure 3.

5 Conclusions

In conclusion, the new algorithm we presented solves both the prob-
lems highlighted at the same time: the presence of artifacts and
the slowness of execution. In particular, the transformation of the
algorithm from deterministic to stochastic, with the introduction of
a white noise, avoids the emergence of artifacts. The improvement
can be evaluated through a specific measure that takes into account
human perception called WSNR. Moreover, there is no increase in
computational time; on the contrary, the parallel version we propose
shows an excellent speed-up as the image size increases; which,
especially in industrial applications, can be very large. Thanks to
our parallel implementation, which guarantees speed to the method,
we were able to fully automate the technique. So given an image
we are capable of applying the best amount of stochasticity to the
algorithm, thus obtaining an image as free of artifacts as possible.
All the research part of the optimal parameter is done before the
actual image printing process. This guarantees a method in which
the operator does not have to make a decision and the printer is
not occupied for a long time. In conclusion, the method is totally
automatic, fast and guarantees a final image as close as possible to
the initial one and suitable for printing. As future work some of the
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possible extensions could be: more sophisticated methods to find
optimal p, developing other error measures that take into account
artifacts or geometric textures of different kinds. Another idea is to
evaluate the 4, 8 and 16 gray tones versions of the dithering algo-
rithm by proposing a technique that finds the best trade-off between
image quality and number of tones.
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 Transformer health assessment techniques, based on applicable standards, such as the 
dissolved gas analysis (DGA), through laboratory testing or online monitoring are used to 
analyze the symptoms of a failure which develops in transformers from an early stage. The 
DGA from a sample of dielectric liquid taken from the main tank generates information on 
the state of degradation of the active part. It was found that of all the furan derivatives 
which result from the degradation of insulation, 2-furfuraldehyde (2-FAL) is the only 
derivative which dissipates in large quantities in oil. Because of this, and due to its thermal 
stability as compared to other derivatives, 2-FAL is the best unit of measurement to 
determine and monitor the degree of polymerization (DP) of insulation. The poor 
accessibility of paper samples has led to difficulties in testing the ageing state of paper 
directly by measuring the tensile strength and the DP. It was developed methods to 
indirectly assess the ageing state of paper, by means of the chemical markers in oil which 
are associated with paper ageing. This article presents a method to determine the DP of 
solid insulation in transformers, which provides a faster and more accurate interpretation, 
as compared to the classical ones. The 2-FAL data resulting from the lab are recorded in 
a MySQL database, which is embedded in an intelligent system for diagnosis of DP 
(ISDDP) based on Adaptive Neuro-Fuzzy Inference System (ANFIS), generating at the 
output the report with the interpretation of the faults as word files. The automation of the 
DP diagnostic process will be achieved, allowing the operator to make timely decisions, to 
avoid any possible damages. 

Keywords:  
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2-furfuraldehyde 
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1. Introduction  

Transformers are expensive pieces of equipment that play a 
significant role in electricity transmission and distribution systems. 
Although transformers are generally robust pieces of equipment, 
they also undergo failures, and there are numerous degradation 
mechanisms operating in components and subsystems that will 
limit the useful life. It is important that transformer users and 
distribution system administrators are properly trained to assess 
the condition of a group of transformers in operation, in order to 
take the best decisions at critical moments of possible damages, for 
the operations of minor faults repairing, their rehabilitation or 
replacement [1-4].  

The assessment of the condition of the operating transformer 
consists in identifying the indicators that can provide accurate data 
on the extent of degradation of transformer components and 
subcomponents. The detailed health assessment of a power 
transformer requires extensive testing (electrical, as well as 
physico-chemical tests of the dielectric fluid), inspection of dataset 
from acquisition of other relevant data (operational history, as well 
as maintenance, including data of putting into service). These data 
are then analyzed by an expert based on the relevant standards and 
expert knowledge [5-8]. 

Most common transformer health assessment techniques apply 
only to the active part of the transformer. The DGA from a sample 
of dielectric liquid taken from the main tank generates information 
on the state of degradation of the active part. However, all 
components and subcomponents of a transformer should be 
considered for a full assessment. Unexpected failures of the 
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bushings and the on-load tap-changer (OLTC) can often lead to a 
state of transformer failure or even to its removal from the system 
[9-17]. 

The assessment of the active part of the transformer (magnetic 
core and windings) can be performed as follows [6], [10-16]:  

• The thermal assessment concerns the faster-than-anticipated 
aging due to excessive temperatures resulting from the hot 
spot of the winding, the hot spot in the core and the defects of 
paper-insulated hot metals; 

• The dielectric assessment tracks the process of degradation of 
the paper-oil insulation system due to high thermal or 
electrical stress, oil-paper moisture, manufacturing defects 
and contamination with (semi) conducting particles (solid 
particles); 

• The mechanical assessment concerns the disintegration of the 
structure in the core, the windings and the solid insulation, due 
to one of the many reasons, such as strong electromagnetic 
forces resulting from the flow of the short-circuit current 
through the windings; the mechanical deformation of the 
windings due to shocks during transport, installation or during 
system failures, etc; and the degradation of solid insulating 
materials. 

The oil plays a key role as an insulating medium that acts as a 
barrier between the windings and the tank and acts as a “cooling 
agent” that dissipates the heat generated in the windings and the 
core. It is a conservation medium which protects the windings and 
the solid insulation against moisture and other physical 
contamination. 

The molecular structure of oil is subjected to electrical, 
mechanical and thermal stress during transformer operation, which 
leads to a process of decomposition, and, as a result hydrocarbon 
gases are generated. These gases are found in the mass of the 
dielectric fluid and can be quantized. 

Transformer health assessment techniques, based on applicable 
standards, such as the DGA, through laboratory testing or online 
monitoring are used to analyze the symptoms of a failure which 
develops in transformers from an early stage [12-14]. 

The complexity of real world problems, the need to develop 
complex software systems that adapt to a dynamic environment 
such as the real world lead to growing interest in the use of 
computational intelligence techniques to develop specific 
applications. Computational intelligence is a subdomain of the 
artificial intelligence that deals with the design, application and 
development of computational paradigms inspired for example by 
biological, social and linguistic areas. The techniques covered by 
the computational intelligence are the fuzzy logic, the artificial 
neural networks and the evolutionary computation. These are 
mainly fuzzy systems, neural networks, cognitive systems, nature-
inspired systems and hybrid intelligent systems containing these 
paradigms. The most common of these techniques used for the 
diagnostic of power transformers are the fuzzy logic and the 
artificial neural networks [18-27]. 

This article presents a method to determine the DP of solid 
insulation in transformers, which provides a faster and more 
accurate interpretation, as compared to the classical methods. The 
2-FAL data resulting from the lab are recorded in a MySQL 
database through a client software application for writing to the 

database and then read through a database read client, which is 
embedded in the diagnostic system, generating at the output the 
report with the interpretation of the faults as word files. Thus, the 
automation of the DP diagnostic process will be achieved, 
allowing the operator to make timely decisions, to avoid any 
possible damages. 

The proposed ISDDP to determine the DP of the insulation of 
power transformer windings based on the content of the 2-FAL 
derivative uses the fuzzy logic, and, for the improvement of the 
system, the fault learning facility is used, based on the artificial 
neural networks.  

This article is an extension of [28] and is structured as follows: 
Section 2 presents the chemical markers used to determine the DP. 
The classical methods for the determination of the DP are 
presented in Section 3. Section 4 presents the implementation as 
fuzzy logic of the diagnostic system in the LabVIEW graphical 
programming environment, as well as its improvement by using 
artificial neural networks through an adaptive neuro-fuzzy 
inference system. Section 5 presents conclusions and new pursuits 
in future work. 

2. Chemical markers used for the determination of the DP  

When paper insulation ages, its electrical properties do not 
change significantly, but the mechanical properties are 
considerably diminished, due to cellulose degradation 
(depolymerization). During normal operation, paper cellulose will 
split according to the general condition of the transformer 
(temperature, moisture and acids). As a result, the tensile strength 
of the paper is reduced over time, and therefore it is important to 
monitor the condition of the insulation [5-8].  

The poor accessibility of paper samples has led to difficulties 
in testing the ageing state of paper directly by measuring the tensile 
strength and the DP. Thus, the researchers developed methods to 
indirectly assess the ageing state of paper, by means of the 
chemical markers in oil which are associated with paper ageing.  

2.1. Carbon oxides (CO and CO2)  

The first studies covered the relation between the amount of 
carbon oxides, carbon monoxide (CO) and carbon dioxides (CO2), 
in oil and the DP of the insulating paper. Carbon oxides, CO2 and 
CO, are determined based on the DGA by applying the gas 
chromatography technique. As a result of thermal stresses, these 
gases are generated by the degradation of both paper and other 
parts of the transformer. In free breathing transformers, the 
generation of carbon oxides is influenced by free air ingress [12].  

In [21], it is presented a relationship between the amount of 
carbon oxides, CO and CO2, dissolved in transformer oil and the 
DP of the insulating paper. In [17] is demonstrated that water and 
CO2 are the main byproducts of the thermal degradation of 
cellulose. Therefore, the CO2/CO ratio is normally utilized as an 
indicator of the thermal decomposition of cellulose [8, 9].  

According to [18], the CO2/CO ratio is normally when its value 
is above seven, while the respective values of CO2 and CO must 
be greater than 5000 ppm and 500 ppm to improve the certainty 
factor.  

In accordance with [19], the CO2/CO ratio below 3 is expected 
to determine a severe degradation of the paper. When the ratio 
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exceeds 10, it may indicate a slight overheat of 160°C. It was noted 
that in order to obtain safe results, correction of CO2 absorption 
from the atmosphere and correction of CO2 and CO background 
are necessary.  

According to [17], high paper degradation rates are reported 
when the CO2/CO ratio drops below 6. However, the application 
of this ratio in determining the condition of the cellulose insulation 
is not suitable due to the long-term oxidation of the oil or as a result 
of free air ingress due to leakage [24]. The following additional 
tests are proposed, as solutions to solve this problem: the analysis 
of furan compounds; the determination of the DP of paper using 
the paper samples, to analyze the cellulose insulation. 

2.2. Furan compounds 

Oxidation, hydrolysis and pyrolysis of cellulose generate a 
group of chemical compounds which are used as a tool to analyze 
the condition of the cellulose insulation. Due to their solubility in 
oil, these chemical compounds (2-furfural; 2-acetylfuran; 5-
methyl-2-furfural; 2-furfuryl alcohol; 5-hydroxymethyl-2-
furfural) provide key information necessary for the diagnosis of 
the health of solid insulation. The limitations and applicability of 
the furan compounds as tools for diagnosing the state of the 
degradation of cellulose insulation in oil-filled transformers were 
constant in [6] and [7]. Studies have shown that of the five furan 
compounds specified in [9], 2-FAL is the most stable, by providing 
relevant information on the state of degradation of the solid 
insulation.  

Their main conclusion indicates that, of the five furan 
compounds identified in [9], 2-FAL provides more relevant 
information on the paper degradation. 2-FAL has been shown to 
have a high degree of generation and better stability than the other 
furan compounds and can be extracted from oil and used to 
characterize the thermal decomposition of the electroinsulating 
paper. A high concentration of 2-FAL indicates a high level of 
paper degradation. The constructive differences between 
transformers, the thermal and electrical stresses limit the setting of 
typical threshold values for 2-FAL, thus hindering the diagnosis of 
the condition of the cellulose insulation [16], [17], [20]. 

Some noted disadvantages of 2-FAL, such as its low detection 
threshold, when the paper is thermally upgraded (TUK). TUK 
paper is frequently used for new transformers, has a high rate of 2-
FAL generation from hemicellulose, which shows an exponential 
increase, so the applicability of 2-FAL as a chemical marker for 
paper degradation must be considered prospectively.  

3. Classical methods for the determination of the DP  

Cellulose insulating paper can be damaged due to the effects of 
hydrolysis, pyrolysis and oxidation that occur in the transformer 
during operation. Due to the deterioration of the cellulose 
insulation, the group of furan compounds appears [6]. 

The cellulose insulation in transformers consists of cellulose, 
hemicellulose, lignin and mineral substances, and their 
degradation results in furans (see Figure 1) [9]. The generation of 
furans can also be caused by pentoses. As a common point of the 
degradation processes, the final result is the 2-FAL [17], [20].  

Following the degradation processes of solid insulation that 
take place in the transformer, 2-FAL has the ability to dissipate in 
oil and due to its stability is an analysis tool for determining and 

monitoring DP of cellulose insulation. The other furan compounds 
can be used as markers to identify the process that causes the 
degradation of solid insulation [17], [22]. 

 
Figure 1: Determination of 2-FAL from lignin  

The determination of the content of furan compounds, 
especially 2-FAL, was given a certain use for the diagnostic of 
transformers. It is believed that there is a certain correlation 
between the degree of polymerization of paper and the content of 
2-FAL (or total furan compounds) of oil. Several researchers [25] 
have developed various relations for the determination of the DP, 
depending on 2-FAL concentration, but Pahlanvanpour’s relation 
[15] is the most commonly used, because, when developing the 
formula, he relied on the states of the transformer and an 
assumption that 20% of the winding paper and the inner layer of 
the paper degrades twice as fast as the rest of the paper. 

In [17] is builted a degradation model based on experimental 
data and field measurements in a research program conducted for 
CIGRE (International Council on Large Electric Systems) and 
found that a furfural molecule will result for every three cellulose 
chain splits [9], [24]. The system proposed in this paper was 
designed to determine the DP based on the 2-FAL ranges proposed 
in [6, 7] as is presented in Table 1.  

Table 1: The state of the transformer according to the furan content  

2-FAL content DDP 
0-0.1 1200-700 
0.1-1 700-450 
1-10 450-250 
>10 < 250 

 

To determine the DP, the following mathematical equations 
were used, which relate the DP to the content of 2-FAL: 

• Chendong equation [16], [26]: 
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• Scholinik et al. equation [18] , [26]: 
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• Pahlavanpour equation [15] , [26]: 
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• De Pablo equation [17] , [26]: 
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+
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where: F represents 2-FAL concentration. 

4. The architecture of ISDDP 
The fuzzy logic-based approach for solving the control 

problems is highly recommended in very complex, nonlinear 
systems with uncertainties for internal or input parameters. The 
fuzzy logic is an approximate method by which vague knowledge, 
stored in a base of rules can be formally modeled. The practical 
implementation of the fuzzy systems is based on the advantages 
which allow the human experience to be transposed for the 
creation of the inference rules by using linguistic variables. The 
efficiency of the fuzzy systems or the artificial neural networks 
work is demonstrated by the widespread use in various fields in 
recent years [12], [26-30].  

The fuzzy control provides a method of designing control 
algorithms in a user-friendly manner and provides the ability to 
capture human non-linear control behavior that has been shown to 
be suitable in many complex adjustment problems. A controller 
design method close to human thinking and perception reduces the 
time of application development and requires less trained staff in 
the field of regulator design. The advantage of the fuzzy tuning is 
the ability to program the knowledge of process operators and 
engineers, consisting in process operation experience, in a manner 
which is easy to understand and friendly. The fuzzy systems 
mainly have the advantage of explaining behaviors based on a set 
of rules and therefore their performance and development can be 
adjusted by modifying them  [28], [30].  

The neural networks are utilized to adapt the membership 
functions of the fuzzy systems in the applications of automatic 
control of the dynamic processes. Although the fuzzy logic allows 
the coding of expert knowledge through linguistic terms, usually it 
is a difficult endeavor to design and adjust the membership 
functions which quantitatively describe these terms. The learning 
techniques of the neural networks can automate the process and 
can therefore substantially reduce the cost and the time for the 
application development, leading to increased performance. To 
prevent the problem of knowledge acquiring, the neural networks 
can be designed to automatically extract the set of fuzzy rules from 
the disponible numerical data. Other approaches involve the use of 
neural networks to optimize a number of certain parameters of the 
fuzzy systems or to preprocess input data into the fuzzy systems 
[29], [30]. 

The general scheme for the proposed system for diagnosis of 
DP is shown in Figure 2. The system is achieved by using the 
facilities provided by LabVIEW and Matlab/Simulink graphic 
development environments for the implementation based on the 
fuzzy logic and neural networks. 

 
Figure 2: General scheme for the proposed system for diagnosis of DP   

4.1. Fuzzy system for the determination of the DP  

The system for the diagnostic of the DP of power transformers 
based on the fuzzy logic generates flexibility in interpreting the 
fault condition based on the 2-FAL data sets. The fuzzy logic 
diagnostic system is implemented in the Fuzzy System Designer, 
which is a software tool from LabVIEW graphical programming 
environment and basic model of the proposed fuzzy logic 
controller is shown in Figure 3. To overcome the difficulties in 
determining the boundary conditions for furan derivatives, the 
fuzzy logic technique is used, which allows the based rules to be 
implemented in a type of structure with natural language 
appropiate and widely used. 

In the fuzzy logic, the domains correspond to the concepts of 
linguistic variables, so that such a variable corresponds to a domain 
of possible values. The input to the diagnostic system with fuzzy 
controller is the value of the 2-FAL derivative concentration, and 
the output is the result of DP value. For the 2-FAL input, the range 
of possible values (the set grading the membership) is between 0 
and 20 and has as linguistic values the next form: {low; medium; 
high; very_high}. For the output, the DP is [0, 1200] and has as 
linguistic variables {healthy; mod_det; ext_det; end}, which 
represent: healthy, moderate degradation, extreme degradation, 
and end of life.  

In order to achieve the best admissible response of the system, 
two types of fuzzy controllers are proposed to be used, and two 
types of membership functions are defined for these fuzzy 
controllers, namely the triangular and the trapezoidal membership 
functions, which correspond to the input and output of each of the 
two controllers. The result of the average of the two controllers of 
the system will be compared to the result of the fault values which 
is also implemented and calculated based on the classical methods 
presented in the equations (1) to (4).  

The implementation of the two types of membership functions 
(triangular and trapezoidal) for the inputs and outputs of the two 
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logic fuzzy type controllers is shown in Figure 4 and Figure 5 
respectively. 

 
Figure 3: The proposed model of the fuzzy logic controller   

Based on the 2-FAL ranges presented in Table 1, the 
implementation of the four triangular membership functions is 
carried out, and it is defined by the use of three parameters {a, b, 
c} covered by these ranges; the functions are described as follows: 
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or, by using min and max functions: 
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The trapezoidal membership function used for the second 
fuzzy controller is defined by using four parameters {a, b, c, d} for 
each of the ranges described in Table 1 and is expressed in the next 
form: 
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or, by using the min and max functions: 
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The defuzzification is required to transform the fuzzy output 
of the fuzzy controllers achieved based on the triangular and 
trapezoidal membership functions and averaged into a numerical 
representation (see Figure 5 and Figure 6). Theoretically, the 
fuzzy output is a fuzzy relation. The center of gravity method is 
the most applied practical defuzzification method and is used for 
the implementation of the two fuzzy controllers. The inference 
method used for the fuzzy logic implementation of the DP 
diagnostic system is the Mamadani method. 
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The fuzzy reasoning is an inference procedure which provides 
conclusions according to a set of fuzzy “if-then” rules and a set of 
known data and is based on the ranges specified in Table 1. The 
method consists in determining the crisp value for the output (DP), 
taking into consideration, in a balanced manner, all the influences 
obtained from the rules activated by the particular state of the input 
(2-FAL) at a given time. 

Figure 6 and Figure 7 show the testing of the diagnostic system 
by entering a 2-FAL value for the two types of fuzzy controllers. 
The rule that applies for this value of the input and the obtained 
result of the DP output can be noted. 

 
Figure 6: Surface viewer of DP result based on triangular fuzzy logic controller    
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Figure 7: Surface viewer of DP result based on trapezoidal fuzzy logic controller    
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The software block diagram of the software application 
developed in LabVIEW for the main stages of the DP diagnostic 
software application is presented in Figure 8. 

4.2. Neuro-fuzzy system for the determination of the DP  

The neuro-fuzzy hybrid systems are a combination of neural 
networks and fuzzy logic where both techniques play a key role: 
the fuzzy logic provides the structure in which the learning 
capability of neural networks can be exploited [23], [27]. The 
ISDDP for power transformers is developed in the Matlab 
environment in the ANFIS toolbox, which is based on the adaptive 
neural network. The inference system used in ANFIS toolbox is of 
Sugeno type, also called fuzzy inference Takagi-Sugeno; it uses 

singleton output membership functions which for the presented 
application are linear functions of the input values [26, 27]. Unlike 
the fuzzy system described above, the proposed neuro-fuzzy 
diagnostic system has the capability to adapt during a learning 
process. Thus, by applying the hybrid optimization method, both 
the membership functions of the fuzzy sets which occur in the 
premise part of the rules and the parameters of the consequence 
parts of the fuzzy rules are matched, and the structure of the ANFIS 
model is presented in Figure 9. The dark circle (in black) on the 
left side represents the system input (2-FAL), and the one on the 
right side represents the system output (DP). The white circles on 
the left and right sides represents the membership functions, and 
the blue circles represents the rules developed by means of the 
logical operator “and”. 

 
Figure 9: The model structure of the diagnostic system      

 
Figure 10: Training data of the ANFIS diagnostic system     
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Figure 11: Testing data of the ANFIS diagnosis system      

 
Figure 12: Checking data of the ANFIS diagnosis system     
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Figure 13: MySQL database connection:  a) Table of results in MySQL database, b) block diagram of the client write software module into database    

The data set for training, testing and checking comes from the 
application of classical Pahlavanpour and Chendong methods. The 
input/output data sets (2-FAL/DP) are entered in the ANFIS based 
diagnostic system, and they are trained (see Figure 10), verified 
(see Figure 11), and tested (see Figure 12) in 100 epochs, and the 
accuracy is given by the mean error obtained with a value of 
0.00444223. 

The data of the 2-FAL values resulting from the laboratory 
tests are recorded in the MySQL database by means of a client 
write software module into the database, and these are taken 
through the client write software module from the database to be 
provided to the ISDDP. In the Figure 13 a) is presented the MySQL 
database interface with the recorded 2-FAL table, and in Figure 13 
b) is presented client write software module into the database. 

5. Analysis and results 

To demonstrate the efficiency of the proposed method and the 
manner in which data summarization is carried out, we present the 
analysis of the condition of the insulation of 10 transformers, based 
on 2-FAL concentration. The results obtained by using the 
proposed system in items 2 and 4 of Table 2 show a high DP of 
cellulose insulation, thus, the whole set of physical-chemical 
measurements of the oils of the two transformers was used. These 

analyses showed highly degraded wet oil, with temperature spots 
of >700ºC in the transformer in item 2, and high-energy arc 
discharges, in addition to the wet oil, generated in the transformer 
in item 4. These discharges may be the result of oil breakdown by 
arcing between the coils, between terminals and earth, or arcing in 
the on-load tap changer along the contacts during the switching 
accompanied by oil leakage in the main tank. 

2FAL DP 
Chendong 

DP 
Pahlavanpour 

DP 
FUZZY 

NEURO-
FUZZY 

1.369 442 684 412 441 
1.905 392 590 394 429 
1.540 377 621 423 438 
2.110 338 574 378 425 
0.492 519 732 572 608 
0.754 466 701 547 518 
0.703 475 707 553 532 
0.554 504 725 575 573 
0.388 548 746 580 620 
0.911 442 684 461 474 
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Taking into account these possible problems, the two 
transformers were un-tanked. In the case of the first transformer, 
the low-voltage terminals a, and b had loose nuts and showed signs 
of overheating (see Figure 14), and all connections to the on-load 
tap-changer selector switch were also loose. 

Following the untaking of the second transformer, it was found 
that the insulation of the flexible connections of the on-load tap-
changer selector switch is completely charred, as a result of 
overheating caused by the arcing during switching as is shown 
Figure 15. 

 
Figure 14: Low-voltage terminals a and b     

 
Figure 15: On-load tap-changer selector switch     

The faults found and the condition of the insulation of the two 
transformers confirm the result of the analysis performed using the 
proposed system for diagnosing the degree of polymerization of 
solid insulation. 

The faults in both transformers were remedied by replacing the 
damaged insulation; cleaning the terminals, nuts and flexible 
connection; achieving the tightening to the appropriate torque. The 
new cotton tape insulation was restored and all degraded insulation 
residue was removed from the pressboard supports. The on-load 
tap-changer selector switch was cleaned and the tightening of the 
connections on the plots of the selector switch was achieved. 

The results obtained for the DP by means of the neuro-fuzzy 
system have a higher precision than the results obtained using 
mathematical equations and comply with the thresholds proposed 
by CIGRE according to the 2-FAL content. 

The validation of the proposed system is performed by 
statistical means [31]. To verify the precision and the accuracy, the 
proposed system was applied to 80 data sets, establishing a 
precision of approximately 94% and an accuracy of 96% .  

6. Conclusions  

This article presents a method to determine the DP of solid 
insulation in transformers, which provides a faster and more 
accurate interpretation, as compared to the classical methods.  The 
main stages in DP determination are presented, starting with the 
data provided by the laboratory, the use of classic methods of DP 
determination, ANFIS training based on a fuzzy controller, data 
exchange for storage and archiving in MySQL database, as well as 
the presentation of the validation of this system on a large number 
of samples, together with the comparison with the results provided 
by ISDDP with those obtained through un-tanked of transformer.  

Thus, the automation of the DP diagnostic process will be 
achieved, with better results than those obtained by previous 
methods [26] of precision and accuracy, allowing the operator to 
make timely decisions, to avoid any possible damages. The main 
factors of comparison are the accuracy and precision. The values 
obtained for the improved ISDDP system are around the values 
presented in the current literature. In the future we propose the 
improvement of this system by using high-performance neural 
algorithms for all stages of training, testing and verification in 
order to improve the accuracy and precision of the system. 
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 One drawback of the Multiple Criteria Decision Making (MCDM) problem with the 

Analytic Network Process (ANP) is that the origin of the network cannot be clearly defined. 

In addition, it is not possible to specify internal relationship between criteria and sub-

criteria. The application of Design Structure Matrix (DSM) with the Partitioning 

Reachability Matrix method resulted in a clear understanding of the network's origin and 

was able to identify the relationship of all criteria in the system. Then, the data were 

analyzed by the ANP process using Super Decision Program. This will result in more 

reliable outcomes for selecting the best alternative with higher accuracy. This case study 

determined the suitable area for dry port development in 5 provinces in Thailand. Based 

on the analysis process mentioned above, Nakhon Ratchasima is the most suitable area to 

build a dry port of Thailand. 
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1. Introduction  

 Laem Chabang Port is one of the main deep-sea port for sea 

transportation between Thailand and other countries under the 

association of the Port Authority of Thailand which is located in 

the Laem Chabang Municipality, Si Racha and Bang Lamung, 

Chonburi. Presently, there are a lot of in and out containers in 

Laem Chabang Port. This directly affects the amount of traffic on 

the roads around Laem Chabang Port and the side roads over there. 

Therefore, it is necessary to develop a logistic transportation 

between Laem Chabang Port and the point of origin-endways in 

the country. In addition, the country's policy focuses on the 

development of the country's logistics as a mechanism to support 

the development of the country to be a center of trade, service and 

investment in the region. The development of rail transportation as 

well as various facilities and a logistics service center in the 

strategic path can be linked to industrial production bases and 

agricultural bases to Laem Chabang Port, which is the main trading 

gateway and important trade checkpoint of the country. 

The Office of Transport and Traffic Policy and Planning (OTP) 

has recognized the importance of the problem mentioned above 

and agreed to study the dry port development master plan in 

accordance with the Cabinet's resolution on 4 December 2017, 

which has determined the levels of plans of various government 

agencies. In order to become the regional logistics center which is 

one of the important mechanisms to promote the adjustment of the 

mode of transportation through rail transportation. OTP can save 

costs and reduce traffic congestion around the Laem Chabang Port 

in order to become the regional logistics center in the future. 

From the research data to determine the suitable area for the 

development of a dry port, there are 5 provinces suitable for the 

setting. Criteria are made up of several and inter-influence 

decisions for determining a site, including the interconnection of 

transport with rail and other transport systems, urban planning and 

development, and environmental suitability in terms of land and 

land size.  

The decision to select one province as an appropriate area for 

the development of that port is based on many of the above criteria 

which is a very complicated process. It is a complex process with 

many criteria for decision making. 

In solving multiple criteria decisions making (MCDM), the 

Analytic Hierarchy Process (AHP) is a technique used in human 

decision making which has been very popular and widely accepted 

at the international level. This theory was developed by Thomas L. 

Saaty in the 1970s [1], based on the knowledge of mathematics and 

psychology for helping make decisions by finding the most 

suitable answer and helping decision makers understand their own 

problems better. [2] The principle divides the problem structure 
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into layers. The first step is to set the goal and then, criteria, sub-

criteria, and alternatives respectively. Then, the analysis will be 

conducted for the best choice by making comparisons. Pairwise 

selection criteria makes it easier to decide which criteria is more 

important by rating according to importance or preference after 

giving the score prioritize the criteria. Then the analysis step to 

consider the alternatives one by one according to the specified 

criteria is conducted until all criteria are met. If the consistency 

rating is reasonable, the sequences can be chosen to find the best 

alternative. However, the AHP theory can only make decisions that 

are not complicated. [3] Saaty invented the Analytic Network 

Process theory (ANP) by making further improvements from AHP 

so that decisions can be made to solve complex problems. The 

feature of complex problems is that various decisions must come 

from many decisions [4-5] which have influence on each other. 

The system has a feedback process, time delay and Non-Linearity 

by ANP theory with the steps as follows.  

a. Determine the structure of the problem or create a network  

b. Match the comparison of vector priority matrix  

c. Calculate the priority of the Super matrix model and  

d. Choose the best option.  

 From the process above, it can be seen that creating a network 

is the first step and it is the most important component in solving 

the problem. [6-8].  ANP also has disadvantages in terms of 

network construction which is not clear because when starting an 

incorrect network, it will affect the decision in choosing the best 

alternative. 

2. Methodology 

The construction of this research is to create a model for 

solving complex multi criteria decision process by applying the 

relationship of group theory by using the Design Structure Matrix 

(DSM) matrix together with the Analytic Network Process (ANP) 

to select the best alternative. It can be divided into 2 main parts. 

2.1. Creating a network 

Networking from the determination of the relationship of 

information in the matrix format with DSM [9]. From Figure 1, 

the Relation Analysis by Matrix Representation is the result of 

creating a network by Partitioning Reachability Matrix.  

It is a square matrix representing a total system correlation 

analysis with arrowhead directions to recheck the weight matrix 

of each criterion to be completely correct. If the arrow shows one 

incorrect correlation, it immediately affects the ranking of 

alternatives. The Partitioning Reachability Matrix is divided into 

three steps with the following details.  

1. Information used in research studies which is obtained from 

data collection from actual operations or interviewing experts 

in each field of research with the information to be researched 

which should have enough amount covering the content that 

needs to be analyzed. If there is a lot of information and 

diverse [10]. The researcher should group similar data to be 

in the same group to reduce the amount of information and to 

be more convenient for analysis. 

2. Co-relation is a method for analyzing the relationships of data 

with the Design Structure Matrix (DSM) theory which can be 

divided into steps as follows [11-13] 

 
Figure 1: Key elements of the research
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0 WS12C1 0 0 
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• Collect data from actual operations or interviewing an expert 

to gather information for using in defining relationships in the 

relationship matrix. 

• Create a square matrix that is the same size as the data group 

to be analyzed (n x n). For example, there are 6 data items, so 

the generated matrix will be equal to 6 x 6 etc. 

• Set the list of data to be analyzed in each row and the columns 

of the complete generated matrix. 

• Define relationships between individual data. If there is a 

relationship, enter x, there is no relationship and leave it 

blank. However, the definition of the relationship can be 

divided into 2 parts which are 

• Diagonal relations mean that the data that is arranged in 

a row must consider vertical data such as data D and AB 

and C. 

• The part of the relationship, is the diagonal means that 

the data, is ordered in a column (Column) is a conditional 

condition for the data that is ordered in a horizontal row 

(Row), for example, the H data is the conditional data F, 

as shown in Table 1. 

Table 1: Examples of relationship determination 

  A B C D E F G H 

  1 2 3 4 5 6 7 8 

A 1 1        

B 2 x 2       

C 3  x 3      

D 4 x x x 4     

E 5 x x x  5    

F 6 x x x   6  x 

G 7  x x    7  

H 8  x      8 

Networking 

This step is the implementation of the correlation matrix of all 

data to find the right working sequences using Design Matrix 

(DSM) Theory by Reachability Matrix Partitioning which has the 

following steps [14].  

• Create a set of data in column j that determines the conditions 

for data in row i of each data by specifying that the set is equal 

to Set R (s) (Reachability set).  

• Create a set of data in row i that needs to consider the data in 

column j by specifying that the set is equal to Set A (s) 

(Antecedent set).  

• Determine the data that Set R (s) is a subset of Set A (s) and 

delete such items from Set R (s) and Set A (s) of all data items. 

Then, the said data group list was used to create the partition 

matrix by ordering the groups of data created in the partition 

matrix, the list of qualified data groups, and precedence. Set 

R (s) is a subset of Set A (s) which can be shown in Figure 2 

and 3. 

  

 

Figure 2: An example of data group based on the criteria "Set R (s) ∩ Set A 

(s)" 

 

Figure 3: An example of the consideration of group B that does not qualify 

for "Set R (s) ∩ Set A (s)" 

• Record data items one by one in the partition matrix. Adding 

data and relationship to the partition matrix of each item can 

be done by firstly, adding A to the partition matrix. Since the 

list contains Set R (A) as a subset of Set A (A), all Set A data 

can be deleted from Set R (s) and Set A (s). As a consequence, 

after deleting A data, Set R(s) becomes a sub-set of Set A (B). 

Subsequently, B data will be added into partition matrix and 

they will be deleted from Set R (s) and Set A (s). 

• Convert Partition Matrix to Network. Taking the arranged 

partition data in the form of network that is ready to use in 

accordance with the standard of ANP. 

2.2. Analysis for choosing the best Alternative 

The final step is that the network that has already arranged in 

partition will be processed in Analytic Network Process (ANP). 

[15]. The researcher used Super Decision 3.2.0 to analyze data for 

selecting the best alternative. 

3. Case Study 

The case study of the Office of Transport and Traffic Policy 

and Planning (OTP), Ministry of Transport, Thailand shows that 

there is a need for developing "the dry port development plan for 

becoming the regional logistics center" in accordance with the 

cabinet resolution. Therefore, the researcher must study and 

review the relevant information about the dry port, [16, 17] which 

covers all levels including logistic behavior and the increasing 

quantity of products in the future. This will be used as 

supplementary information for setting strategic positioning and 
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dry port development goal to support the demand and the 

development of the industrial products of the country in order to 

meet the economic development policy, trade and transportation 

in the country, and within the sub-region. This can increase the 

competitiveness of the country. In addition, the port also helps 

stimulate the transportation between transportation branches. In 

this study, data collection and review consist of 5 parts which are: 

1. Study and review of the policies of the international 

agreement and related laws. 

2. Review of operating results infrastructure development 

project, transportation, and logistics related to dry port. 

3. The study of data collection, concepts, experience, 

development, methods of model development design and 

management standard for dry port area. 

4. Study of logistic behavior and quantity of goods moving 

between the point of origin / destination of transportation and 

the main trading gates of the country. 

5. Summary of directions, policies, plans, and case studies from 

abroad for the purpose of determining the area suitable for the 

development of a dry port with the criteria for consideration and 

selection of areas that are suitable for the development of a dry 

port as follows: 1. System connection transporting with the rail 

system and other transportation systems, 2. urban planning and 

area development, 3. environmental suitability, 4. size and shape 

of the plot of land, and 5. cost of land procurement and 

development. The results of the consideration and selection of an 

area is suitable for the development of the dry port which is used 

to prioritize and analyze the feasibility of the 5 appropriate areas 

of the dry port as follows: 1. Khao Thong, Phayuha Khiri, Nakhon 

Sawan,  2. Muang Wan, Nam Phong, Khon Kaen, 3. Kut Chik, 

Sung Noen, Nakhon Ratchasima, 4. Don Sai and Nong Tee, Ban 

Pho, Chachoengsao, and 5. Wiang, Chiang Khong, Chiang Rai. 

From the above information, the researcher grouped the data 

and analyzed to determine the suitable area for the development 

of the dry port of the Office of Transport and Traffic Policy and 

Planning (OTP) by applying the theory of grouping relations 

using Design Structure Matrix (DSM) matrix with the Analytic 

Network Process (ANP). The analysis was conducted by 

specifying the correlations of each criteria in the matrix and 

prioritized to create a network for further analysis with the theory 

of ANP to get accurate results in choosing the best option by 

starting with the steps according to the mentioned methodology. 

1. Collecting data from actual operations and interviewing 

experts from dry ports, which can be summarized into various 

groups as follows in Table 2. 

2. Co-relation is a method for analyzing data relationships by 

creating a square matrix which is the same size as the data 

group to be analyzed in this research, which are 11 data. 

Therefore, the created matrix is equal to 11 x 11  as shown in 

Table 3. 

3. Networking: This step is to use the data relationship matrix 

analyzed to find the proper working sequences using Design 

Matrix (DSM) Theory by Reachability Matrix Partitioning 

Method which has the following steps. 

Table 2: Grouping and details 

Scenario S1 Determine the area suitable for land 

port development 

Criteria C1 System connection transporting 

with the rail system and other 

transportation systems 

C2 Urban planning and area 

development 

C3 Environmental suitability 

C4 Size and shape of the plot of land 

C5 Cost of land procurement and 

development 

Alternative A1 Nakhon Ratchasima 

A2 Nakhon Sawan 

A3 Chachoengsao 

A4 Chiang Rai 

A5 Khon Kaen 

a. Define Set R (s) (Reachability set) and collect Set R (s) 

members of each data item as shown in Table 4. 

b. Define Set A (s) (Antecedent set) and collect Set A (s) 

members of each data item as shown in Table 5. 

c. Determine the data that Set R (s) is a subset of Set A (s) and 

delete those items from Set R (s) and Set A (s). At the same 

time, the said data group list is used to create the partition 

matrix by ordering the groups of data created in the partition 

matrix, the list of qualified data groups, and precedence. 

Considering that Set R (s) is a subset of Set A (s) can be 

shown in Table 6.

Table 3: The analyzed relationship matrix 

 
Group Scenario Criteria Alternative 

No. 1 2 3 4 5 6 7 8 9 10 11 

Group No. Data S1 C1 C2 C3 C4 C5 A1 A2 A3 A4 A5 

Scenario 1 S1 1 x x x x x x x x x x 

Criteria 2 C1 x 2 x   x      
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3 C2 x x 3 x x x      

4 C3 x x x 4 x       

5 C4 x   x 5 x      

6 C5 x  x  x 6      

Alternative 

7 A1 x      7    x 

8 A2 x       8    

9 A3 x        9   

10 A4 x         10  

11 A5 x      x    11 

Table 4: Total relationship of Set R(s) members 

Group Data No. Set name Reachability Set  

Set R(s) 

Scenario S1  1 set R(1) {1,2,3,4,5,6,7,8,9,10,11} 

Criteria C1  2 set R(2) {1,2,3,6} 

C2  3 set R(3) {1,2,3,4,5,6} 

C3  4 set R(4) {1,2,3,4,5} 

C4  5 set R(5) {1,4,5,6} 

C5 6 set R(6) {1,3,5,6} 

Alternative A1  7 set R(7) {1,7,11} 

A2  8 set R(8) {1,8} 

A3  9 set R(9) {1,9} 

A4  10 set R(10) {1,10} 

A5  11 set R(11) {1,11} 

Table 5: Set A(s) members 

Group Data No. Set name 
Antecedent Set 

Set A(s) 

Scenario S1 1 set A(1) {1,2,3,4,5,6,7,8,9,10,11} 

Criteria 

C1 2 set A(2) {1,2,3,4} 

C2 3 set A(3) {1,2,3,4,6} 

C3 4 set A(4) {1,3,4,5} 

C4 5 set A(5) {1,3,4,5,6} 

C5 6 set A(6) {1,2,3,5,6} 

Alternative A1 7 set A(7) {1,7,11} 

A2 8 set A(8) {1,8} 

A3 9 set A(9) {1,9} 

A4 10 set A(10) {1,10} 

A5 11 set A(11) {1,7,11} 

Table 6: Set R(s) is a subset of Set A(s) 

Group Data No. 
Reachability 

Set R(s) 

Antecedent 

Set A(s) 

Product Set 

R(s) ∩  Set 

A(s) 

Scenario S1 1 
{1,2,3,4,5,6,7,

8,9,10,11} 

{1,2,3,4,5,6,7,

8,9,10,11} 

{1,2,3,4,5,6,7,

8,9,10,11} 

Criteria 

C1 2 {1,2,3,6} {1,2,3,4} {1,2,3} 

C2 3 {1,2,3,4,5,6} {1,2,3,4,6} {1,2,3,4,6} 

C3 4 {1,2,3,4,5} {1,3,4,5} {1,3,4,5} 

C4 5 {1,4,5,6} {1,3,4,5,6} {1,4,5,6} 

C5 6 {1,3,5,6} {1,2,3,5,6} {1,3,5,6} 

Alternative 

A1 7 {1,7,11} {1,7,11} {1,7,11} 

A2 8 {1,8} {1,8} {1,8} 

A3 9 {1,9} {1,9} {1,9} 

A4 10 {1,10} {1,10} {1,10} 

A5 11 {1,11} {1,7,11} {1,7,11} 

3.1. Recording data items in the partition matrix 

 Delete the items of Set R(s) and Set A(s) and store them in 

partition matrix until finished. Then, put the data in partition 

matrix orderly as shown in Table 7 to Table 11. 
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Table 7: Partition arrangement No. 1 after deleting number 1 

Group Data No. 
Reachability 

Set R(s) 

Antecedent 

Set A(s) 

Product Set R(s) 

∩  Set A(s) 

Criteria 

C1 2 {2,3,6} {2,3,4} {2,3} 

C2 3 {2,3,4,5,6} {2,3,4,6} {2,3,4,6} 

C3 4 {2,3,4,5} {3,4,} {3,4,5} 

C4 5 {4,5,6} {3,4,5,6} {4,5,6} 

C5 6 {3,5,6} {2,3,5,6} {3,5,6} 

Alternative 

A1 7 {7,11} {7,11} {7,11} 

A2 8 {8} {8} {8} 

A3 9 {9} {9} {9} 

A4 10 {10} {10} {10} 

A5 11 {11} {7,11} {7,11} 

Table 8: Partition Arrangement No. 2 after deleting numbers 8, 9, 10 and 11 

Group Data No. 
Reachability 

Set R(s) 

Antecedent 

Set A(s) 

Product Set R(s) 

∩  Set A(s) 

Criteria 

C1 2 {2,3,6} {2,3,4} {2,3} 

C2 3 {2,3,4,5,6} {2,3,4,6} {2,3,4,6} 

C3 4 {2,3,4,5} {3,4,} {3,4,5} 

C4 5 {4,5,6} {3,4,5,6} {4,5,6} 

C5 6 {3,5,6} {2,3,5,6} {3,5,6} 

Alternative A1 7 {7,11} {7,11} {7,11} 

Table 9: Partition arrangement No. 3 after deleting number 7 

Group Data No. 
Reachability 

Set R(s) 

Antecedent 

Set A(s) 

Product Set R(s) 

∩  Set A(s) 

Criteria 

C1 2 {2,3,6} {2,3,4} {2,3} 

C2 3 {2,3,4,5,6} {2,3,4,6} {2,3,4,6} 

C3 4 {2,3,4,5} {3,4,} {3,4,5} 

C4 5 {4,5,6} {3,4,5,6} {4,5,6} 

C5 6 {3,5,6} {2,3,5,6} {3,5,6} 

Table 10: Partition arrangement No. 4 after deleting numbers 2 and 3 

Group Data No. 
Reachability 

Set R(s) 

Antecedent 

Set A(s) 

Product Set R(s) 

∩  Set A(s) 

Criteria C3 4 {4,5} {4} {4} 

C4 5 {4,5,6} {4,5,6} {4,5,6} 

C5 6 {5,6} {5,6} {5,6} 

Table 11: Partition Arrangement no. 5 after deleting numbers 4 and 5 

Group Data No. 
Reachability 

Set R(s) 

Antecedent 

Set A(s) 

Product Set R(s) 

∩  Set A(s) 

Criteria C5 6 {6} {6} {6} 

3.2. Convert partition matrix into network 

 Convert the data after partition arrangement into the form of 

network that is ready to use in accordance with the standards of 

ANP. 

Table 12: The matrix with new relationship order arrangement 

 No. 1 8 9 10 11 7 2 3 4 5 6 

No. Data S1 A2 A3 A4 A5 A1 C1 C2 C3 C4 C5 

1 S1  x x x x x x x x x x 

8 A2 x           

9 A3 x           

10 A4 x           

11 A5 x           

7 A1 x           

2 C1 x       x x   

3 C2 x      x  x  x 

4 C3 x       x  x  

5 C4 x       x x  x 

6 C5 x      x x  x  

 

4. Result 

 Table 12 shows the matrix after converting into a network by 

analyzing the relationship of the criteria. The value x in the table 

shows the relationship with each other. All collected relationships 

are shown in Figure 4 and 5 for further use in the ANP. 

 

Figure 4: The hierarchical structure of ANP feedback system 

 

S1 Scenario 

Alternative A3 A4 A1 A2 A5 

Criteria C3 C4 C1 C2 C5 
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Figure 5: Internal relations of alternative 

 From the created network above, the researcher continued to 

analyze with ANP theory by using Super Decision version 3.2.0 

as a tool to assist in the analysis to find the best option in 

determining the suitable area for the development of dry ports, i.e. 

C1. the connection of the transportation system with the rail 

system and other transportation systems, C2. the city planning and 

area development, C3. the suitability of the environment, C4. the 

size and the shape of land plots, and C5. the costs of land and 

development. There are 5 options to consider, which are A1. 

Nakhon Ratchasima, A2. Nakhon Sawan, A3. Chachoengsao, A4. 

Chiang Rai, and A5. Khon Kaen. Through the analyzing, the 

results can tell which province is the most appropriate area for dry 

port development. 

 From the Figure 6, it can be seen that the network consists of 

5 criteria which are C1. the connection of the transportation 

system with the rail system and other transportation systems, C2. 

the city planning and area development, C3. the suitability of the 

environment, C4. the size and the shape of land plots, and C5. the 

costs of land and development.  

 A score is computed by multiplying the weight with the level 

of criteria relationship and the alternative intensity as shown in 

Table 13. The alternative rankings are shown in Table 14. 

 

Figure 6: Network model from the ANP Super Decision Software 

 From the results of the analysis, it can be concluded that the 

most suitable area for dry port development is A1 Nakhon 

Ratchasima, followed by A5 Khon Kaen, A4 Chiang Rai, A3 

Chachoengsao and A2 Nakhon Sawan respectively. 

Table 13: Ranking of areas under each particular criterion

 Alternative Criteria Scenario 

 A1 A2 A3 A4 A5 C1 C2 C3 C4 C5 S1 

A1 0.00000 0.00000 0.00000 0.00000 1.00000 0.56524 0.32050 0.40007 0.28124 0.27972 0.49977 

A2 0.00000 0.00000 0.00000 0.00000 0.00000 0.07340 0.08180 0.05420 0.56250 0.05578 0.06564 

A3 0.00000 1.00000 0.00000 0.00000 0.00000 0.16736 0.23141 0.32736 0.38827 0.44020 0.24350 

A4 0.00000 0.00000 1.00000 0.00000 0.00000 0.02854 0.04579 0.04822 0.05407 0.05418 0.03586 

A5 0.00000 0.00000 0.00000 1.00000 0.00000 0.16546 0.32050 0.17014 0.22018 0.17012 0.15523 

C1 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.11920 

C2 0.00000 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 0.00000 0.27706 

C3 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0.00000 0.00000 0.40040 

C4 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.06849 

C5 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.13484 

S1 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 

Table 14: Ranking of alternatives 

Alternatives Total Normal Ideal Ranking 

A1  Nakhonratchasrima Province 0.3308 0.4229 1.0000 1 

A2  Nakhonsawan Province 0.0205 0.0263 0.0621 5 

A3  Chachoengsao Province 0.1152 0.1473 0.3484 4 

A4   Chiangrai Province 0.1292 0.1651 0.3905 3 

A5  Khonkaen Province 0.1865 0.2384 0.5637 2 
 

A3 A4 A1 A2 A5 
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5. Conclusion 

This case study to find the most suitable area for dry port 

development in Thailand employed the simulation of Analytic 

Network Process (ANP) together with Design Structure Matrix 

(DSM) of Reachability Matrix using Partition Matrix. It can be 

concluded that the most appropriate area for the development of 

dry port in Thailand is Nakhon Ratchasima Province. The network 

model has been established from rearranging the relationship and 

considering the relationship related to the network and then used 

to create a hierarchical network. The applying of Design Structure 

Matrix with Analytic Network Process results in clearer network 

sources which shows interaction relationship of the whole system. 

The result is very effective in finding the best alternative better 

than using only the Analytic Network Process. However, if there 

are more criteria used for decision-making, we can use a 

clustering method for networking with DSM apart from the 

Partitioning Reachability method, which can be a further study. It 

is hoped that the applied method above will be useful for those 

interested in studying the source of the network before analyzing 

with ANP. For those who are interested in analyzing the 

correlation of individual criteria in the system will find it useful 

to increase the efficiency of ANP analysis as well. 
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 The income generated from the tourism sector exhibits the main driving force for national 
revenues in Indonesian. Based on data from the Ministry of Tourism in Indonesia, it turns 
out that the potential tourist category originated from the cluster of college students or 
school-aged cohort. In this line, social media signifies a similar age of internet user based 
on the Indonesian Internet Service Provider Association (IISPA). In this sense, previous 
research underlined that all students are active users of the smartphone. Therefore, this 
study aims to explore how smartphones influence the student’s daily utilization in 
supporting applications of e-Tourism based in Indonesia. The study was conducted using 
descriptive analysis, causal or explanatory research and SPSS as a tool of data analysis. 
Operationally, the Bivariate technique serves as the means to answer research questions. 
As a result, this study revealed 18 relationships that affect students in utilizing smartphones 
for e-Tourism activities in Indonesia. This research contributes dominantly for the industry 
in determining the use of a tourism-based application eventually.  
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1. Introduction  

Tourism is one of the mainstay economic sectors of the 
Indonesian government [1].  Based on the results of research 
conducted by the Central Bureau of Statistics Indonesia, it was 
found that most users in tourism are clustered from aged 15-25 
years. The respondents can be categorized as a college-aged 
cohort. Another thing related to tourism is the number of 
applications available to support tourism activities such as to 
purchase airline tickets, hotels, and trains such as Traveloka, 
PegiPegi, and Tiket.com. In this part, e-tourism applications seize 
advantages and increase engagement of the user, provider, and the 
system. Reflecting this condition, IISPA or AJPII also published 
previous research reports stating that students are active internet 
users in Indonesia [2]-[4]. However, the scarcity of the research 
is found regarding the student role in tourist [3]. In this part, these 
phenomena attract researchers to delve in the influence of friends 
(close-person), family-as undertaken in previous studies [5], and 
advertisements for the use of applications that support tourism 
activities [6]. The hypotheses in this research are formulated as 
follows: 

• The influence for students in using smartphones for e-
Tourism application 

H0: No relationship was found 
H1: Relationship found 

• There is a social influence for students in the use of 
smartphones on e-Tourism applications 
H0: No relationship was found 
H1: Relationship found 

Figure 1 exhibits the research design that includes three major 
elements, i.e. the students, social influence, and e-tourism 
applications. The students consist of university students. In this 
context, the aspects of social influence factor will be analyzed 
based on e-tourism application. The growth of technology and its 
advancement in tourism will influence the stakeholders in many 
ways. In this frame, the activity related to technology application 
is categorized to describe the merits and challenges towards the 
engagement of the users. The study highlights the significance of 
advertising to bolster travelling, the experience of tourist, both 
individual and family that becomes a determining factor in the use 
of applications eventually. 

2. Literature Review  

In this section, the authors explain the relevant and prominent 
literature, such as understanding of e-Tourism, causal 
research/explanatory research, e-tourism apps, and respondent 
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data in this study. 
 

 
 
 
 
 

Figure 1: e-Tourism Research Design 
 E-Tourism 

Technology contributes significantly to human existence in 
terms of efficiency enhancement, improving service and 
customers’ experience in travelling. In this line, technology has 
revolutionized tourism in a paradigm shift. Technically, e-tourism 
represents the use of electronic media or internet-based 
applications to bolster the tourism process such as ticket 
reservations, hotel reservations, and so that customers can 
experience comfortable. [7]. 

 Casual Research/Explanatory Research  

Causal research or explanatory research is research that is 
generally implemented by marketing or sales to examine the 
relationship and the level of influence between two factors [7].  
This research perused at several prominent factors such as student 
background (gender, age, screen width) and the influence of peers, 
family, and advertisements on the use of e-Tourism support 
applications.  

 E-Tourism Application 

The e-Tourism application is an application engaged to assist 
tourists in carrying out tourism activities such as purchasing airline 
tickets, train tickets, hotel reservations, booking vehicle rentals, 
and other related amenities.  

Table 1: Data of Respondent 

No. Description N % 
1 Gender (A1) 

Female 
Male 

 
107 
213 

 
33.4 
66.6 

2 Age (A2) 
1. <15 Years Old (YO) 
2. 16 – 20 YO 
3. 21 – 25 YO 
>26 

 
0 
300 
15 
5 

 
0 
93.8 
4.7 
1.6 

3 Screen Size of Smartphone (A3) 
1. <4” 
2. 4”-5.” 
3. 5”-6.” 
>6” 

 
27 
99 
151 
43 

 
8.4 
30.9 
47.2 
13.4 

 Respondent  

This research uses a technique commonly used that is 
snowball sampling by utilizing services from Google based on 
Google Form. The questionnaire is disseminated through the 
internet and social media. In terms of population, this study 
involves the number of 320 respondents with backgrounds, as 
presented in table 1. The respondents can be categorized as a 

college-aged cohort. 

3. Methodology 

This descriptive study uses the SPSS application as a tool in 
analyzing data, and the Bivariate Technique is used to answer 
research questions. There are several steps needed in this research 
before analyzing the data, such as validation of the questions 
made. A test of the data reliability and after all, this is fulfilled, 
the analysis can be done. 

 Validation of Questions  

In this part, researchers validate the questions using SPSS 
tools. The way to validate is to calculate the Corrected item-total 
Correlation (CI-TC) score. If the value of the CI-TC is higher than 
the Pearson r Table, the questions made are declared valid. In 
other words, in best practice, if the CI-TC value> 0.5, we ensure 
that the question is valid. For more details, table 2 described the 
questions validation. 

Table 2: Questions Validation 

 Data Reliability  

In this section, researchers conducted a test of the reliability 
of the data obtained, namely by looking at the scores from 
Cronbach’s Alpha [8]. The guidelines underscore that if the 
Cronbach's alpha value is greater than 0.6, the data is reliable[8]. 
Table 3 explains this information in detail.  

 Bivariate Test Result  

This section presents the results of calculations based on the 
bivariate method to check the relationship between 2 factors [5]. 
Table 4 exhibits the relationship for more details. In this stage, the 
hypothetical results proposed that: 

H0 is rejected; it signifies the relationship between factors or H1 
is accepted 

No. Description CI-TC Status 
1 People influence my behaviour 

to use the travelling app (SI1) 
0.673 Valid 

2 People who are important to me 
think that I should use the 
travelling app (SI2) 

0.732 Valid 

3 I do travel through the app 
because many people do so 
(SI3) 

0.665 Valid 

4 My friends are supportive of the 
use of travelling mobile app 
(SI4) 

0.628 Valid 

5 
 

My Family are supporting the 
use of travelling mobile app 
(SI5) 

0.585 Valid 

6 Advertisement strengthens me 
in using a travelling mobile app 
(SI6) 

0.630 Valid 

Social Influence 

Student 

e-Tourism Apps 
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H1 rejected; It indicates that there is no relationship between 
factors. 

The p-value is examined to find out whether there is a 
relationship [9]. In this frame, a relationship is obtained if the p-
value <0.05. Doubtless, table 4 demonstrates the relationship 
between factors. Related to these factors, the value ‘*’ denotes 
alpha 5% or 95% confidence level and for ‘**’ refers to alpha 1% 
or 99% confidence level. The term of NC illustrated that there is 
no relationship (no correlation). 

Table 3: Reliability of Questions 

No. Description Cronbach’s 
Alpha 

Status 

1 People influence my 
behaviour to use a 
travelling app (SI1) 

0.831 Reliable 

2 People who are 
important to me think 
that I should use a 
travelling app (SI2) 

0.820 Reliable 

3 I do travel through the 
app because many 
people do so (SI3) 

0.833 Reliable 

4 My friends are 
supportive of the use of 
travelling mobile app 
(SI4) 

0.840 Reliable 

5 My Family are 
supporting the use of 
travelling mobile app 
(SI5) 

0.847 Reliable 

6 Advertisement 
strengthens me in using 
a travelling mobile app 
(SI6) 

0.840 Reliable 

 
Table 4: Correlation Factors 

No. Correlation 
Factors 

Pearson Corr. & 
p-value 

H0 H1 

1 A1 & SI1 -0.118* 
0.035 

Reject Accept 

2 A1 & SI2 NC Accept Reject 
3 A1 & SI3 NC Accept Reject 
4 A1 & SI4 NC Accept Reject 
5 A1 & SI5 NC Accept Reject 
6 A1 & SI6 NC Accept Reject 
7 A2 & SI1 NC Accept Reject 
8 A2 & SI2 NC Accept Reject 
9 A2 & SI3 NC Accept Reject 
10 A2 & SI4 0.134* 

0.017 
Reject Accept 

11 A2 & SI5 NC Accept Reject 
12 A2 & SI6 NC Accept Reject 
13 A3 & SI1 NC Accept Reject 

No. Correlation 
Factors 

Pearson Corr. & 
p-value 

H0 H1 

14 A3 & SI2 -0.123* 
0.027 

Reject Accept 

15 A3 & SI3 NC Accept Reject 
16 A3 & SI4 NC Accept Reject 
17 A3 & SI5 NC Accept Reject 
18 A3 & SI6 NC Accept Reject 
19 SI1 & SI2 0.673** 

0.000 
Reject Accept 

20 SI1 & SI3 0.621** 
0.000 

Reject Accept 

21 SI1 & SI4 0.400** 
0.000 

Reject Accept 

22 SI1 & SI5 0.379** Reject Accept 
23 SI1 & SI6 0.500** 

0.000 
Reject Accept 

24 SI2 & SI3 0.626** 
0.000 

Reject Accept 

25 SI2 & SI4 0.515** 
0.000 

Reject Accept 

26 SI2 & SI5 0.453** 
0.000 

Reject Accept 

27 SI2 & SI6 0.516** 
0.000 

Reject Accept 

28 SI3 & SI4 0.430** 
0.000 

Reject Accept 

29 SI3 & SI5 0.401** 
0.000 

Reject Accept 

30 SI3 & SI6 0.486** 
0.000 

Reject Accept 

31 SI4 & SI5 0.640** 
0.000 

Reject Accept 

32 SI4 & SI6 0.497** Reject Accept 
33 SI5 & SI6 0.470** 

0.000 
Reject Accept 

 Relationship Strength 

This section explains how strong the influence of the 
relationship between the two factors that occur, to examine how 
much influence (relation) exists [9] and it is represented from the 
magnitude of the absolute value of the Pearson correlation. The 
information of the values between 0.1 to 0.3 indicates the level of 
strength of the relationship is small, while the value of 0.3 to 0.5 
is categorized as medium. The values above 0.5 states a strong 
relationship. To check the degree to which strength, the 
researchers square the Pearson correlation value and multiply it 
by 100 to obtain the percentage of the relationship strength as 
exhibited in Table 5. 

Table 5: The Relationship Strength 

No. Factor |r| Tension |r|2 % 
1 A1 & SI1 0.118 Low 0.014 14% 
2 A2 & SI4 0.134 Low 0.018 18% 
3 A3 & SI2 0.123 Low 0.015 15% 
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No. Factor |r| Tension |r|2 % 
4 SI1 & SI2 0.673 High 0.453 45.3 
5 SI1 & SI3 0.621 High 0.386 38.6 
6 SI1 & SI4 0.400 Medium 0.16 16% 
7 SI1 & SI5 0.379 Medium 0.144 14.4% 
8 SI1 & SI6 0.500 High 0.25 25% 
9 SI2 & SI3 0.626 High 0.392 39.2% 
10 SI2 & SI4 0.515 High 0.265 26.5% 
11 SI2 & SI5 0.453 Medium 0.205 20.5% 
12 SI2 & SI6 0.516 High 0.266 26.6% 
13 SI3 & SI4 0.430 Medium 0.185 18.5% 
14 SI3 & SI5 0.401 Medium 0.161 16.1% 
15 SI3 & SI6 0.486 Medium 0.236 23.6% 
16 SI4 & SI5 0.640 High 0.409 40.9% 
17 SI4 & SI6 0.497 Medium 0.247 24.7% 
18 SI5 & SI6 0.470 Medium 0.206 20.6% 

 
4. Result and Discussion 

In this section, researchers explain the findings of the study. 
The calculation result values of this study are presented in Tables 
4 and Table 5. This study highlights 18 relationships between 
factors and the magnitude of influence are as follows: 

• A1 (Gender) & SI1 (People influence my behaviour to use a 
travelling app). It obtained the opposite relationship (minus). 
In this case, this study says that men (A1) tend not to be 
affected by the behaviour of others in using applications for 
travelling app.  
The magnitude of the strength of influence expressed the 
position of 14% or low influence. The study found a similar 
result with the previous research [3] 

• A2 (Age) & SI4 (My friends are supportive of the use of 
travelling mobile app). It attained that a direct or positive 
relationship which states that the higher the age (old), the 
greater the influence of friends to use the travelling app. The 
magnitude of the influence strength between factors is 18% or 
low influence.   

• A3 (Screen Size) & SI2 (People who are important to me think 
that I should use a travelling app). It confirmed the relationship 
is not direct (negative) which means that the greater the width 
of the smartphone layer that is used the smaller or fewer 
people feel it is important for me always to use the travelling 
apps. The magnitude of the strength of influence between 
factors of 15% or low influence.   

• SI1 (People influence my behaviour to use the travelling app) 
& SI2 (People who are important to me think that I should use 
a travelling app). It revealed a direct relationship which means 
the more people influence me to use the travelling app, the 
greater the important person also states that I have to use the 
travelling app. The magnitude of influence strength between 
factors is 45.8% or strong influence. 

• SI1 (People influence my behaviour to use a travelling app) & 
SI3 (I do travel through the app because many people do so). 
It underscored a direct relationship, which means that more 

people influence one to use the travelling app, the more often 
I travel using the application — the magnitude of the strength 
of influence between factors of 38.6% or strong influence.  

• SI1 (People influence my behaviour to use a travelling app) & 
SI4 (My friends are supportive of the use of travelling mobile 
app). It detected a direct relationship, which means that more 
people influenced me to use the travelling app, so more friends 
gave support to use the travelling app. The magnitude of the 
influence strength between factors is 16% or medium 
influence.  

• SI1 (People influence my behaviour to use a travelling app) & 
SI5 (My Family are supporting the use of travelling mobile 
app). It highlights directional relationships where the higher 
the influence of other people influencing me to use the 
travelling app, the higher the support from family in using the 
travelling mobile app. The amount of influence strength is 
14.4% or medium influence.  

• SI1 (People influence my behaviour to use a travelling app) & 
SI6 (Advertisement strengthens me in using the travelling 
mobile app). It emphasized a directional or positive 
relationship that states that the stronger the influence of people 
on my behaviour using travelling apps, the more 
advertisements affect me to use travelling mobile apps. The 
magnitude of the influence strength of 25% or a strong 
influence. 

• SI2 (People who are important to me think that I should use a 
travelling app) & SI3 (I do travel through the app because 
many people do so). This highlights a direct or positive 
relationship which means that the more people who have an 
essential relationship with me think I should use the travelling 
application, the higher I use the travelling application to travel. 
The magnitude of the effect strength is 39.2% or strong 
influence.  

• SI2 (People who are important to me think that I should use a 
travelling app) & SI4 (My friends are supportive of the use of 
travelling mobile app). It exhibits a direct or positive 
relationship which means that the greater the people who have 
significant relationships, the higher the friends provide 
support to use travelling apps. The amount of influence 
strength is 26.5% or strong influence.  

• SI2 (People who are important to me think that I should use a 
travelling app) & SI5 (My Family are supporting the use of 
travelling mobile app). It accentuates a direct or positive 
relationship which means that the higher the person who has 
an essential relationship with me states I have to use the 
application, the higher the support from family to use the 
travelling mobile app. The amount of influence strength is 
20.5% or medium influence. 

• SI2 (People who are important to me think that I should use a 
travelling app) & SI6 (Advertisement strengthens me in using 
the travelling mobile app). It explained a direct or positive 
relationship which means that the higher the person who has 
an essential relationship with me states that I must use the 
application, the higher the influence of advertising to use the 
travelling app. The magnitude of influence strength is 26.6% 
or strong influence.  
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• SI3 (I do travel through the app because many people do so) 
& SI4 (My friends are supportive of the use of travelling 
mobile app). It stated a direct relationship or positive which 
means that the higher the person who has an essential 
relationship with me stated that I have to use the application, 
the higher the influence of friends who support the use of 
travelling applications. The magnitude of the effect strength is 
18.5% or medium influence.  

• SI3 (I do travel through the app because many people do so) 
& SI5 (My Family are supporting the use of travelling mobile 
app). It described a direct or positive relationship which means 
the higher I use the application because many people do the 
same thing, the higher the family also provides support. The 
magnitude of the effect strength is 16.1% or medium 
influence.  

• SI3 (I do travel through the app because many people do so) 
& SI6 (Advertisement strengthens me in using the travelling 
mobile app). It signifies a direct or positive relationship which 
means the higher the use of the application because other 
people also use the higher the effect of advertising. The 
amount of influence is 23.6% or medium influence.  

• SI4 (My friends are supportive of the use of travelling mobile 
app) & SI5 (My Family are supporting the use of travelling 
mobile app). It explained a direct or positive relationship 
which means the higher the influence of friends supporting 
using the application, the higher the family support for using 
the application. The magnitude of the effect is 40.9% or strong 
influence.  

• SI4 (My friends are supportive of the use of travelling mobile 
app) & SI6 (Advertisement strengthens me in using the 
travelling mobile app). It affirms a direct or positive 
relationship which means that the stronger the influence of 
friends to support using the travel application, the higher the 
effect of advertising to use the travelling app. The amount of 
influence is 24.7% or medium influence.  

• SI5 (My Family are supporting the use of travelling mobile 
app) & SI6 (Advertisement strengthens me in using the 
travelling mobile app). It asserts a direct or positive 
relationship, which means that the higher the influence of the 
family in supporting using a travel application, the higher the 
effect of advertising to use the travelling app. The amount of 
influence is 20.6% or the medium of influence. 

5. Research Limitation and Implication 

This study provides an overview of implications regarding 
the influence of friends or colleagues, family, advertisements in 
utilizing e-tourism applications to support travel activities. In this 
part, the need to increase of adopting the website in the tourism 
industry serves as the means to develop the industry performance 
at the same time [10]. It contributes to stakeholders in developing 
attractive e-tourism. It adds more value to users and developers in 
increasing application engagement. Koo et al. stated that 
travellers gathered the most popular information from different 
available social media through the internet [11]. In this line, the 
marketing aspect requires strategies to promote the tourism 
destination and it recommends the e-tourism platform [12]. 

The limitations of this study are related to have not 
implemented the full model such as TAM or UTAUT to review 
the comprehensive picture. The populations are originated from 
domestic tourists in Indonesia. 

6. Conclusion and Future Research 

The conclusion of this study emphasizes the importance of 
advertising to support travelling, the experience of users both 
individuals and from families becomes a determining factor in the 
use of applications eventually. In this case, youth tourism plays 
important role in the contribution to the tourism industry because 
of its positive social and economic impacts [13]. The multifaceted 
influence of tourism increases the promotion and efficiency of the 
tourism product [14]. The research dominantly indicated that the 
more people (university student) influence someone to use the 
travelling app, the greater the important person also states that 
someone must use the travelling app. Furthermore, it underscored 
that more people influence one to use the travelling app, the more 
often one travels using the application. The strength relationship 
appears in SI1 & SI6, SI2 & SI3, SI2 & SI4, SI2 & SI6, SI4 & 
SI5. The future research will investigate the other factors that 
influence and prioritize the user in using the e-tourism application. 
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 In today's modern world, reliable automatic personal recognition is a crucial area of 
discussion, primarily because of the increased security risks. A large number of systems 
first require the recognition of a person before they can access their services. Biometric 
recognition can be used, which can be understood as automatic identification or automatic 
verification of persons based on physiological or behavioural characteristics. Examples of 
biometric characteristics may be the fingerprint, face, signature, hand geometry. There are 
many approaches, and each has its pros and cons. However, there is currently no current 
extensive research and evaluation of hand-based biometric systems. Given the user-
friendliness of these systems and the needs of society, this article aims to compare different 
methods of biometric recognition based on hand, so that the article reduces the entry 
barrier into this area of research. Furthermore, the article aims to determine the research 
gap and suggest possible directions for research in the future. 
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1. Introduction 

This paper is an extension of work originally presented in 
International Conference on Information and Digital 
Technologies [1]. In today's modern society, there is an increasing 
emphasis on working with information. Information is one of the 
most valuable assets we can own, so it needs to be protected. 
Among the basic requirements for their security are their 
confidentiality, integrity and availability. The requirement of 
confidentiality information requires that only authorized entities 
have access to it. One way to ensure the confidentiality of 
information is through authentication, during which the identity of 
the entity to which the relevant rights are subsequently assigned is 
verified [2]. 

Authentication can be defined as: “A method of verifying a 
user's identity on a system to control access to the system or 
resources.” [3] Authentication can be performed using knowledge 
(password, pin), an authentication object (token, mobile phone), or 
using what we are physically and mentally (biometric 
characteristics). The last option is used by biometric recognition 
systems, which have come to the fore, especially in recent years, 
thanks to scientific and technical progress. 

Biometric systems are applications of biometric technologies 
that allow automatic identification or verification of a specific 
natural person, using physicavl (e.g. face, fingerprint) or 
behavioural (e.g. voice, gait) characteristics. Biometric 

characteristics must be universal (the characteristics must exist for 
all persons), they must have high external variability (high 
diversity for different persons) and low internal variability (low 
diversity for one person). 

Identification ("One-To-Many Matching") is understood in this 
article as the process of comparing a set of biometric features 
obtained from a scanned biometric sample with all reference 
templates stored in a database. If there is a reference template in 
the database that sufficiently corresponds to the set of biometric 
features, the biometric system identifies the person by the identity 
associated with this reference template, otherwise the person is not 
identified [4]. 

Verification ("One-To-One Matching") is understood in this 
article as the process of verifying that the person being examined 
is who he or she claims to be. The set of biometric features 
obtained from the scanned sample is compared with one own 
biometric template, which is stored in a database. If the set of 
biometric features sufficiently matches this reference template, the 
identity is verified, otherwise it is not verified [4]. 

Biometric recognition of people is based on their biometric 
characteristics, and it is their unique physiological and behavioural 
characteristics. Physiological characteristics are those 
characteristics with which we were born and include, e.g. iris 
[5, 6], retina [7], face [8], shape of the outer ear [9], fingerprints 
[10], palmprints [11] and footprints [12], fingers geometry [13], 
hand geometry, [14], topography (layout and shape) of wrist veins 
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[15], DNA [16]. Behavioural characteristics include, e.g. voice 
[17], writing [18], signature [19], and gait [20]. 

From the biometric characteristics, distinguishing repeatable 
biometric features can be obtained for biometric recognition.  
Biometric features are numbers or designations obtained from 
biometric samples that are used for subsequent comparison. 
Biometric samples are an analogue or digital representation of 
biometric characteristics before the actual extraction of biometric 
features [21]. 

The article aims to provide a comprehensive survey with the 
inclusion of most recent research papers up to 2020, covering a 
total of 117 journal publications, conference proceeding, patents, 
and papers. The aim is also lower the entry barrier to this research 
area by providing a comprehensive reference for novices. Offer a 
wide range of comparisons in diverse research angles and 
perspectives in hand geometry recognition. Identify current trends 
in this area and the need for future research. 

2. Development of Hand-Based Biometric Systems 
 The first modern biometric systems used the hand geometry as 

a biometric characteristic, and then it was an authentication system 
in the verification mode (the user submitted an identity and it was 
subsequently confirmed or rejected). Robert Miller dealt with the 
issue of hand-based biometric systems in the 1960s and based on 
research, and he created a device at the Stanford Research Institute, 
which he patented in 1971. This device performed the pattern 
recognition by purely mechanical means, where four spring bars 
slid towards the user's fingers and subsequently the length of the 
user's fingers was measured. If the finger lengths matched the 
pattern embossed on the user's identity card, a simple switch was 
activated, which was used to operate the electric lock [4, 22]. 

The first commercial hand scanner was the Identimat, based on 
the patent Robert Miller's as mentioned above [22]. The 
measurement of the hand was performed by scanning the 
photocells located under grooves on which the user placed the 
hand (fingers). The light source was light with a power of 1000 
watts. A reading head with a magnetic stripe was attached to this 
scanning mechanism, to which a user's magnetic card was attached 
during verification. If the pulses on the card matched the signal 
times from the photocell sensors within the threshold value, the 
user's identity was verified. This system was successfully used in 
various applications. The first use was of a military nature, and it 
was the security of nuclear weapons. Later, Identimat was used to 
access US nuclear power plants and also to control employee 
attendance at an investment company on Wall Street. The second 
development line of Identimat was already two-dimensionally 
oriented, measuring not only the length but also the width of all 
fingers on one hand [4, 23]. 

The history of the practical implementation of hand geometry 
recognition is further associated with the name David Sidlauskas 
and his company Recognition System Inc., which he founded in 
1986. This company was the first in the world to start developing 
and selling modern hand scanners. In the mid-1980s, David 
Sidlauskas patented the first biometric system to use a three-
dimensional hand image. The patented system consists of a camera 
and an optical measuring board. The camera has a plan view and a 
side view of the hand. The identification code is entered using the 
keypad [24]. Based on this patent, the first commercially 
successful biometric system using the hand geometry of the 
Handkey ID3D scanner was created. 

BioMet Partners, Inc. developed a two-finger version of the 
Digi-2 hand scanner and was launched in 1995. The scanner uses 
a CCD camera to scan only the index finger and middle finger and 
obtain their 3D image [4]. 

In the 1990s, biometric hand scanners were used in the 
INSPASS program, a program at selected US airports that 
accelerated the check-in of frequent travellers. These persons 
could apply for inclusion in a program in which their hand 
geometry was scanned and then obtained an identification card 
with a reference template. These persons were able to complete 
check-in quickly at selected airports with the help of installed hand 
scanners [25]. 

Another hand-scanner recognition project was an Israeli 
project that automated motion control on the Israeli-Palestinian 
border. During the creation of the biometric system, suitable 
biometric characteristics were selected. Biometric characteristics 
face, hand geometry and fingerprints were considered. 
A multi-biometric system was chosen that combined face 
recognition and hand geometry, which was chosen mainly because 
most people crossing the border are workers whose fingerprints are 
not reliable for biometric verification [26]. 

In terms of security, hand scanners were also used at the 1996 
Atlanta Olympics, which controlled access to the Olympic Village. 
Hand scanners were also used by the Colombian legislature, which 
voted safely through them [27]. Until 1998, only two scientific 
articles in the field of hand-based biometric systems were 
published, namely: "Vital Signs of Identity" a "A Performance 
Evaluation of Biometric Identification Devices." [2, 23, 28] From 
1998 to 2006, there was an almost exponential increase in the 
number of publications in this area [29]. 

 
Figure 1: a) Drawing of mechanical hand reader [22] b) Identimat [30] c) two-
finger scanner from Biomet [31] d) utilization hand geometry scanner at the 
Atlanta Olympics [32] 

3. Current methods in hand-based biometric systems 

Current hand-based biometric systems can be divided into the 
following groups according to biometric characteristics [33]: 

• hand geometry and handshape,  

• palmprint, 

• fingerprint, 

• topography (finger, hand).  

At the beginning of the research of hand-based biometric 
systems, hand geometry was used, e.g. widths, lengths, angles 
[35-37], later the silhouette of the hand was added as another 
biometric characteristic [38-40]. 
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Figure 2: Fusion at various levels of multi-biometric systems (source: [34]) 

 

Figure 3: General model of biometric system 

Currently, there are also multi-biometric systems that use a 
combination of multiple biometric characteristics. 
A palmprint [41-45] or bloodstream topography [46-48] is used in 
combination with hand geometry or silhouette. The topography of 
bloodstream is measured either on the palm or back of the hand 
when the whole hand is scanned. Systems have also been 
developed that combine more than two characteristics, such as 
hand geometry, palmprint, and fingerprint [49, 50]. 
Multi-biometric systems achieve higher accuracy [51] than 
biometric systems using only one biometric characteristic. Newly 
emerging biometric systems also use as a characteristic the 
heartbeat captured on the finger [52], pores on the hands [53], or 
hand gestures [44]. 

Combining multiple biometric characteristics in one biometric 
system requires fusion, which is the interconnection of 
information. Fusion can be achieved at different levels of the 
biometric system. Fusion levels can be divided into two large 
groups: pre-classification fusion and post-classification fusion.  
Pre-classification fusion include sensor-level fusion and       
feature-level fusion while post-classification fusion includes    
score-level fusion, rank-level fusion rank and decision-level 
fusion [34]. The individual fusion levels are shown in Figure 2. 

The biometric recognition system has several modules: the 
sensor captures the biometric characteristic, followed by image 
processing, extraction of identification features, comparison with 
the biometric template and decision. The individual modules of the 
biometric system are shown in its general model in Figure 3. 

3.1. Sensor 
CCD chip cameras, a light-sensitive image detector used by 

digital cameras, camcorders, and webcams, e.g. are most 

commonly used to capture biometric characteristics [24, 53]. The 
scanner can also be a biometric sensor [42, 49, 54]. The sensor 
captures either a 2D [55-57] or a 3D [48, 58, 59] image of the hand. 
3D images are obtained using two cameras, with the help of 
mirrors, or they can be obtained using a 3D digitizer [60]. 

Lighting also plays an essential role in obtaining a biometric 
sample. Some systems have their own light source, mainly 
commercial biometric scanners. Most sensors acquire images of 
the hand in visible light, but some also use infrared radiation 
[47, 61], which achieves a higher accuracy of biometric 
recognition [62]. 

Today, commercially available hand readers use spacer pins 
that firmly determine the position of the hand when 
scanning [48, 58, 63]. As spacer pins can deform the silhouette of 
the hand [64], systems without spacer pins have come to the fore 
in scientific circles [53, 65, 66]. The latest possibilities are 
contactless systems [38, 61, 67, 68], where, in addition to the 
spacer pins, direct contact with the reader is not required.  These 
systems are considered to be the most user-friendly, mainly due to 
the elimination of the need for physical contact. 

3.2. Image processing 

After obtaining the image of the hand, it is necessary to process 
the acquired image. The first step in image processing is image 
pre-processing. It is a set of methods that are applied to an image 
because only a minimal percentage of hand images are taken under 
optimal conditions. Almost no captured image is completely noise-
free, not entirely focused, obtained in optimal lighting conditions. 
For this reason, filters are used to sharpen the image or to remove 
noise. It is also possible to change the brightness using geometric 
transformation methods. [69] 

The second step of image processing is image segmentation, 
i.e. dividing the image into segments with common properties. The 
aim of segmentation in hand-based biometric systems is to separate 
the hand from the rest of the image automatically. The more hand 
the image is obtained in more limited conditions, the easier the 
segmentation and can be done by faster methods. Segmentation 
methods can be divided into groups [69]:  

• statistic methods, 

• methods based on edge detection, 

• hybrid methods (morphological), 

• knowledge methods. 

If the hand image is acquired on a scanner, the background is 
constant, and segmentation is relatively simple, then the 
segmentation method of image thresholding can be used. Image 
thresholding is the simplest statistical segmentation method based 
on pixel brightness evaluation. During thresholding, problems 
arise with rings, bracelets, or dirty skin [70-72]. 

Segmentation of the hand image can also be performed using 
edge detection methods. Edges are detected by edge detectors 
based on significant differences in the values of neighbouring 
pixels [37, 73].  

There are also multi-stage segmentation methods where 
multiple methods are combined. These multi-stage methods can 
detect a hand from a crowded background. An example of such a 
method is a method that first detects the skin by colour 
(knowledge) and then detects the shape of the hand [74]. 
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Another method of segmentation and at the same time 
localization of biometric features is AAM (Active Appearance 
Model) [55]. The AAM method presents the hand using an 
appearance model, which is created from a shape model and a hand 
texture model based on a statistical method - principal component 
analysis (PCA). The advantage of the method is the complexity of 
the information it contains about the hand [75]. 

The disadvantage of some segmentation methods is that their 
use breaks the silhouette of the hand. Mathematical morphology is 
a mathematical tool that can solve this problem and connect 
disconnected fingers. Mathematical morphology is also used to 
remove rings, bracelets or watches [56, 76, 77]. 

If the position of the hand is not fixed when acquiring the 
image, it is necessary to align the image of the hand after 
segmentation within the image processing. This can be done using 
landmarks, which can be extremes (fingertips, finger valleys) 
[36, 57, 78], of the centre of gravity, or a fixed reference point on 
the wrist [79]. 

Image processing is performed to facilitate the extraction of the 
region of interest. Biometric features are then extracted from the 
area of interest.  

3.3. Extraction of biometric features 

The image processing is followed by the extraction of 
biometric features. Extraction of biometric features is defined 
in [21] as: “A process applied to a biometric sample to isolate and 
obtain a repeatable output of characteristic numbers or 
designations that can be compared with features extracted from 
other biometric samples.” For the biometric characteristic of hand 
geometry, biometric features are geometric measurements, such as 
finger lengths and widths, finger area, radii of circles on fingers 
and palms, and angles between fingers. Figure 4 shows 
17 geometric measurements, but some systems use a different 
number of measurements, most often 13-50 
measurements [35, 49, 80]. 

 
Figure 4: Geometric measurements (source: [81]) 

More information than hand measurements is provided by the 
silhouette of the hand, which is used by many systems [40,70]. 
These systems use biometric features to extract generic or 
customized feature extractors. For example, customize shape 
extractors [40, 82, 83] or figure features extractors algorithms 

Scale Invariant Feature Transform (SIFT) [82], LBP [84]. They are 
also used palm-based textures [85]. The silhouette is also 
distinguishable by its contour pixels; it represents the real shape of 
the hand [67]. 

Contours are less explored than geometric features, especially 
since geometric features are easier to determine from a normalized 
hand image.  The issue of normalization of various hand positions 
and accurate localization of fingertips and finger valleys in 
unrestricted and contactless systems requires further research. [67] 

Some systems extract biometric features of hand geometry and 
hand shape at the same time, extractors are specially adapted to the 
shape and geometry of the hand [86, 79].  

Recent research uses deep neural networks, such as 
convolutional neural networks [87, 88] or Siamese networks, to 
extract biometric features of the hand [87]. 

3.4. Comparison with the reference template 

In this phase, a set of biometric features obtained from a 
recognized person's biometric sample is compared with a reference 
template or templates (stored in a database). The score is then 
generated using the following methods: 

• statistic methods,  

o minimum distance (Euclidean metric, Hamming metric, 

Chebyshev metric), 

o Kullback–Leibler divergence, 

o correlation coefficient, 

o Gaussian mixture models (GMM), 

• machine learning, 

o support vectors machine (SVM), 

o k-nearest neighbours, 

o Bayesian networks, 

o neural networks. 

Statistic methods 

Statistical methods of comparing a set of biometric features 
with a reference template when recognizing a person based on the 
geometry and shape of the hand include a comparison by a 
minimum distance. If M reference templates are stored in the 
database x1R, x2R, …, xMR, the minimum distance of the hand 
biometric sample x from the reference template is calculated as 
follows: 

min
∀s
‖xsR − x‖    (1) 

xsR…… reference templates 

𝑠𝑠 …… number of reference templates 

𝑥𝑥 …… biometric features set (vector) 

When recognizing a person based on hand geometry and hand 
shape, various metrics are used to determine the distance, such as 
the Euclidean metric [37, 56, 70], the Hamming metric [39], or the 
Chebyshev metric [80]. 
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• Euclidean metric is defined by the relation: 

ρE(𝐱𝐱1, 𝐱𝐱2) = �∑ (x1i − x2i)2n
i=1   (2) 

• Hamming's metric, sometimes called Manhattan, is 

defined by relations: 

ρH(𝐱𝐱1,𝐱𝐱2) = ∑ |x1i − x2i|n
i=1   (3) 

• Chebyshev's metric is defined by the relation: 

ρC(𝐱𝐱1, 𝐱𝐱2) = max
∀i

|x1i − x2i|  (4) 

The Kullback – Leibler divergence can also be used to express 
“distance”, which expresses the degree of dissimilarity between 
two probability distributions [36]. The correlation coefficient can 
also be used as a measure of similarity [81, 89]. 

Gaussian mixture models are located at the interface of 
statistical and machine methods (GMM). It is a pattern recognition 
method that is based on the GMM's ability to approximate any 
probability density using a mixture of Gaussian densities. The 
probability of the vector of characteristics xn is estimated as a 
weighted sum of Gaussian densities. The result is, therefore, the 
probability with which the pattern (hand image) belongs to a given 
class. This method gives better results in the field of recognizing a 
person based on hand geometry than methods working with 
distance [37, 59]. 

The Gaussian mixture model is defined by the relation: 

𝑝𝑝(�⃗�𝑥|𝑢𝑢) = ∑ 𝑐𝑐𝑖𝑖
(2𝜋𝜋)𝐿𝐿/2|Σ𝑖𝑖|1/2 𝑒𝑒𝑥𝑥𝑝𝑝 �−

1
2

(�⃗�𝑥 − 𝑢𝑢𝚤𝚤���⃗ )𝑇𝑇Σ𝑖𝑖−1(�⃗�𝑥 − 𝑢𝑢𝚤𝚤���⃗ )�𝑀𝑀
𝑖𝑖=1  (5) 

𝑢𝑢  ……identity of the person to whom the hand image is 
assigned with probability p 

𝑥𝑥 .…… vector of biometric features 

ci …… weight of individual Gaussian models 

μi …… average vector model 

Σi …… covariance matrix 

𝑀𝑀 …… number of models 

𝐿𝐿 .…… dimension vector of biometric features 

Machine learning 

Machine learning is a group of algorithms that allow a 
computer system to learn.  Mittchell [90] d defined machine 
learning as follows: “A computer program is said to learn from 
experience E concerning some classes of T and the measured 
power P, if its performance P improves with experience E.” 

A large and used group of machine learning are algorithms 
called support vectors or support vector machines (SVM). These 
are classifiers that use boundaries in image space. SVM aims to 
find a superstructure that divides the symptom space. SVM used 
Vinodkumar and Srikantaswamy as a classifier in a multi-
biometric system, where the biometric characteristics were hand 
geometry, fingerprints and palmprint [91]; however, they have also 
been used in many other hand-based multi-biometric systems 
[41, 42, 49, 92]. 

A frequently used machine learning method in hand-based 
biometric systems is the nearest neighbour (k-NN) 
method [54, 93]. It is one of the simplest classification methods. 

Bayesian networks [93, 94] or random forest [84] can also be used 
for comparison with the pattern. 

Some types of neural networks, multilayer perceptron (MLP) 
can also be used as classifiers [95]. Generalized regression neural 
network (GRNN) [96] and convolutional neural network (CNN) 
were used as classifiers that were not preceded by classical features 
extraction, classification was performed using SOFTMAX [86]. 

3.5. Decision 

In most systems, the final decision on a user's identity is based 
on a threshold that is chosen so that the biometric system meets 
security and throughput requirements. The score calculated in the 
previous system module is compared with the threshold value. If 
the score is higher than the threshold, the user is identified or 
verified, but if the score is lower than the threshold, the user is not 
identified or verified. The outcome of decisions for hand-based 
biometric systems is significantly influenced by user training, with 
the right habits of users, the score increases (agreement of the 
compared samples) [97, 98]. 

4. Quantitative evaluation of biometric system 

Possible identification results are shown in Table 1. 
Table 1: Possibilities of recognition decision 

Source: [2] 

Based on the decision, the performance of biometric systems 
can be quantified. Selected quantified identifiers are [99]. 

False Rejection Rate – FRR 

The probability that the biometric system does not recognize 
the authorized user will lead to an erroneous rejection, i.e. a type 1 
error. If an error of this type occurs, the user can try to prove his 
identity again. The FRR is calculated according to the formula: 

𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑃𝑃(𝐹𝐹𝐹𝐹/𝑂𝑂𝑂𝑂) = lim
𝑁𝑁𝑂𝑂𝑂𝑂→∞

𝑁𝑁𝐹𝐹𝐹𝐹
𝑁𝑁𝑂𝑂𝑂𝑂

  (6) 

𝐹𝐹𝐹𝐹… occurrence of a rejection error 

𝑂𝑂𝑂𝑂 … recognition (verification or identification) by an 
authorized user 

𝑁𝑁𝐹𝐹𝐹𝐹… number of false rejections 

𝑁𝑁𝑂𝑂𝑂𝑂… number of attempts by authorized users to recognize 

False Acceptance Rate – FAR 

The probability that the biometric system will accept an 
unauthorized intruder will lead to incorrect acceptance, i.e. a type 
2 error. 

 

  
Decision 
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The FAR calculation is considered according to the formula: 

𝐹𝐹𝐹𝐹𝐹𝐹 = 𝑃𝑃(𝐹𝐹𝐹𝐹/𝑁𝑁𝑁𝑁) = lim
𝑁𝑁𝑁𝑁𝑁𝑁→∞

𝑁𝑁𝐹𝐹𝐹𝐹
𝑁𝑁𝑁𝑁𝑁𝑁

 (7) 

𝐹𝐹𝐹𝐹… occurrence of an acceptance error 

𝑁𝑁𝑁𝑁… recognition by an unauthorized intruder 

𝑁𝑁𝐹𝐹𝐹𝐹… number of incorrect acceptances 

𝑁𝑁𝑁𝑁𝑁𝑁… the number of attempts by an unauthorized intruder to 
recognize  

The FAR and FRR rates depend on the threshold and are also 
inversely proportional. The higher the threshold, the more secure 
the biometric system, but the more common the type 1 error occurs 
and the user-friendliness decreases. On the contrary, the lower the 
threshold value, the more user-friendly the biometric system, but 
more often an unauthorized intruder, i.e. a type 2 error, is admitted, 
and the security of the system is reduced. The threshold value must 
always be set according to the requirements that are placed on the 
biometric system. 

Equal Error Rate – EER 

Value where the error rates of both FAR and FRR are equal, 
(i.e. FAR = FRR). With such a setting, the system incorrectly 
rejects and incorrectly identifies the same number of people. The 
lower the EER value, the higher the accuracy of the system. It is 
the most widely used indicator for evaluating and comparing 
biometric systems. 

 
Figure 5: ROC Curves [100] 

Receiver Operating Characteristic – ROC 

The probability's curve that is given by the relationship 
between the probability of false acceptance (FAR) on the x-axis 
and the corresponding probability of correct acceptance on the y-
axis for all allowable threshold values. Using ROC curves, 
multiple models can be compared with each other. Comparison 
and evaluation of multiple ROC curves are performed using the 
Area Under Curve (AUC) areas, which are located below the 
individual ROC curves [101]. Figure 5 shows the ROCs of the 
three systems, system A being the best system under the 
circumstances. 

EER, FRR, FAR, ROC was selected for this work. They are a 
good indicator and the most frequently used tool for evaluating and 
managing biometric systems. 

In articles dealing with biometric systems, we also encounter 
the concept of accuracy. The accuracy is calculated according to 
the formula: 

accuracy =  𝐶𝐶𝐶𝐶
𝑁𝑁𝐹𝐹

               (8) 

𝐶𝐶𝐶𝐶 … correct decision (correct rejection and correct 
acceptance) 

𝑁𝑁𝐹𝐹… number of recognition attempts 

5. Comparison 

The most commonly used physiological characteristics in 
biometric are fingerprint, face, hand geometry, and iris [102]. 
Table 2 compares biometric systems that use commonly biometric 
characteristics based on EER. Of these biometric characteristics, 
most often the lowest EER is achieved, biometric systems working 
with the iris, but as can be seen in Table 2, other systems, such as 
fingerprints, also achieve very low EER. However, in addition to 
error rates compilation speed, acqurability, privacy, cost and ease 
of use, should also play a role in choosing a biometric 
system [102].  

Table 2: Comparison of selected hand other biometric systems  

Sources 
Biometric 

Characteristic of 
Recognition 

Size of the 
Database Performance 

Chen et al. 
[103] Iris 3 500 EER = 0.43 

Yingzi et al. 
[104] Iris 610 EER = 

0.0295 
Wijaya 
[105] Face 2 268 EER = 

0.0457 
Marvadi 

[106] Face 427 EER = 
0.1525 

Liu et al. 
[107] Fingerprint 350 EER = 

0.0042 
Jain & Feng 

[108] Fingerprint 449 EER = 0.081 

Varchol & 
Levický 

[109] 
Hand geometry 408 EER = 

0.0462 

Jain et al. 
[110] Hand geometry 500 EER= 0.06 

Table 3 summarizes the essential characteristics of some 
systems and methods that appeared in the journal and conferences. 
Some systems have been tested in identification mode, some in 
verification mode. Only some papers report EER, FAR / FRR or 
Accuracy values, some authors evaluate systems using ROC 
curves. The selection in Table 3 seeks to compare a representative 
sample of hand-base systems by characteristics (Hand-base 
Biometric Characteristic, Mode, Techniques Applied for Features 
Extraction, Techniques Applied for Recognition, Size of the 
Database, Performance).  

Older systems use geometric measurements as features and are 
mostly in verification mode [110, 115]. Newer systems [111, 117] 
use a combination of multiple biometric characteristics such as 
hand shape and hand texture and use deep learning methods. 
Today's systems are mainly in identification mode, and FRR or 
EER has less than 1%. 
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Table 3: Comparison of selected hand based biometric system 

Sources 
Biometric 

characteristic / 
Mode 

Techniques 
Applied for 

Features 
Extraction 

Techniques 
Applied for 
Recognition 

Size of the 
Database Performance 

Afifi [111] 
Hand texture and 

shape / 
identification 

CNNs + LBP Support vector 
machine (SVM) 11 076 EER = 0.009 

Kumar & Zang [112] Hand geometry / 
identification 

discretization of 
hand-geometry 

features 
SVM 1 000 Accuracy = 0.94 

Shanmukhappa & 
Sanjeevakumar [113] 

Hand geometry 
/identification 

Feature vector 
construct by hand 

image graph 

SVM (Radial basic 
function) 1 440 FRR = 0.0205 

Jain et al. [110] Hand geometry/ 
verification 

Geometric 
measurements Euclidean distance 500 EER= 0.06 

Varchol & Levický [109] Hand geometry/ 
verification 

Geometric 
measurements Hamming distance 408 EER = 0.0973 

Villegas et al. [114] Hand geometry 
/identification Wavelet   Features Nearest Neighbour 120 FAR = 0.11 

FRR = 0.1 

Varchol & Levický [109] Hand geometry/ 
verification 

Geometric 
measurements 

Gaussian Mixture 
Model 408 EER = 0.0462 

Burques et al. [115] Hand geometry/ 
verification 

Geometric 
measurements Distance measure 12 800 EER = 0.0016 

Charfi et al. [116] Hand 
shape/identification 

Scale Invariant 
Feature Transform 

(SIFT) 
SIFT Matching 1 170 EER = 0.0586 

Yoruk et al. [29] 
 

Hand shape 
/identification 

Independent 
Component 

Analysis (ICA) 

L1/L2 norm of the 
difference of the 
feature vectors 

458 Accuracy = 0.9731 

Yoruk et al. [29] 
 

Hand texture 
/identification 

Principal 
Component 

Analysis (PCA) 

L1/L2 norm of the 
difference of the 
feature vectors 

458 Accuracy = 0.9791 

Yoruk et al. [29] 
 

Hand texture 
/identification 

Angular radial 
transform (ART) 

L1/L2 norm of the 
difference of the 
feature vectors 

458 Accuracy = 0.976 

Prihodova & Hub [117] 
Hand texture and 

shape / 
identification 

CCN (GoogLeNet) CCN (Softmax) 456 FRR= 0.001 

 
6. Research gap 

It was not possible to cover all the literature dealing with hand 
biometric systems, but we included a representative sample of 
modern methods. However, we were able to identify some research 
gaps. To make hand-based biometric systems more efficient in 
real-world applications, the following challenges need to be 
overcome: 

A large number of users – In the real world, it is often 
necessary to recognize millions of identities. However, the 
variability between some individuals may be minimal. 

Quality of input data – Thanks to the progress of sensing 
sensors, the input image obtained in a real application under 
standard lighting conditions is correctly exposed. However, the 
image quality deteriorates in poor lighting conditions. Other 
problems we face despite the significant progress of the sensors are 
accurate colour capture and noise. 

The permanence of biometric characteristics – Hand-based 
biometric characteristics have high stability over time but are not 
100 %. For the hand geometry and hand shape, the topography of 
the bloodstream is primarily a problem of biological ageing and 
injury. 

Attacks on systems – Hand-based biometric systems must 
face attacks at various levels in real-world applications. One of 
them is an attack on an input device, where the attacker forged a 
biometric sample, as a defence against this type of attack is the 
detection of liveliness. 

Datasets – Small datasets are also a problem in this area of 
research, most current systems are tested on small datasets. 

Costs – Costs should always be considered, and efforts should 
be made to make systems more accessible. 
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7. Discussion  

Given the current state of hand-based biometric recognition, 
which was described in previous chapters of the article and due to 
the unresolved challenges in the field, one of the possibilities for 
further research is the use of a multi-biometric system, which uses 
hand geometry and thermal properties of hand. The thermal 
characteristic can be used in the form of blending two images 
(thermogram and image from the visible part of the 
electromagnetic spectrum), this blending creates a multispectral 
image. The multispectral image provides more significant 
variability between certain individuals than the mere geometry of 
the hand. A multispectral image is also advantageous in low 
lighting conditions, the quality of input data decreases less because 
the thermogram is not dependent on lighting conditions. When 
using a multispectral image, some types of attacks on biometric 
systems are also eliminated, because the thermal map of the hand, 
which is captured by the thermogram, is complicated to imitate and 
at the same time liveness is detected. At the same time, the multi-
biometric system should increase recognition accuracy. 

Another research option is also a multi-biometric system using 
hand geometry or palmprint in combination with skin colour (soft 
biometrics). This multi-biometric system could help to solve the 
problem of low variability between specific individuals. 
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Nowadays, automatic number plate recognition (ANPR) is very important especially in the
era of smart cities and intelligent transport systems. Fully automated number plate detection
and recognition system helps in reducing time, error, and cost for tracking of vehicles and for
recording traffic violations. The main goal of this paper is to design a low cost fully automated
number plate detection and recognition system targeting the Jordanian license plates. Several
problems (e.g., cost, wasted efforts, manual intervention, and possible errors) were identified
in the currently used Jordanian number plate recognition for recording traffic violations. We
hope that the proposed system would mitigate such problems. The proposed system performs
two main tasks. First, it automatically detects and recognizes the license plate number of a
given Jordanian vehicle using a robust metric; the rectangularity measurement, and identifies
the vehicle’s type (e.g., governmental, private, visitor, public, etc.). Second, it recognizes
a selected number of trained classes for the make of the vehicle whenever applicable. The
experimentation results and the performance evaluations compared to other ANPR approaches
show that proposed system achieves the best performance among the tested systems with a plate
detection accuracy of 95%, OCR recognition accuracy of 94.68%, make recognition accuracy
of 86.84%, and an overall ANPR accuracy of 89% excluding the make results.

1 Introduction

The system of automatic license plate number detection and recog-
nition, known as ANPR (automatic number-plate recognition), is
considered a great application and an example of the computer vi-
sion technology. ANPR is widely being used in, but not limited
to, radar cameras, car park management and traffic management
[1]. In Jordan, ANPR is being used in recording traffic violations
(e.g., over-speeding), however it has several problems. In particular,
some of the ANPR steps: cropping of the license plate and optical
character recognition (OCR) are still being done manually [2]. This
might be due to the high cost of a fully customized commercial
ANPR system for detecting and recognizing the Jordanian license
plates. Therefore, the main goal of this paper is to propose a low
cost ANPR system that is customized for automatically detecting
and recognizing the numbers of the Jordanian license plates. We
aim to reduce and avoid human labor, and the possible human errors.
Having human involved ANPR steps might result in misidentifying
a vehicle plate numbers and data, which can cause erroneous tickets.

The main contributions of this work are as follows:

• Propose a low cost fully automated and customized Jordanian
ANPR system.

• Propose and utilize an optimized calculation methodology of
the rectangularity metric [3] to efficiently detect the Jordanian
license plates.

• Build a database of Jordanian vehicles to be used as a bench-
mark for evaluating the performance of the proposed system.

• Compare the proposed system to other ANPR systems with
the help of the built database for the Jordanian vehicles.

• Incorporate the recognition of the vehicle type and make into
the system.

The rest of the paper is organized as follows. Section 2 presents
the related work. Section 3 discusses in details the proposed sys-
tem. Section 4 presents the experimentation results. Section 5
provides a discussion about the proposed system and the obtained
results. Section 6 concludes the paper and provides some future
work directions.
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2 Related Work
Generally speaking, any ANPR system consists of four main steps
as listed below, which are also shown in Figure 1.

1. Capturing an image of a vehicle.

2. Detecting vehicle’s license plate.

3. Segmenting out the license plate objects or characters.

4. Recognizing the segmented license plate characters using
OCR (Optical Character Recognition).

Image 
Capturing

Plate 
Detection

Segmentation OCR

Figure 1: ANPR steps

Based on the ANPR steps above, in the literature, several works
have been proposed to address and optimize each step. Addition-
ally, there is a significant work in combining the ANPR system
with detecting and recognizing the make of the vehicle. In what
follows, some of the related work regarding the ANPR systems and
the vehicle make recognition systems are briefly presented.

In [4] and [5], the authors proposed an ANPR system, where
mean shift segmentation is used to identify candidate plate regions.
Then, the authors trained and used a Mahalanobis linear classifier
with respect to three features to accurately detect number plate re-
gion. Namely, they used rectangularity [3], which is defined by the
authors as “a measurement that represents how well an object fits
its minimum enclosing rectangle”, aspect ratio and edge density
features.

In [6], the authors proposed an Iranian ANPR system, where
edge detection and morphological operators are used to identify
license plate candidate regions. The percentage of rectangularity
and color filter of each candidate plate region are used to accurately
detect the plate region. Multilayer Perception (MLP) neural network
is finally used for recognizing the numbers of the detected plate.

In [7], the authors proposed an Indian ANPR system. License
plate detection is based on using Sobel filter edge detector, mor-
phological operations and connected component analysis. The seg-
mentation and recognition of plate characters, which are in different
Indian languages, are performed based on training a Support Vector
Machine (SVM) classifier.

In [2], the authors proposed a Jordanian ANPR system that
is based on SIFT features to detect Jordanian license plates and
recognize them. Template matching technique is used to locate
special marks in the license plate to segment out the license plate.
Finally, OCR is used to recognize the characters or numbers from
the segmented plate.

In [8], the authors surveyed several keypoint features under the
feature-based automatic license plate detection techniques. They
categorized the vehicle detection techniques into motion and appear-
ance based, which included sophisticated probabilistic modeling
and feature extraction. Also, the authors surveyed and discussed
vehicle recognition utilizing vehicle attributes like license plate,
color, type, and logo.

In [9], the authors applied a bag of features method to the car
make and model recognition (VMMR). The sparse coding tech-
nique based on square mapped gradients (SMG) feature descriptors
is used to learn a dictionary of codewords. The authors then apply
supervised K-means or SVM with SMG to recognize the car make
and model. Finally, the authors compared the performance of the
two approaches.

In [10], the authors proposed an automatic license plate recogni-
tion system to trap traffic violations. For example, to trap offenders
disobeying the traffic rules in an enclosed space (e.g., campus).

In [11], the authors proposed an ANPR-based vehicle tracking
system, which monitors vehicle’s Euclidean distance from a visible
calibration line. License plate detection was based on the fact that
license plate has an inherent property of having greater transitions
in pixel values compared to that of its surroundings.

In [12], the authors proposed a number plate detection and local-
ization system based on segmentation and morphological operators
to segment out license plate from the captured image. Specifically,
the authors used histogram checking, and vertical and horizontal
edge detection methods for the segmentation of the license plate.
The experimentation dataset consisted of 350 license plates from
different countries including Jordan. The reported efficiency rate
from the proposed system is 93.43%.

In [13], the authors proposed a Jordanian ANPR system, where
the license plate was detected and localized based on a multistage al-
gorithm using the aspect ratio and the edges ratio. Back propagation
neural network was used for recognizing the license plate characters
(OCR). The average success rate from the proposed system is 90%
of 240 high resolution images of size 1188 × 960 pixel.

Very recently, in [14], the authors proposed an ANPR system
to recognize the Bangladeshi characters in vehicle license plates.
Morphological operation and histogram analysis with a dynamic
threshold of vertical and horizontal projection profiles were applied
in order to detect plate area. Character recognition is carried out
using Support Vector Machine (SVM) classifier, where extracted
Histogram of Oriented Gradient (HOG) features were used as input.
The system was applied to 630 images of Bangla license plates of
different categories of vehicles and achieved 91% accuracy in the
extraction of plate ROI.

After surveying the literature and to the best of our knowledge,
the work of [2, 12, 13] is the only published work that examines
the detection and recognition of the license plates of the Jordanian
vehicles. Therefore, the work presented in this paper extends the
literature regarding the Jordanian license plates detection and recog-
nition. In fact, the proposed work improves the automatic Jordanian
license plate detection and recognition proposed in [2] by using
another feature, which considers both the appearance shape of the
license (rectangularity and aspect ratio) and the license plate content
for detecting the license plate. Furthermore, the recognition of vehi-
cle logo and make was also incorporated. It is worth mentioning the
notes concerning the work by authors in [12] and [13]:

• The processing time for detecting the license plate and rec-
ognizing the plate numbers in both [12] and [13] was not
reported at all, whereas in the proposed work it is being re-
ported.

• The dataset of [13] consisted of high resolution images with-
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out presenting any sample images. In the proposed work many
sample images are provided from the created and employed
dataset, which mostly consisted of mid to low resolution
images, but better than 320 × 240.

• Neither the work in [12] nor in [13] presented a fully com-
prehensive ANPR system, where both the license plate type
(private, public, government, etc.) and the vehicle’s make are
being recognized similar to what are being implemented in
the proposed work.

Additionally, it is noteworthy to mention that the proposed work
shares some similarity with the work presented in [4] and [5]. The
proposed system utilizes the rectangularity and aspect ratio metrics
in detecting the license plate (Jordanian plate in our case), where
it achieved the best plate detection accuracy compared to using the
rectangularity methodology proposed in [4] and [5]. This will be
discussed in more details in the next section.

3 Proposed System

This section presents the details of the proposed Jordanian ANPR
system. Taking into consideration the main ANPR steps presented
in Figure 1, in the designed and implemented ANPR system, the fol-
lowing steps were considered as shown in Figure 2. The system was
fully implemented in MATLAB R2018a [15], where the graphical
user interface (GUI) is shown in Figure 3.

Start

Load input image

Detect vehicle using 
FRCNN 

Segmentation

Finding License plate using 
Rectangularity

Crop plate out

NO YES

End

Print “it’s not 
Jordanian car”

End

Detect the color of 
plate

Apply OCR to 
Read plate
numbers

Detect type of car 
using CNN

show  all 
information

Detect Arabic 
characters  of 

Jordan

Detect Make of the 
vehicle

Figure 2: The proposed ANPR steps

Figure 3: The graphical user interface of the proposed Jordanian ANPR system

3.1 Input image

The very first step in the system is to capture a vehicle image. An
off-the-shelf webcam and a mobile phone camera were used to cap-
ture a set of database images to evaluate the system’s performance.
Additionally some of the images were obtained from the Jordanian
Opensooq website [16]. In general, the captured images should be
of good illumination conditions whenever possible, capture either
the back or the front of the vehicle, and have a good resolution
(e.g., better than 320 x 240). The database consisted of 100 images,
which corresponds to different illumination conditions, different
backgrounds, and different perspectives of the captured Jordanian
vehicles (i.e., angle and distance between the camera and the vehi-
cle location). Figure 4 shows 16 randomly selected input images
chosen from the created dataset. Several preprocessing steps are
then being performed on each input image that included histogram
equalization to help in reducing varying day light effect and for
contrast enhancement.

Figure 4: 16 randomly selected input images chosen from the created dataset
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3.2 Vehicle detection

The second step is to detect the vehicle from the input image. Faster
Regional Convolution Neural Network (FRCNN) [17], which is an
objecte detection built-in MATLAB function, was trained to detect
and determine the vehicle and its location in the image. FRCNN
was chosen since it is significantly faster in training and testing
sessions over other detection methods (e.g., R-CNN). Additionally,
it is considered as a highly successful framework for generic object
detection [18].

The process of using FRCNN is done iteratively among different
zooming versions or scales of the input image. This iterative proce-
dure stops, when a vehicle is found or the input image is zoomed
to the maximum. In this case (the latter), it may be that no vehicle
is found and thus the ANPR system will give an error message
indicating such a state and halts. Otherwise (i.e., once the vehicle is
found), a blue bounding box around the detected vehicle is drawn.
The detected vehicle is then cropped and converted to gray scale.
Figure 5 shows an example of this step.

Figure 5: An example of a given input image and the detected cropped vehicle

3.3 License plate detection

The third step is to detect the license plate from the cropped gray
scale vehicle image, which is one of the most important ANPR steps.
Initially, the fast marching segmentation method [19] is executed to
find the best license plate candidate regions. Precisely, this segmen-
tation method will segment the vehicle image into several connected
components or parts. The segmented growing parts are initially
initialized based on a uniformly chosen seeds within the cropped
vehicle image as shown in Figure 6. One of those parts must be the
license plate. Figure 7 shows some of the segmented parts as it was
very difficult to visualize all candidate segmented parts for all seeds
in the same image; as the segmented parts may overlap and there-
fore the segments will not clearly be viewed. To accurately identify
the correct license plate region or part, the following analysis is
performed:

• First, the shape of the Jordanian license plate is rectangle with
two styles: European and American as shown in Figures 8
and 9, respectively. The European style places the numbers in
one row. The American style places the numbers in two rows.

• Next, rectangularity measurement is used [3]–[5] to first iden-
tify the segmented parts whose shape is best described by a
rectangle, but of certain aspect ratio. This is the aspect ratio,
which is computed based on the ration between the height
and width of either the American or European styles of the

Jordanian license plate. Figure 10 correctly shows identified
and detected license plate part based on the rectangularity
measurement metric.

• Consequently, a red bounding box is drawn around the part,
which satisfies the above constrain or criterion, and crop it as
shown in Figure 11.

It is important to emphasize that one of the main contributions in
this paper is the methodology used in computing the rectangularity
measurement, and thus that for detecting the license plate more
efficiently and precisely. Specifically, the presented methodology is
quite different and efficient compared to that described in [4], [5] as
explained next.

Figure 6: Uniformly chosen seeds in the vehicle cropped image to initialize the
segmentation process for the plate detection step.

Figure 7: Some samples of the segmented vehicle parts after the fast marching
segmentation during the license plate detection step.

Figure 8: European-style Jordanian plate.
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Figure 9: American-style Jordanian plate.

Figure 10: Correctly identified and detected license plate part based on the rectangu-
larity measurement metric.

Figure 11: Cropped license plate after being rotated as to maximize the rectangularity
calculation

3.3.1 Contribution in Calculating the Rectangularity Measure-
ment

The methodology for computing the rectangularity in [4], [5] re-
quires that:

• each candidate license plate region is to be treated as a rigid
object,

• computing its area A0 by counting the total number of pixels
in the region,

• finding its minimum enclosed rectangle (MER) fitted to its
boundary by iteratively rotating this object in one degree steps
in the range [−15◦, 15◦] to account for possible tilted angles
of the captured vehicles,

• computing the area of MER of this object at each incremental
rotation,

• identifying the angle at which the MER goes through the
minimum value (AMER), and

• finally computing the rectangularity R at this angle as given
in 1:

R =
A0

AMER
(1)

However, the methodology does not require rotating each candidate
plate region in a range of steps, which we believe is an important
step to perform in order to efficiently detect the correct license plate
with high confidence. However, performing this step iteratively and
incrementally might be very time consuming and might not produce
precise rectangularity calculation. Alternatively,the following steps
are performed, which constitute one of the main contributions of
this work:

• Each candidate license plate region or object is checked to
make sure it has a convex shape as was proposed in [20]. In
case it is not convex, it is converted to a convex shape so that
spaces in the outwards lines of the object (if any) are con-
nected and filled. This process uses a set of morphological
operation (dilation, followed by filling, and lastly followed
by erosion).

• Next, ellipse fitting is applied to each convex shaped object.
This helps us determine the major and minor axis’s of the
fitted ellipse of the object.

• The object is then rotated as to remove the rotation angle,
which is the angle between the elongation axis (major axis
for the fitted ellipse) and the X-axis. Indeed, this is the angle
at which the MER goes through the minimum value (AMER).

• Then the area A0 of the rotated object (the total number of
pixels in the convex shape) is computed.

• Finally, the rectangularity R using Equation 1 is calculated.

3.3.2 Rectangularity Analysis

The methodology presented in [4], [5] was compared with the pro-
posed methodology. It is important to mention to the best of our
knowledge that we could not find any work other than [4], [5] which
used the rectangularity metric as a major step in detecting and local-
izing the license plate similar to what is proposed in this paper. And,
since this step is really the most critical step and the heart of any
ANPR system, we believe that using the methodology of [4] and [5]
as one of the baseline comparisons is still a fair choice especially
with the proposed enhancement given in the previous subsection,
which we believe shows an advancement to the literature in this
direction. In the comparison, the dataset of 100 images is used to
compute the detection accuracy of correctly finding the license plate
region and the average rectangularity calculation time. The results
are presented in Table 1. The results indicate that the proposed
rectangularity calculation is more accurate, precise and faster. In
fact, the analysis showed that proposed rectnagularity measurement
values were very close to one for the candidate license plate objects
compared to around 0.7 based on [4], [5]. Additionally, it is worth
noting that the rectangularity measurement calculation under dif-
ferent ∆θ’s ∈ [−15, . . . , 15] as in [4], [5] might not be unique. The
analysis shows that the same rectangularity value can be obtained
under multiple different ∆θ’s, which can be problematic and result
in misidentifying the correct license plate region.
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Table 1: Rectangularity analysis

Rectangularity
methodology

Average plate de-
tection accuracy

Average rectan-
gularity calcula-
tion time (sec)

[4], [5] 65% 0.2785
The proposed
methodology 95% 0.0315

3.4 Jordanian license plate Verification

Upon the detection of a possible license plate region, it remains to
verify that it is indeed a Jordanian plate. To do so, the label part
is examined. It is located to the left side of the Jordanian license
plate as shown in Figure 12. It contains the English and Arabic
characters of the word Jordan. Therefore, it was decided to use
template matching technique based on computing the score of the
cross correlation coefficients between two binary windows; (the
binary templates of the Arabic characters of the word Jordan and the
binary connected components objects extracted from the anticipated
label area of the identified license plate candidate). Following are
the performed template matching steps:

• converting the label area into the binary scale using Otsu’s
method.

• segmenting out all possible characters or objects within the
label area by performing connected component analysis on
them.

• resizing these segmented objects to match the size of the
stored binary templates of the Arabic characters of the word
Jordan

• exhaustively computing the correlation coefficient between
each object and the templates.

– if the computed correlation coefficients are above heuris-
tically computed threshold, then the detected license
plate is declared to be a Jordanian one.

– otherwise, it gives an error message that it could not
find a Jordanian plate and halts.

3.5 Determine license plate type

The fifth step is to determine the type of the Jordanian vehicle. This
information is color-coded (see Table 2) in the label area of the
license plate. Thus, in the proposed ANPR system, we analyze the
color of the detected license plate label area in the original input
image. Consequently, based on the analyzed color (most frequently
occurred color value) and the recognized code part from the next
ANPR step (numbers in first line in American license plate and
the digits before the dot in European license plate), we determine
the type of the vehicle. Figure 13 shows some examples of the de-
tected Jordanian license plate types from the ANPR system. Table
3 summarizes the types found in the created dataset.

Figure 12: Label image part.

(a) White Label Area: Private
Plate

(b) Red Lable Area:
Government Plate

(c) Yellow Label Area: Tempo-
rary plate

(d) Green Label Area: Public
plate

Figure 13: Types of Jordanian license plate [21].

Figure 14: License plate area that excludes the label region

Table 2: Color coded Jordanian license plate types [22]

The two reserved digits indication: selected list License plate
color indication

1 – 5 Government vehicles Red
6 Aqaba free zone vehicles Red
7 Diplomatic vehicles Yellow

8-9 Temporary entrance vehicles Yellow
10 – 21 Passenger vehicles White
41 – 42 Light goods vehicles White

44 Tractors Red
46 Motorcycles and Scooters White
50 Taxi Green
56 Small buses White
58 Coaches White
71 Trailer Yellow

Table 3: Summary of the license plate types found in the dataset

Type of License Plate Number of License Plates
Private, White 96

Diplomatic, Yellow 2
Taxi, Green 1

Temporary Entrance, Yellow 1
Total 100

3.6 Recognition of license plate numbers (OCR)

The sixth step is to recognize the license plate numbers. First, all
possible characters within the detected license plate binary image
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are extracted by performing connected component analysis within
the plate region. Each extracted connected component or object
is resized to match the size of the stored binary templates of the
numeric plate numbers (from 0 to 9) that are graphically shown in
Figure 15. The typeface used to generate such templates is known
as Mandatory [23], which is the same typeface that is used for the
United Kingdom vehicle registration plates.

Figure 15: The stored binary templates (inverted in order to best be viewed) of the
numeric plate numbers that are desired to be recognized (from 0 to 9)

Figure 16: More binary templates of the numeric plate numbers that are desired to
be recognized (from 0 to 9)

Finally, the correlation coefficient between each object and the
templates is exhaustively computed to recognize the plate num-
bers. It is noteworthy to mention that, in order to increase the OCR
recognition accuracy, the number of stored binary templates for the
character set ‘0123456789’ was increased as shown in Figure 16.
This resulted in having better matching of the segmented objects and
thus high confidence in the associated recognition results. Addition-
ally, the license plate area that excludes the label region (Figure 14)
is the OCR region of interest because the segmentation of possible
numbers or objects is performed in it. As stated above, the Jordanian
license plate splits into two different styles: European and American.
Thus, the performed connected component analysis considers the
properties and characteristics (distribution of the numbers) of the
two types. It also considers the following facts:

• The width and length of all numbers are the same.

• The distance between numbers is nearly the same, except the
code part (numbers in first line in American license plate and
the digits before the dot in European license plate), which

determines the type of vehicles such as: 50: taxi, 36: private
bus, etc.).

• All numbers in the license plate have the same color, which
is black. Additionally, the background color for the license
plate (except label part) is white.

A green bounding box is drawn around each recognized number in
the license plate region as shown in Figure 17. After applying the
OCR, the code of the license plate is computed by calculating the
distance between all numbers. The code part determines the type of
the vehicle as we mentioned before and listed in Table 2.

Figure 17: OCR results: remove background from the license plate, segment-out
the possible numbers, recognize them, and draw green bounding box around each
recognized number.

Table 4: Summary of the vehicle makes found in the dataset

Vehicle Make Index Vehicle Make Number of Vehicles
1 Mercedes 11
2 Toyota 10
3 Nisan 7
4 Hyundai 10
5 Mitsubishi 39
6 Opel 3
7 Audi 1
8 Ford 8
9 Mazda 1

10 Lexus 2
11 Daewoo 1
12 Jaguar 1
13 Jeep 1
14 Kia 2
15 Honda 1
16 Peugeot 1
17 Chrysler 1

Total number of Images 100

www.astesj.com 705

http://www.astesj.com


K.M.A. Yousaf et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 699-709 (2020)

3.7 Recognizing the make of the vehicle

The seventh and final step of the proposed ANPR system is to deter-
mine the make of the vehicle. In this step, the make of the vehicle
is recognized by localizing and recognizing the vehicle’s logo. Gen-
erally speaking, the fact that the vehicle’s logo is approximately
located in the region above the detected license plate can be relied
on, which can be a weak assumption. However, in this presented
step, it is desirable to prove the concept of being able to add such
feature (i.e., recognizing the make of the vehicle) easily. Thus, the
vehicle’s logo in the segmented parts from the third step is searched
for. The segmented parts are just above the detected license plate
region. Once a logo was detected, a yellow bounding box is drawn
around it. To help recognize those detected logos, several logo im-
ages from the Internet were collected. The images were specifically
related to five auto makers MERCEDES, MITSUBISHI, KIA, NIS-
SAN and TOYOTA. The list could be expanded easily. It should be
mentioned that the dataset consisted of 17 vehicle makes or brands
as summarized in Table 4, and the recognition focus was just put on
five of them as indicated above. After that, using the collected logo
dataset, a convolutional neural network (CNN) is trained with the
help of MatConvNet MATLAB toolbox to recognize the five makes
of the vehicles as listed above. While testing this ANPR step on
the input images dataset, it is assumed the case where none of the
logo images of the vehicles would match the makes from which the
CNN classifier is trained on as an ”UNKNOWN MAKE”. Figure
18 shows the recognized make for the vehicle that was shown in
Figure 10.

Figure 18: The recognized make for the vehicle that was shown in Figure 10

To conclude this section, Figure 19 shows and summarizes the
output of all stages of the proposed ANPR system. As it is clear
from Figure 19:

• The detected vehicle is identified by a blue bounding box.

• The detected plate is identified by red bounding box.

• The detected logo of the vehicle is identified by yellow bound-
ing box.

• The detected license plate is a Jordanian one and its type is
private; since it has a white color and its code is recognized
as “24”.

• The recognized license plate numbers are “12692”, where
each number is bounded by a green bounding box.

• The recognized make of the vehicle is “Mitsubishi”.

4 Experimental results
This section presents the experimental results of the proposed ANPR
system. A 100 images were tested as mentioned in the previous sec-
tion. The average execution time for all tested images was found to
be 8.0047 sec on average (ANPR steps 2-6) on a computer machine
that has 16 GB of RAM and two quad core 2.5 GHz i7 processor.
The system implementation was purely sequential and thus a single
core was utilized. Table 5 presents the results (success rates or accu-
racies). The reported accuracy for each of the rows in Table 5 was
computed for each step separately assuming correct results from
previous step. As it can be seen from Table 5, the final license plate
recognition accuracy from the OCR step was 94.68%. Consequently,
the overall ANPR accuracy is 89% given the fact that the license
plate detection step failed in 5 images, the license plate verification
step failed in 1 image, and the OCR step failed in 6 images for a
total of 11 images out of 100 (this is shown in the last row of Table
5). Finally, the accuracy for recognizing the make of the vehicles
was 70.21% as given in the second row of Table 6 with an average
execution time of 0.0096 sec. However the actual make accuracy
was observed to be 86.84% as shown in the last row of Table 6. We
should note that images without valid logos and unclear logos were
manually excluded. Therefore, by excluding those images from the
make evaluation dataset, the above accuracy was recomputed.

Table 5: The experimental results of the proposed ANPR system

ANPR
Steps

Num. of
input
images

Num.
of suc-
cess
im-
ages

Num.
of fail
images

Accuracy

Average
execu-
tion
time

Step 2:
Vehicle
detection

100 100 0 100% 0.3394
sec

Step 3:
License
plate
detection

100 95 5 95% 3.6327
sec

Step 4:
License
plate veri-
fication

95 94 1 98.95% 3.5924
sec

Step 5:
License
plate type

94 94 0 100% 0.00089
sec

Step 6:
OCR 94 89 5 94.68% 0.4393

sec
ANPR
system
with all
Steps 2-6

100 89 11 89% 8.0047
sec

We have compared the proposed system with the following
ANPR systems: the ANPR system, which is available online at [24]
and the ANPR system proposed in [2] (our previous work). For
this comparison, we only used the 94 images out of the created
dataset for which the license plates were successfully detected and
verified as listed in Table 5. The result of this comparison is shown
in Table 7, which shows that the proposed system achieved the best
performance in terms of the recognition accuracy.
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Figure 19: Summary of the output of all the steps of the proposed ANPR system.

Table 6: The make recognition results of the proposed ANPR system

ANPR
Steps

Num. of in-
put images

Num.
of suc-
cess
im-
ages

Num.
of fail
images

Accuracy

Average
execu-
tion
time

Step 7:
Make
of the
vehicle

94 (Success-
fully detected
and verified
license plate
images)

66 28 70.21% 0.0096
sec

Step 7:
Make
of the
vehicle

76 (Same as
previous, but
excluding
the images
that have un-
clear/missing
logos)

66 10 86.84% 0.0096
sec

Table 7: Comparison results with other systems

ANPR Systems License Plate Recog-
nition Accuracy

https://www.anpronline.net/

demo.html
56%

SIFT-based ANPR system [2] 75%
Our proposed system 94.68%

5 Discussion
As it can be inferred from Table 5, some of the steps need to be opti-
mized either in terms of the average execution time or the accuracy
of detection and recognition. For example, the average execution
time of the license plate detection step was around 3.6327 sec and it

was the largest among the rest of the steps. This is caused by the
largest number of candidate segmented regions that were needed to
check the license plate for; Rectangularity measurement and aspect
ratio. Specifically, this is controlled by the number of the initialized
seeds which is equal to 256 = 16 × 16 uniformly spaced grid as
was shown in Figure 6. Despite that being said, it is important to
highlight that our average calculation time of the rectangularity mea-
surement per each candidate license plate part was better compared
to the work of [4], [5] as was shown in Table 1 with a detection
accuracy of 95%. Studying the factor of reducing the number of
initialized seeds to reduce the license plate detection time is planned
as a future work and how would that affect the detection accuracy.

Another observation from Table 5 is that the next highest average
execution time was the license plate verification step. We believe
that this is related to the way in which the verification process was
performed as large number of small sized binary segmented win-
dows were exhaustively compared against the binary templates of
the English and Arabic characters of the word Jordan. Moreover,
we carefully investigated the single failure case from this step, and it
turned out to be caused by the bad resolution cropped license plate.
The produced binary image of the cropped license plate is as shown
in Figure 20.

Additionally, based on the results obtained from the OCR step,
it was found that the main causes for the relatively low OCR recog-
nition rate are related to one or more of the following factors:

• The numbers on some of license plates were not so much clear
in the captured input images or may have bad illumination
conditions; such as the example shown in Figure 21.

• Some of the numbers have certain painting defects that cause
the OCR algorithm to not recognize them correctly such as
the example shown in Figure 22 for the number ‘6’.

www.astesj.com 707

https://www.anpronline.net/demo.html
https://www.anpronline.net/demo.html
http://www.astesj.com


K.M.A. Yousaf et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 699-709 (2020)

These kind of problems result in a bad segmentation of the plate
characters and thus bad input to the OCR algorithm. Therefore, bad
OCR recognition results.

Figure 20: The single case where the license plate verification step failed due to the
bad resolution of the cropped license plate; the English and Arabic words of Jordan
can not be found in the binary image.

Figure 21: A blurring problem in one of the numbers in the detected license plate
(number 6) that caused the OCR step to fail

Figure 22: A painting defect problem in one of the numbers in the detected license
plate (number 6) that caused the OCR step to fail

Moreover, the lowest recognition accuracy was for the step of
recognizing the vehicle’s make. This was due to the assumption
in localizing the logo of vehicle, which was assumed to always
be found in the upper regions above the license plate. We believe
that the main challenge was that the location of the logo above the
license plate is not indeed consistent among all the vehicles, espe-
cially the tested ones (there were too much variations). Therefore,

as was mentioned in Section 4 and after analyzing the captured
input images, it was found that there were several images without
any logo as can be seen in Figure 23, and in some of the images the
logo was not clear due to the bad illumination conditions or due to
the shadow effect as seen in Figure 24. It turned out that the number
of images in the created dataset that possess these kind of problems
was found to be 18. As a result of this observation and in order
to test the performance of the trained make recognition subsystem,
we excluded those 18 images from the make evaluation dataset (94
images). Consequently, the make recognition acucray was observed
to be 86.84% as was shown in last row of Table 6.

For the final cost of the proposed ANPR system in terms of the
hardware needed to run, it is clear that it only needs a computer
machine and a camera to capture input images of the vehicles. Thus,
considering the fact that cameras are now almost available every-
where (e.g., mobile phone cameras and surveillance cameras) and
that much of the processing needed can be done on the cloud, the
estimated cost of the proposed system could be as low as zero.

Figure 23: Four sample vehicle images, where the logo of vehicle that indicates its
make is missing

Figure 24: Two sample vehicle images, where there is bad illumination conditions
around the logo of each vehicle

Last but not least, although the proposed Jordanian ANPR sys-
tem in this paper was shown to provide very good recognition results,
however it may not work or produce correct results for all cases of
the input images. Indeed it needs to be further analyzed under bad
illumination conditions, blurriness in image, dirtiness or painting
or physical defects problems in the numbers and characters on the
license plate, and under the bad weather conditions (e.g., foggy and
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rainy conditions). About the speed performance of the proposed
system, it is important to emphasis that the estimated time usually
depends on the scene complexity of each input image, input image
resolution, and the underlying speed of the running machine.

6 Conclusions and Future Work
The paper proposes a fully automated license plate recognition sys-
tem targeting the Jordanian license plates as a case of study. The
proposed system uses and optimizes the calculation of the rectangu-
larity measurement to better identify the best license plate candidate
region, which is considered one of the main contributions of the pa-
per. The proposed Jordanian ANPR system was tested on a database
that consisted of 100 Jordanian vehicles and compared it to two
ANPR systems from the literature. Consequently, proposed system
achieves and reports the best performance among the compared
systems in terms of the OCR recognition rate, which was 94.68%.
We hope that the presented system will be adopted in the very near
future in Jordan.

The presented system still needs to be optimized in different
aspects as was discussed in Section 5, which is slated for future
work. For example, it is desirable to study the effect of the selected
number of seeds during the license plate detection step on license
plate detection accuracy and the average detection time. Addition-
ally, it is useful to analyze and further experiment the proposed
system under bad illumination and weather conditions, blurriness
in image, and under physical defects problems in the numbers and
characters of the license plate. Moreover, examining better methods
for recognizing the make of the vehicle and increasing the number
of trained classes for the recognition of other makes are another
area of future work.
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 Many recent studies on autonomous driving have focused on model-based control. A number 
of studies has addressed that simple models such as the Kinematic Bicycle Model are easier 
to design controls for autonomous driving systems. However, such a simple vehicle model 
has a weakness in that it is subject to modeling errors. This is because it does not take into 
account the nonlinear characteristics due to road conditions and driving conditions 
(environmental disturbances: road friction coefficient, large steering, acceleration, sideslip, 
etc.) Therefore, the purpose of this study is to identify vehicles with high accuracy and in 
real time, adapting to environmental disturbances. 
This study propose a vehicle model based on the Kinematic Bicycle Model. The nonlinear 
characteristics of the vehicle are represented by the deviation of the front wheel steering 
angle of the Kinematic Bicycle Model. This deviation is trained and estimated online using 
a three-layer Neural Network. In other words, the AI is adaptive learning of modeling errors 
caused by nonlinear characteristics of the vehicle. 
This paper presents an example of model-based control using model predictive control. 
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1. Introduction 

In recent years, study and development of autonomous driving 
has been conducted in the automobile industry, IT companies, and 
universities in each country. In study on autonomous driving, some 
autonomous driving systems that combine Artificial Intelligence 
(AI) and model-free control methods is proposed [1,2]. However, 
it is considered that such the autonomous driving system is difficult 
to obtain system stability and reliability in unknown environments. 
Therefore, fusion technology of AI technology and model-based 
control has gained much importance in study on autonomous 
driving [3,4]. Model-based control is a control method in which a 
control target is represented by a mathematical model and optimal 
control input is determined based on the model. Model-based 
control is widely used in various industries [5]. It has problem that 
the control performance cannot be exhibited when the model is 
different from the actual dynamics. Additionally, the more 
complex the controlled object, the more complex the model and 
the more the amount of calculation. There is a limit to the number 
of computing units that can be equipped in an autonomous vehicle. 
Therefore, the model used for autonomous driving is required to 
be a simple model with less calculation amount. This paper 

proposes a simple and highly accurate method for vehicle 
identification (partially published in [6]). 

Several studies agree that simple models, such as Kinematic 
Bicycle Model [7] and linear single-track model [8], are easier to 
design controllers for autonomous driving systems [9,10]. These 
vehicle models do not include nonlinear characteristics due to road 
conditions and driving conditions (environmental disturbances: 
road friction coefficient, large steering, acceleration, sideslip, etc.). 
Hence, the accuracy may be deteriorated due to a modeling error 
between the actual vehicle and the vehicle model. In order to 
consider the nonlinear characteristics of the vehicle, vehicle 
models that includes model equations such as tires and suspensions 
in the vehicle model has also been proposed [11,12]. However, 
since these vehicle models include multiple models expressions in 
the vehicle model, the structure of the vehicle model is 
complicated. It is inferred that if these are used in an autonomous 
driving system, it may impose calculated load on the computing 
unit and impair the real-time performance of the system. In other 
words, it is important for the vehicle model used for autonomous 
driving controllers to accurately model the vehicle in real time, 
even if there are environmental disturbances. This paper proposes 
a vehicle model based on the Kinematic Bicycle Model [7] in order 
to represent vehicle behavior simply and with high accuracy. The 
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Kinematic Bicycle Model does not include nonlinear 
characteristics due to acceleration and deceleration or large 
steering, etc. Therefore, an error may occur between the actual 
gravity center position of the vehicle and the gravity center 
position calculated by the vehicle model. The behavior of the 
actual vehicle and the behavior calculated by the model are 
different due to the position error of the center of gravity, and the 
modeling error becomes large. Therefore, this method considers 
the vehicle model in which the center of gravity is fixed at the 
center of the wheelbase of the Kinematic Bicycle Model and the 
modeling error is expressed by the deviation of the front wheel 
steering angle. In addition, this study uses Neural Network to 
adaptively identify vehicle model by training and estimating the 
deviation. This paper verifies the usefulness of the proposed 
method through simulation experiments using vehicle motion 
analysis software (CarSim: Virtual Mechanics). In this study, 
simulations were performed in situations closer to actual driving 
conditions than in [6] (Section 4). Since this method models the 
vehicle while determining the control input in real time, it does not 
exist as a modeling technology alone and must be combined with 
model-based control. This paper shows an example using Model 
Predictive Control (MPC) as an example of model-based control 
to show the usefulness of the method. The method requires 
accurate location information acquisition. Since it is expected that 
the measurement accuracy will improve with the development of 
GNSS (Global Navigation Satellite System) in the future, the 
simulation is performed assuming that accurate position 
information can be obtained.  

In summary, there are two aspects of the proposed approach 
that are particularly unique. The first is that the structure of the 
model is simple and easy to identify. In conventional models, 
several parameters must be identified in advance, but only one 
parameter is required in this study in advance. This means that the 
controller design of autonomous driving could be simplified by 
relieving the task of examining cornering stiffness and tire 
parameters in advance. Second, by focusing on the coordinates of 
the center of gravity, the approach can analyze the entire vehicle 
as nonlinear motion. Online learning may be able to respond to 
changes in vehicle mass (due to the number of passengers and 
loads) and road surface. It is notable that the method is robust to 
environmental disturbances and easy to identify. 

This paper sets up the issue in Section 2. Section 2.1 introduces 
the conventional method and Section 2.2 describes our proposed 
identification method in detail. This paper also presents and 
discuss the simulation results in Sections 3 and 4. Section 3 mainly 
considers the effects of acceleration, deceleration and steering on 
the vehicle's nonlinear characteristics, while Section 4 considers 
the situation with road surface changes. And Section 5 concludes 
this paper. 

 
Figure 1: Kinematic Bicycle Model on the XY coordinate 

2. Statements of The Issue 

This section will set the issue for the proposed method. 
Section 2.1 introduces simple two-wheel models and accurate 
nonlinear models to clarify the problem. Section 2.2 details the 
proposed method for solving the problem. 

2.1. Conventional study of vehicle models 
2.1.1. Two-wheel model with simple structure 

Typical vehicle models used for model-based control include 
simple two-wheeled models such as the Kinematic Bicycle Model 
[7] and linear single-track model [8]. These vehicle models are 
based on the assumption that the state quantities are observed 
instantaneously, and some conditions (e.g. constant speed, left and 
right tire characteristics are equal, roll and pitching motions are 
ignored) are set to represent vehicle dynamics in a simplified way. 
These vehicle models have simple structure, and thus the turning 
radius can be easily calculated. Therefore, they can be easily 
introduced to the controller design of autonomous driving systems. 
However, these do not take into account various nonlinear 
characteristics due to environmental disturbances (road friction 
coefficient, large steering, acceleration, etc.), which can cause 
modeling errors between the actual vehicle and vehicle models. 
This paper uses the Kinematic Bicycle Model as an example of the 
simple two-wheel model to test its accuracy. The model diagram 
of the Kinematic Bicycle Model is shown in Figure 1. Equations 
(1-4) show the model equations of the vehicle model. The velocity 
𝑣𝑣[𝑘𝑘 − 1](m/s) and the front wheel steering angle 𝛿𝛿[𝑘𝑘 − 1](rad) 
are inputs, and the center of gravity coordinates of the vehicle 
model (𝑥𝑥�[𝑘𝑘]，𝑦𝑦�[𝑘𝑘]), the direction of the vehicle model 𝜓𝜓�[𝑘𝑘 −
1](rad), and the sideslip angle around the center of gravity �̂�𝛽[𝑘𝑘 −
1](rad) are outputs. (𝑥𝑥[𝑘𝑘 − 1],𝑦𝑦[𝑘𝑘 − 1]) is the coordinates of the 
center of gravity observed one step ago. 

𝑥𝑥�[𝑘𝑘] =  𝑥𝑥[𝑘𝑘 − 1] +  𝑣𝑣[𝑘𝑘 − 1]𝛥𝛥𝛥𝛥
∙ cos�𝜓𝜓�[𝑘𝑘 − 1] + �̂�𝛽[𝑘𝑘 − 1]� 

(1) 

𝑦𝑦�[𝑘𝑘]  = 𝑦𝑦[𝑘𝑘 − 1] +  𝑣𝑣[𝑘𝑘 − 1]𝛥𝛥𝛥𝛥
∙ sin�𝜓𝜓�[𝑘𝑘 − 1] + �̂�𝛽[𝑘𝑘 − 1]� 

(2) 

𝜓𝜓�[𝑘𝑘 − 1] =  𝜓𝜓�[𝑘𝑘 − 2] +
 𝑣𝑣[𝑘𝑘 − 2]𝛥𝛥𝛥𝛥

𝑙𝑙𝑟𝑟
sin �̂�𝛽[𝑘𝑘 − 2] (3) 

�̂�𝛽[𝑘𝑘 − 1]＝ tan−1 �
𝑙𝑙𝑟𝑟

𝑙𝑙𝑓𝑓 + 𝑙𝑙𝑟𝑟
tan 𝛿𝛿[𝑘𝑘 − 1]� (4) 

here 𝑘𝑘 is the current time, 𝛥𝛥𝛥𝛥 is the sampling time, 𝑙𝑙𝑓𝑓(𝑟𝑟)(m) are the 
distance from the front (rear) wheel axle to the center of gravity, 
and 𝐿𝐿(m) is the wheel base. 

The trajectory of the vehicle model without these nonlinear 
characteristics (Figure 1) is confirmed. In this case, experiments 
and verifications should be performed using actual vehicles, but 
verifications are performed by simulation experiments that are 
easy to analyze and verify and that can accurately acquire the 
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vehicle state. Specifically, this study used the Driving Simulator in 
Figure 2. The Driving Simulator is a Windows PC with a vehicle 
motion numerical analysis software (CarSim) and a game handle 
device (Logitech) connected. The PC used in the simulation are as 
follows: Windows10 64bit, CPU: Intel(R) Core(TM) i7-9700 CPU 
@ 3.00GHz, and installed memory (RAM):8GB. 

 
Figure 2: Driving Simulator 

A simulation course [Slalom] was created on CarSim as shown 
in Figure 3. The driver drove this course between two pylons lined 
up in the course, gradually increasing the velocity as shown in 
Figure 5. The running trajectory at that time is the solid line in 
Figure 4 (Vehicle’s running trajectory). The velocity 𝑣𝑣 obtained as 
the vehicle data at that time is shown in Figure 5, and the front 
wheel steering angle 𝛿𝛿 is shown in Figure 6. The velocity 𝑣𝑣 and 
the front wheel steering angle 𝛿𝛿 are input to the vehicle model (1-
4) and the running trajectory is calculated as shown by the broken 
line in Figure 4 (Equation of Vehicle Model). Figure 7 shows the 
position error between the observed trajectory  (𝑥𝑥,𝑦𝑦)  and the 
trajectory calculated by the vehicle model (𝑥𝑥�,𝑦𝑦�). From Figure 4 
and Figure 7, there is a maximum position error of about 0.15m in 
the running trajectory of the actual vehicle and the running 
trajectory calculated using the vehicle model of (1-4). This is 
thought to be due to the nonlinear characteristics (tire deformation, 
expansion and contraction of suspension, etc.) caused by 
acceleration, deceleration and steering during running. It is 
consider that the front wheel steering angle 𝛿𝛿  and the vehicle 
traveling direction do not match due to the influence of the 
nonlinear characteristic. This deviation affects the modeling error. 
In addition, this simulation is based on the assumption of asphalt 
surface. If it is snow or ice road, the deviation increases further. 
This is because the effect of the road surface is not taken into 
account in this model. 

 

Figure 3: Simulation course［Slalom］ 

 

Figure 4: Driving trajectory 

 
Figure 5: Velocity 𝑣𝑣 

 
Figure 6: Front wheel steering angle 𝛿𝛿 

 
Figure 7: Position error 

2.1.2. Example of non-linear vehicle models that accurately 
represents vehicle behavior 

 As shown in 2.1.1, simplifying the vehicle behavior may 
increase the modeling error. Hence, there are several conventional 
studies that use nonlinear vehicle models to represent the nonlinear 
motion of vehicles in detail. In literature [13], an autonomous 
driving system combined with a nonlinear vehicle model and MPC 
is proposed. The nonlinear model is a combination of two-wheel 
model and nonlinear tire model. This literature shows good results 
even on compacted snow surface with a low coefficient of friction. 
In this literature, two tire models were prepared beforehand, one 
for asphalt and the other for compacted snow, and were tested on 
each surface. In other words, the experiment is based on the 
assumption that the road friction coefficient is known. This means 
that the road friction coefficient, which changes from time to time, 
must be known.  

To solve these problems, a combination of adaptive Model 
Predictive Control and tire-stiffness estimator [14] has been 
proposed [15]. This method estimates the tire stiffness from the 
tire-stiffness estimator. It is able to estimate tire stiffness in 
situations where the road surface changes and select the optimal 
road friction coefficient and tire parameters. However, the 
relationship between the chosen parameters and tire stiffness must 
be known. In order to find out the relationship between the two, it 
is necessary to conduct field tests or using a testbench beforehand, 
which may change depending on the degree of tire wear and other 
factors such as ageing. In addition, these literatures focused only 
on tire nonlinearity and did not mention nonlinear vehicle motion 
due to changes in vehicle mass (due to the number of passengers 
and loads.), suspension, body stiffness and other effects. These 
nonlinear motions can also lead to modeling errors. This paper 
proposes a vehicle model for online learning of nonlinear 
characteristics of the vehicle by focusing on the change of the 
vehicle's center of gravity position. By focusing on the change of 
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the center of gravity, it is possible to model not only the tires but 
also the nonlinear characteristics of the entire vehicle. 
Furthermore, online learning eliminates the hassle of pre-testing 
and allows you to deal with disturbances such as vehicle mass that 
change with each drive 

2.2. Vehicle Model to Estimate Modeling Error 

As described in Section 2.1.1, due to the nonlinear 
characteristics of automobiles, deviation occurs between the front 
wheel steering angle 𝛿𝛿  and the actual running direction of the 
vehicle. The actual direction of travel of the vehicle is defined as 
the front tire steering angle �̂�𝛿. Here, the front wheel tire steering 
angle �̂�𝛿 is an angle that includes nonlinear characteristics due to 
environmental disturbances and vehicle dynamics. The front wheel 
steering angle 𝛿𝛿 is the angle that the front wheels are facing, which 
can be calculated by the steering wheel angle 𝛿𝛿𝑆𝑆𝑆𝑆 . In order to 
accurately represent the behavior of the vehicle, it is necessary to 
include in the vehicle model the deviation between the direction 
the front wheels are facing and the direction the vehicle is actually 
going, in other words, the deviation between the front wheel 
steering angle 𝛿𝛿 and the front wheel tire steering angle �̂�𝛿. However, 
it is difficult to directly observe and theoretically obtain the 
deviation. Therefore, this deviation is named the modeling error 𝛼𝛼� 
and is defined as the front tire steering angle �̂�𝛿 as (5). 

�̂�𝛿[𝑘𝑘 − 1] ＝ 𝛿𝛿[𝑘𝑘 − 1] + 𝛼𝛼�[𝑘𝑘 − 1] (5) 

�̂�𝛽[𝑘𝑘 − 1]＝ tan−1 �
𝑙𝑙𝑟𝑟

𝑙𝑙𝑓𝑓 + 𝑙𝑙𝑟𝑟
tan �̂�𝛿[𝑘𝑘 − 1]� (6) 

Since the front wheel tire steering angle �̂�𝛿  is defined as the 
actual direction in which the vehicle is traveling, (4) is modified as 
in (6). In other words, our proposed vehicle model is (1-3,5,6). The 
vehicle model is as shown in the Figure 8. The vehicle model needs 
to identify the distance from the front (rear) wheel axle to the 
center of gravity 𝑙𝑙𝑓𝑓(𝑟𝑟) . The position of the vehicle's center of 
gravity changes from moment to moment during driving. This is 
because acceleration, deceleration and large steering causes 
nonlinear motion in the vehicle, including the tires and suspensions. 
It is difficult to determine the exact position of the vehicle's center 
of gravity. Therefore, in this study, the position of the center of 
gravity of the vehicle is fixed at the center of the wheelbase 
(𝑙𝑙𝑓𝑓(𝑟𝑟) = 𝐿𝐿/2), and the identification error of the center of gravity 
position is corrected by 𝛼𝛼�. 

 
Figure 8: Vehicle model including modeling error 𝛼𝛼� 

Here, a method for estimating the modeling error 𝛼𝛼�  is 
described. Since the modeling error 𝛼𝛼�  is the parameter 

representing nonlinear motion due to acceleration and 
deceleration, steering, and road surface changes, it has nonlinearity 
and is expected to change from moment to moment. Therefore, this 
study proposes the method for estimating the model error 𝛼𝛼� in real 
time while deriving the control input by model-based control. 

This paper considers the system that uses MPC to derive the 
front wheel steering angle 𝛿𝛿 and velocity 𝑣𝑣 that are control inputs. 
MPC is a control law that derives the optimal control input while 
predicting its future behavior using a predictive model 
representing the dynamics of a control object. MPC solves an 
open-loop optimal control problem from the current time to finite 
horizon for each control period. MPC is an attractive method for 
controlling autonomous vehicles because it can consider the 
dynamics and constraints of the controlled object and the ability to 
adapt to driving scenarios [16-18]. Figure 9 shows the system 
configuration.  

 
Figure 9: Block diagram of the proposed system 

This system uses a Neural Network to train online the 
nonlinear characteristics of a vehicle that cannot be considered in 
the vehicle model. The trained Neural Network is used to control 
the vehicle while estimating the unknown parameters of the 
vehicle model. Figure 10 shows the flowchart of this system. 

 
Figure 10: Flowchart of the adaptive identification method for vehicle 
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The control goal of MPC is to derive the control input that 
matches the output with the target trajectory. The control objective 
is to derive the control input (𝛿𝛿[𝑘𝑘] and 𝑣𝑣[𝑘𝑘]) that matches the 
output (𝑥𝑥[𝑘𝑘 + 1]，𝑦𝑦[𝑘𝑘 + 1])  with the target trajectory (𝑥𝑥𝑟𝑟[𝑘𝑘 +
1],𝑦𝑦𝑟𝑟[𝑘𝑘 + 1]). This system derives control inputs that minimize 
the cost function (7). 

𝐽𝐽�𝜹𝜹(𝑘𝑘),𝒗𝒗(𝑘𝑘)� = �[(𝑥𝑥�[𝑘𝑘 + 𝑖𝑖] − 𝑥𝑥𝑟𝑟[𝑘𝑘 + 𝑖𝑖])2
𝐻𝐻

𝑖𝑖=1
+ (𝑦𝑦�[𝑘𝑘 + 𝑖𝑖] − 𝑦𝑦𝑟𝑟[𝑘𝑘 + 𝑖𝑖])2] 

(7) 

𝐻𝐻 is the prediction horizon. The prediction model (Vehicle Model 
and Neural Network in the Figure 9) predicts the vehicle trajectory 
(𝑥𝑥�[𝑘𝑘 + 𝑖𝑖]，𝑦𝑦�[𝑘𝑘 + 𝑖𝑖]), 1 ≤ 𝑖𝑖 ≤ 𝐻𝐻. Since the trajectory depends on 
the future input, the input sequence  𝑣𝑣[𝑘𝑘 + 𝑖𝑖], 𝛿𝛿[𝑘𝑘 + 𝑖𝑖], 0 ≤ 𝑖𝑖 ≤
𝐻𝐻 − 1  are derived so that the predicted trajectory (𝑥𝑥�[𝑘𝑘 + 𝑖𝑖]，
𝑦𝑦�[𝑘𝑘 + 𝑖𝑖]), 1 ≤ 𝑖𝑖 ≤ 𝐻𝐻  approaches the target trajectory (𝑥𝑥𝑟𝑟[𝑘𝑘 +
𝑖𝑖],𝑦𝑦𝑟𝑟[𝑘𝑘 + 𝑖𝑖]), 1 ≤ 𝑖𝑖 ≤ 𝐻𝐻 of the obtained input sequence, only the 
first 𝑣𝑣[𝑘𝑘], 𝛿𝛿[𝑘𝑘] are used as the actual inputs. 

From here, the Neural Network that trains and estimates the 
modeling error 𝛼𝛼� is described. From Figure 4 to Figure 6, it can be 
confirmed that the position error (modeling error) increases as the 
velocity 𝑣𝑣 increases and the front wheel steering angle 𝛿𝛿 increases. 
In other words, the position error is considered to depend on the 
velocity 𝑣𝑣  and the front wheel steering angle 𝛿𝛿 . The parameter 
required to correct this position error is the modeling error 𝛼𝛼�. This 
modeling error 𝛼𝛼� is considered to include nonlinearity. This study 
uses a 3-layer Neural Network with 2 inputs and 1 output for 
estimation. This is because the nonlinear system is modeled with 
high accuracy and the load on the computer memory is reduced as 
much as possible. The relationship between the input and output of 
the Neural Network is shown in (8-10). In this paper, 𝐼𝐼1 and 𝐼𝐼2 are 
inputs, 𝑐𝑐1-𝑐𝑐4 are thresholds, and 𝑤𝑤1 and 𝑤𝑤2 are weighting factors. 
The input value of the hidden layers are 𝑠𝑠1-𝑠𝑠4, and the sigmoid 
function is used for the output value ℎ1-ℎ4 of the hidden layers. 
Akaike's Information Criterion (AIC) is used to determine the 
number of hidden layers. The input 𝐼𝐼 is the front wheel steering 
angle 𝛿𝛿  and the velocity 𝑣𝑣 , and the output 𝑂𝑂  represents the 
modeling error 𝛼𝛼�.  

𝑠𝑠𝑖𝑖[𝑘𝑘′ − 1] = �𝑤𝑤1𝑗𝑗𝑖𝑖  [𝑘𝑘′ − 1]・𝐼𝐼𝑗𝑗[𝑘𝑘′ − 1]
2

𝑗𝑗=1
+ 𝑐𝑐𝑖𝑖[𝑘𝑘′ − 1] 

(8) 

ℎ𝑖𝑖[𝑘𝑘′ − 1] =
1

1 + exp (−𝑠𝑠𝑖𝑖[𝑘𝑘′ − 1])
 (9) 

𝛼𝛼�[𝑘𝑘′ − 1] = �𝑤𝑤2𝑖𝑖1[𝑘𝑘′ − 1]・ℎ𝑖𝑖[𝑘𝑘′ − 1]
4

𝑖𝑖=1

 (10) 

 The observed values of the position coordinates are given to 
the Neural Network as instruction signal, and online training is 
performed so as to minimize the cost function (11).  

𝐼𝐼＝ � {(𝑥𝑥�[𝑘𝑘′] − 𝑥𝑥[𝑘𝑘′])2 + (𝑦𝑦�[𝑘𝑘′] − 𝑦𝑦[𝑘𝑘′])2}
𝑘𝑘

𝑘𝑘′=𝑘𝑘−𝑆𝑆

 (11) 

(𝑥𝑥�,𝑦𝑦�) represents the position coordinates of the vehicle model, and 
(𝑥𝑥, 𝑦𝑦) represents the position coordinates of the actual vehicle. 𝑊𝑊 
represents the window width. This neural network is trained so that 
the position coordinates of the vehicle model (𝑥𝑥�[𝑘𝑘′],𝑦𝑦�[𝑘𝑘′]) from 
𝑘𝑘  to 𝑊𝑊  match the position coordinates of the actual vehicle 
(𝑥𝑥[𝑘𝑘′],𝑦𝑦[𝑘𝑘′]). Altogether, the parameter 𝛼𝛼�, which represents the 
nonlinear properties, is estimated from the position coordinates. 

     By training and estimating the modeling error due to the 
nonlinear characteristics online, the behavior of the vehicle can be 
accurately represented in situations such as acceleration and 
deceleration, large steering and road surface changes. Because the 
vehicle is identified in real time, it may be able to respond to 
changes in vehicle weight, such as changes in the number of 
passengers. Furthermore, our identification method only uses the 
wheelbase 𝐿𝐿 as the setting parameter of vehicle model. This means 
that different types of vehicles can be identified by only changing 
the wheelbase 𝐿𝐿. Conventional vehicle models have set parameters 
(e.g., cornering stiffness, vehicle mass, etc.), which vary for each 
vehicle. The key feature of this method is that there is only one 
configuration parameter. 

3. Simulation of Fixed Road Surface 

In this section, a simulation comparing the Kinematic Bicycle 
Model (1-4) with the proposed model (1-3,5,6) is described. As in 
Section 2, the simulation was performed using CarSim installed in 
the Driving Simulator. It verified whether the center of gravity 
coordinates of the proposed vehicle model (𝑥𝑥�, 𝑦𝑦�)  matches the 
center of gravity coordinates of the actual vehicle (𝑥𝑥,𝑦𝑦) .The 
Kinematics Bicycle Model (1-4) and the proposed vehicle model  
(1-3,5,6) were given the velocity 𝑣𝑣 and front wheel steering angle 
𝛿𝛿  as inputs, and the trajectory was calculated. The accuracy is 
checked by comparing the calculated trajectory with the actual 
vehicle trajectory. The input data and the actual vehicle trajectory 
are obtained by driving the simulation course shown in Figure 3, 
which was created in the Driving Simulator (Figure 2) as a driving 
course with acceleration, deceleration, and steering. This study 
assumes that the 27 degree of freedom vehicle model in CarSim is 
the actual vehicle. This simulation assumes a dry asphalt surface 
(surface friction coefficient 𝜇𝜇 ＝ 0.85) and drive a B-Class 
hatchback vehicle (Figure 12).  

The driver repeatedly accelerated and decelerated between 
the two pylons in the course [Slalom] shown in Figure 3. Figure 
13 and Figure 14 show the 𝑣𝑣 and 𝛿𝛿.The solid line in Figure 15 
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shows the running trajectory. In this paper, the trajectory is used 
as the actual vehicle trajectory. The dashed lines in Figure 15 
show the trajectory when the velocity 𝑣𝑣 ( Figure 13) and the front 
wheel steering angle 𝛿𝛿  (Figure14) were given as inputs to the 
proposed model. The front wheel tire steering angle �̂�𝛿 is shown in 
Figure 16. The calculated position error between the calculated 
trajectory and the actual vehicle trajectory is shown in Figure 17 
and the estimated modeling error 𝛼𝛼�  is shown in Figure 18. As 
shown in Figure 17, the maximum positional error is 0.05m, 
which is considered to be within the practical range.  

 

Figure 12: B-Class hatchback vehicle in CarSim 

 
Figure 13: Velocity 𝑣𝑣 （ input（  

 
Figure 14: Front wheel steering angle 𝛿𝛿 （ input（  

 
Figure 15: Driving trajectory［Slalom］ 

 
Figure 16: Front wheel steering angle 𝛿𝛿 and front wheel tire steering angle �̂�𝛿 

 
Figure 17: Position error  

 
Figure 18: Modeling error 𝛼𝛼� 

The results show that the behavior of the vehicle can be 
identified with high accuracy. This means that the proposed model 
(1-3,5,6) can contribute to the controller design of autonomous 
driving systems using model-based control. However, at this stage, 
this study has only validated a single driver driving a B-Class 
hatchback in CarSim several times around the track in a 
simulation experiment and have obtained good results. In order to 
prove the effectiveness of the proposed method, it is necessary to 
conduct similar tests on various courses and vehicle models, and 
this is a subject for future study. 

4. Simulation of Road Surface Change 

This section presents additional examples of situations that 
more closely resemble actual driving situations in order to verify 
the usefulness of the proposed model. As in Section 3, the 
experiments were conducted using the Driving Simulator shown 
in Figure 2. The course used is shown in Figure 19. This course 
was designed to simulate a mirror burn. Mirror burn is a 
phenomenon in which the surface of the road is polished by the 
traffic and becomes very slippery at a part of the intersection. This 
course was driven by the vehicle (B-class hatchback) in CarSim. 
This course is designed to have surface friction coefficient μ=0.2 
at the center of the intersection and μ=0.5 outside the center of the 
intersection. This simulation assumes driving on the left side of 
the road because it is based on Japanese roads. The trajectory of 
the vehicle on this course is treated as the center of gravity 
coordinates of the actual vehicle(𝑥𝑥, 𝑦𝑦) . In addition to vehicle 
dynamics, this simulation allows us to verify whether the vehicle 
can adapt to changing road conditions. The trajectory of the 
vehicle (𝑥𝑥[𝑘𝑘]，𝑦𝑦[𝑘𝑘]) while driving on the course is shown by the 
solid line in Figure 22. The dotted lines in Figure 20 to Figure 25 
indicate the boundary of the surface friction coefficient. Figure 20 
and Figure 21 show the 𝑣𝑣 and 𝛿𝛿.The solid line in Figure 22 shows 
the running trajectory. In this paper, the trajectory is used as the 
actual vehicle trajectory. The dashed lines in Figure 22 show the 
trajectory when the 𝑣𝑣 (Figure 20) and 𝛿𝛿 (Figure 21) were given as 
inputs to the proposed model. The front wheel tire steering angle 
�̂�𝛿 is shown in Figure 23. The calculated position error between the 
calculated trajectory and the actual vehicle trajectory is shown in 
Figure 24 and the estimated modeling error 𝛼𝛼� is shown in Figure 
25. As shown in Figure 24, the maximum positional error is 0.01m, 
which indicates that the proposed model is able to adapt to the 
changes in the road surface. 
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Figure 19: Simulation course ［Mirror Burn］ 

 
Figure 20: Velocity 𝑣𝑣 （Input） 

 
Figure 21: Front wheel steering angle 𝛿𝛿 （ Input（  

 
Figure 22: Vehicle’s driving trajectory ［Mirror Burn］ 

 
Figure 23: Front wheel steering angle 𝛿𝛿 and front wheel tire steering angle �̂�𝛿 

 
Figure 24: Position Error 

 
Figure 25: Modeling Error 𝛼𝛼� 

5. Conclusion 

The purpose of this paper is to identify an autonomous vehicle 
with high accuracy in real time. This paper proposed a simple 
vehicle model that represents the error in the center of gravity 
between the actual vehicle and the vehicle model as the deviation 
𝛼𝛼� of the front wheel steering angle. This paper also proposed the 
method to estimate the 𝛼𝛼� in real time using neural network, and 
simulation experiments using CarSim showed the usefulness of 
the method in situations that require acceleration and deceleration, 
large steering, and road surface changes. The authors emphasize 
that the method can represent the nonlinear characteristics of the 
vehicle as it is learning online and that the only parameter to be 
identified in advance is the wheelbase. In other words, this study 
can eliminate the process of identifying multiple parameters 
beforehand and contribute to the design of control controllers that 
is robust to ever-changing environmental disturbances. 
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 This paper presents the results of the research conducted with the help of cognitive 
cybernetics about the “mass” factor from the theory of totalitarianism. According to the 
expert system model, “big data” analysis sought to discover knowledge for assessing the 
future status of digital social connectivity. Originally developed models and methods of 
cognitive and computer research and processing of “eminent text” with the help of 
“convolution” from the theoretical background of many works about the past 
totalitarianism, recognize the same characteristics of emerging globalitarianism. Using 
search correlation, algorithms have confirmed a suspicion that intelligent interactive 
technologies impact the changes of the human psychophysical structure, through the digital 
social network of globalitarianism. Applying new intelligent interactive technologies 
without being familiar with their deeper impact, could plausibly make people accept them 
as part of themselves. People’s digital obsession with the internet in a “global village”, is 
increasingly similar to blind obedience, of the sympathizers and followers, gathered around 
past totalitarianism’s grand leaders. There is a visible correlation between such 
technological-integration engagement, and the loss of social intelligence, leading to a 
conclusion that the future interactions between people and intelligent technologies will turn 
the history into the implosion of current events. History today is already pretty accelerated, 
due to its own mass digital integration and interaction, turning it into an illusion. There is 
a danger that globalitarianism, as an elusive end of the history, will escape cyclical times, 
due to unavoidable repetitiveness. 
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1. Introduction 

According to the above-mentioned sample literature, Žarko 
Paić's book: “The talk about totalitarianism can never be neutral 
nor objective, like talking about something that forever belongs to 
the distant past. Man in his historical being is a creature of the 
existential sense of responsibility and also has his endless 
mission. What’s left, in the end, is a radical settling of accounts 
with the possibilities that the past as a traumatic event constantly 
defines our future with a sense of guilt and responsibility. By 
taking over the legacy of the past something much bigger than just 
an unconditional ethical obligation is also taken along. This is the 
last lesson in which this world is becoming a place for searching 
the truth without fear of the consequences. And that's the only 
thing that makes sense. And therefore is the hardest.” 

Based on the principles of cognitive cybernetics, searching 
for truth could start by creating a system of history placed in time-
space, in which from today's perception humans’ integral actions 
are used for the purpose of technology. The first step for that 
system is to define time and its thinking models, and later to begin 
with cybernetic observation. Hannah Arendt, in her book 
(selected sample literature…), points out how being a human and 
being free, (the event of liberty- lat. constitutio libertatis), is the 
one and the same thing. A human being is the only creature in the 
world capable of initializing an action which could trigger a 
change characterized by unpredictability, uniqueness, and 
singularity of its activity.  

In globalitarianism, these characteristics are lost, and as such, 
in this world of actions, are inevitably and unnecessarily subsided 
into the transformation of the events into the life itself. Through 
globalization, a man is brought into a state presented to him as a 
limit of his existence, and while venturing into modern technology 
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projects, and without the ability to think for himself, he doesn’t 
even realize he is not free. In this digital sociability, people could 
become followers of an unknown leader, who gains their 
obedience due to being unnoticeably lured. Revealing a lack of 
freedom is managed by the help of cognitivistic and cybernetic 
interoperability, in processing thematic contents. 

2. Historical activities 

From the Cybernetics point of view, history as a system of 
actions aspires towards a contingency of events, which in 
historical aspect means that it strives towards stability. 
Civilization as a system, when it is coming closer to a perfect 
operationalization, is on the brink of its breakdown. Observing 
history in space as a real factor in which it is happening, and in 
time as an abstract factor, an event happening in running time 
finds itself in a void between history and future, presenting a 
mindboggling reality that new information is already outdated. 
Sensory experience in space/time within which it “instantly 
happens”, as a “situational psychology” in “position grouping”, 
“is the essence of sustainability in the encounter as a 
constellation” [1-4]. 

The effect of today’s intelligent technology is so strong that 
the continuity of today’s historical era is becoming inhumane 
machinery. Authors of the selected representative writings [5-6], 
on historical example of totalitarianism, point out that a man 
through right activities can take control of what is not allowed and 
what is needed to be done. The criteria for doing good are 
selflessness and thoughtfulness which could produce positive 
indications in behavior towards others. Common sense is not 
common to everybody, but it helps people to fit into a community 
and allows them to communicate in situations expressed by 
senses. Common sense judgments are community judgments, 
where the sound mind is the only sense capable to act. Capability 
and possibility of human (no)actions are disclosed in this paper 
by cognitive cybernetics, as something past and terrible 
(totalitarianism), but also as potentially dangerous still to come 
(globalitarianism). Figure 1. 

 
Figure 1: Space history of the system with cognitive cybernetics feedback and 

efficiency of human and intelligent technologies 

For a human activity, which could be mental or physical, one 
needs a will which must be free and reasonable, otherwise, it 
wouldn’t exist. Free will behaviour is able to identify itself with a 
command, but also with predictable unpleasant feelings of force 
and self-deception. With a lack of will, self-deception stops 
surpassing the feelings, in order to achieve a command. Therefore 

while searching for answers about history’s time, it would be 
useful to search for them in its historical experiences but also in 
predictions of its future. 

It is noticed that history’s time is slowed down by 
indifference and amazement and those are the exact parameters of 
the historical activity that the cognitive cybernetics which also 
confirms its importance in globalitarism, and which has been 
precisely discussed in the literature [7-8]. 

2.1. Time 

Based on a philosophical perception of historical experience, 
(Fink, Gadamer, Paić, Wilber, Husserle,…), time (lat. tempus) 
stands for a way and a flow. According to Plato, it is a motion 
picture of eternity, and a factor of all changes in the world, and 
every change happens suddenly (gr.εξαφνικότητα ) when one 
form transforms into another. The link between time and 
unexpectedness is amazement, which for an instant turns into an 
ecstasy, represented in the word “now”. If time is authentic, then 
it gets a sense of being, from its truth in the original time and 
belongs to the topology of the being. Historical time makes sense 
in narrating factual events, while primal or original time, i.e. 
prehistoric (gr.- αρχικά), is lost as soon as it is brought down to a 
level of “just now”. A paradox of time as repetition is a pseudo 
synthesis of the past and the future, like “eternal occurrence” of 
the exact same thing that is presumably objective necessity for 
freedom of actions. The chronological sense of time calculated by 
a clock is a measurement for living a human life. The time 
paradox is the objective time in a technical sense, which is eternal 
present and eternal future, and infinity and eternity. Generally, 
time’s metaphysical structure is an everyday life present in 
relation to the time essence, and zone of infinity and temporality, 
as well as a linear cyclical flow of events as existence. Time’s 
psychological structure raises the “self” from the abyss to the 
highest spheres of being and existence, in the form of life’s 
creative potential [9-11]. 

Time as a meeting event and a mediation medium occur in 
possessive attitude towards things, and as temporality, it is an 
original, existential, hermeneutic phenomenon of engagement in 
the reconstruction of fundamental issues of time and being. Time 
as an abyss of freedom is not astronomical nor calendar, because 
it is unlimited in a sense that even now is a limitless line of dots. 
Time understood as an ability to act in a certain date in time, 
marked using time measurements based on important world’s 
events, is stretched between carefully securing a passing of the 
present while awaiting a transformation of the past, which is far 
from a simple flow of equal time segments. That is the future that 
under no circumstances should bet the destruction of history. 
Time must not be a moment of anything but freedom, to act based 
on non-exclusivity, discovery, and validation, which are 
foundations for cybernetic observation and realization, bringing 
us to a conclusion that time must not ever become virtual [12]. 

2.2. Cognitive cybernetics 

Cognitive cybernetics is a new scientific discipline based on 
foundation of cognitive sciences and cognition as a human mental 
potential, that connects cybernetic understanding of everything as 
a system (technical, social, natural…), with the new intelligent 
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technologies that by cognition of interactions could point out to 
captologic anthropomorphosis of present-day human [13-15]. 

Based on available sources of information, today’s science is 
becoming more and more empirical science about a man and 
everything that could become his personal technical experience 
achieved through new technologies. With its help, a human is 
placed in the world that adequately processes multiple 
productions. All that is accomplished everywhere based on and in 
the interest of scientific development of certain human capacity 
determined and lead by new cybernetics [16-18]. It determines a 
human as a social-working being and it is a theory that covers the 
possibility of planning and organizing human work. The language 
of cybernetics is transformed into a news exchange medium by 
which the whole world and a human’s place in it, is determined 
and controlled. It is important to respond cognitively because only 
human engagement which must be thoughtful (thought, will, 
reasoning - cognition as human energy) and productive (working, 
producing and acting), can ensure the effect of unbiassed power 
of freedom. Based on that, two terms introduced from the 
totalitarianism, represent a foundation on which lies a hypothesis 
that identifies the meaning of the two globalitarianism’s factors 
which are observed through a prism of today’s digital social 
connectivity: (1) Latent structure of mass conscience; and (2) 
Permanent terror of irrational rationality. The results of previous 
research processed in published papers, [12-18] confirm the 
possibility of implementation in other areas. Considering that a 
way/goal of an action is much more important than any 
conscience manipulation, the modern ideology of mass digital 
society directs attention into the virtual reality which appears as a 
cultural totalitarian reality [19-23]. 

3. Globalitarianism as a system 

In all totalitarian regimes, morality collapsed and became a 
mere habit and a custom with catastrophic consequences. Those 
who were the culprits of totalitarianism and those who remained 
quiet and accepted the situation, although they had an opportunity 
to speak up, but chose not to, are equally responsible. Moral 
behavior is not understood by itself, because a man is influenced 
by an example. And he reacts based on his own judgments. Using 
the new intelligent and interactive technologies in digital social 
networking, a human becomes less and less responsible towards 
himself. If he lost self-respect and started to despise himself, he 
wouldn’t be able to act in his own interest and towards his own 
self-improvement anymore, and therefore he would not be able to 
take care of others. 

If global is observed as a system (lat. globalus), which relates 
to the whole planet, with stress on absolutely strict centralistic and 
birocratic unity as unitarism (lat. unitus), then acronym is 
globalitarianism. 

The ideology of intelligent technologies in today’s digital 
society is becoming the means/purpose of a regime and it will 
cause much worse things then brutality of terror because the 
historical memories are fading away. Digital social connectivity 
created by intelligent technologies is close to a violence policracy. 
That Lars Rensmann’s term is connected to a totalitarian state as 
a pluralistic non-state and paradoxically to self-understanding of 
everything that doesn’t have an analogy in history. A problem 
occurs when every system (economic, political, cultural) is 

observed as totally rational and technically perfect, and states as 
communities of the global world organize the entire life of their 
citizens and depoliticize members of the birocratic management 
machine. The modern societies have become mass machinery of 
consumption fabrication. Technology and science together with a 
mass consumption culture make those societies dehumanized 
production plant which is going to use the system of 
globalitarianism as a process. 

3.1. Modeling 

When using a search algorithm to select dominant axioms 
from the Glasser’s Choice Theory (CT) which is described by 10 
axioms [24], then they could be presented as “Model 4P” where 
4Ps are: need, action, behavior, and acceptance (cro. potreba, 
pokretanje, ponašanje, prihvaćanje). The model could also be 
applied to an evolved captological “3P” model, where 3Ps are: 
persuasive, permissive, and pervasive. 

In “3P” model persuasive is captological, (Captology = 
Computer As Persuasive Technology), and that is presented 
through the Hermeneutic circle where the Choice Theory will be 
complemented by four Wilber’s modernity quadrants. The circle 
would consist of a sequence of information, control, time, and 
freedom. A coincidence between the Hermeneutical circle from 
the Choice Theory [24], and the level of Wilber’s halons [25], 
where I, “ME” stands for intentional, “WE” for cultural, “THIS” 
for social and “THAT” for behavioral, is integrated in a role of 
persuasiveness in totalitarianism, which model will be used to 
provide adequate parameters in Figure 2. 

 
Figure 2: The dominant axioms of Glasser’s Theory of Choice and Wilber’s 

modernity for the treatment of totalitarianism with cognitive cybernetics 

Processing with the help of the cognitive and cybernetic inter-
operability is based on the technical possibilities of the practical 
search system with adapted communication which are basically: 

Syntactic: because they allow systems to communicate and 
exchange data in specific formats and communication protocols 
(XML; SQL standards, ASCII formats, including lower format 
levels of alphabetic signs). Letters treated as a multi-referential 
sign point out to the order, which is related to the alphabet syntax, 
and is different from one manifested, and follows the 
combinations and permutations logic, which in a word and a text 
display crypto semantic traces, and acquire a visual profile in their 
interpretation and shape. That way their construction, while 
inscribed in the order of meaning, determines the literal 
manifestation of the analyzed text that carries a specific meaning. 
Storing it into a database provides a memory which preserves the 
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media, communication, transparency, and uniqueness of the 
characters. The letters are given the power to repeat in memory 
what has previously been established, guaranteed and 
unquestioned. 

Semantic: as it allows for automated and meaningful 
interpretation of exchanged data for accurate formatting of results. 
The final use of the exchanged information of all involved parties 
is enabled by a reference model. The exchanged content is 
unambiguously defined by the original template PETAP, (hrv. 
Pomoćni Eminentni Tekst Aplikativne Paradigme) [23-30]. That 
template as its name suggests is “eminent text” that: a) serves for 
a presentation of the fixed sense; b) opens / reveals possibilities 
for understanding; c) cannot be predicted in advance; and d) has 
a character of actuality. The actuality emerges as an example of a 
probable occurrence of reality, as created in cognitive processing 
by reading and thinking by which a fixed experience of 
understanding is gained. That way presenting of the fixed thought 
content means “the presence of an existing” which could 
objectively meet the normative requirement. It is the same product 
that is repeatedly appearing in the search stages focusing on it in 
order to achieve verified meaning and understanding. The fixed 
content is conditioned and limited by the same thing, and when it 
was saved (without an ability to escape), that condition modeled 
on the hermeneutical approach becomes cognitive learning of its 
own character manifestation saved through technical and general 
functional forms. Superior cognitive interoperability refers to the 
cognitive collaboration of different systems, individuals and 
organizations which besides technical systems cognitive 
engineering is also taking into consideration social, political, 
organizational, chronological, biological, psychological and 
plausible factors. The processing modeled on computer 
metaphors and terminology is at the end completed with the 
original algorithmic model MOKSA (hrv. Model Opservacije 
Konvolucijsko Separacijskom Analogijom). According to this 
model, a mathematical function of convolution with all its 
characteristics of linearity, commutativity, and associativity is 
calculated similarly to correlation by mirroring one of the 
functions [31]. 

The application of the search and processing tools based on 
the expert system principle results in the available databases and 
knowledge bases. Searches that begin by analyzing and specifying 
requirements for knowledge bases and databases with well-
defined need are crossing over into creating applications 
attempting a search using the learning agents’ experience. An 
action initially begins in an unknown environment, so learning 
elements are used in the search process and the performance 
elements are formed by the evaluator and task generator. As the 
search gains more knowledge, the action becomes better and 
safer. The Data Collection Model has enabled upgrading in 
accordance with the acquired knowledge and needs, which were 
also empirically enabled by using relations and user forms in 
inputting and reviewing databases and formatting reports. 
Presenting and fulfilling the sense of the search is close to the 
cybernetic forensics and a base for presented understanding, 
which is fulfilled over the time, therefore searching and 
processing is to be completed by the cognitive synthesis and by 
reinforcing the concluding expertise. 

 

3.2. Role of Persuasion 

Persuasion (lat. persuasio) is connected to a form of 
communication seeking to influence judgments, attitudes, beliefs, 
or actions of an individual. As part of the persuasion acronym 
captology (lat. Persuasibilibus = lured), refers to being lured by 
the intelligent interactive computer technologies which also 
represents the form of communication. A form of communication 
that conveys information through the media represents 
propaganda. Extensive researches reveal that some forms of 
propaganda serve to inform, to persuade or in some more 
complicated synesthetic way to occupy human life in order to 
draw attention. The word propaganda dates from 1626 when a 
Christian community Sacra congregatio Christiano nomini 
propaganda has appeared, founded with the purpose of expanding 
Catholicism and regulating church relations in non-Catholic 
countries. More recently, since 1920, it has been used as methods 
of broad political industrial consciousness and a way of 
articulating ideological field of action although it is not an 
ideology itself. Propaganda linked to the development of technical 
(new) media, for which it has been proven to serve as a massive 
manipulation of feelings and attitudes. 

This fact was disclosed in 2000 based on the research carried 
out by Manstead, Fischer, Kardum, and Larsen [32]. By setting 
up a mood control system, described by the cognitive cybernetic 
system, Larsen found that personality is a dynamic system within 
an individual which by its psychophysical parameters can adapt 
to a specific environment, and can also be affected by the 
environment. Every current state of the individual is his current 
mood, which Larsen found is modeled after potential mechanisms 
of individual differences that are in fact his mood regulators. An 
individual pursuit to achieve and maintain a good and comfortable 
mood and a positive attitude include the existence of negative 
feedback in the regulation model. Any action to reduce a 
difference appearing in the disadvantage of the good mood could 
be influenced by the strong cultural matrix in which the medium 
acts, and which could contain the immediate environment 
disturbances. This is particularly apparent in the totalitarianism 
where the masses believe in a new culture of organized lies. The 
problem is a double morality due to the personality philistine 
profile dominating in such an environment. Additionally the 
destruction of people’s privacy and personal moral continually 
redefines individual identities imposed by the society as an escape 
from the social identification. Recruiting from such a mass of 
seemingly uninterested people, who many consider too apathetic 
and have already given up on them, allows for an introduction of 
completely new methods in propaganda and for ignoring of 
adversary arguments.  

The future model as a system functions based on an 
assumption that the desired mood is to be achieved by comparing 
the current mood with the one to be achieved, and could be 
misleading because of not recognizing the desired state due to 
strong influence of Parameters, (Pi), Mechanisms, (Mi) and 
Strategies (Si). 

The strength of the media is exactly in its appearing as 
affectively relevant environment, which is confirmed by 
McLuhan’s 1960’s anthropological technological determinism 
[33] in Figure 3. 
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Figure 3: Model of cognitive temper regulation by Larsen and McLuhan’s 

anthropological technological determinism 

3.3. Mass Man's Parameters 

The early 19th century’s predictions pointing to the emerging 
of a mass man and the arrival of a mass era came true in the 
twentieth century. Besides the psychology of the European mass 
man, the profile of the mass man, gained increased importance, 
by unexpected and unpredictable phenomena such as: 

• a radical loss of personal interest in everything that surrounds 
him, 

• cynical and decadent indifference when encountering 
disasters or other personal catastrophes and even the death 
itself, 

• the passionate tendency towards the most abstract concepts 
as life ideals, 

• general disgust towards any events, 
• loss of criteria even towards the most obvious rules of 

common sense. 

Such an apathy, as a feature of totalitarianism, is today’s 
plague called anhedonia. Search implementation based on the 
results of the modern analytical ontology is successful primarily 
because of the theory of general categories, which uses a data 
format to also present a concept. The formats/concepts that are 
used are for example person, personality, event, and event as a 
happening. The transition from a possibility to reality is an 
ontology of real events for which ontological research expands 
even to the relationships that people have with each other. 

Therefore the conceptual modeling has encompassed 
characteristics determination of the presence of space and time 
using a classic relational model, whose basic concepts are 
structure, constraints and set of operations. 

All existing real foundations from the early thirties of the past 
century are attributes of today’s virtual realities that are rapidly 
streaming towards globalitarianism. The research-based premises 
have proven to be identical principles of establishing a framework 
for sustainability and goals of totalitarianism and globalitarianism 
in Figure 4. 

 
Figure 4: Comparison of totalitarianism and globalitarianism considering 

establishment premise, sustainability and goals 

Instead of asking a question whether the ideology of terror, 
control, totalitarianism, etc., has a chance in the future, the 
successful search has proved that the “man of the mass” has, in 
fact, a problem of losing the social intelligence and functional 
connectivity due to technological integration. In the example of 
the ontological creation of the concept of persons, personalities, 
and events, the comparative studies of Buyse and Larsen, 1979 
and Dunbar and Spores, 1995, confirm the structure of a man as a 
social being created through contact at the expense of social 
intelligence. Described examples of totalitarianism confirm that 
policies were consciously developed by a steadily increasing 
number of sympathizers with the controlled number of movement 

TOTALITARISM 

LEADER / initiator 

PARTY / nebulizer 
TOTALNARIAN STATE – 

MASS followers, supporters 

 PROPAGANDA 

GLOBALITARISM 

INTERNET / initiator 

SIMULAKRUM / nebulizer 

“GLOBAL VILLAGE” – 
MASS followers, supporters 

 PERSUASION 

IDENTICAL PRINCIPALS OF ESTABLISHED FRAMEWORK 
FASCINATION – as a social phenomenon 
FANATISM – overly fascinated socjety 
IDEALISM – experiences of created community 
SOCIAL MOVEMENT FRAMEWORK – followers, identification 
CONFORMITY – modern opinion chaos 
 

IDENTICAL RESILIENCE FACTORS 
• lack of critical thought 
• unyielding persistence 
• videospread convictions 
• true followers unselfishness 
• exceeding every real experience 
• cancelling every immediate personal interest 
• increasing apologetic – nostalgic approach 
• increasing psychological – nostalgic attitude 
• modern opinion chaos 
• general condemning of moral norms 
• crown mentality 

 
IDENTICAL GOALS 

• SUPERFICIAL DEPOLITIZATION AND NEUTRALIZATION 
OF POLITICS 

• LATENT STRUCTURE OF MASS CONSCIOUSNESS 
MANIPULATION 

• MODERN IDEOLOGY OF MASS SOCIETY WITH 
TARGETED ATTENTION 

• SOCIETY AS A TOTAL MONITORED GROUP FOUNDED 
ON WORK AND TECHNICS 
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members (parties). Totalitarianism’s theoretical background 
modeling today’s digital social connectivity (3SC), (hrv. današnja 
društveno digitalna sprega -3DS) has confirmed these premises. 

4. Conclusion 
The real function of the totalitarian matrix is the ingeniously 

finding members’ illusion towards sympathizers. Actually, the 
movement has carefully recruited its members by establishing an 
internal gradual hierarchy in order to avoid indoctrination. The 
outside world viewed as “normal”, considers sympathizers as 
innocent fellow citizens in the non- totalitarian society. In that 
formation an anonymity greatly contributes to the unusual 
phenomenon of the mass easily manipulated, because of being too 
lazy or not brave enough, and always under the pressure of 
constant “moving”, because it is known that the movement has no 
plan, but as the word itself says, “must move”. 

The problem is multiplied by the fact that today’s digital 
social connectivity became imperative in creating curricula, plans, 
and strategies of modern education. There are very few studies 
which could differentiate the effectiveness of this novelty, and 
even less professional and scientific reviews of verified problems 
[34, 35]. 

On the contrary, today’s digital social connectivity has 
negative effects on the younger population whom it deprives of 
very much needed mental creativity [36, 37]. It has been 
emphasized in the introduction that the temporality of history has 
been slowed down by indifference and astonishment, which are 
some of the selected parameters studied by cognitive cybernetics, 
in revealing the man of the mass globalitarianism [38, 39]. This 
problem repeatedly occurs in philosophical reflections and 
futuristic predictions [40]. Statistical data collected for the Big 
Data model through historical and current reality as results of the 
research conducted with the help of cognitive cybernetics about 
the “mass” factor from the theory of totalitarianism are the subject 
of processing for the next scientific paper. Using search 
correlation, models and algorithms have confirmed a suspicion 
that intelligent interactive technologies impact the changes of the 
human psychophysical structure, through the digital social 
network of globalitarianism. 
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 Traditional crossroads use traffic lights, but may cause delays due to its stop and wait 
process. Moreover, autonomous vehicles are being made, although it is not yet mass-
produced. This work presents a design and implementation of an agile system that 
communicates and coordinates autonomous vehicles entering the intersection by adjusting 
their speeds and maneuvers to avoid collisions, allowing them to weave and pass through 
intersection traffic and avoiding them to completely stop, leading to an increase in the 
throughput of the intersection, and therefore reducing congestion. A centralized computer 
implements agile communication and controls the system based on a first-come-first-served 
policy. The hardware implementation emulates four prototype vehicles modeled as radio-
controlled cars integrated with an ultra wide band (UWB) localization technology. The cars 
were used to simulate the passage without collision in a typical four-way intersection. Pozyx 
UWB modules were chosen for tracking the vehicles due to its compatibility with Arduino 
as well as its numerous other functionalities and accuracy relative to other indoor-
positioning systems. Results show that Pozyx could track autonomous vehicles. The study 
resulted in a system that can control self-driving cars through the intersection with key 
measures. Moreover, the characterization of Pozyx in this hardware implementation was 
observed. 

Keywords:  
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1. Introduction  

Traffic problems have risen with the increase in vehicles, 
users, roads, and crossroads. Numerous traffic delays and 
accidents occur in various locations, and one of the most 
concerning of these is crossroads. Smith [1] said that almost forty 
percent (40%) of all crashes in the United States involves 
crossroads, and about 165,000 accidents occur annually in 
crossroads caused by red-light runners. Crossroads are designed 
to lessen accidents, traffic congestion, and increase efficiency, but 
these become a source of problems. Erring drivers, vague 
navigation signs, and blind curves are some of the reasons for 
these. Although the installation of stoplights and various signs at 
crossroads are seen as solutions to these problems, these devices 
have not been as effective. These devices are not so good for 
traffic calming, and this meant that these may make the flow of 

vehicles better but not necessarily safer for drivers [2].  Accidents 
increased when traffic signals were introduced, and these devices 
are not the solutions to less dangerous roads [3]. Proposals to 
solve these problems include the introduction of autonomous 
vehicles (AV) and intelligent intersection management, but there 
have been very few implementations in actual situations. 
Communication between AVs and road infrastructure is also 
important to ensure road safety [4]. Moreover, AVs can be 
enhanced to intelligent vehicles by adding high technology 
features like efficient 3D road map exchange in real-time for 
navigation and localization [5]. The study plans to address the 
problems of accidents and traffic congestion at crossroads using 
prototype AVs with attached Pozyx whose speeds and turns are 
controlled by a centralized control communications system. 
Pozyx [6]–[10] modules  are ultra-wide band-based devices for 
localization. In this paper, vehicles are referred to as autonomous, 
which is also known as self-driving cars. The use of Pozyx was 
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also characterized in terms of accuracy and delay for tracking and 
localization of AVs. 

In crossroads, vehicles must coordinate their movements to 
pass through without collisions. In an ideal situation, vehicles 
would only have to accurately adjust their speed and direction to 
create a sufficient duration for the intersecting vehicle to weave 
through without stopping. Furthermore, the vehicles should be 
able to process and execute these maneuvers with high precision 
and minimal delay to avoid collisions. Unfortunately, the current 
system in crossroads is traffic light-based where vehicles have to 
stop and wait for intersecting vehicles to pass. Vehicles are 
needed to stay idle when their road is asked to stop, interrupting 
their journey. At present, almost all vehicles are operated by 
humans, but in the future, the proliferation of AVs can be seen, 
and this is the context of this study. The focus of this paper is on 
the use of Pozyx for communication and localization of 
autonomous vehicles through a central computer system so that 
they can pass in crossroads without collision. 

This research on autonomous intersection management helps 
address traffic-related problems and congestion at crossroads. The 
modified and programmed autonomous vehicles would be able to 
adjust their speeds at crossroads without stoplights resulting in a 
more efficient flow of traffic and a decrease in traffic congestion 
and accidents. The software algorithm in the centralized system 
determines the speed of each car passing the crossroad and 
calculates the appropriate angle of turn for each of these vehicles 
so that collisions would be avoided. The centralized system 
communicates with each of the vehicles to allow the flow of 
traffic at crossroads to be orderly and continuous, and thus, would 
save time. With the increase in research about autonomous and 
intelligent vehicles, this study is an add-on with its contributions 
such as agile control software for collision avoidance of AVs 
using a first-come-first-served  (FCFS) tile-based approach with 
graphical user interface (GUI), and its hardware adaptation of 
collision avoidance in small-scaled miniature AVs with attached 
Pozyx for tracking and localization.  

It is assumed that connection quality between the vehicles and 
the central computer is ideal in this study. The crossroad is also 
assumed to be initially free of obstacles such as foreign objects 
and road hazards. Four scaled-down controllable vehicles running 
simultaneously in a four-way two-lane crossroad utilizing a 
clover-shaped track free of obstacles were included in the scope 
of the hardware implementation. Moreover, the scope of the study 
includes a control system that monitors the velocity of the vehicles 
and performance measures of the system through its vehicle 
throughput. The study is delimited by the following: human-
driven vehicles are not factored in, the vehicles do not abide by 
the SAE Level 5 definition of driving automation [11], and the 
cars cannot recognize foreign obstacles which are any object that 
is either not an element of the track or another object not running 
as part of the system. 

The system has two main parts: the software algorithm and 
hardware control system. Its overview is illustrated through a 
block diagram shown in Figure 1. The system is described as agile 
since it is meant to quickly react and adapt to vehicles entering the 
crossroad and managing it according to the other vehicles. 
Moreover, it is then described to be collision restrained as it would 

avoid letting cars collide in the crossroad. This means that if there 
are multiple vehicles with current trajectories expected to collide, 
the algorithm adjusts their velocities to avoid this potential 
outcome. The software runs the crossroad algorithm and the 
communications interface. The control communications system 
deals with the controllers of the scaled-down motorized cars 
which are referred to as ‘vehicles.’ The microcontrollers would 
have their own wireless communications module that uses either 
Bluetooth or Wi-Fi. Moreover, the tracking and location features 
were added through Pozyx. This control communications system 
is responsible for taking in data from the different sensors of the 
vehicle and relaying the information to the agile control 
communications. They also control the motors for the instructions 
sent back. The actual hardware of the project is focused on the 
vehicles and their sensors.  

The system is tested to measure its vehicle throughput. In each 
trial, the authors adjusted the number of vehicles active and 
running on the track to change the load on the crossroad. Varying 
the load on the crossroad would account for real-life situations 
such as rush hours. The recorded delay is the time it takes from 
sending a reservation request to exiting the crossroad. They then 
adjusted the average speed of the cars and then further recording 
the delay of the cars, as well as the chances of collisions. Using 
the data gathered from the trials, linear scaling was performed to 
see how the data would project to real-world cars and crossroads.  

This paper is organized then as follows. Section 2 gives further 
details of the design of the overall system, and its corresponding 
components. Section 3 provides the results of the design, and 
lastly, Section 4 concludes the paper with recommendations for 
future work. 

2. System Design and Methodology 

2.1. Pozyx 

Pozyx is a UWB-based real-time location system utilizing both 
hardware and software to be able to provide accurate positioning 
information with an advertised accuracy of up to ten (10) 
centimeters compared to other traditional indoor location tracking 
systems, such as Wi-Fi or Bluetooth which are accurate within 
several meters [6]–[9], [12]. This localization is achieved through 
the use of UWB technology combined with smart filters as well 
as machine learning, thus, allowing positioning to be done even 
in indoor environments without a clear line of sight to the 
reference points. To obtain precise and accurate positioning, two-
way ranging is done between the Pozyx tag and at least three 

 
 

Figure 1: Block diagram of the control system. 
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reference points, or Pozyx anchors, followed by trilateration. 
These anchors are ideally spread out as much as possible and 
placed at the corners of the space in which location tracking will 
be performed to get the most reliable data. The anchor may be 
reprogrammed to work as a tag as well and does not need an 
Arduino to function as it is designed to operate on its own.  

The Pozyx tag is an Arduino compatible shield which makes 
use of Pozyx anchors to provide accurate positioning as well as 
other types of data such as its orientation using its 9-axis inertial 
measurement unit. It is also equipped with different sensors along 
with a UWB transceiver based on the DW1000 UWB-chip from 
Decawave which, in addition to performing ranging, can also be 
used for wireless messaging. Figure 2 displays the pinout of a 
Pozyx tag, whereas Figure 3 for the anchor. Pozyz interfaces with 
Arduino through I2C communication. It can also interface with 
Raspberry Pi through a micro-Universal Serial Bus (micro-USB).  

 
Figure 2: Pozyx Tag Pinout [6]  

 

Figure 3: Pozyx Anchor Pinout [6] 

For this study, Pozyx was chosen to be the basis for tracking 
the RC Cars due to its compatibility with Arduino as well as its 
numerous other functionalities and accuracy relative to other 
indoor-positioning systems. In addition to being easy to set up for 
most indoor environments, it also provides different possible 
configurations to optimize its performance to meet the desired 
need whether it be accuracy or speed. Figure 4 provides 
visualization on how the location of a Pozyx tag is obtained about 
the anchors as well as to the Master Pozyx tag. It may be seen that 
each Pozyx tag does not automatically provide its location as it 
only does so when it is asked first. Once asked, it will then 
calculate its location using the four Pozyx anchors as a reference 
at which point, the tag then finally sends its position data back to 
the Pozyx master. 

2.2. Arduino Uno 

The Arduino Uno acts as the brain of the RC car as it 
processes commands received through Bluetooth as well as 
utilizes the connected Pozyx tag to perform the necessary 
maneuvers to ensure that it follows its intended path.  

 
 

Figure 4: Pozyx Block Diagram  
2.3. Radio-Controlled Car 

A Radio-Controlled (RC) car is a battery-powered model car 
which can be controlled by remote control, mostly done through 
radio, hence, the term ”radio-controlled”. These RC cars represent 
a scaled-down model of real cars. A typical RC car has a receiver 
that captures radio signals from its remote control. To simulate 
the algorithm and adapt it into hardware, RC cars are used. In this 
research, the cars were modified by adding different modules to 
their parts. A location module is added to track the car’s position, 
and the RC communication is replaced with a sophisticated 
communication module. A microcontroller is added to manage the 
modules and control the car. The movement of the RC car is 
driven by motors. A motor driver is used to interface the 
microcontroller and the motors providing motion to the RC car. 
The motor driver in the system is powered using a power bank 
separate from the microcontroller circuit. The motor driver chosen 
for RC cars was the 2-Channel Tiny DC Motor Driver from e-
Gizmo based on Allegro’s A3906 low voltage dual DC motor 
driver IC.  

2.4. FCFS Software 

The tile-based first-come-first-served  (FCFS) policy, 
developed by Dresner and Stone [13], is the basic reservation 
system. ACC applies the FCFS approach for the reservations of 
vehicles, meaning that vehicles that requested a reservation will 
be entertained first. When another vehicle requests for a 
reservation, it will be checked first from vehicles that had made 
successful reservations earlier. A centralized computer provides 
coordination by communicating with AVs and managing their 
reservations. When a vehicle sends a request, the ACC simulates 
as if the vehicle will pass through the intersection. The reservation 
is tile-based, in which collisions are detected if a vehicle occupies 
a tile reserved by another vehicle. If at least two vehicles occupy 
the same tile, which would result in a collision, the request is 
rejected. Otherwise, it is accepted. The significance of adopting 
the FCFS is its versatility because it can be extended to be used in 
many different purposes in autonomous intersection management.  

2.5. Car Simulation 

The car runs on a program independent of the ACC. For 
reservations to commence, the car software and the ACC, which 
employs the FCFS algorithm, must exchange information. The 
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ACC follows the principle of Autonomous Intersection 
Management [14]. The simulation of the cars would maintain 
minimal communication complexity. After the reservation, it is 
the responsibility of the car to meet the reservation at the correct 
time and place. 

2.6. Pozyx in RC Car 

In modifying the RC car, an Arduino was added. The Arduino 
was interfaced to a Bluetooth Module through Universal 
Synchronous-Asynchronous Receiver-Transmitter (USART), and 
two motor drivers that power the motors. Two 5 V, 3600 mAh 
power banks, energize the Arduino and the motors.  Moreover, a 
Pozyx tag is attached to the Arduino, which communicates with it 
through I2C. It does the job of accurately locating and tracking 
the cars through UWB. The Pozyx localization system employs 
four reference anchor modules, with one of the anchors interfaced 
with an Arduino that is connected via a serial interface to a 
computer that runs the simulation software. The Pozyx tag relays 
the location of the car where it was attached. It also orients the car 
at an angle from 0◦ to 360◦. The Bluetooth BLE HM-10 module 
receives commands which the Arduino module then decodes. The 
decoded instructions determine which of the two motor drivers 
activates the corresponding motor driver depending on the 
received instruction. The two motor drivers present in each RC 
car are responsible for controlling both its steering and 
acceleration depending on the instruction decoded by the Arduino 
with one motor driver handling the steering motor and the other 
handling the throttle motor. The components are interconnected 
as shown in the block and circuit diagrams of the RC car 
illustrated in Figure 5 and 6. 

 
Figure 5: RC Car Block Diagram 

Figure 6: RC Car Circuit Diagram 
 

2.7. Communication Protocol 

The communication protocol is the medium at which the 
software running on the computer can interface with the Pozyx 
modules as well as issuing commands to the AVs. The study has 

opted to make a standard protocol that handles the execution of 
functions as well as sending data to and from the central computer 
software and the hardware controllers. Although there are several 
uses for the protocol their format is similar regardless of whether 
they are between the data collection of the Pozyx or the command 
issuing for the cars. Between the computer program and the 
connected microcontrollers that handle Pozyx and Car 
communication, the format of their messages are as follows: 
preamble, length, message type, and data. The preamble is a 
predetermined set of bytes used to indicate to the receiver that a 
message is incoming. Next is the length byte. It is a single byte 
used to indicate the length of the entire message. This can vary 
depending on the number of bytes used for sending data if 
applicable. Additional details can be found at [6]. 

2.8. Scaling Method 

The method used to establish the scaling between the RC car 
and an actual vehicle is based on the turning radius of the RC car 
instead of its dimensions. This is because it was observed that its 
steering angle is much larger than that of life-sized cars which 
resulted in the RC car taking wider turns than what was expected 
based on its dimensions.  As a result, the dimensions of the test 
track are based on the turning radius of the RC cars, the resulting 
dimensions of the car, as well as its speed in simulation, would be 
proportional to the ratio between its turning radius and the average 
turning radius of most common midsized passenger cars today of 
17 feet or 5.18 meters [15]. After the computation based on 
Equation 1, a scale factor of 15.94 was obtained. The scaling 
process is illustrated in the block diagram in Figure 7. 

scale factor=
actual turning radius
RC car turning radius

 
(1) 

 

 
Figure 7: Scaling Process Block Diagram 

2.9. Materials 

The materials used are summarized in Table 1. 

Table 1: Materials  

Component Quantity 

Arduino UNO 4 

Pozyx developer tag 5 

Pozyx creator anchor 4 

3600 mAh power bank 8 

2-Channel Tiny DC Motor Driver 8 

RC Car 4 

HM-10 BLE Module 8 
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2.10. System Block Diagram 

 The entire system block diagram is shown in Figure 8. The 
inputs of the system are user interface (UI) inputs, track 
dimensions, and car initial states. The center shows the various 
processes that run in the software which process all the data from 
the inputs and produce the corresponding outputs. The main 
outputs which correspond to the key measures of the project are 
UI output, car motion, number of collisions, and duration in the 
crossroad. 

 
Figure 8: System Block Diagram 

 

 
 

Figure 9: Dimensions of Scaled-Down Model Car 
 

  
 

Figure 10: Scaled-Down Model Car Side View 
 

3. Results, Analysis, and Discussions 

3.1. Prototype Car 

 The resulting scaled-down model as shown in Figure 9 is 
twenty (20) cm in length and five cm wide, as it small enough to 

not require a large test track while big enough to mount all the 
components needed. The car was able to fit all the components in 
its shell but would likely negatively impact the Pozyx tag’s 
connection to the nearby anchors due to the shell preventing a 
good line of sight. Discovering that Pozyx had more accurate 
results if it was elevated higher from the ground, long thin sticks 
were used to prop it up. The car goes through different types of 
movements and vibrations during testing, and thus, the 
components and their connections to each other must be secured. 
Therefore, connecting wires to motor drivers must be directly 
soldered, as seen in Figure 10. The motor drivers and power banks 
were also attached. The resulting characteristics of the four 
prototype cars are shown in Table 2. With the same throttle level, 
the four cars have different speeds. This variation in average 
speeds is less than ideal when compared to the perfect scenario of 
having all four cars perform the same at each throttle level. It was 
also observed that the measured average car speeds on later trials 
were generally slower compared to the earlier trials. This 
indicated that their speeds decrease as they are used due to the 
car’s power banks being discharged. 

 
Table 2: Car Speed Characteristics 

 

Throttle Level 
Average Speed (m/s) 

Car 1 Car 2 Car 3 Car 4 
100 1.456 1.318 1.281 1.486 

90 1.394 1.235 1.218 1.398 

75 1.09 0.942 0.919 1.222 

60 0.878 0.57 0.722 0.985 

50 0.618 0 0.294 0.666 
 

 The four prototype cars running simultaneously in their 
physical track with specified dimensions are shown in Figure 11. 

 

 
 

Figure 11: Test track 
 

 
 

Figure 12: Graphical User Interface 
 

3.2. User Interface for the Control 

The graphical user interface (GUI) of the system provides the 
users with an easy way to set up and initialize the hardware and 
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setting up the parameters for each test case. The latter function 
specifically assigns the initial locations of the car as well as injects 
them with the turn maneuvers that they will execute later during 
run time. As shown in Figure 12, the GUI window is divided into 
three sections, Pozyx Communication, Test Case, and results. 

3.3. Control Capability Results with Pozyx  

 Pozyx is used to locate and track cars in real-time. It gives 
position and orientation to the system which helps it determine the 
speed and steering required by each car in the track.  One of the 
most important functionalities of the Pozyx is providing the 
software program with real-time accurate position and orientation 
for the program that determines the speed and steering for each 
car in the track. However, the Pozyx updates are too slow in 
comparison to the speed of the cars reducing the accuracy of 
tracking the cars as they cross the intersection. The issues 
encountered with the Pozyx are about location accuracy and delay 
in updates. The company that sold the Pozyx modules listed a 
location accuracy of 5 to 10 centimeters while the update rate for 
each tag was 16 milliseconds. However, the data obtained in the 
study did not match these characteristics, leading to numerous 
problems in the performance of the system and the run of each car 
in the track. The authors performed tests using one Pozyx tag at a 
time followed by multiple tags to determine the accuracy of Pozyx 
and the consistency of its performance. The important factors that 
were observed were the accuracy and delay in the results provided 
by Pozyx. For each test, the Pozyx tags were placed in a location 
within the Pozyx anchors. The location provided by Pozyx was 
compared to the actual location to evaluate the accuracy of Pozyx. 
Fifteen tests were performed for one Pozyx tag at a time, while 
one test was performed that used four Pozyx tags simultaneously. 
The authors were able to note some issues regarding the Pozyx 
accuracy by testing the Pozyx tags. In the tests done for one tag at 
a time, the error for accuracy showed a range of 10 to 40 cm, and 
there were some cases where the delay reached more than a 
second between updates. There were also cases when no data 
location was shown for an update, and some of the location data 
freeze between updates. It was observed that there was a different 
location for the tags in each test. These location points were 
chosen based on critical points that tested the functionality of 
Pozyx in terms of accuracy in data location. Moreover, the test 
was done on four tags and the delay was more than 0.2 seconds 
and the error is from 20 to 50 cm for some tags. The graphs of the 
differences and deviations are shown in Figure 13 and Figure 14, 
respectively. In the system, accuracy and delay are very important 
factors in determining the speed and steering for each car. Hence, 
when the system receives location data that is not accurate, there 
will be many problems in the performance of the system and 
movement of the cars. In addition to receiving larger location 
inaccuracies than was expected, there were also numerous 
instances of outputting negative location values implying that the 
tag being located was out of bounds when it was not in reality. 
This can be seen in Figure 15 wherein Pozyx outputs Y 
coordinates that are nearly half a meter off in some instances from 
its true value of 300. Frequent positioning errors as shown in 
Figure 16 can also have a severe impact on the system in terms of 
adding to delay as it takes more than a second for Pozyx to recover 
from the aforementioned error and report a more accurate value. 
This is further exacerbated when four Pozyx tags are being located 

simultaneously as the already large average delay between 
updates of 200 milliseconds is made worse due to even larger 
delays between updates.  

 
Figure 13: Pozyx Inaccuracies by Differences 

 
Figure 14: Pozyx Inaccuracies by Deviation 

 

 
Figure 15: Pozyx Negative Values 

 

 
Figure 16: Pozyx Delay 

4. Conclusions and Recommendations 

This work involves software design and hardware adaptation of 
collision avoidance of autonomous vehicles simultaneously 
crossing an intersection. Hardware implementation was done by 
using small-scaled RC cars with attached Pozyx where test cases 
were done. The accuracy of the Pozyx was tested and verified. 
Upon running the various test cases to verify the system with 
different car placements and maneuvers, it was observed that the 
Pozyx module had issues in location accuracy and delay between 
updates that impede in determining the accurate location of each 
car in the track.  

Recommendations include incorporation of machine learning 
in AV and autonomous intersection management, implementation 
of software simulation in different programming languages, an 
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extension of hardware implementation on large-scale vehicles, 
and to some extent, real vehicles and crossroads. Moreover, it is 
suggested to use uninterrupted, fast, and accessible 
communication technologies. Communication among AVs with 
the central computer system can be extended by using accurate 
and efficient road map data exchange and cloud databases. 
Expanding the model of the car's movement from linear 
acceleration to a more dynamic model would greatly improve the 
accuracy of the resultant predetermined coordinates, and 
consequently, more appropriate car commands. Besides, more 
sensors that can keep track of attributes not necessarily related to 
motion would be a useful feature. 
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1. Introduction  

An increase in the number of cars, roads, and crossroads over 
the years brought problems related to traffic flow. Numerous 
accidents and traffic delays occur in various locations, and one of 
the most concerning of these is crossroads. Smith [1] claimed that 
almost 40 percent of all crashes in the United States involve 
crossroads, and about 165,000 accidents occur annually in 
crossroads caused by red-light runners. Though crossroads are 
designed to lessen accidents and traffic congestion, these become 
sources of problems. Some of the reasons for these are confusing 
navigation signs, erring drivers, and blind curves. Though the 
installation of stoplights and various signs at crossroads are 
perceived as solutions to these problems, these devices have not 
been effective. These devices are not so suitable for traffic 
calming, which may make vehicles' flow better but not necessarily 
safer for drivers [2]. Accidents increased when traffic signals were 
introduced, and these devices are not the solutions to less 
dangerous roads [3]. Proposals to solve these problems include 
introducing autonomous vehicles (AVs) and intelligent 
intersection management, but there have been very few 
implementations in actual situations. The authors plan to address 

the problems of accidents and traffic congestion at crossroads 
using prototype vehicles whose speeds and turns will be 
controlled by a centralized control communications system. In 
this paper, prototype vehicles are referred to as autonomous, that 
is, self-driving cars. Ho, et al. [4] studied AVs with added high 
technology features like efficient 3D road map data exchange in 
real-time for navigation and localization. The study [5] worked on 
an efficient information dissemination system of 3D point cloud 
road map data (3DMADS) for intelligent vehicles and roadside 
infrastructure integrated into a vehicular fog computing 
architecture, which was validated with empirical mobility traces, 
3D Light Detection and Ranging (LIDAR) data, and an 
experimental multi-robotic testbed. Moreover, communication 
between AVs and road infrastructure is vital to ensure road safety. 
A study [5] proposed the Road Map Data Encoding and 
Dissemination System (REDS), which considers roadside vehicle 
information through index coding of point cloud-based road map 
data. REDS was evaluated in a four-way junction scenario and 
was shown to improve overall data efficiency.  

In an ideal situation, an autonomous vehicle's path from its 
position to its destination would be straightforward, with no 
interruptions or obstacles. However, current roadways require 
paths to intersect with other roads, and therefore, vehicles coming 
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from different parts of the crossroad must coordinate their 
movements to pass through without collisions. In an ideal 
situation, vehicles would only have to adjust their speed and 
direction enough to create sufficient duration for the crossing 
vehicles to weave through without stopping. The vehicles should 
be able to process and execute these maneuvers with high 
precision and minimal delay to avoid collisions. Unfortunately, 
the present system in place in crossroads is traffic light-based, 
where vehicles have to stop and wait for crossing vehicles to pass. 
Vehicles are needed to stay idle when their road is asked to stop, 
interrupting their journey. Currently, almost all vehicles are 
operated by humans, but AVs' proliferation can be seen in the 
future, and this is the context of this paper. One primary objective 
of this work is to design and implement computer control to avoid 
a collision in crossroads without traffic lights.  

The assumptions in implementing this paper are as follows: 
the connection quality between the vehicles and the central 
computer is ideal, and the crossroad is initially free of obstacles 
such as foreign objects and road hazards. The scope includes an 
implementation covering a four-way two-lane crossroad, scaled-
down controllable vehicles, utilization of a clover-shaped track, at 
least four cars running simultaneously, and a control system that 
monitors the velocity of the vehicles, and performance measures 
of the system through its vehicle throughput. The delimitations 
are: the paper does not factor in human-driven vehicles, the 
vehicles do not abide by the SAE Level 5 definition of driving 
automation [6], and the cars cannot recognize foreign obstacles, 
which are any object that is either not an element of the track or 
another object not running as part of the system. 

The collision control is primarily based on a control system  
comprised of the crossroad algorithm and the communications 
interface. The algorithm is responsible for taking in the vehicles' 
telemetry data and deciding the correct course of actions in terms 
of steering and speed control. The paper adopted a first-come-
first-served (FCFS) policy with an added tile retrieval process to 
the system. The communication interface handles the sending and 
receiving of data and commands between the vehicles. On top of 
the algorithm and the communications modules, the authors 
developed a data recovery tool that can be used to calculate useful 
statistics such as delay, number of cars per second, the car's real-
time velocity during testing, and the like. This tool is used to 
monitor the car and check how the algorithm adjusts its speed. 
The data gathering tools contribute to measuring the system's 
performance and were interfaced with the communications 
module. 

This paper is organized then as follows. Section 2 specifies 
the system and its simulation. Section 3 gives an analysis of the 
results. Finally, Section 4 concludes the paper. 

2. System Design and Simulation  

2.1. FCFS  

The control system monitors the intersection and the vehicles 
crossing it. Vehicles communicate with the control system to 
obtain a reservation and cross the intersection without colliding 
with other vehicles. It is implemented using a tile-based approach 
and the FCFS policy. The control system applies the FCFS for 

vehicles' reservations, meaning that vehicles that requested a 
reservation will be entertained first. When another vehicle 
requests a reservation, it will be checked first from vehicles that 
had made successful reservations earlier. FCFS determines if 
vehicles will be reserved or not. 

Conversely, FCFS results in determining which vehicles will 
cross the intersection first. Vehicles are entertained based on the 
order of requests sent; that is, the first vehicle that sends a request 
is served first, regardless of speed. The tile-based FCFS, 
developed by Dresner and Stone [7], is the basic reservation 
system. The significance of adopting the FCFS is its versatility 
because it can be extended to many different purposes in 
autonomous intersection management (AIM). The intersection 
model used is an n-by-n grid of tiles. Thus, the approach being 
"tile-based." In this model, n is called the granularity of the policy 
or the intersection's resolution. In implementing FCFS, the tile 
retrieval process is added. Using data structures and modular 
arithmetic, the tiles are retrieved starting from the vehicle's 
bounds, then to the inside. 

2.2. Reservations 

When the vehicle sends a request for a reservation, the control 
system receives the request and simulates the vehicle's path when 
it crosses the intersection. As the vehicle crosses the intersection 
in the control system, it occupies a set of tiles, which are then 
checked against tiles that had been reserved by other vehicles. If 
no more than two vehicles occupy the same tile, no collision will 
occur, and hence, the control system issues the reservation, and 
the vehicle, accepting parameters from the control system such as 
speed and acceleration, may now cross the intersection. Otherwise, 
the request of the vehicle is rejected. Reservations are managed 
by a map where the reserved path through the intersection 
corresponds with the ID of the reserved vehicle. 

2.3. Car Simulation 

The car runs on a program independent of the control system. 
For reservations to commence, the car and the control system 
must exchange information. The control system follows the 
principle of AIM [8]. The simulation of the cars would maintain 
minimal communication complexity. After the reservation, it is 
the car's responsibility to meet the reservation at the correct time 
and place.  

2.4. Predetermined 2D Grid 

A localization scheme, which the authors refer to as a 
predetermined 2D grid, is an alternative solution for determining 
the cars' location. The cars' path is determined by their states, such 
as their current steering and throttle power. In other words, the 
locations are preprogrammed into the vehicles instead of fetching 
locations in real-time. The car commands that correspond to an 
appropriate maneuver are defined by specific coordinates in the 
track and the car's motion state. Each car is given an initial state 
consisting of x and y coordinates, speed, orientation, and route 
direction (left turn, right turn, or straight). With each pair of x and 
y coordinates, there is a corresponding car command. In this way, 
accurate navigation results for cars crossing the intersection. 
These car objects are then passed through the system that 

http://www.astesj.com/


J. Bhuller et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 731-737 (2020) 

www.astesj.com     733 

simulates the cars for a given time. The results are a 
predetermined set of coordinates and a set of car commands over 
time. 
2.5. Track Generation 

The physical track (Sec. 2.9) on which the cars would be 
navigating was recreated in the simulation with the same 
dimensions and geometry. The crucial role of the simulated track 
is to provide cars with a driving line. To make the simulation 
versatile enough to accommodate multiple shapes and sizes of the 
track needed for testing, the track is subdivided into multiple track 
segment classes. The Track Segment class is the basic building 
block when constructing a full track for the simulation. Given the 
x and y locations, the track segment can return the distance to the 
nearest point of the driving line and the direction at that point. 
Each segment shape has a different method for calculating the 
distance from the driving line and direction. 
2.6. Steering Adjustments 

For steering, the car is concerned with its lateral distance 
from the driving line and its current orientation with respect to the 
driving line. Using these two data points, the car can either steer 
right, left, or straight. The goal for the car is to be centered on the 
driving line as much as possible. If the car deviates from the center 
in a specific direction, it is programmed to correct itself by 
steering in the opposite direction. It accomplishes this by simply 
checking if its distance from the centerline is higher than an 
absolute threshold value at which it will then start to steer in the 
direction towards the center of the lane. 

2.7. Throttle Adjustments 

Throttle adjustments are based on what is in front and behind 
that car, as well as the reservations. When a car is approaching a 
crossroad, it cannot merely adjust its speed based on the cars in 
front of it. The other cars inside or approaching the intersection 
must be taken into consideration. With that said, the car would 
leave the decision to maintain or decrease its speed to the 
reservation given by the control system. The control system 
evaluates two conditions that determine the throttle adjustment. If 
there is already an existing reservation, it should maintain its 
current speed since its present course is already approved. On the 
other hand, a rejection of a reservation request would indicate that 
there would be a collision if the car were to maintain its speed, 
and thus, would decrement its speed and send another request to 
the control system. 

2.8. Communications Protocol 

Between the computer program and the connected controllers 
that handle localization and car communication, the format of 
their messages are as follows: preamble, length, message type, 
and data. The preamble is a predetermined set of bytes used to 
indicate to the receiver that a message is incoming. The length is 
a single byte used to indicate the length of the entire message. This 
message can vary depending on the number of bytes used for 
sending data if applicable. 

2.9. Road Track Design 
The track design is based on a two-lane four-way crossroad 

that accommodates at least four cars. As shown in Figure 1, the 

important parameters are road shape, lines, and dimensions in the 
track design. The size of the track, the distance of the lane, and 
the intersection dimension are limited to the turning radius of the 
self-driving car.  

 

 
 

Figure 1: Test Track Map. The scaling was based on the turning radius of the 
car wheels. 

 
2.10. Scaling Method 

The scaling method followed the turning radius of the self-
driving car instead of its dimensions. This scaling was done 
because the simulated car’s steering angle was much larger than 
that of life-sized cars, resulting in the self-driving car taking wider 
turns than expected based on its dimensions.  The dimensions of 
the test track, the self-driving cars' resulting dimensions, and their 
speeds in the simulation would be proportional to the ratio 
between its turning radius and the average turning radius of most 
common midsized passenger cars of 17 feet or 5.18 meters [9]. A 
scale factor of 15.94 was obtained from (1). Figure 2 shows the 
scaling process. 

scale factor=
actual turning radius

self-driving car turning radius
 

(1) 

 

Figure 2: Scaling Process Block Diagram 

2.11. System Program Flowchart 

The system program flowchart is presented in Figure 3. 

2.12. Evaluation 

The intersection contains four entry lanes. It has no start and 
endpoints, and thus, it makes sense to treat the intersection as 
cyclic when it comes to determining the test cases. Four cars are 
to be arranged at the entry lanes of the intersection. The variables 
that determine the number of test cases are numerous, and some 
have infinite possibilities, such as speed, acceleration, arrival time 
to the intersection, and many more. Other variables are countable, 
such as the headings of the entry (north, south, east, west) and 
actions of maneuver (straight, left turn, and right turn), and these 
were the characteristics used.  
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Figure 3: System Program Flowchart 

3. Results and Discussions 

3.1. Crossroad Reservation Queueing 

When the car sent its request for a reservation, the control 
system either gave an acceptance or denial. Depending on the 
result, the car either maintained its speed or reduced it. Each time 
the reservation method is called, the control system saved an entry 
of the reservation details and results. The most notable data in the 
reservation logs are the arrival time, where the Car reaches the 
crossroad and the car's current throttle. An example of a summary 
of the test cases' logs can be found in Table 1. 

Table 1: Crossroad Reservation Logs 
 

Time 
Stamp 
(sec) 

Car Reserved Arrival 
Time (sec) Throttle 

24.361 Car 4 - 0x6a1a TRUE 25.397 70 
24.833 Car 1 - 0x6a40 FALSE 25.524 70 
24.868 Car 2 - 0x6743 TRUE 25.992 70 
24.937 Car 3 - 0x673b TRUE 25.88 70 
25.153 Car 1 - 0x6a40 TRUE 26.024 66 

 

3.2. Car Paths 

After giving an initial state for each car, the system generates 
a predetermined 2D grid that contains all the cars' coordinates 
throughout the simulation. A path of each car can then be drawn 
from the set of coordinates to visualize the cars' movements.  

The markers along the line represent a unique entry of 
coordinates from the predetermined 2D grid. In every iteration of 
the simulation, the car's location and other attributes are 
incremented by the amount of time elapsed between iteration. 

Following the trend of these markers shows the path and, most 
importantly, the cars' action. Analyzing the path of Cars 1 and 2 
in Figure 4 shows left turn maneuvers and cars 3 and 4 showing 
the right turns. It can be concluded that the predetermined car 
paths match up with the desired test case. 

 

Figure 4: Car Paths for Test Case 4 

3.3. Comparison of 2D Grid Simulation Results with Actual 
Results 

The locations of the Predetermined 2D grid must be 
compared to the physical motions of the cars to see if they can 
follow the simulated paths. The range of variation in the speeds 
affected the time in crossroad for the physical cars. Since the 
simulated cars could achieve speeds far greater than the physical 
cars, they had several instances of spending less time in the 
crossroad. More often than not, the physical cars would spend 
more than one second in the crossroad while most predetermined 
cars have sub-one-second times. The predetermined and physical 
average speeds before and after the crossroads are presented in 
Table 2 and Table 3. The accuracy of the car's movements 
depends on their locations predicted by the predetermined 2D grid 
coinciding with the actual locations on the track. 

Table 2: Predetermined Average Speeds Before and After the Crossroad 
 

 

Table 3: Average Physical Speeds Before and After the Crossroad 
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Figure 5: Comparison of Predetermined and Actual Locations Test Case 1a 

Comparisons of their positions in the predetermined 2D grid 
and actual results were visualized in graphs in all test cases. The 
actual results are based on positions of remote-controlled cars 
acting as self-driving cars on the actual scaled-down track 
(Figure 1).  The graphs show how much the actual locations differ 
from the predetermined locations of the cars. The difference 
between the predetermined and actual x and y coordinates in one 
test case is shown in Figures 5 and  6. The difference in x and y 
coordinates between the predetermined 2D grid location and the 
actual location is mostly negligible during each test's initial 
seconds. As the two cars accelerate, the actual cars' location falls 
slightly behind the predetermined location. However, the actual 
cars can also catch up back to the predetermined location, but with 
slight differences. 

 

Figure 6: Comparison of Predetermined and Actual Locations Test Case 1b 

One cause behind this type of deviation between the 
predetermined and actual results is due to the car's nature to not 
go directly straight despite not being issued any commands to turn, 
leading to it travel a greater distance than it would have otherwise 
traveled, creating sizeable deviations between its actual and 
simulated coordinates. It was also observed during testing that as 
the cars were used, the power banks' voltage level naturally also 
decreased, thereby making the cars' actual speeds more 

inconsistent compared to their simulated speeds, thus contributing 
further to the variation between the simulated and actual results. 

3.4. Additional Cars 

The hardware adaptation is limited to only four cars, but the 
simulation was designed to accept more than that. To add a new 
car to the program, select "Add New Car" in the authors' graphical 
user interface. The new car is then initialized based on the four 
cars' average characteristics since the new car does not have a 
hardware prototype. The system was able to simulate more cars 
than the physical hardware of four prototype cars, and the speeds 
of the cars were being adjusted like the procedure in the 
simulation of the prototype cars. Not only the predetermined 2D 
grid paths of the additional cars are generated, but the car 
commands are also sent using their Car IDs. Figure 7 shows one 
of these simulations of 8 cars in a zoomed crossroad. 

 
Figure 7: Eight Car Path Simulation - Zoomed in Crossroad 

Reservations have an impact on the speed of the car. The eight-
car scenarios resulted in more requests sent to the control system. 
Consequently, the increased number of cars caused the control 
system to issue more denials of reservations until the cars adjusted 
their speed accordingly.  Figure 8 plots the reservation request 
results alongside the car's speed through the simulation's duration, 
while Figure 9 shows a car possessing an approved reservation 
alongside its speed versus time. When the car's request was 
approved, its speed is maintained until the car exits the crossroad. 

The collections of reservation requests and status of the eight 
cars for all test cases were established. Here, the differences 
between each car's movement due to which gets approval first 
become apparent. Those cars that were given immediate approval, 
such as those who requested first, did not have to decrease their 
speeds. On the other hand, cars with several denials decremented 
several times before approval. Figure 10 shows the positive pulse 
of the reservation request that denotes approval lines up with its 
respective car beginning to maintain its speed. Likewise, the 
negative pulses that denote denial lines up with the car, decreasing 
their speeds. The approved reservation status alongside speed 
shows the window that the car must maintain its speed for the 
reservation duration. In Figure 11, the positive edge of the 
reservation marks the point where the speed is maintained. The 
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negative edge marks the point where each car's reservation is 
released; hence, the cars accelerate back. Between these two 
marks are the approved movements of the cars by the control 
system to avoid collisions.  

 
Figure 8: Reservation Requests Affecting Car's Speed 

 

Figure 9: Reservation Status Alongside Car's Speed. The speed unit was based 
on the simulations. 

 
Figure 10: Effect of Reservation Requests on Car Speed. The speed unit was 

based on the simulations. 

 
 

Figure 11: Having Approved Reservation and Car Speed. The speed unit was 
based on the simulations. 

4. Conclusions and Recommendations 

This work on a simulation design of collision avoidance of 
autonomous vehicles simultaneously crossing an intersection 
indicate that using the predetermined 2D grid can be an alternative 
localization scheme. Four prototype cars were modified with the 
specified modules and achieved the desired functionality of 
remotely controlling the control system's speed and steering. The 
control system was able to fulfill its function of controlling all the 
cars and negotiating the movement inside the crossroad per test 
case. The predetermined 2D grid was used as an alternative 
solution for determining the cars' locations increasing the 
accuracy of data and transmission. The result is a system that can 
control self-driving cars through a crossroad with minimal 
collisions. Furthermore, the control system using the 
predetermined 2D grid can perform simulation of more than four 
cars. Upon running the various test cases to verify the system with 
different car placements and maneuvers, it is concluded that the 
work was able to provide a fast method for vehicles to enter and 
exit a crossroad while avoiding slowdowns.  

Recommendations include incorporating machine learning 
and cloud technology [5] in AVs and AIM, implementing 
simulation in different programming platforms, extending 
hardware implementation on large-scale vehicles, or 3D road 
maps [4]. It is also suggested to use uninterrupted, fast, and 
accessible communication technologies. Moreover, a useful 
feature would be more sensors that can keep track of attributes not 
necessarily related to motion. If a project were to implement a 
system like the predetermined 2D grid, it is recommended that the 
simulated cars' characteristics to be like the physical cars that it 
would eventually control. Expanding the model of the car's 
movement from linear acceleration to a more dynamic model 
would significantly improve the accuracy of the resultant 
predetermined coordinates, and consequently, more appropriate 
car commands. In addition, intelligent highway queue selectors 
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[10] can be explored for controlling data dissemination, which 
might result in coordinated traffic flow at crossroads.  

Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgment 

De La Salle University is acknowledged for supporting this work. 

References 

[1] E. A. Smith, "Statistics on Intersection Accidents," 2018. 
https://www.autoaccident.com/statistics-on-intersection-accidents.html 

[2] R. Ewing, Traffic Calming State of the Practice. 1999. https://nacto.org/wp-
content/uploads/2012/06/Ewing-Reid-1999.pdf 

[3] N. Kazis, To Get Safer Streets, Traffic Lights and Stop Signs Aren't the 
Answer. 2011. https://nyc.streetsblog.org/2011/04/26/to-get-safer-streets-
traffic-lights-and-stop-signs-arent-the-answer 

[4] I. W.-H. Ho, S. C.-K. Chau, E. R. Magsino, and K. Jia, "Efficient 3D Road 
Map Data Exchange for Intelligent Vehicles in Vehicular Fog Networks," 
IEEE Transactions on Vehicular Technology, 69(3), 3151–3165, 2020. doi: 
10.1109/TVT.2019.2963346.  

[5] K. F. Chu, E. R. Magsino, I. W.-H. Ho, and C.-K. Chau, "Index Coding of 
Point Cloud-Based Road Map Data for Autonomous Driving," in 2017 IEEE 
85th Vehicular Technology Conference (VTC Spring), 1–7, 2017. doi: 
10.1109/VTCSpring.2017.8108280.  

[6] SAE International and S. O.-R. A. V. S. COMMITTEE, "Surface Vehicle 
Information Report: Taxonomy and Definitions for Terms Related to On-
Road Motor Vehicle Automated Driving Systems,"  2014.  

[7] K. Dresner and P. Stone, "A Multiagent Approach to Autonomous 
Intersection Management," Journal of Artificial Intelligence Research, 31, 
591–656, 2008.  

[8] T.-C. Au, S. Zhang, and P. Stone, "Autonomous Intersection Management 
for Semi-Autonomous Vehicles," Handbook of Transportation, 88–104, 
2015.  

[9] Vehicle Turning Paths Dimensions and Drawings. Dimensions.Guide 
[Online]. Available: https://www.dimensions.guide/collection/vehicle-
turning-paths-radius 

[10] E. R. Magsino and I. W. H. Ho, "An intelligent highway tollgate queue 
selector for improving server utilization and vehicle waiting time," in 2016 
IEEE Region 10 Symposium (TENSYMP), 2016, 271–276, doi: 
10.1109/TENCONSpring.2016.7519417.  

 

 

 

http://www.astesj.com/


 

www.astesj.com     738 

 

 

 

 
Comparison of Support Vector Machine-Based Equalizer and Code-Aided Expectation Maximization on 
Fiber Optic Nonlinearity Compensation Using a Proposed BER Normalized by Power and Distance Index 

Mark Renier M. Bailon1, Lawrence Materum1,2,* 

1De La Salle University, 2401 Taft Ave., Malate, Manila, 0922, Philippines 

2Tokyo City University, 1-28-1 Tamazutsumi, Setagaya, Tokyo, 158-8557, Japan 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 10 September, 2020 
Accepted: 07 October, 2020 
Online: 24 November, 2020 

 Advances in optimizing optical fiber communications have been on the rise these recent 
years due to the increasing demand for larger data bandwidths and overall better efficiency. 
Coherent optics have focused on many kinds of research due to its ability to transport 
greater amounts of information, have better flexibility in network implementations, and 
support different baud rates and modulation techniques. These result in fiber-optic lines to 
provide faster speeds to end-users. Recent literature has looked into further developing 
digital signal processing techniques, while others have focused on fiber material 
optimization. Machine learning is another area of research that has garnered traction due 
to such demands. This survey discusses support vector machine (SVM) and code-aided 
expectation-maximization (CAEM) techniques on how they compensate for nonlinearity in 
coherent fiber optical communications. The study mainly focuses on how these techniques 
impact the performance of the transmissions where they are implemented and how they 
compensate for fiber optic nonlinearity through either the reduction of bit error rates 
(BERs), the improvements in the quality factor, or through a suggested index based on BER, 
power, and distance. Collating the results and based on a distinctive index, SVM is 
preferable in mid-range haul transmissions while CAEM for longer hauls.  

Keywords :  
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Nonlinearity Compensation 
Support Vector Machine 
Expectation Maximization 
 

 

 

1. Introduction  

With the growing need to manage, transmit, process, and 
receive large amounts of data, optical fiber transmissions can find 
a niche in today’s network communication age as it can address 
several network traffic issues. Compared to other communication 
methods such as radio wave propagation and other physical 
transmission media like twisted pair and coaxial cables, optical 
fiber transmission can deliver more data, operate more efficiently, 
occupy less space while having more capacity, and be less 
susceptible to interceptions. However, despite these advantages, 
optical communications have its fair share of disadvantages such 
as cost, complexity, and perhaps the most faced issue is phase 
sensitivity [1]. Over recent years, coherent optic fiber 
communications coupled with newly discovered digital signal 
processing techniques have improved and optimized data 
transmissions. One such stride was the shifting from single carrier 

multiplexing to coherent optical orthogonal frequency division 
multiplexing (CO-OFDM), which brought about advantages such 
as inter-symbol interference mitigation and higher bandwidth 
efficiency. However, OFDM's serious disadvantage is the higher 
peak-to-average power ratio (PAPR) that comes with it, which 
results in a phenomenon known as fiber optic nonlinear 
distortion [2]. Digital modulation techniques that are usually 
paired with OFDM, such as Amplitude shift keying (ASK) and 
Phase shift keying (PSK), and Quadrature amplitude modulation 
(QAM), are greatly affected by nonlinear distortions as these can 
significantly increase the BER of the system. Numerous studies 
and innovations such as those in [3]–[5] have risen to try to 
minimize the nonlinearity experienced in this multiplexing 
process such as varying or combining the digital signal processing 
(DSP) techniques applied, optimizing the material that coats the 
fiber optic core to reduce the birefringence and implementing 
neural networks in the transmitter/receiver or both to maximize 
the bandwidth delivered.  
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Just like any other transmission system, coherent optical fiber 
transmissions encounter their fair share of performance drops due 
to several types of induced noise. Amplified spontaneous 
emission (ASE) from inline amplifiers is one of these major 
contributors to linear noise. Laser phase noise from transmitters 
and the local oscillator also put a damper on system performance 
by a relatively significant margin. However, the largest 
contributor and perhaps the most significant cause for concern is 
the nonlinear phase noise (NLPN) caused by an interaction of the 
signal and the ASE mentioned above through the phenomenon 
known as fiber Kerr effect or Kerr induced nonlinearity [6].  

 
 

Figure 1: The effects on a 16-QAM system due to (a) Amplified Spontaneous 
Emission (b) Laser Phase Noise and (c) Nonlinear Phase Noise [7] 

 
For transmissions like quadrature amplitude modulation 

(QAM), which relies heavily on signal amplitude and phase 
shifting in its transmission, noise can significantly impact its 
performance, specifically on its BER. A small amount of noise 
can incorrectly categorize the transmitted data. This error is 
especially apparent in optical transmissions because most 
utilizing the orthogonal frequency division multiplexing scheme 
produces a high peak-to-average power ratio resulting in noise 
that can increase the BER in a transmission medium. 

 
 

Figure 2: (a) 16-QAM constellation with high nonlinear phase noise; (b) with 
reduced noise [8] 

 
Hence, solutions to addressing such nonlinearity are essential. 

In this work, two important techniques that work to that end 
analyze SVM and CAEM on how they affect optical fiber 
transmissions regarding their overall performance and fiber optic 
nonlinearity compensation. Performance comparison was made 
between the two using parameters of the different studies. In 
particular, the emphasis was on the use of coherent optical 
orthogonal frequency division multiplexing (CO-OFDM) or 
polarization division multiplexing using a 16-ary QAM (16-QAM) 
signal with varying fiber lengths and variables. The authors also 
propose a comparative index to fairly evaluate the two techniques 
based on the bit error rate (BER), power, and transmission 

distance. This paper is organized then as follows. Section 1 is 
followed by discussing the methods and a proposed comparative 
index in Section 2. Results and their discussions were done in 
Section 3, and recommendations given in Section 4. 

2. Nonlinearity Compensation and Comparative 
Methodology 

2.1. 16-QAM Least-Squares SVM Nonlinearity Equalizer 
 

A 16-QAM CO-OFDM coupled with an SVM nonlinear 
equalizer is proposed in [2]. The optical fiber link is composed of 
multiple 100 km standard single-mode fiber (SSMF). Attenuation 
in the link is accounted for and compensated using Erbium-doped 
fiber amplifiers (EDFA). The ASE contributed by the EDFA is 
considered as white Gaussian noise. Inputs to the digital 
modulator are generated from a pseudo-random binary sequence 
(PRBS) module, which then undergoes the QAM modulation. An 
inverse fast-Fourier transform module is utilized to convert the 
time domain signal generated to an equivalent frequency domain. 
In this case, the pulses of the signal are kept ideal for simplifying 
the simulation. To maximize linear conversion between the 
OFDM signal and the optical field, the OFDM signal's in-phase 
and quadrature segments are used by a pair of Mach-Zehnder 
modulators (MZM). Both MZM operates via push-pull 
configuration and is configured to be biased at the minimum 
transmission point to remove the chirp phenomenon effectively. 
Once the optical signal reaches the receiver after traversing N-
span amplifiers, it is converted into an electrical signal by a 90⁰ 
photoreceiver. Noise due to the laser linewidth's imperfections is 
disregarded as the study aims to isolate fiber nonlinearities due to 
other noise [2]. The signal then undergoes the normal decryption 
process before being fed into the machine learning algorithm, 
after which it is fully demodulated, and the error rate is calculated. 

 

 
 

Figure 3: 16-QAM CO-OFDM SVM-NLE Diagram [2] 

Support vector machines are powerful classifying tools yet can 
only be used as binary classifiers. Due to this restriction, this 
study's approach combines multiple two-class SVMs for a multi-
class model to be used. Since the study uses 16-QAM as its 
modulation technique, the signal is divided into sixteen (16) 
individual clusters in a constellation wherein each cluster 
represents data in a unique binary form [9]. For a single two-class 
SVM classifier, N pairs of vectors (𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘), k=1,…,N where 𝑥𝑥𝑘𝑘 
and yk are the input and output patterns, respectively undergo 
training to obtain the hyperplane. yk is the labeling function where 
yk ∈ {1, -1}. Through this training process, possible noise in the 
constellation is distributed efficiently and accurately. Based on 
the training data present, SVM aims to construct a classifier f(x) 
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𝑓𝑓(𝑥𝑥) = sign[(𝑊𝑊𝑇𝑇Φ(𝑋𝑋𝑖𝑖) + 𝑏𝑏)] 

                  = sign ��𝛼𝛼𝑘𝑘𝑦𝑦𝑘𝑘𝐾𝐾(𝑥𝑥, 𝑥𝑥𝑘𝑘) + 𝑏𝑏
𝑁𝑁

𝑘𝑘

� 
(1) 

where 𝑤𝑤 is the weight, 𝛼𝛼𝑘𝑘 is the support vector, 𝑏𝑏 is the bias term, 
and Φ(𝑋𝑋𝑖𝑖)  is the mapping function. The training process 
determines the weight, support vector, and bias terms used for the 
constructed classifier. For more complex data to be accurately 
separated, a mapping function is used to transform the training 
data xk into a higher dimension.  The SVM also utilizes a Kernel 
trick to help nonlinear decisions in mapping low complexity 
computations. The approach focused on this survey utilizes a 
radial basis function kernel in which only dot products are needed. 
K(xi,kj) ≡ exp (-ỿSVM||xi - xj||2)), ỿSVM > 0, with ỿSVM as the Kernel 
function. 

Since there are more than two unique data sets to classify 
from in a 16-QAM constellation, the study employed a one versus 
rest rule, wherein a received data point would classify in a 
particular cluster if and only if it is accepted by that cluster and is 
rejected by the rest, if two or more clusters accept the data point 
then it is considered noise. 

 
 

Figure 4: Implementation of a 4-level SVM to classify a 16-QAM 
constellation [10] 

To further increase the SVM classification accuracy in noisier 
environments, the study opted to implement a least-square variant 
of the SVM studied in [11]. Least-Square SVM (LS-SVM) 
provides a more optimized solution using the following: 

 

min (
1
2
𝑤𝑤𝑇𝑇𝑤𝑤 + 𝐶𝐶�𝜉𝜉𝑖𝑖)

𝑁𝑁

𝑖𝑖=1

 

constrained by 
 

yi(𝑤𝑤𝑇𝑇𝜙𝜙(𝑋𝑋𝑖𝑖) + 𝑏𝑏) ≥ 1 −  𝜉𝜉𝑖𝑖  

 
(2) 

 
 
 

(3) 

where 𝜉𝜉 is termed as the slack variable which shows the error 
term which must satisfy the condition 𝜉𝜉𝑖𝑖 ≥ 0. C is known as the 
regularization parameter. 

After the CD compensation process, both I and Q segments 
of the signal are fed into the LS-SVM in which the classifier is 
formed through a two-stage process of training and testing [2], 
[11]. 

1. Training 
• Arrange label 𝑦𝑦𝑘𝑘 , in-phase I and quadrature Q to format the 

SVM packet. 
• Select the RBF Kernel function and scale I, Q to [0,1] 

• Use cross-validation to determine the optimal C and ỿSVM 
values. 

• C and ỿSVM values to train the SVM. 
 

2. Testing 
• Insert testing symbol. 
• Compare predicted labels to transmitted symbols to 

determine and evaluate the BER. 

2.2. Code-Aided Expectation Maximization 

A wavelength-division multiplexing (WDM) and 
polarization division multiplexing (PolDM) system is considered 
in [12]. Nine simultaneously transmitting channels with the 
middle channel being the main focus of the study utilizes 16-
QAM modulation with a 32 GBaud symbol rate. The optic signal 
goes through a 2640 km distance consisting of 33 spans of 80 km 
each. Dispersion-compensating fiber (DCF) is not utilized in the 
study; however, the same standard single-mode fiber (SSMF) is 
used for the fiber cable, and an erbium-doped fiber amplifier 
(EDFA) is employed to counteract fiber loss. The signal 
undergoes a chromatic dispersion compensation followed by a 
polarization demultiplexing at the receiver. A frequency 
estimation (FE) acts on the sampled signal to estimate the 
frequency with a margin of accuracy equal to or better than 4 MHz. 
A Viterbi algorithm compensates for any leftover frequency that 
utilizes an FIR filter length with phase averaging. 

Due to noise correlating over time, traditional white noise 
assumption methods of demodulation are often suboptimal. The 
study in [12] partially compensates impairments done by both 
inter-channel and intra-channel nonlinear effects by exploiting the 
correlation of the phase noise through the use of CAEM. The 
phase noise correlation is dealt with by using a regularizer in the 
utility function of the algorithm. The CAEM describes as follows: 

 

 
 

Figure 5: 16-QAM PDM CAEM Algorithm Diagram [12] 
1. 𝑟𝑟𝑖𝑖[𝑘𝑘]  will be set as the 𝑘𝑘 th symbol after phase noise 

compensation in the 𝑖𝑖th iteration between the EM and forward 
error correction (FEC) process �𝑟𝑟𝑖𝑖[𝑘𝑘] = 𝑦𝑦[𝑘𝑘]𝑒𝑒−𝑗𝑗𝜙𝜙�𝑖𝑖[𝑘𝑘]� . 
𝜙𝜙�0[𝑘𝑘] = 0 and 𝑟𝑟0[𝑘𝑘] = 𝑦𝑦[𝑘𝑘] are set as initial values. 

2. The log-likelihood-ratio (LLR) is computed for each bit based 
on 𝑟𝑟𝑖𝑖[𝑘𝑘]. Let 𝑠𝑠𝑙𝑙 be the 𝑙𝑙th bit. The LLR is defined as follows 
if M-ary modulation is utilized. 
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LLR(𝑠𝑠𝑙𝑙) = log
𝑝𝑝(𝑠𝑠𝑙𝑙 = 0 | 𝑟𝑟𝑖𝑖[𝑘𝑘] )
𝑝𝑝(𝑠𝑠𝑙𝑙 = 1 | 𝑟𝑟𝑖𝑖[𝑘𝑘] )

 (7) 

𝑙𝑙 = (𝑘𝑘 − 1)log2𝑀𝑀 + 1, … , 𝑘𝑘log2𝑀𝑀 
 

(8) 

It is assumed that the residual noise in 𝑟𝑟𝑖𝑖[𝑘𝑘] patterns itself in 
a circularly symmetric zero-mean white Gaussian distribution. 
Constellation points whose labels are 𝑠𝑠𝑙𝑙 = 0 are defined in the set 
𝑋𝑋𝑙𝑙0 and likewise for 𝑋𝑋𝑙𝑙1. 
 
3. An updated log-likelihood ratio LLR𝑜𝑜(𝑠𝑠𝑙𝑙)  is obtained by 

decoding a soft-input-soft-output (SISO) FEC based on the 
initial LLR(𝑠𝑠𝑙𝑙) . LLR𝑜𝑜(𝑠𝑠𝑙𝑙)  bits are then converted to 
probabilities. Assuming a constellation point, 𝑎𝑎 ∈ 𝐶𝐶  is 
labeled as a logarithmic bit sequence 𝑎𝑎1, 𝑎𝑎2, 𝑎𝑎3,…,𝑎𝑎𝑙𝑙𝑜𝑜𝑙𝑙2𝑀𝑀 we 
obtain: 

 
𝑝𝑝�𝑥𝑥[𝑘𝑘] = 𝑎𝑎�𝑦𝑦[𝑘𝑘],𝜙𝜙�𝑖𝑖[𝑘𝑘]� 
 (9) 
    =  � 𝑝𝑝�𝑠𝑠(𝑘𝑘−1)𝑙𝑙𝑜𝑜𝑙𝑙2𝑀𝑀+𝑚𝑚 =  𝑎𝑎𝑚𝑚�

𝑚𝑚=1,…,𝑙𝑙𝑜𝑜𝑙𝑙2𝑀𝑀

 

 

4. The utility function 𝐸𝐸�𝜙𝜙,𝜙𝜙�𝑖𝑖� is then setup – Expectation Step. 
 

𝐸𝐸�𝜙𝜙,𝜙𝜙�𝑖𝑖�
=  𝛼𝛼𝛼𝛼(𝜙𝜙) + (1 − 𝛼𝛼)

∗  ��𝑝𝑝�𝑥𝑥[𝑘𝑘] = 𝑎𝑎�𝑦𝑦[𝑘𝑘],𝜙𝜙�𝑖𝑖[𝑘𝑘]�
𝑎𝑎 ∈𝐶𝐶

𝑁𝑁

𝑘𝑘=1

∗ 

log𝑝𝑝(𝑦𝑦[𝑘𝑘]|𝑥𝑥[𝑘𝑘] = 𝑎𝑎,𝜙𝜙[𝑘𝑘]) 

(10) 

where N is the total number of symbols, 𝛼𝛼  is the BER 
optimization weight with 𝛼𝛼 ∈ [0,1]  The regularizer function 
𝛼𝛼(𝜙𝜙) is described as follows: 
 

𝛼𝛼(𝜙𝜙) =  �((
𝑁𝑁

𝑘𝑘=3

 𝜙𝜙[𝑘𝑘] −  𝑤𝑤1𝜙𝜙[𝑘𝑘 − 1]

−  𝑤𝑤2𝜙𝜙[𝑘𝑘 − 2]))2 

(11) 

where 𝑤𝑤1  and 𝑤𝑤2  are the noise AR analysis weights. The 
expression 𝑝𝑝(𝑦𝑦[𝑘𝑘]|𝑥𝑥[𝑘𝑘] = 𝑎𝑎,𝜙𝜙[𝑘𝑘]) is computed as follows: 
 

𝑝𝑝(𝑦𝑦[𝑘𝑘]|𝑥𝑥[𝑘𝑘] = 𝑎𝑎,𝜙𝜙[𝑘𝑘])

=
1

𝜎𝜎√2𝜋𝜋2 exp�−
�𝑦𝑦[𝑘𝑘] − 𝑎𝑎𝑒𝑒𝑗𝑗𝜙𝜙[𝑘𝑘]�

2

2𝜎𝜎2
� 

(12) 

in which 𝜎𝜎2  is the noise variance that can be empirically 
computed with the aid of the training data. 
 
5. The vector 𝜙𝜙�𝑖𝑖,1 is calculated assuming the below conditions - 

Maximization step: 
 

𝜙𝜙�𝑖𝑖,𝑗𝑗 = arg𝑚𝑚𝑎𝑎𝑥𝑥�
𝜙𝜙

𝐸𝐸�𝜙𝜙,𝜙𝜙�𝑖𝑖� (13) 

where 𝜙𝜙�𝑖𝑖,𝑗𝑗 is the estimated phase noise between FEC and EM in 
the 𝑖𝑖th iteration and the estimated noise between the E and M steps 
in the 𝑗𝑗th iteration. To numerically compute for 𝜙𝜙�𝑖𝑖,1 a gradient-
ascent method is used. 

6. The utility function is recomputed, however instead of using 
(step 3), the following is used. 
 

𝑝𝑝�𝑥𝑥[𝑘𝑘] = 𝑎𝑎�𝑦𝑦[𝑘𝑘],𝜙𝜙�𝑖𝑖,𝑗𝑗[𝑘𝑘]� 
              

=
1

𝜎𝜎√2𝜋𝜋2 exp�−
�𝑦𝑦[𝑘𝑘] − 𝑎𝑎𝑒𝑒𝑗𝑗𝜙𝜙�𝑖𝑖,𝑗𝑗[𝑘𝑘]�

2

2𝜎𝜎2
�  

 

(14) 

7. Step 6 is repeated until 𝜙𝜙�𝑖𝑖,𝑗𝑗  converges after which 𝜙𝜙�𝑖𝑖+1 =
 𝜙𝜙�𝑖𝑖,𝑗𝑗 is set. 

8. Steps 1 to 7 are repeated until 𝜙𝜙�𝑖𝑖  converges, and 𝜙𝜙� =  𝜙𝜙�𝑖𝑖 
being the final phase noise is estimated. 

2.3. Simulation Parameters 

The following tables show the parameters and conditions of each 
approach. 

Table 1: Least-Square SVM Parameters 

Multiplexing CO-OFDM 
Distance up to 1200 km 
Amplifier EDFA 
Noise Figure 6 dB 
Fiber SSMF 
Span Length 100 km 

Attenuation Coeff 4.605 x 10-5 m-1 * 

Dispersion Coeff 17 ps/(nm · km) 

Nonlinear Coeff - 

EDFA Emission Factor - 
Symbol rate 40 Gbaud 
Tx & LO Linewidth - 
Modulation 16-QAM 
Sampling rate - 

 

Table 2: Code-Aided EM Parameters 

Multiplexing PDM 

Distance 2640 km 

Amplifier EDFA 

Noise Figure - 

Fiber SSMF 

Span Length 80 km 

Attenuation Coeff 4.8354 x 10-5 m-1 

Dispersion Coeff 17.025 ps/(nm · km) 

Nonlinear Coeff 1.3 (W · km)-1 

EDFA Emission Factor 1.7741 

Symbol rate 32 Gbaud 

Tx & LO Linewidth 100 kHz 

Modulation 16 QAM 
Sampling rate 1 sample/symbol 

 

3. Comparative Index, Results, and Discussions 

The tables below show the results of each study’s approach. 
Since comparison is to be done using the BER, findings with Q-
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factor results were converted to their equivalent BER using the 
following [13]: 

BER =  
1
2

erfc �
𝑄𝑄
√2
� ≈  

1
𝑄𝑄√2𝜋𝜋

𝑒𝑒−
𝑄𝑄2
2  (15) 

Q(dB) = 10log10(Q2) = 20log10(Q) (16) 

where Q is the Q-factor and erfc () is the complementary error 
function. Since the (erfc) used in calculating BER is approximated, 
any BER values computed will be approximations. To ensure the 
calculations' high accuracy, BER values are displayed, having 
values up to seven decimal places. 

3.1. Proposed Index 

The authors proposed an index (17), which is a measure of 
how well each technique compares to others depending on the 
application. The index in Table 8 is calculated as follows: 

𝑀𝑀 =  
BER

Power × Distance
 (17) 

Table 3: Quality Factor (dB) for 1000 km and 1200 km fiber length at differing 
Launch Powers [2] 

Launce 
Power 

Distance (km) 

1000 1200 

-3 dBm 9.50 8.90 

-4 dBm 10.20 9.55 
-5 dBm 10.40 9.95 

-6 dBm 10.30 9.90 

-7 dBm 10.00 9.60 

-8 dBm 9.50 9.10 

-9 dBm 8.90 8.50 
 

Table 4: BER for 1000 km and 1200 km fiber length at differing Launch 
Powers. 

Launce 
Power 

Distance (km) 

1000 1200 

-3 dBm 0.0015509 0.0029533 

-4 dBm 0.0006563 0.0014644 

-5 dBm 0.0005011 0.0009053 

-6 dBm 0.0005743 0.0009635 

-7 dBm 0.0008500 0.0013820 

-8 dBm 0.0015509 0.0024036 

-9 dBm 0.0029533 0.0043513 
 

Table 5: BER at Launch Power = -6 dBm for different fiber lengths 

Distance (km) Launch Power Q-factor (dB)  
BER  

400 -6 dBm 11.50 0.0000909 
600 -6 dBm 11.25 0.0001389 
800 -6 dBm 10.90 0.0002423 

1000 -6 dBm 10.30 0.0005743 
1200 -6 dBm 9.90 0.0009635 

 

3.2. LS-SVM Results  
The BER values in Table 3 are extrapolated from the graphical 

results in [2], while BER values in Tables 4 and 5 are calculated 
estimates from the data of [2] using (15) and (16).  

3.3. CAEM Results 
The Q-Factor values in Table 6 are extrapolated from the 

graphical results in [12]. BER values are calculated estimates 
using (15) and (16) based on the Q-Factor.  

Table 6: Q-Factor (dB) and BER as a function of Launch Power at 2640 km 
fiber length 

 
Launce Power Distance (km) Q-Factor (dB) BER 

-2 dBm 2640 4.6 0.0555459 
-1 dBm 2640 8.5 0.0043514 
0 dBm 2640 11.4 0.0001081 
1 dBm 2640 13.1 0.0000033 
2 dBm 2640 6.9 0.0155732 

 

3.4. Comparative Results 

Table 7 shows BER values attained from the different studies 
under highly similar conditions, thus making it possible to 
compare their results. LS-SVM can be compared under a -6 dBm 
launch power at 1200 km fiber length while CAEM has results at 
0 dBm launch power with a 2640 km fiber length. 

Table 7: BER values under similar attributes 

Algorithm Distance 
(km) 

Fiber 
Link 

Launch 
Power BER 

LS-SVM 1200 - -6 dBm 0.0009635 

CAEM 2640 - 0 dBm 0.0001081 

Table 8: Results Based on the Proposed Index 

Algorithm BER Power   
(Watts) 

Distance 
(km) Index 

LS-SVM 0.0009635 0.0002512 1200 0.0031963 
CAEM 0.0001081 0.0010000 2640 0.0000409 

Low index values mean better overall performance for the 
algorithm. As shown in Table 8, the LS-SVM can be applied well 
in midrange haul and low complexity applications, whereas 
CAEM for long haul and high complexity optical networks.  The 
index provided in (17) for measuring and comparing the 
performance in the studies [12], [2] is thus proposed for 
nonlinearity compensation performance comparisons. 
Nonetheless, it also recognized that multiple values should be 
considered and further simulated to get graphical representations 
of the results. 

4. Recommendations 

Based on the results, LS-SVM provides nonlinearity 
compensation in a CO-OFDM 16-QAM system, but for longer 
fiber lengths, CAEM provides a significantly lower BER value. 
These outcomes make CAEM a preferred choice when it comes 
to long haul optical transmissions. Complexity wise it is 
recommended to utilize LS-SVM. CAEM is preferred despite the 
higher complexity due to its significantly lower index. One 
potential future work is to verify the results in an experimental 
setup. 
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 This study used 15 VECM analysis models to analyze the relationship among exchange 
rates of South Korea, China and Japan; and between exchange rates of each country and 
international financial market variables. The analysis variables are the Won, Yuan, Yen 
spot exchange rates and international financial market variables. The results of the analysis 
are as follows: First, there was a long-term cointegration relationship between RMB, KRW, 
JPY and international financial market variables. Second, the analysis results of the VECM 
showed that explanatory power of Korea's offshore Won-Dollar accounts for 50% of the 
onshore Won-Dollar. The results of the analysis of the Yuan's VECM showed that the 
onshore Yuan (CNY) and offshore Yuan (CNH) exchange influence, but each has its own 
independent characteristics. Overall, the Won is more integrated with the international 
financial market than the Yuan. The Yen's relationship with variables in the international 
financial market was stronger than that of the Won and the Yuan. Third, offshore Won-
Dollar, onshore KRW, and JPY had similar Granger causality relationship and impulse 
responses with international financial market variables. However, CNH and CNY indicated 
weaker than that of Won and Yen. The onshore Won-Dollar is shown to partially offset the 
shock from the onshore Yuan and offshore Yuan. The implications of this study are as 
follows: First, it is important to look at the exchange rate from the perspective of the 
international financial market. Second, Yuan investment and risk management are 
necessary considering the characteristics of the onshore and offshore Yuan which are 
interrelated but also distinctly unique markets. Third, it is necessary to manage the 
exchange rate position, taking into account the long-term equilibrium relationship among 
the Won, Yuan, and Yen currencies. Fourth, Korean companies should find a way to actively 
utilize the Won which shows the characteristics of partial internationalization. 
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1. Introduction  

International credit rating agencies note changes in exchange 
rates in relation to country credit ratings. The exchange rate 
represents the credit risk of the currency country viewed in the 
financial market. In [1], the author argued that the credit rating 
announcement by the credit rating agency has a significant impact 
on the exchange rate and its influence varies depending on 
emerging markets or developed countries. In [2], the author argued 
that the depreciation of the exchange rate is a negative factor for 
the financial system of the country. In [3], the author argued that 
large differences in interest rates between local and foreign 
currencies would increase dollar loans with low interest rates. In 

[4], the author that entities in East Asian countries use foreign 
currency loans to reduce borrowing costs. They argued that 
company selectively use foreign currency loans in consideration of 
low foreign currency borrowing interest rate benefits and foreign 
exchange hedge costs arising from foreign currency borrowing. As 
they argument, the mid- to long-term exchange outlook, adjusted 
according to interest rates, expected currency values, macro-
economic variables, etc., are important for the parties to the foreign 
exchange transaction. Therefore, it is important to understand the 
mid- to long-term equilibrium relationship between each currency 
and with variables in each currency and international financial 
markets variables. However, the exchange rate is generally highly 
volatile in the short term, as the following arguments suggest. In 
[5], the author argued that the short-term exchange rate 
determinant model by macroeconomic variables is almost 
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indescribable. In [6], the author argued that the empirical analysis 
of advanced countries' currencies generally showed that the 
exchange rate was close to random walking, and that the won-
dollar exchange rate was also random walking after the 
introduction of the floating exchange rate system in Korea.  In [7], 
the author argued that the sensitivity of the trade-in between the 
local currency and the foreign currency was greater under the 
floating exchange rate system. He argued that the floating 
exchange rate system also limits the ability of monetary authorities 
to carry out their own policies. The following studies have shown 
that emerging economies' exchange rate-setting mechanisms and 
dollarization increase exchange rate volatility. In [8], the author 
studied the factors affecting the transactions of local and foreign 
currencies in emerging countries. He argued that the holding of the 
local currency or foreign currency depends on the level of interest 
rate on the foreign currency against the local currency and the 
expected depreciation of the local currency. Therefore, it was 
argued that the foreign currency trade was determined in 
accordance with reasonable expectations for the local currency and 
the foreign currency. In [9], the author argued that the dollarization 
generally increases in emerging economies. The dollarization is 
the use of the dollar (foreign currency) as a means of storing value 
instead of the local currency. The IMF defined the dollar 
phenomenon in emerging economies as the proportion of foreign 
currency deposits to broad cash. They used the dollarization level 
as the ratio of foreign currency deposits to M2. In [10], the author 
argued that the dollarization was a reasonable response from the 
investors to future uncertainties in emerging economies' 
currencies. The dollarization also affects macroeconomic policies, 
foreign exchange risk management and exchange rate systems in 
emerging economies. In [11], the author  analyzed the Turkish 
currency using a VAR model. He argued that the dollarization is 
caused by instability in three macroeconomic variables: currency 
devaluation volatility, inflation volatility, and uncertainty forecast 
volatility. In [12], the author argued that the loss of confidence in 
economic management would reduce confidence in the local 
currency, thereby promoting the retention of foreign currencies.  
Bank plays a pivotal role in developing emerging economies' 
financial markets. Therefore, deepening the dollarization of banks' 
assets and liabilities increases foreign currency exchange risk. He 
argued that the dollarization is not significant in countries where 
the financial industry has grown to a considerable level, but in 
countries with small financial industries, the dollarization is 
relatively large. The above studies suggest that the medium- to 
long-term relationship of exchange rates is important for parties to 
foreign exchange transactions. The demand and supply of foreign 
exchange trading arise from the import-export transactions of 
enterprises and the hedging of foreign exchange positions held and 
the capital markets transactions invested in stocks and bonds. 
Thus, long-term exchange rate relationships between currencies 
and key variables in the international financial market are 
important for businesses and investors. South-Korea, China and 
Japan are the top 10 global import-export trading partners. In 
addition, China and Japan are Korea's largest export-import trading 
partners. The Korean won is a non-international currency, but the 
Chinese yuan and Japanese yen are SDR international currencies. 
As a non-international currency country, like most ASEAN 
countries, Korea has to do import-export transactions and capital 
market transactions with international currency countries. 
Therefore, it is an important issue for Korean import-export 

companies and pension fund investors to find out the long-term 
equilibrium relationship between the won dollar, the yuan, and the 
yen. Regarding exchange rate relationship between Korea, China 
and Japan. In [13], the author analyzed the non-international 
currency of the Won, the SDR international currency of the Yuan, 
and the Yen by applying CIP theory. The CIP theory is that there 
is an equilibrium relationship between the difference between the 
risk-free interest rates of the two currencies and the difference 
between the spot exchange rate and the forward exchange rate. 
Therefore, the country's foreign exchange market maintains 
equilibrium relationship under the CIP theory. In general, 
international currency is not regulated and there are no restrictions 
to trade, so the CIP theory is established. Therefore, it is in 
principle impossible to trade risk-free arbitrage transaction that 
arises from the collapse of the CIP equilibrium relationship. They 
argued that the Yen, which is an international currency, is 
impossible for risk-free arbitrage transaction when considering the 
transaction cost. However, they argued that the Yuan, which is in 
the process of internationalization, and the Won, a non-
international currency, imply arbitrage opportunities through 
SWAP transactions. In [14], the author used the VECM (Vector 
Error Correction Model) model to analyze the relationship 
between the country CDS Premiums of Korea, China and Japan, 
the exchange rate and the variables of the international financial 
market. They argued that while the country CDS Premiums of 
Korea and Japan were more closely related to the variables in the 
international financial market, the Chinese CDS Premiums had a 
weak relationship. In [15], the author used the VECM model to 
analyze the relationship between the international financial market 
variables and the spot exchange rate of Latin America and the 
country CDS Premium. He argued that although variables in the 
international financial market affect the spot exchange rate of Latin 
America countries, their impact varies from country to country. 

This study analyzes the long-term equilibrium between the 
Korean won (onshore KRW and offshore Won-Dollar, herein 
“NDF KRW” where NDF is non deliverable forward), the Chinese 
yuan (onshore CNY and offshore CNH), and the Japanese yen JPY 
currency. And analyze the long-term equilibrium relationship 
between these currency and international financial market 
variables. The analysis results compared the characteristics of a 
total of five currency markets by dividing them into won (KRW 
and NDF KRW) and yuan (CNY and CNH) and yen JPY. This 
study can be differentiated from the existent researches based on 
the following; First, we have identified the long-term equilibrium 
relationship between the exchange rates of Korea won, China 
yuan, and Japan yen from the perspective of the international 
financial market. Second, the degree of integration with the 
international financial market was compared by comparing and 
analyzing the non-international currency, the won, the yuan and 
the yen, the international currency. Third, it was found that 
although the onshore and offshore yuan, which is being promoted 
for internationalization, is related to each other, there is a unique 
market characteristic that is distinguished from each other. 
Therefore, we have provided suggestions that company and 
international investors need yuan trading and yuan position 
management in consideration of the onshore and offshore yuan 
characteristics. The composition of the study is as follows; Chapter 
1 describes the purpose and background of the research. Chapter 2 
describes prior research and the variables used in analysis. Chapter 
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3 described the research model and the research methodology. 
Chapter 4 basic statistics, unit root test, and co-integration test of 
the analysis data. Chapter 5 presents the analysis results of the 
VECM model. Chapter 6 presents summaries and conclusions. 

2. Previous research 

2.1. Dollarization 

The dollarization is the use of the dollar (foreign currency) as 
a means of saving value instead of the local currency. However, 
there is no consensus as to the various hypotheses in previous 
studies about the dollar phenomenon and the cause of currency 
exchange trading. In [16], the author put together four types of 
research on the dollarization. First, the study that the dollarization 
increases when the policy and institutional financial system of the 
local currency finance is poor. In [17], the author and in [18], the 
author, and in [19], the author argued that financial markets are not 
naturally fostered, but are developed through the process of 
maintaining stable asset values through their own economic 
growth and continued policy and institutional legislation. In [20], 
the author and in [19], the author argued that the dollarization is 
caused by increased risk of default, expected currency devaluation 
and a lack of dollar liability mismatch information. They argued 
that market failures were caused by problems between financial 
industry instability and related legal systems, and the dollarization 
was also caused by poor policy results and financial market 
imperfections. Second, the study that devaluation of exchange 
rates causes capital outflow and aggravates effect on the financial 
statements of domestic companies. In [21], the author argued that, 
in the event of a crisis, a significant foreign debt repayment burden 
reduces aggregate demand and, therefore, further depreciation of 
the exchange rate occurs. They argued that this would worsen the 
company financial statements, making borrowing conditions more 
unfavorable. Third, the study of currency substitution in relation to 
the foreign currency hedging. If investors experience high inflation 
in assets held in their local currencies, they will replace their 
holdings with foreign currencies to maintain future asset values. In 
[22], the author outlined the theory of trade-in between two 
currencies. In [23], the author argued in empirical studies that 
inflation and currency exchange trading are strongly interrelated. 
In [24], the author argued that holding foreign currencies in 
emerging countries played a role in hedging macroeconomic risks 
in emerging country economies. He argued that if investors were 
concerned about inflation in their currencies, the demand for 
foreign currency holdings would continue to increase. Fourth, the 
study that portfolio investment manager will have foreign currency 
assets at an optimal rate to minimize the risk of their investment 
portfolios. In [25], the author used the Minimum Variance 
Portfolio (MVP) method to study with five Latin America 
countries. They confirmed that assets and liabilities of financial 
institutions are readjusted in accordance with changes in exchange 
rates to hedge the inflation. In [26], the author argued that the 
proportion of dollar assets in MVPs and the dollarization are 
positive correlations. 

2.2. Internationalization of Yuan 

In 2008, when the global financial crisis recurred, China 
proceeded the internationalization of the yuan, mainly in Hong 
Kong. The yuan was newly incorporated into the SDR 

international currency in October 2016. The internationalizing of 
the yuan was a major issue for non-international currency 
countries. It was because currency internationalization could be an 
alternative to addressing the exchange rate problems common to 
emerging Asian countries. However, it is necessary for companies 
and financial institutions in non-international currency countries 
that do business with China to understand the characteristics of the 
new international currency, the renminbi, to manage exchange rate 
risk. In [27], the author asserted four backgrounds for the 
internationalization of the yuan. First, currency 
internationalization brings about the development of the direct 
financial market, so it has the effect of increasing the efficiency of 
monetary policy. Second, internationalization of currency has a 
good function to reduce the difference in interest rates and 
exchange rates between currencies by enabling arbitrage trading 
when changes in monetary policy are expected. Third, it argued 
that currency internationalization could further expand the wealth 
effect of the currency by enticing investors in the international 
financial market. Fourth, it argued that currency 
internationalization could lead to an increase in yuan deposits 
abroad, thereby promoting the growth of the yuan's international 
financial market. They summed up the requirements for the 
internationalization of the yuan as follows: The increase in China's 
economic weight in the global economy, the convenient exchange 
function of the yuan, the development of financial market and the 
liberalization of the Chinese financial market, the development of 
the offshore yuan financial market and the expansion of the 
flexibility of the yuan exchange rate. In [28], the author and in [29], 
the author cited five common factors in currency 
internationalization: political, military power, economic scale, 
national financial soundness and financial market competitiveness. 
In [30], the author argued that the higher the proportion of GDP, 
which represents the size of the economy, and the higher the 
proportion of trade in the global economy, the higher the 
possibility of internationalization of currencies. Trade dependence 
and inflation, on the other hand, have a negative impact on 
currency internationalization. They also argued that the greater the 
share of the stock market, the higher the proportion of foreign 
bonds issued in the local currency, and the greater the financial 
opening, the greater the possibility of internationalization of 
currencies. In [31], the author studied the international demand for 
yuan as a means of value storage. He used the explanatory 
variables of existing research to analyze the yuan. He estimated 
that the demand for the yuan would be 1 to 2 percent of the global 
currency volume in 2015 and 3 to 8 percent in 2020. However, he 
said that if China actively liberalizes its capital market and opens 
up its financial markets, the yuan's demand may rise more than 
expected as the yuan's trading volume increases further in the 
international financial market. The previous study of 
internationalization of currency were summarized in Table 1 
below. 

Table 1: Pre-study of the internationalization of currency 

  Description of variable 

 

[Dependent variable] 
Macroeconomic 

variables 

Currency 
market 

variables 

Financial 
market 

variables 
Others 

[Requirements 
to be used as 

foreign 

Chinn & 
Frankel 

GDP portion 
Inflation rate 

Exchange 
rate 

volatility 

Foreign 
exchange 

time lag 
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exchange 
reserves) 

depreciation 
rate 

transaction 
weight 

Chen et al 
GDP portion, trade 

size portion, 
inflation rate 

Exchange 
rate 

volatility 
 time lag 

Li Daokui 
et al 

GDP portion 
Inflation rate 

Exchange 
rate 

volatility 
depreciation 

rate 

  

Dae Won 
Oh 

GDP portion, trade 
size portion, 
inflation rate 

Exchange 
rate 

volatility 

M2 / GDP 
Openness  

[Currency 
internationaliz

ation 
requirements] 

Seok 
Hyeon, 

Sang Heon 
Lee 

GDP portion, 
Trade portion, 

Trade dependency, 
Inflation 

 Stock Market 
Openness 

Financial 
openness 

[RMB 
internationaliz

ation 
requirements] 

Haihong 
& 

Yongding 
Yu 

China’s Economy 
portion in the 
Global Market 

Flexibility 
of exchange 

rate 
Convenient 
exchange 

Financial 
liberalization 

Financial 
Market 

Development 
Offshore 
Market 

Development 

 

In [32], the author analyzed the impact of the onshore Chinese 
yuan (CNY) on the offshore yuan (CNH) market in Hong Kong. 
According to their analysis, the change in the implied interest rate 
of the forward exchange rate in China immediately affects the 
renminbi forward exchange rate market in Hong Kong. In [33], the 
author analyzed the effect of interest rate volatility transferred 
from the Chinese market to the Hong Kong offshore renminbi 
market through a variance decomposition analysis. They argued 
that volatility was transferred from the Chinese market to the Hong 
Kong offshore market at an average of 60.9%. However, the effect 
of transferring volatility from the Hong Kong offshore market to 
the Chinese local market was insignificant at 13.8%. In [34],  the 
author analyzed the CNH and CNY markets from September 2010 
to August 2013. They argued that CNY had a strong influence on 
CNH at the beginning of the analysis period, but argued that CNH's 
influence on CNY increased in the later period. Therefore, they 
argued that CNH Hong Kong's offshore yuan has predictive of 
CNY's Chinese onshore yuan. In [35], the author studied the 
difference in price between CNH offshore renminbi and CNY 
onshore currency. They argued that the yuan liquidity and risk 
aversion of international financial market investors were the main 
causes of the price difference between CNY and CNH and 
incurring arbitrage trading. They argued that an increase in the 
inflow of yuan from the CNY onshore market to the CNH Hong 
Kong offshore market narrowed the CNH-CNY price difference, 
and thus the yuan exchange rate was adjusted based on the 
available liquidity in the market.  
2.3. Analysis of variable 

We describe the variables used in the fifteen VECM analysis 
models.  The first variable is the spot exchange rate. The exchange 
rate represents the credit risk of the currency country viewed in the 
financial market. In [2], the author argued that the depreciation of 
the exchange rate is a negative factor for the financial system of 
the country. In [36], the author argued that the depreciation of the 
exchange rate is a problem with the repayment of national debt.  In 
[37], the author argued that a sharp depreciation of the exchange 

rate lowers the value of the assets denominated in the local 
currency, resulting in a lack of foreign currency liquidity, which 
increases the occurrence of a default risk. The second variable is 
the 10-year US treasury interest rate. In [38], the author argued that 
the 10-year U.S. government bond interest rate is the benchmark 
for the level of interest expected by investors in international 
financial markets. In [39], the author argued that the determinants 
of investment capital flowing into emerging economies are largely 
attributable to supply factors, such as the level of U.S. treasury 
bond interest rates and preference for safe assets in the 
international financial market. It argued that a 50bp drops in 
interest rates on 10-year U.S. treasury bonds would increase the 
total inflow of capital into emerging economies by 13 percent. The 
third variable is credit risk spread. In [40], the author argued that 
credit risk spreads represent investors' risk aversion and are 
explained by the spread difference between the 10-year U.S. 
treasury bond and credit risky bonds. In [41], the author argued 
that an increase in the hedge propensity of investors in the 
international financial market increases the credit risk spread, and 
that the credit risk spread is significant in explaining the EMBI 
index of emerging economies in 31 countries. Alsaka and ap 
Gwilym [1] argued that the announcement by the credit rating 
agency had a significant impact on exchange rate fluctuations. The 
fourth variable is the VIX index. VIX is Chicago Board Options 
Exchange Volatility Index and is a variability in S&P100 index 
option transactions. The index represents the level of hedge 
propensity among international financial market investors. The 
VIX index is to the extent that investors feel an event risk, and it is 
the risk compensation rate expected by investors who expect high 
returns in the international financial market. In [42], the author 
argued that the VIX index is an important explanatory variable that 
determines the rate of return on treasury bonds. In [43], the author 
argued that it is an important variable that explained the premium 
on government bonds in emerging countries. In [44], the author 
argued that VIX is an important variable that explains the CDS 
premium in Mexico, Turkey, and South Korea. In [38], the author 
argued that VIX is a factor that explains the premium on short-term 
government bonds. In [39], the author stated that the VIX index 
represents a preference for safe assets in the international financial 
market and that if the VIX index fall halves, total capital inflows 
from emerging economies would increase by 11%. The fifth 
variable is TED spread. TED spread is the difference between the 
90-day yield on U.S. treasury bonds and the three-month interest 
rate on Euro-dollar Libor. TED spread represents the average level 
of risk felt by the counterparty in inter-bank money market 
transactions in the international financial market. Higher cross-
bank counterparty risk burdens are considered to have increased 
TED spreads and increased hedging tendencies in the international 
financial market, worsening the funding situation. The change in 
TED spread implies changes in overall capital liquidity in the 
international financial market or changes in credit risk levels and 
bond rates. In [45], the author used the TED spread as a measure 
of the liquidity level of hedge funds. In [41], the author used TED 
spread as a measure of the liquidity of government-issued 
government bonds in the international financial market.  
3. Research model 
3.1. Research Analysis 

In [46], the author analyzed the mid- to long-term relationship 
of the Turkish exchange rate using the VECM analysis model. He 
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constructed a nominal exchange rate and market exchange rate 
model and analyzed it using the VECM analysis method. They 
argued that the market exchange rate model has better 
predictability of the future mid-term exchange rate than a random 
walk with and without drift. In [15], the author also used the 
VECM analysis methodology to analyze the relationship between 
the Latin America spot exchange rate and the international 
financial market variables (the 10-year US treasury interest rate, 
the credit risk spread between the AAA credit rating and the BBB 
credit rating, VIX index, TED spread). This study also analyzed 
the Granger Causality, the impulse response, and the variance 
decomposition analysis using VECM analysis methodology that 
studied the mid- to long-term exchange rate relationship. The 
analysis variables are Korea won onshore (KRW) and offshore 
won, NDF KRW (KWD1m), Chinese onshore (CNY) and offshore 
yuan (CNH), Japanese yen (JPY), 10-year US treasury bond 
interest rate (T10Y), credit risk spread, VIX index, TED spread. 
The Chinese yuan is analyzed by dividing the Chinese onshore 
yuan (CNY) market, the Hong Kong  offshore yuan (CNH) market, 
and the Seoul offshore yuan market (herein we refer as “CNK”). 
The Korean won is divided into the Seoul Foreign Exchange 
onshore (KRW) Market and the offshore NDF KRW market 
(KWD1M).  The offshore won NDF KRW, has the shortest 
maturity of one month's forward rate. In [47], the author also 
analyzed the causal relationship between the spot exchange rate of 
the onshore won dollar and the offshore NDF KRW exchange rate 
(the same one-month forward rate). NDF KRW is a forward 
exchange contract in which only the difference between the 
forward exchange rate and the spot exchange rate is settled in 
dollars without having to exchange the principal of the contract at 
maturity. As of 2018, the Korea won's NDF market is worth about 
$9.5 billion. The won is non-international, but there is no limit to 
profit-taking arbitrage transactions in which investors take 
advantage of the price gap between the Seoul foreign exchange 
KRW market and the Seoul bond market and the offshore NDF 
KRW market. Therefore, it is assumed that the won has become 
substantially and effectively internationalized. The Japanese yen is 
International currency. Therefore, it analyzes the yen traded in 
international financial markets as there is no distinction between 
onshore and offshore markets. A total of fifteen VECM analysis 
models are used to verify the long-term cointegration relationship 
between variables and apply the VECM analysis methodology 
only if the long-term cointegration relationship is valid at statistical 
confidence level. The data analysis period is from December 1, 
2014, when the yuan (CNK) began trading on the Seoul foreign 
exchange market to November 30 2017. The daily average trading 
volume of the Seoul offshore yuan (CNK) currency market is $1.5 
billion to $2 billion, ranking third to fourth among the global 
offshore yuan market. There is no restriction on transactions 
because CNK is the same offshore yuan as the Hong Kong offshore 
yuan (CNH). It also means that the cross rate between the 
currencies can also affect the won-dollar KRW exchange rate. 
Therefore, the data analysis period was set for three years from 
December 1, 2014 to November 30, 2017 to compare fifteen 
analysis models. 

3.2. Analysis Model 

This study first tests the long-term equilibrium relationship 
between the analysis variables using the cointegration analysis 

method proposed by [48] the author. In general, time series data 
are non-stationary and therefore have a unit root. However, if there 
is a stable linear combination between these variables, it can be 
considered that there is a cointegration relationship between the 
variables, so that a long-term, stationary relationship exists. 
Therefore, regression analysis can be used when a cointegration 
relationship is recognized even among unstable time series data. 
When the cointegration relationship is confirmed, the relationship 
between the variables is analyzed using the VECM model, which 
includes the error correction term (ECT) in the VAR model. The 
VECM model can measure the effect of the time lag between 
endogenous variables and analyze the long-term equilibrium 
relation between variables as well as the short-term dynamic 
relations simultaneously. Nevertheless, since the VAR model is 
not constrained, the results may vary depending on the variable 
settings. Therefore, this study performed Granger causality 
analysis in addition. The impulse response analysis was used to 
analyze how external impacts were transferred between variables. 
The study also add variance decomposition analysis to analyze the 
magnitude of the influence of unexpected impacts on variables. It 
is necessary to verify the cointegration relationship between 
research variables in order to apply the VECM analysis 
methodology. Thus, this study conducted Johansson’s 
cointegration analysis. The methods for verifying Johansen's 
cointegration vector are trace (λ trace) and maximum eigenvalue 
(λ max) tests. The test statistic is as follows: 

𝜆𝜆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡= − T� ln (1 − 𝜆𝜆𝑖𝑖^)n
i=r+1                        (1) 

𝜆𝜆𝑚𝑚𝑡𝑡𝑚𝑚(𝑟𝑟, 𝑟𝑟 + 1) = −𝑇𝑇ln�1− 𝜆𝜆𝑡𝑡+1^ �                            (2) 

here, λ i indicates the matrix eigenvalue and T is the observed 
number. The null hypothesis of λ trace is: “there is no 
cointegration”; if this is rejected, there exist at least r number of 
cointegration relations, and the variables become stable I (0) time 
series. Only after the cointegration verification is confirmed, the 
relationship between the endogenous variables is analyzed by 
applying the VECM analysis methodology. The cointegration test 
show the long-term equilibrium relationship between variables, 
but it does not suggest its direction. To overcome this problem, this 
study analysis the relationship between variables using VECM 
model. The use of the VECM model has the advantage of being 
able to identify both short- and long-term causal relationships, as 
it can identify not only the effects of the differential term of the 
independent variables on the dependent variables, but also the 
effect of the variation of the error correction term on the dependent 
variables. The VECM model is as follows:  

∆[𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡] = [𝛼𝛼1] + �𝛼𝛼𝑖𝑖Δ[𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡−𝑖𝑖]
𝑝𝑝

𝑖𝑖=1

 

+ ∑ 𝛼𝛼𝑗𝑗Δ�𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿1𝑚𝑚𝑡𝑡−𝑗𝑗�… + [𝜃𝜃1][𝐸𝐸𝐸𝐸𝑇𝑇𝑡𝑡−1] + �𝜀𝜀1,𝑡𝑡� 
𝑝𝑝
𝑗𝑗=1      (3) 

 

The extension of (3) of two variables into six variables shall be 
expressed as follow:    
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⎣
⎢
⎢
⎢
⎢
⎡
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿1𝑚𝑚𝑡𝑡
𝑇𝑇10𝑌𝑌𝑡𝑡

𝐸𝐸𝐿𝐿𝐸𝐸𝐿𝐿𝐶𝐶𝑇𝑇𝑡𝑡
𝐿𝐿𝐿𝐿𝐶𝐶𝐿𝐿𝑡𝑡
𝑇𝑇𝐸𝐸𝐿𝐿𝑡𝑡 ⎦

⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎡
𝛼𝛼1
𝛼𝛼2
𝛼𝛼3
𝛼𝛼4
𝛼𝛼5
𝛼𝛼6⎦
⎥
⎥
⎥
⎥
⎤

+ �Δ

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝛽𝛽11𝑖𝑖
𝛽𝛽21𝑖𝑖
𝛽𝛽31𝑖𝑖
𝛽𝛽41𝑖𝑖
𝛽𝛽51𝑖𝑖
𝛽𝛽61𝑖𝑖

𝛽𝛽12𝑖𝑖
𝛽𝛽22𝑖𝑖
𝛽𝛽32𝑖𝑖
𝛽𝛽42𝑖𝑖
𝛽𝛽52𝑖𝑖
𝛽𝛽62𝑖𝑖

𝛽𝛽13𝑖𝑖
𝛽𝛽23𝑖𝑖
𝛽𝛽33𝑖𝑖
𝛽𝛽43𝑖𝑖
𝛽𝛽53𝑖𝑖
𝛽𝛽63𝑖𝑖

𝛽𝛽14𝑖𝑖
𝛽𝛽24𝑖𝑖
𝛽𝛽34𝑖𝑖
𝛽𝛽44𝑖𝑖
𝛽𝛽54𝑖𝑖
𝛽𝛽64𝑖𝑖

𝛽𝛽15𝑖𝑖
𝛽𝛽25𝑖𝑖
𝛽𝛽35𝑖𝑖
𝛽𝛽45𝑖𝑖
𝛽𝛽55𝑖𝑖
𝛽𝛽65𝑖𝑖

𝛽𝛽16𝑖𝑖
𝛽𝛽26𝑖𝑖
𝛽𝛽36𝑖𝑖
𝛽𝛽46𝑖𝑖
𝛽𝛽56𝑖𝑖
𝛽𝛽66𝑖𝑖

𝛽𝛽17𝑖𝑖
𝛽𝛽27𝑖𝑖
𝛽𝛽37𝑖𝑖
𝛽𝛽47𝑖𝑖
𝛽𝛽57𝑖𝑖
𝛽𝛽67𝑖𝑖⎦

⎥
⎥
⎥
⎥
⎤

𝑝𝑝

𝑖𝑖=1

 

×

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑡𝑡−𝑗𝑗

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿1𝑚𝑚𝑡𝑡−𝑗𝑗
𝑇𝑇10𝑌𝑌𝑡𝑡−𝑗𝑗

𝐸𝐸𝐿𝐿𝐸𝐸𝐿𝐿𝐶𝐶𝑇𝑇𝑡𝑡−𝑗𝑗
𝐿𝐿𝐿𝐿𝐶𝐶𝐿𝐿𝑡𝑡−𝑗𝑗
𝑇𝑇𝐸𝐸𝐿𝐿𝑡𝑡−𝑗𝑗 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎢
⎡
𝜃𝜃1
𝜃𝜃2
𝜃𝜃3
𝜃𝜃4
𝜃𝜃5
𝜃𝜃6⎦
⎥
⎥
⎥
⎥
⎤

[𝐸𝐸𝐸𝐸𝑇𝑇𝑡𝑡−1] +

⎣
⎢
⎢
⎢
⎢
⎡
𝜀𝜀1𝑡𝑡
𝜀𝜀2𝑡𝑡
𝜀𝜀3𝑡𝑡
𝜀𝜀4𝑡𝑡
𝜀𝜀5𝑡𝑡
𝜀𝜀6𝑡𝑡⎦
⎥
⎥
⎥
⎥
⎤

               (4)  

where △ is the difference coefficient, and ΕСТ t-1 is the term 
describing the long-term equilibrium relation of the estimation 
coefficient as an error correction term, where α β θ is the 
measurement coefficient value, p is the time difference and εt is 
the error term. The Granger causality test verifies the significance 
of the coefficient values measured in relation to the lagged variable 
j and the variable i. If "Hnull : j does not granger cause i" is rejected, 
j shall become a Granger cause to i. Impulse response verification 
measures how quickly information is passed between variables 
when impacts are delivered to the VECM model with time lag. In 
other words, this study analyzed how the variables in the model 
react with time when a certain amount of impact is delivered. A 
variance decomposition analysis shows the relative importance of 
variables, as the estimation error of VECM shows the proportion 
that is explained by its own and other variables. Therefore, if there 
is no decomposition value of the variable due to the impact of the 
residual, this variable is considered as exogenous. 

4. Analysis data 
4.1. data 

The analysis variables are summarized in Table 2. The analysis 
period is from December 1, 2014 to November 30, 2017, and is 

daily closing data. The closing price is determined by the 
accumulation of both new information for the day and trading 
activities between the parties. The data was obtained through 
Bloomberg or heads, are organizational devices that guide the 
reader through your paper. There are two types: component heads 
and text heads. 

Table 2: Analysis variables 

 Market Variables 
 

Global 

US Treasury 10 Year 
 Credit spread 
 VIX index 
 TED spread 

Korea 
onshore KRW 

offshore KWD1m 

China 
onshore CNY 

offshore CNH*, CNK** 

Japan Global JPY 

 

The exchange rate is the spot exchange rate. SPOT of the 
Chinese yuan, the Japanese yen, and the Korean won, against U.S. 
dollar.  The Chinese yuan is analyzed by dividing it into onshore 
yuan (CNY) and offshore yuan in Hongkong (CNH).  For the 
Korea won dollar, there is no offshore spot exchange rate. 
Therefore, the shortest term of one-month term in offshore market 
was used as a won-dollar offshore exchange rate (KWD1m). The 
analysis variables for the international financial market are the 10-
year U.S. treasury bond interest rate, Credit risk spread, VIX index 
and TED spread, which are daily closing data. During the analysis 
period, there were no fundamental shift in the international 
financial market, such as the 1998 Asian financial market crisis or 
the 2008 international financial market crisis. Therefore, dummy 
variables were not considered. The analysis of basic statistics of 
yen, yuan, and won dollar is summarized in Table 3. The spot 
exchange rate and the VIX index were calculated as the difference 
between today's closing price taken on the log value and the 
previous day's closing price taken on the log value. The 10-year 
treasury interest rate, credit risk spread and TED spread are the 
difference between today's and the previous day's closing price of 
data. 

 
Table 3: Raw data statistic 

 onshore market Global market 
 Korea China Korea China Japan global market variable 

Variables KRW CNY KWD1m CNH CNK JPY T10Y CREDIT LVIX TED 
 Mean 1141.52 6.55 1142.34 6.56 174.38 114.17 2.09 1.70 14.72 34.53 

 Median 1136.95 6.58 1137.69 6.58 174.61 113.62 2.17 1.66 13.72 31.38 
 Maximum 1240.90 6.96 1246.00 6.98 189.53 125.63 2.63 2.30 40.74 68.93 
 Minimum 1068.60 6.15 1064.95 6.15 162.01 100.03 1.36 1.29 9.14 14.52 
 Std. Dev. 35.29009 0.24247 34.99482 0.23624 7.00772 6.40875 0.28092 0.23559 4.25084 10.46365 

Observations 784 784 784 784 784 784 784 784 784 784 
ADF -2.1636 -1.6404 -2.1636 -1.7592 -1.5864 -1.5845 -2.1857 -0.3129 -4.5982*** -2.2357 
PP -2.2105 -1.6339 -2.2105 -1.7090 -1.3730 -1.5983 -2.0749 -0.6730 -4.4872*** -2.1803 

* 10% significance level, ** 5% significance level, *** 1% significance level. KRW, CNY, and JPY are Korean, Chinese and Japanese spot exchange rates. CNH is the 
Chinese offshore yuan spot exchange rate, and KWD1m is the 1-month NDF KRW exchange rate. T10Y is the US treasury 10-year interest rate (%). CREDIT is the 
difference (%) of the spread between T10y and BBB credit rating bonds. VIX is the chicago options market index (%). TED is the difference between the libor 3-month 
interest rate and the T-bill rate (basis point) 
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Table 4: Stationary test 

 
onshore market Global market 

Korea China Korea China Japan global market variable 
KRW CNY KWD1m CNH CNK JPY T10Y CREDIT LVIX TED 

ADF -2.1636 -1.6404 -2.1636 -1.7592 -1.5864 -1.5845 -2.1857 -0.3129 -4.59*** -2.2357 
PP -2.2105 -1.6339 -2.2105 -1.7090 -1.3730 -1.5983 -2.0749 -0.6730 -4.48*** -2.1803 

ADF -27.09*** -24.50*** -28.91*** -20.61*** -25.75*** -27.44*** -30.12*** -27.41*** -27.71*** -11.79*** 
PP -27.07*** -24.43*** -29.03*** -24.56*** -25.73*** -27.44*** -30.13*** -42.64*** -30.09*** -27.92*** 

 

4.2. Data 

The Stationary of the data was confirmed prior to the analysis. 
The study used ADF (Augmented Dickey Fuller) and PP (Phillips-
Perron) unit root analysis method to verify the data. The analysis 
result of the yen, the yuan, and the won and international financial 
market variables are summarized in Table 4. 

The first difference of the natural logarithm of spot exchange 
rate and VIX index data rejected the null hypothesis that "there is 
a unit root". Therefore, time series data satisfy the stationary 
condition. The first differenced data of 10-year US treasury 
interest rate (T10Y), Credit risk spread (CREDIT) and TED 
spread (TED) showed that the data satisfied the stationary without 
the unit root. Therefore, this study analyzed by using the log 
conversion for spot exchange rate, and VIX index data, and by 
using the level data for the US treasury 10-year interest rate, Credit 
risk spread, and TED spread. 

4.3. Cointegration Test 

The optimal time lag of the fifteen VECM model among the 
aforementioned six variables was determined prior to the 
cointegration test between the analytic variables. The optimal time 
lag was selected based on the time differences where AIC and SC 
values are minimized in the Akaike Information Criteria (AIC) or 
Schwarz Criteria (SC) analysis. The results of the time lag 

selection of the VECM (p) model are summarized in Table 6 
below. The optimal time lag of the yen and Korea won is the time 
lag 3. The optimal time lag of the Chinese yuan is time lag 6. In 
the case of the yuan, the long-term equilibrium cointegration 
relationship was found to lag behind the yen and the won dollar. 
The time lag determined for each VECM model was applied to 
both the cointegration verification and the VECM analysis. The 
following includes the examination of whether there is at least one 
cointegration vector, which is a long-term equilibrium relationship 
between level variables of each time-series data, through 
cointegration analysis commonly used in financial time series data 
analysis. Table 5 summarizes the results of the number of the 
cointegration analysis of fifteen VECM analysis model between 
the analytic variables. 

As summarized in Table 5, the null hypothesis of "no 
cointegration vector" was rejected at the 5% level for the all fifteen 
analysis model cases. Therefore, more than one cointegration 
relation between time series variables used in fifteen analysis 
model was revealed. The existence of the cointegration indicates 
that the individual variables are non-stationary, but when they are 
linked by a cointegration vector relation it indicates the stationary. 
Therefore, this study analyzed the lead-lag causality between 
variables using the VECM analysis model that includes the error 
correction term in the VAR model analysis.  

 
Table 5: Cointegration vector 

Currency market sector (model No) Cointegration vectors 
 dependent independent variable 

K 
R 
W 

on-
shore 

 
K 
R 
W 

[CNK]  
KWD1m, KRW,  
CNH, CNY, JPY 

(1) 

 constant LCNK LKWD1m LKRW LCNH LCNY LJPY 
Coint EQ (1) -4.49 1 0 0 -25.97316*** 25.92838*** -0.118494 
Coint EQ (2) -4.62 0 1 0 -26.39582*** 25.37661*** -0.099479 
Coint EQ (3) -4.55 0 0 1 -26.64894*** 25.60423*** -0.104134 

[KRW] 
KWD1m, 

CNK, CNH,  
CNY, JPY 

  
(2) 
  
  

 constant LKRW LKWD1m LCNK LCNH LCNY LJPY 
Coint EQ (1) -4.55 1 0 0 -26.64894*** 25.60423*** -0.104134 
Coint EQ (2) -4.62 0 1 0 -26.39582*** 25.37661*** -0.099479 
Coint EQ (3) -4.49 0 0 1 -25.97316*** 25.92838*** -0.118494 

[KRW] 
KWD1m (3) 

 constant LKRW LKWD1m     
Coint EQ (1) 0.11 1 -1.015389***     

[KRW] 
KWD1m, T10Y, 
Credit, VIX, TED 

  
(4) 
  

 constant LKRW LKWD1M T10Y CREDIT LVIX TED 
Coint EQ (1) -8.52 1 0 0.081849 -0.895473*** 1.074763*** -0.000894 
Coint EQ (2) -8.47 0 1 0.079503 -0.872705*** 1.044728*** -0.000904 

off-
shore 

 
K 
W 
D 

1m 

[KWD1m] 
KRW, CNK, CNH, 

CNY, JPY 

  
(5) 
  
  

 constant LKWD1m LKRW LCNK LCNH LCNY LJPY 
Coint EQ (1) -4.62 1 0 0 -26.39582*** 25.37661*** -0.099479 
Coint EQ (2) -4.55 0 1 0 -26.64894*** 25.60423*** -0.104134 
Coint EQ (3) -4.49 0 0 1 -25.97316*** 25.92838*** -0.118494 

[KWD1m] 
KRW (6) 

 constant LKWD1m LKRW     
Coint EQ (1) -0.11 1 -0.984844***     

[KWD1m] 
KRW, T10Y, Credit, 

VIX, TED 

  
(7) 
  

 constant LKWD1m LKRW T10Y CREDIT LVIX TED 
Coint EQ (1) -9.44 1 0 0.153340 -1.253755*** 1.587332*** -0.000418 
Coint EQ (2) -9.52 0 1 0.158203 -1.290331*** 1.636855*** -0.000389 

 
 

on-
shore 

[CNY] 
CNH, CNK, 

  
(8) 

 constant LCNY LCNH LCNK LKWD1m LKRW LJPY 
Coint EQ (1) -7.33 1 0 0 64.16184*** -63.55239*** 0.235192 
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R 
M 
B 

 
C 
N 
Y 

KWD1m, 
KRW, JPY 

  
  

Coint EQ (2) -6.87 0 1 0 61.64652*** -61.09849*** 0.229879 
Coint EQ (3) 7.09 0 0 1 -62.4577*** 60.8898*** -0.245945 

[CNY] 
CNH (9) 

 constant LCNY LCNH     
Coint EQ (1) 0.06 1 -1.030136***     

[CNY} 
CNH, T10Y, Credit, 

VIX, TED 

  
(10) 

  

 constant LCNY LCNH T10Y CREDIT LVIX TED 
Coint EQ (1) -12.80 1 0 0.773481 -4.477629*** 6.285092*** 0.005925 
Coint EQ (2) -12.96 0 1 0.786428 -4.551355*** 6.38005*** 0.006126 

off-
shore 

 
C 
N 
H 

[CNH] 
CNY, CNK (11) 

 constant LCNH LCNY LCNK    
Coint EQ (1) 0.23 1 -1.004402*** -0.04332***    

[CNH] 
CNY, CNK 
KWD1m, 

KRW, JPY 

  
(12) 

  
  

 constant LCNH LCNY LCNK LKWD1M LKRW LJPY 
Coint EQ (1) -6.87 1 0 0 61.64652*** -61.09849*** 0.229879 
Coint EQ (2) -7.33 0 1 0 64.16184*** -63.55239*** 0.235192 
Coint EQ (3) 7.09 0 0 1 -62.4577*** 60.8898*** -0.245945 

[CNH] 
CNY (13) 

 constant LCNH LCNY     
Coint EQ (1) -0.06 1 -0.969678***     

[CNH]  
CNY, T10Y, Credit 

VIX, TED 

  
(14) 

  

 constant LCNH LCNY T10Y CREDIT LVIX TED 
Coint EQ (1) -5.27 1 0 0.194119 -1.489189*** 2.081043* -0.000288 
Coint EQ (2) -5.25 0 1 0.192055 -1.473122*** 2.066396* -0.000370 

JPY [JPY] T10Y, Credit, VIX, 
TED (15) 

 constant JPY  T10Y CREDIT LVIX TED 
Coint EQ (1) -2.87 1  -0.22638*** 0.524198*** -0.882197*** 0.002019 

 

5. Analysis Result 

5.1. VECM Analysis 

Table 6 shows the relationship between the rate of change of 
the analytic variables by applying the time lags to the fifteen 
VECM model using the long-term cointegrating equilibrium 
equations. The fifteen VECM analysis models' error correction 
term, ECT values are expressed as Coint EQ (1). In the VECM 
model analysis, if there are two cointegrations, it is expressed as 
Coint EQ (1) and (2). In the VECM analysis model, the ECT, error 
correction term must be negative (-) and statistically significant at 
the same time. Table 6 analysis results showed that 12 of the total 
15 analysis models had negative (-) error correction terms and 
were statistically significant at the same time. However, in 
analysis models 5, 6 and 12, the error correction term was negative 
(-), but it was not significant. 

* Korea won dollar and Seoul offshore yuan 

We found four onshore won-dollar models, three offshore 
won-dollar models, and a total of seven VECM analysis models. 
The following Table 6 shows that all four VECM models of the 
onshore won-dollar were significant.  The long-term equilibrium 
relationship explanation power of the VECM model was found to 
be around 50 percent to 68 percent. However, the explanation 
power of the three offshore won-dollar VECM models was about 
3 percent to 6 percent. The error correction term, Coint EQ of the 
five VECM analysis models was negative (-) and statistically 
significant. However, analysis models No. 5 and No. 6 showed 
that the error correction term were negative (-), but were not 
statistically significant. The VECM Model No. 1, CNK, shows a 
long-term equilibrium relationship between the won-dollar and the 
yuan and the yen. Since CNK is an offshore yuan traded in the 
Seoul foreign exchange market, there are no restrictions on its 
transactions. Therefore, it has been shown that the Seoul offshore 
yuan (CNK) has a long-term equilibrium relationship with 
onshore yuan (CNY) and offshore yuan (CNH) and Japanese yen 
(JPY) either. These results suggest that although the yuan's 
liquidity in the Seoul foreign exchange market is relatively 
insufficient compared to Hong Kong. Therefore, it secures 
insufficient liquidity through cross-rate transactions between 
currencies of KRW↔USD↔CNH, CNY, and JPY. The amount 

of liquidity of a currency used in transactions turned out to be the 
influence factor of these currencies. It gives impact on the Seoul 
offshore yuan (CNK) exchange rate either. VECM model No. 2, 
onshore won-dollar (KRW) exchange rate, indicated that there 
was a long-term equilibrium relationship with the offshore won-
dollar exchange rate, the yuan and the yen. This result implied that 
the won-dollar exchange rate received impact by the yuan and yen 
flowing through the export/import trade and inter-bank money 
markets transactions between Korea, China, and Japan. VECM 
Model No. 4 is an analysis of the relationship between the onshore 
won-dollar (KRW) and the variables in the international financial 
market. The analysis results indicated that the won-dollar 
exchange rate has a long-term equilibrium relationship with 
variables in the international financial market. VECM Analysis 
Models No. 1, No. 2, No. 3 and 4 show that the error correction 
factor of the offshore won-dollar exchange rate (KWD1m) is 
greater than that of the other variables. VECM model No. 3 
analyzed the relationship between two variables, the onshore won-
dollar exchange rate (KRW) and the offshore won-dollar 
(KWD1m). According to the analysis of the long-term equilibrium 
relationship between the two variables, the offshore won-dollar 
exchange rate explains the onshore won-dollar exchange rate 
about 50%. These results are similar to [47] the author’s argument. 
They studied the Granger causal relationship between the KRW 
exchange rate and the offshore NDF KRW market. They argued 
that the offshore one-month forward exchange market was 
strongly causative in the onshore spot exchange market and that 
the volatility shock was exchanged between the two markets. In 
[34] the author analyzed the relationship between offshore yuan 
(CNH) and onshore yuan (CNY) for the period from September 
2010 to August 2013. They argued that the CNH Hong Kong yuan 
has a predictive power for the CNY yuan in China. The Korean 
won has not yet been internationalized, but like the yuan, the 
onshore won-dollar exchange rate has been consistently and 
strongly influenced by the offshore market won-dollar exchange 
rate. In addition, the offshore won-dollar exchange rate, KWD1m 
is found to have a long-term equilibrium relationship with four 
variables in the international financial market, and as a result, the 
Korean won-dollar exchange rate (KRW) is affected by variables 
in the international financial market either. The results suggest that 
Korea onshore won-dollar exchange market and the Korea won-  
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Table 6: VECM analysis 
 KRW Yuan JPY [dependent 

variable] 
[onshore KRW] [offshore KWD1m] [onshore CNY] [off-shore CNH] 

[CNK]  [KRW]   [KRW]  [KRW]  [KWD1m]  [KWD1m]  [KWD1m]  [CNY]  [CNY]  [CNY]  [CNH]  [CNH]  [CNH]  [CNH]  [JPY]  
variable 1 LKWD1m LKRW1m LKWD1m LKRW1m LKRW LKRW LKRW LCNH LCNH LCNH LCNY LCNY LCNY LCNY   
variable 2 LKRW LCNK   T10Y LCNK   T10Y LCNK   T10Y LCNK LCNK   T10Y T10Y 
variable 3 LCNH LCNH   CREDIT LCNH   CREDIT LKRW1m   CREDIT   LKWD1m   CREDIT CREDIT 
variable 4 LCNY LCNY   LVIX LCNY   LVIX LKRW   LVIX   LKRW   LVIX LVIX 
variable 5 LJPY LJPY   TED LJPY   TED LJPY   TED   LJPY   TED TED 

Coint EQ (1) -0.43*** -0.584*** -0.60*** -0.617*** -0.1303 -0.0646 -0.1747** -0.056** -0.035* -0.058** -0.064** -0.0455 -0.051* -0.063* -0.002* 
Coint EQ (2) -0.1237 0.2444***   0.16879** 0.6307*** 0.6114 0.6353*** 0.1095*   0.05109   0.0261   0.065***   
Coint EQ (3) -0.0416 0.0911**     0.3452***     -0.191***       -0.235***       

time lag 3 3 2 3 3 2 3 3 4 3 4 3 6 2 3 
adjusted R^2 68.48% 50.94% 49.97% 51.29% 3.21% 0.66% 6.47% 7.92% 7.34% 8.63% 4.78% 5.25% 5.46% 4.93% 9.42% 
model number (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) 
 

government bond market and the inter-bank money market are 
substantially and effectively open, so this increase the link to the 
international financial market. In [49] the author and in [50] the  
announcement argued that certain currency shocks are transferred 
through the interbank money market. It also argued that the impact 
from the US dollar currency affects the interbank money markets 
in Hong Kong (HKD), Australia (AUD), Japan (JPY), and Korea 
(KRW). However, they argued that the impact of the US dollar 
currency impact on China (Yuan), Thailand (THB) and Malaysia 
(RHB) is limited. The fact that the Korean won dollar exchange 
rate is strongly related to the international financial market is in 
line with [49] the author’s argument and with [50] announcement. 
The VECM model relationships model No. 5 and model No. 6 
were not significant. The analysis shows that offshore won-dollar 
exchange rates are more affected by international financial market 
factors than by regional factors between Korea, China and Japan 
in Northeast Asia.  

*China Yuan 

We found three onshore analysis model and four offshore 
analysis models, and a total of seven VECM analysis models. The 
three VECM models of the onshore yuan (CNY) were shown to 
be statistically significant. The three long-term equilibrium 
relationship VECM models of the onshore yuan had the 
explanatory power of between 7% and 8%. The explanatory power 
of the four VECM models of the Hong Kong offshore yuan (CNH) 
was between 4% and 5%. Although the error correction term of 
the six VECM analysis models was significant, analysis model 12 
showed that the error correction term was not significant.  The 
VECM model No. 8 Chinese onshore yuan (CNY) was found to 
have a long-term equilibrium relationship with the onshore won 
dollar (KRW) and the yen (JPY). The analysis results of VECM 
Model No. 10 and No. 14 show that onshore and offshore yuan 
have long-term equilibrium relationship with international 
financial market variables. The VECM model No. 11 Hong Kong 
offshore yuan (CNH) has a long-term equilibrium relationship 
with the Chinese onshore yuan (CNY) and the Korean offshore 
yuan (CNK). The unusual was that, VECM analysis models No. 9 
and 13, show that China's long-term equilibrium relationship 
between onshore and offshore yuan is weaker than Korea's 
onshore and offshore won-dollar relations. In the previous model 
No. 3 Korean Won-dollar VECM analysis model, offshore Won-
dollar's explanation power on the onshore KRW was about 50%, 
at 1% significant level. However, the explanatory power of the 
VECM No. 9 and No. 13 analytical models analyzed the Chinese 

yuan was 7.3% and 5.4%, respectively, and it was found to be 
significant at the 10% level. It is unusual for the long-term 
equilibrium relationship between onshore and offshore yuan 
markets to be weaker than the non-international currency of Korea 
won. This analysis result is interpreted by the fact that the yuan 
onshore-offshore trade related cross border transactions are 
liberalized, but capital market transactions are limited. Overall, the 
yuan's long-term equilibrium relationship with other currencies 
was weaker than that of Korea won. And these results are in line 
with [49] the author’s argument that the impact of the shock from 
the US dollar currency on Chinese yuan is limited. 

*Japan Yen 

VECM Analysis Model No. 15 of Table 6 is the result of an 
analysis of the long-term equilibrium relationship between the 
Japanese yen and variables in the international financial market. 
The analysis indicated that the yen exchange rate is more related 
to the variables in the international financial market than that of 
the won and the yuan. This result suggest that the yen is 
international currency and the Japanese bond markets are fully 
open to international financial market investors, so, the greater 
association with the variables of the international financial market 
than the non-international currency, the Korea won and the yuan, 
which is on the way of internationalized. Analysis models 1, 2, 
and 8 show that the onshore won dollar (KRW) and the onshore 
yuan (CNY) have a long-term equilibrium relationship with the 
yen (JPY). This result show that since most of the demand and 
supply of foreign exchange transactions occurred through import-
export transactions and were supplied to the foreign exchange 
markets in Korea and China, so the currency market result in long 
term equilibrium relationship. However, looking at analysis 
models Nos. 5, 6, and 12, it was found that the offshore won 
(KWD1m) and the offshore yuan (CNH) had no long-term 
equilibrium relationship with the yen (JPY). This result is 
interpreted as that, in the offshore international financial market, 
since investors trade currencies in consideration of the country risk 
of the currency, a long-term equilibrium relationship between the 
offshore won and the offshore yuan is not established with the 
international currency, the yen.  

5.2. Granger Causality Analysis 

The VECM model has no restriction on the analytical model 
and may cause a fictitious spurious regression analysis problem. 
As such, this study further conducted a widely used in time series 
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analysis, Granger causality test. The null hypothesis of Granger 
causality test is that "the offshore won, KWD1m has no effect on 
the spot exchange rate of the onshore won, KRW", and the 
direction of the causal relationship in Table 7 was written as 
"KWD1m→KRW". If the null hypothesis is rejected, the offshore 

won shall have an impact on onshore KRW exchange rates. Table 
7 summarizes the results of the Granger causality analysis between 
the exchange rates of Japanese yen, Chinese renminbi, and Korean 
won, and between the exchange rates of the three currencies of 
Korea, China, and Japan and variables in the international 
financial market.  

Table 7: Granger Causality analysis of won, yuan, yen and international financial market variables 

Currency market sector (model No) Granger Causality 
relation 

Time lag (1) Time lag (2) Time lag (3) Time lag (4) Time lag (5) 
Chi-square Chi-square Chi-square Chi-square Chi-square 

K 
R 
W 

on-
shore 

 
K 
R 
W 

[CNK]  
KWD1m, KRW, 
CNH, CNY, JPY 

(1) 

KWD1m → CNK 14.9383 56.2589 214.79 165.636 135.221 
CNH → CNK na na na 2.94628** 2.39355** 
CNY → CNK 3.33834* na na 2.05321* na 
KRW → CNK na 77.2157*** 58.6483*** 45.4459*** 36.4794*** 
JPY → CNK 6.40453** 3.18475** 3.45293** 3.06304** 2.74506** 
CNK → KWD1m na na na na na 
KRW → KWD1m na na na na na 
CNH → KWD1m na na na na na 
CNY → KWD1m na na na na na 
JPY → KWD1m na na na na na 

KWD1m → KRW 732.949*** 379.449*** 254.111*** 189.808*** 152.381*** 
CNK → KRW na   2.49953* 2.63884** 2.13671* 
CNH → KRW na 16.3348*** 13.3646*** 10.049*** 9.04209*** 
CNY → KRW na 12.1681*** 10.988*** 8.23484*** 6.57248*** 
JPY → KRW na 5.78389*** 6.56095*** 5.00083*** 4.69926*** 
CNY → CNH 4.22086** 6.22332*** 3.6091** 2.61292** 2.23464** 
CNK → CNH na na na na na 

LKWD1m → CNH na na na na na 
KRW → CNH na na na na na 
JPY → CNH na na na na na 
CNK → CNY na na na na na 

LKWD1m → CNY na na na na na 
KRW → CNY na na na na na 
CNH → CNY 13.5758*** 14.8769*** 11.4008** 8.35465*** 6.67746*** 
JPY → CNY na na na na na 

KWD1m → JPY 2.99698* na na na na 
KRW → JPY 3.07157*** na na 2.07901* 2.3439** 
CNK → JPY na na na na na 
CNH → JPY na na na na na 
CNY → JPY na na na na na 

  (2) [KRW] KWD1m, CNK, CNH, CNY, JPY 
  (3) [KRW] KWD1m 

[KRW] 
KWD1m, T10Y, 

Credit, 
VIX, TED 

(4) 

T10Y → KRW na na 4.50778*** 3.50753*** 3.53952*** 
Credit → KRW 3.33958** na na na na 
VIX → KRW 5.16845** 4.82868*** 5.68474*** 4.39125*** 3.57154*** 

T10Y → KWD1m na 2.86013* 2.92025** 3.17319** 3.53952*** 
Credit → KWD1m 4.01793** na na na na 
TED → KWD1m na 4.19474** 2.73643** 3.00317** 2.4705** 

KWD1m → T10Y na 3.16114** 2.02383* 2.48292** 1.8993* 

off-shore KWD1m 
(5) [KWD1m] KRW, CNK, CNH, CNY, JPY 
(6) [KWD1m] KRW 
(7) [KWD1M] KRW, T10Y, Credit, VIX, TED 

R 
M 
B 

on-
shore 

C 
N 
Y 

  (8) [CNY] CNH, CNK, KWD1m, KRW, JPY 
  (9) [CNY] CNH 

[CNY] 
CNH, T10Y, Credit, 

VIX, TED 
(10) 

TED → CNY 3.57194** 3.87336** 2.81656** 2.17497* 1.95067* 
CNY → Credit 3.76118* 2.47433* na na na 
CNY → VIX 5.01105** 3.03027** na na na 
CNY → TED na na na na 1.86105* 

off-
shore 

C 
N 
H 

  
(11) [CNH] CNY, CNK, 
(12) [CNH] CNY, CNK, KWD1m, KRW, JPY 
(13) [CNH] CNY 

[CNH] 
CNY, T10Y, Credit 

VIX, TED 
(14) 

TED → CNH na 3.64619** 2.49048* na na 
CNH → Credit 3.52004* 3.13441** 3.03439** 2.40199** 2.44063** 
CNH → VIX 3.4716* 2.36669* na na na 

J 
P 
Y 

[JPY] 
T10Y, Credit, VIX, TED (15) 

T10Y → JPY na 6.90707*** 5.24848** 4.46118*** 3.72127*** 
Credit → JPY na 14.591*** 13.7139*** 10.8005*** 8.83545*** 
VIX → JPY na 3.52556** 2.28807* na na 
TED → JPY 3.00953* 6.51429*** 4.74023*** 4.46049*** 4.40631*** 
JPY → T10Y na na na na na 
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JPY → Credit 7.08832*** 10.0327*** 6.64887*** 4.78381*** 4.11865*** 
JPY → VIX 6.24512** 4.23995** 2.92458** 2.29145* 1.9398* 
JPY → TED na 3.43594** 2.43067* na 2.01376* 

* (KWD1m → KRW) the direction of the arrow is the direction of the granger causal relationship. ‘na’ is no the granger causal relationship does not exist at the 
significance level. The Granger causal relationship analysis results of  analysis models 2, 3, 5 to 9, 11 to 13 are overlapped with model 1 

*Korea won dollar and Seoul offshore yuan 

Models No. 1 through No. 4 in Table 7 summarizes the 
variables affecting the Granger causal relationship between the 
Korean won (KRW) and the Seoul offshore yuan (CNH). The 
causality analysis among the variables showed that offshore won 
(KWD1m) was the biggest cause-and-effectiveness for Korean 
onshore won (KRW). After KWD1m, the onshore won exchange 
rate was shown to be causal in the order of Hong Kong's offshore 
yuan (CNH), China's onshore yuan (CNY) and Japan's yen (JPY) 
at 1% significant level. These results suggest that the offshore 
won-dollar exchange rate had the greatest impact on the onshore 
won-dollar exchange rate. And it is in line with the findings of [34] 
the author who claimed that the influence of the Chinese offshore 
yuan on the onshore yuan has increased. The unusual was that the 
Chinese yuan causes more on the onshore won dollar exchange 
rate than the yen. These results are interpreted as reflecting the 
largest export-import trade volume of Korea with China. Model 4 
analyzed the Granger causal relationship between the won dollar 
and international financial market variables. The analysis results 
show that 10-year US treasury bonds, Credit risk spread, and VIX 
index causes Korean onshore won dollars (KRW) at 1%, 5%, and 
1% significance levels, respectively. Models No. 5 through 7 
analyzed and summarized the variables affecting causality in 
offshore won dollars. According to the Granger causal analysis 
among the variables, the offshore won-dollar exchange rate 
(KWD1m) has no causal relationship with the onshore dollar, the 
Hong Kong Overseas Yuan (CNH), the Chinese onshore yuan 
(CNY) and yen (JPY). Similar to this analysis, the analysis results 
of VECM model No. 5 showed that offshore won has no long-term 
equilibrium with the yuan and yen. In [51] the author argued that 
the depreciation of the exchange rate is an increase in the 
sovereign credit risk. The analysis results of this paper and in [51] 
the author reconfirm that when international financial market 
investors trade offshore won (KWD1m), they trade based on the 
expected rate of return versus risk considering the country-specific 
factor only. In addition, offshore dollars are freely traded in 
overseas markets without being restricted by Korea foreign 
exchange transaction regulations, and the difference in price at 
maturity is settled in US dollars. Therefore, the absence of a 
liquidity problem in offshore won have affected the analysis 
results. This analysis result is reconfirmed in the Granger causality 
relationship analysis result of the model 7 variables. International 
financial market variables such as US 10-year treasury bonds, 
Credit risk spread, and TED spread were found to cause offshore 
won dollars (KWD1m) at 1%, 5%, and 5% significant level, 
respectively. The results of the Granger causality relationship 
analysis of Models 5 and 7 show that the offshore won-dollar 
exchange rate has no causal relationship with the yuan and yen but 
has a causal relationship with international financial market 
variables. These results provide policy implications that the 
analysis of future won-dollar exchange rate fluctuations should be 
approached from the perspective of global investment portfolio 
investor in international market. 

 

*China Yuan 

Models 8 to 10 in Table 7 summarize variables that have a 
Granger causal effect on the Chinese onshore yuan (CNY). Since 
the variables used in the Granger causal relationship analysis are 
the same as those of models 1 to 4, we need to refer the analysis 
result of model 1. The analysis results of this study showed that 
the Hong Kong offshore yuan, CNH was causal to the Chinese 
onshore yuan (CNY) at a significance level of 1%.  However, it 
was found that the Seoul offshore yuan (CNK), the offshore won 
dollar (KWD1m), the onshore won dollar (KRW), and the 
Japanese yen (JPY) do not cause the Chinese onshore yuan 
(CNY). Model No. 10, the analysis of Granger causality between 
the yuan and the variables in the international financial market 
showed that only the TED spread Granger causal the yuan at a 5% 
significance level. However, 10-year US treasury interest rate, the 
Credit risk spread, the VIX index did not cause onshore yuan. 
Models 11-14 summarize the variables that have a Granger causal 
effect on the Hong Kong offshore yuan (CNH). Since the variables 
used in the Granger causal relationship analysis are the same as 
those of models 1 to 4, we refer to the ones summarized in model 
1. According to the results of Granger causal relationship analysis 
between variables, it was found that the Chinese onshore yuan 
(CNY) caused the Hong Kong offshore yuan (CNH) at a 1% 
significance level. In the model 14, the analysis of the Granger 
causal relationship between the offshore yuan and the variables of 
the international financial market variables, it was found that only 
TED spread caused Hong Kong offshore yuan (CNH) at a 5% 
significance level. However, similar to the onshore yuan (CNY), 
the 10-year US treasury interest rate, Credit risk spread, VIX 
index, did not appear to be Granger causal to the Hong Kong 
offshore yuan (CNH). These results show that since dollar 
liquidity required for currency exchange transactions is secured 
through the interbank money market, the TED spread, which 
represents the level of liquidity in the interbank money market, has 
an impact. In the case of Korean won, the offshore won dollar 
market caused onshore won, but not in the opposite case. In the 
case of the yuan, however, it was found that the onshore-offshore 
yuan exchanged its causal relationship. In [35] the author argued 
that yuan liquidity and risk aversion of investors in international 
financial markets are the main reasons for creating price 
differences and generating profit-taking arbitrage transaction 
between CNY and CNH. They argued that increased inflow of 
yuan from the onshore CNY market to the Hong Kong CNH 
offshore market would reduce the difference in CNH-CNY prices, 
so that the yuan exchange rate would be adjusted based on the 
onshore CNY, which has more liquidity. According to [50] the 
statement, China began supplying yuan liquidity to Hong Kong's 
offshore markets in cooperation with HKMA on November 10, 
2014. Therefore, the onshore yuan's Granger causal of offshore 
yuan is showed. Offshore yuan have been influenced by the ample 
liquidity of the onshore yuan market. In [34] the author analyzed 
CNH and CNY markets for the period from September 2010 to 
August 2013. They argued that CNH's influence on CNY has 
increased, and argued that CNH Hong Kong offshore yuan has 
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predictive power over CNY China onshore yuan. The onshore 
yuan market is limited to investors in the international financial 
market, while the Hong Kong currency market has no trading 
limitation. Therefore, as argued by [34] the author, it has been 
shown that the price-discovery effect of the Hong Kong offshore 
yuan market may have affected the onshore yuan market. The 
yuan (CNY and CNH), the SDR currency, is the same yuan, but 
the onshore yuan and the offshore yuan exchange each other's 
independent causal relationship and each has a distinct 
characteristic. These analysis results provide important 
implications for investment and risk-hedge transactions for 
companies that use the yuan to trade in import-exports and for 
investors in the international financial market.  

*Japan Yen 

Model 15 of Table 7 summarizes the Granger causal 
relationship of international financial market variables to the 
Japanese yen. The analysis results showed that all four variables 
(the 10-year US treasury bond, credit risk spread, VIX index, and 
TED spread) were responsible for the change in the yen's 
exchange rate at 1%, 1%, 5%, and 1%, significant level 
respectively. The aforementioned analysis of the Korean won 
dollar showed that three variables in the international financial 
market affect the won-dollar exchange rate. In yuan case, only 
TED spread affects the yuan's exchange rate. It was expected that 
the yen, the international currency, would be the strongest in the 
strength of Granger causality relationship among the variables in 
the international financial market, Chinese the yuan that is in the 
process of internationalization, would be the next and the won-

dollar, the non-international currency would be the weakest. 
However, the analysis result showed that the non-international 
currency, the won, has a stronger Granger causal relationship with 
variables in the international financial market than that of Chinese 
the yuan. In [14] the author analyzed the effects of international 
financial market variables and currency exchange rates on the 
country CDS premium. They argued that the Granger causal 
relationship of the international financial market variables and the 
won-dollar exchange rate that affect the Korea country CDS 
premium is stronger than that of the China country CDS premium. 
Therefore, when a shock occurs in the international financial 
market, the shock could be dispersed and absorbed into the Korea 
CDS premium and the onshore and offshore won-dollar currency 
market. However, for China the shock could be concentrated in 
the CDS premium only. The analysis results that the Korean won 
dollar has a stronger Granger causal relationship with international 
financial market variables than the Chinese yuan is in line with 
their arguments. 

5.3. Impulse Response Analysis 

The Granger causality test informs the direction of the causal 
relationship between variables. However, the Granger causality 
test cannot determine whether the direction of the causal 
relationship is positive (+) or negative (-). Therefore, the impulse 
response analysis was performed to measure the impact of a 
specific variable on other variables. The Impulse response results 
are summarized in Table 8 for the results of the 1 to 10th and 20th, 
and 30th days.  

 
Table 8: Impulse response analysis of won, yuan, yen and international financial market variables 

Curr 
-ency 

model 
number 

Response of dependents variable to one standard deviation 
of innovations 

 
Curr
ency 

model 
number 

Response of dependents variable to one standard deviation of 
innovations 

days depen 
-dent independent variables  days depen 

-dent independent variables 
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K 
R 
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[CNK] 
KWD 
1m, 

KRW 
CNH 
CNY 
JPY 

(1) 

  LCNK LKRW1m LKRW LCNH LCNY LJPY  

R 
M 
B 

on-
sho
re 
 

C 
N 
Y 

[CNY] 
CNH 
CNK 
KWD 
1m, 

KRW 
JPY 

(8) 

  LCNY LCNH LCNK LKRW1M LKRW LJPY 
1 day 0.00261  0.00000  0.00000  0.00000  0.00000  0.00000   1 day 0.00182  0.00000  0.00000  0.00000  0.00000  0.00000  
2 day 0.00110  0.00163  0.00062  (0.00087) (0.00004) (0.00002)  2 day 0.00210  0.00038  (0.00006) (0.00005) 0.00000  (0.00004) 
3 day 0.00074  0.00412  0.00031  (0.00175) (0.00052) (0.00010)  3 day 0.00195  0.00044  (0.00003) (0.00008) 0.00007  (0.00003) 
4 day 0.00034  0.00399  0.00024  (0.00207) (0.00077) 0.00039   4 day 0.00206  0.00041  (0.00006) (0.00011) 0.00014  (0.00004) 
5 day 0.00020  0.00400  0.00022  (0.00196) (0.00055) 0.00062   5 day 0.00209  0.00043  (0.00004) (0.00009) 0.00011  (0.00005) 
6 day 0.00002  0.00399  0.00054  (0.00184) (0.00067) 0.00072   6 day 0.00206  0.00045  (0.00004) (0.00009) 0.00008  (0.00005) 
7 day (0.00005) 0.00394  0.00081  (0.00176) (0.00094) 0.00073   7 day 0.00208  0.00046  (0.00004) (0.00009) 0.00008  (0.00005) 
8 day (0.00011) 0.00399  0.00087  (0.00161) (0.00107) 0.00071   8 day 0.00209  0.00048  (0.00004) (0.00008) 0.00008  (0.00005) 
9 day (0.00015) 0.00408  0.00084  (0.00147) (0.00117) 0.00068   9 day 0.00209  0.00049  (0.00004) (0.00008) 0.00007  (0.00005) 
10 day (0.00017) 0.00414  0.00080  (0.00138) (0.00127) 0.00067   10 day 0.00209  0.00050  (0.00003) (0.00009) 0.00007  (0.00005) 
20 day 0.00014  0.00434  0.00060  (0.00061) (0.00182) 0.00056   20 day 0.00211  0.00056  (0.00001) (0.00011) 0.00006  (0.00006) 
30 day 0.00033  0.00437  0.00051  (0.00032) (0.00201) 0.00049   30 day 0.00212  0.00058  0.00001  (0.00011) 0.00005  (0.00007) 

[KRW] 
KWD 
1m, 

CNK 
CNH 
CNY 
JPY 

(2) 

  LKRW LKRW1m LCNK LCNH LCNY LJPY  

[CNY] 
CNH (9) 

  LCNY LCNH      
1 day 0.00372  0.00000  0.00000  0.00000  0.00000  0.00000   1 day 0.00182  0.00000       
2 day 0.00236  0.00292  0.00006  0.00003  (0.00014) (0.00007)  2 day 0.00209  0.00038       
3 day 0.00201  0.00468  0.00009  (0.00001) (0.00003) 0.00009   3 day 0.00194  0.00044       
4 day 0.00195  0.00471  (0.00031) (0.00010) (0.00001) 0.00027   4 day 0.00205  0.00041       
5 day 0.00213  0.00479  (0.00022) (0.00013) (0.00004) 0.00053   5 day 0.00209  0.00044       
6 day 0.00227  0.00455  (0.00029) 0.00004  (0.00014) 0.00064   6 day 0.00208  0.00045       
7 day 0.00240  0.00453  (0.00032) 0.00022  (0.00027) 0.00059   7 day 0.00208  0.00046       
8 day 0.00245  0.00457  (0.00036) 0.00035  (0.00042) 0.00055   8 day 0.00209  0.00048       
9 day 0.00244  0.00461  (0.00034) 0.00047  (0.00052) 0.00052   9 day 0.00210  0.00050       
10 day 0.00241  0.00466  (0.00031) 0.00057  (0.00059) 0.00050   10 day 0.00210  0.00051       
20 day 0.00236  0.00481  0.00007  0.00125  (0.00106) 0.00038   20 day 0.00212  0.00061       
30 day 0.00233  0.00484  0.00025  0.00149  (0.00121) 0.00032   30 day 0.00213  0.00065       

[KRW] 
KWD 

1m 
(3) 

  LKRW LKRW1m          

[CNY] 
CNH 
T10Y 
Credit 
VIX 
TED 

(10) 

  LCNY LCNH T10Y CREDIT LVIX TED 
1 day 0.00372  0.00000        1 day 0.00182  0.00000  0.00000  0.00000  0.00000  0.00000  
2 day 0.00235  0.00292        2 day 0.00208  0.00038  0.00009  (0.00005) 0.00005  (0.00011) 
3 day 0.00203  0.00474        3 day 0.00193  0.00045  0.00012  0.00001  (0.00001) (0.00017) 
4 day 0.00197  0.00485        4 day 0.00204  0.00043  0.00010  0.00000  (0.00001) (0.00019) 
5 day 0.00194  0.00482        5 day 0.00206  0.00047  0.00011  0.00000  (0.00001) (0.00015) 
6 day 0.00194  0.00481        6 day 0.00203  0.00051  0.00013  0.00000  (0.00003) (0.00014) 
7 day 0.00195  0.00481        7 day 0.00205  0.00054  0.00013  0.00000  (0.00006) (0.00014) 
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8 day 0.00194  0.00481        8 day 0.00206  0.00057  0.00013  0.00000  (0.00007) (0.00014) 
9 day 0.00194  0.00482        9 day 0.00206  0.00060  0.00014  0.00000  (0.00009) (0.00014) 
10 day 0.00194  0.00482        10 day 0.00207  0.00062  0.00014  0.00000  (0.00010) (0.00013) 
20 day 0.00194  0.00482        20 day 0.00210  0.00073  0.00017  (0.00000) (0.00020) (0.00012) 
30 day 0.00194  0.00482           30 day 0.00210  0.00075  0.00017  (0.00001) (0.00023) (0.00011) 

[KRW] 
KWD1m 
T10Y 
Credit 
VIX 
TED 

(4) 

  LKRW LKRW1m T10Y CREDIT LVIX TED  

off
-

sho
re 
 

C 
N 
H 

[CNH] 
CNY 
CNK 

(11) 

  LCNH LCNY LCNK     
1 day 0.00371  0.00000  0.00000  0.00000  0.00000  0.00000   1 day 0.00261  0.00000  0.00000      
2 day 0.00233  0.00284  (0.00000) 0.00003  (0.00004) (0.00030)  2 day 0.00293  0.00025  (0.00008)     
3 day 0.00201  0.00461  0.00055  0.00036  0.00037  (0.00049)  3 day 0.00269  0.00032  (0.00014)     
4 day 0.00192  0.00460  0.00073  0.00052  0.00047  (0.00040)  4 day 0.00248  0.00040  (0.00004)     
5 day 0.00203  0.00460  0.00112  0.00070  0.00038  (0.00071)  5 day 0.00244  0.00049  (0.00016)     
6 day 0.00215  0.00446  0.00136  0.00063  0.00037  (0.00090)  6 day 0.00247  0.00049  (0.00017)     
7 day 0.00216  0.00431  0.00137  0.00055  0.00032  (0.00093)  7 day 0.00245  0.00050  (0.00016)     
8 day 0.00217  0.00428  0.00138  0.00054  0.00024  (0.00089)  8 day 0.00243  0.00055  (0.00013)     
9 day 0.00217  0.00423  0.00137  0.00053  0.00016  (0.00086)  9 day 0.00240  0.00056  (0.00011)     
10 day 0.00216  0.00418  0.00136  0.00052  0.00008  (0.00084)  10 day 0.00237  0.00059  (0.00011)     
20 day 0.00212  0.00411  0.00142  0.00048  (0.00026) (0.00083)  20 day 0.00219  0.00074  (0.00004)     
30 day 0.00211  0.00409  0.00144  0.00046  (0.00036) (0.00083)  30 day 0.00213  0.00079  (0.00001)     

off-
shor

e 
KW
D1
m 

  (5) na LKWD1m LKRW LCNK LCNH LCNY LJPY    (12) na LCNH LCNY LCNK LKRW1M LKRW LJPY 
  (6) na LKWD1m LKRW       

[CNH] 
CNY (13) 

  LCNH LCNY      

[KWD
1m] 

KRW 
T10Y 
Credit 
VIX 
TED 

(7) 

  LKWD1m LKRW T10Y CREDIT LVIX TED  1 day 0.00260  0.00000       
1 day 0.00584  0.00000  0.00000  0.00000  0.00000  0.00000   2 day 0.00291  0.00028       
2 day 0.00546  0.00003  0.00062  0.00037  0.00048  (0.00062)  3 day 0.00266  0.00035       
3 day 0.00509  0.00017  0.00101  0.00081  0.00056  (0.00062)  4 day 0.00245  0.00046       
4 day 0.00505  0.00047  0.00134  0.00082  0.00057  (0.00092)  5 day 0.00242  0.00059       
5 day 0.00473  0.00061  0.00141  0.00056  0.00054  (0.00091)  6 day 0.00235  0.00080       
6 day 0.00462  0.00067  0.00134  0.00058  0.00044  (0.00085)  7 day 0.00235  0.00069       
7 day 0.00460  0.00067  0.00131  0.00056  0.00033  (0.00079)  8 day 0.00237  0.00062       
8 day 0.00454  0.00067  0.00128  0.00055  0.00023  (0.00076)  9 day 0.00241  0.00064       
9 day 0.00452  0.00067  0.00129  0.00054  0.00016  (0.00074)  10 day 0.00240  0.00064       
10 day 0.00451  0.00067  0.00130  0.00054  0.00009  (0.00075)  20 day 0.00231  0.00070       
20 day 0.00445  0.00065  0.00137  0.00050  (0.00024) (0.00075)  30 day 0.00227  0.00072       
30 day 0.00442  0.00065  0.00140  0.00049  (0.00034) (0.00075)  

[CNH] 
CNY 
T10Y 
Credit 
VIX 
TED 

(14) 

  LCNH LCNY T10Y CREDIT LVIX TED 

J 
P 
Y 

[JPY]  
T10Y 
Credit 
VIX 
TED 

(15) 

  JPY   T10Y CREDIT LVIX TED  1 day 0.00260  0.00000  0.00000  0.00000  0.00000  0.00000  
1 day 0.00597    0.00000  0.00000  0.00000  0.00000   2 day 0.00293  0.00026  0.00002  (0.00001) 0.00006  (0.00019) 
2 day 0.00593    0.00087  (0.00131) (0.00036) (0.00071)  3 day 0.00268  0.00028  0.00004  0.00012  0.00003  (0.00025) 
3 day 0.00583    0.00115  (0.00156) (0.00027) (0.00098)  4 day 0.00255  0.00027  0.00007  0.00009  (0.00003) (0.00025) 
4 day 0.00589    0.00137  (0.00139) (0.00011) (0.00136)  5 day 0.00251  0.00033  0.00008  0.00007  (0.00007) (0.00024) 
5 day 0.00580    0.00124  (0.00143) (0.00003) (0.00134)  6 day 0.00248  0.00037  0.00008  0.00008  (0.00010) (0.00024) 
6 day 0.00578    0.00121  (0.00144) 0.00009  (0.00130)  7 day 0.00244  0.00040  0.00008  0.00008  (0.00012) (0.00024) 
7 day 0.00575    0.00124  (0.00141) 0.00021  (0.00127)  8 day 0.00240  0.00044  0.00009  0.00008  (0.00014) (0.00024) 
8 day 0.00571    0.00122  (0.00140) 0.00032  (0.00128)  9 day 0.00236  0.00047  0.00009  0.00008  (0.00016) (0.00024) 
9 day 0.00568    0.00122  (0.00138) 0.00042  (0.00129)  10 day 0.00233  0.00049  0.00009  0.00008  (0.00017) (0.00025) 
10 day 0.00566    0.00122  (0.00136) 0.00050  (0.00130)  20 day 0.00211  0.00067  0.00010  0.00008  (0.00021) (0.00026) 
20 day 0.00552    0.00121  (0.00129) 0.00093  (0.00131)  30 day 0.00203  0.00072  0.00010  0.00008  (0.00020) (0.00026) 
30 day 0.00549    0.00121  (0.00127) 0.00104  (0.00131)             

* a negative number in parentheses 

*Korea won dollar and Seoul offshore yuan 

Table 8 summarizes the impulse response results of 15 analysis 
models. The analysis results of this study showed that Model No. 
1, the Seoul offshore yuan (CNK) reacts positively to the shock 
from the offshore dollar. It responds positively to shocks from the 
onshore dollar and yen. However, it reacts negatively to the shock 
of the yuan offshore and onshore in China. It was found that the 
Seoul offshore yuan currency (CNK) is most strongly affected by 
the impulse shock from the offshore won-dollars (KWD1m). It 
was found that the influence of the offshore won dollar on the 
Seoul offshore yuan (CNK) was greater than that of the CNH, and 
CNY. These results are found to be due to the fact that the lack of 
yuan liquidity in the Seoul offshore yuan market compared to the 
Hong Kong and Chinese yuan markets. It was found that the Seoul 
offshore yuan (CNK) market financed insufficient yuan liquidity 
through offshore won dollar cross rate arbitrage transaction. In 
addition, the impact from onshore won (KRW) and offshore won 
(KWD1m), Chinese onshore yuan (CNY), Hong Kong offshore 
yuan (CNH), and yen (JPY) to the Seoul offshore yuan (CNK) was 
mostly reflected within 1 to 6 time lag. This result is interpreted as 
the Seoul offshore yuan (CNK) exchange rate being adjusted over 
time through arbitrage trading between the foreign exchange 
markets. Model No. 2 onshore won dollar (KRW) was found to 
react positively to the shock from offshore won dollars. It reacts 

positively to shocks from the Hong Kong offshore yuan and yen. 
However, it reacts negatively from the shock of the Chinese 
onshore yuan (CNY). The onshore won dollar (KRW) has a 
positive response to the shock from the offshore won dollar 
(KWD1m) and the yen and remains constant. The onshore won 
dollar showed adjustment response to the impact of the offshore 
yuan, but a constant negative (-) response to the impact from the 
onshore yuan. The result is interpreted as the fact that it takes time 
for the onshore yuan to be delivered to the Seoul offshore yuan 
market through import-export transactions and limited capital 
market transactions. This can also be seen in the VECM analysis 
model No. 9 and No. 13 in Table 6 which has optimal analysis 
time lag was 4 and 6 days. It is also unusual for the onshore won-
dollar, KRW to have different impulse reactions of the onshore 
yuan and offshore yuan. The onshore won-dollar showed an 
adjustment reaction that reverse the positive sign to negative to the 
impact from the Hong Kong offshore yuan (CNH). These results 
are interpreted that since onshore won-dollar markets and Hong 
Kong offshore yuan markets have no restrictions on foreign 
exchange trading in general, so the two markets adjust to the 
external shocks with cross rate arbitrage transactions. However, 
onshore won-dollar continuously responded negatively to the 
shock from the Chinese onshore yuan. The reason for such results 
can be interpreted that because foreign exchange transactions 
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between the Seoul and China are only export-import related 
transactions are liberalized but capital market transactions are still 
limited, so the adjustment responses to the shocks from the outside 
are different. In [49] the author argued that the impact of the shock 
from the US dollar currency on Chinese yuan was limited. The 
onshore won-dollar's negative reaction to the shock of the onshore 
yuan is in the same line as his argument. However, the direction 
of onshore and offshore yuan shock transfer to the onshore Korean 
won is partly opposite. This is interesting in that the impact of the 
yuan on the onshore won-dollar exchange rate is partially offset 
by offshore yuan. And these results can be interpreted that the 
different characteristics of the onshore and the offshore yuan 
contributed in part to the stabilization of the onshore won-dollar 
exchange rate. Models 4 and 7 onshore and offshore won dollars 
responded almost identically to shocks from international 
financial market variables. The onshore and offshore won dollar 
responded positively to the impact of the 10-year US treasury 
bond and credit risk spread. In the VIX index shock, it reacted to 
positive (+) and then converted to negative (-), and the shock 
disappeared. It responded continuously negative to the impact 
from the TED spread. Overall, the Korean onshore and offshore 
won dollar and the Japanese yen had similar shock reactions to the 
impact from the international financial market. However, the 
onshore and offshore yuan showed relatively weaker responses to 
shocks from variables in the international financial market than 
that of the won and yen. In [39] the research report argues that the 
determinants of investment capital inflow to emerging countries 
are largely influenced by factors on the supplier side, such as the 
level of US treasury bond rates and preference for safe assets in 
the international financial market. They argued that a 50bp fall in 
the 10-year US treasury bond yield would increase the total capital 
inflow to emerging countries by 13%. Korean onshore and 
offshore won dollars and Chinese onshore and offshore yuan 
responded positively to the shock arising from 10-year US 
treasury bonds. Rising risk free interest rates on 10-year U.S. 
treasury bonds increase demand for the U.S. dollar and lead to 
capital outflows from emerging markets, which in turn could 
weaken emerging economies' currencies. This study also 
confirmed the results consistent with the IMF research. In [39] the 
research report argued that the VIX index represents the 
preference for safe assets in international financial markets, and 
that if the VIX index falls in half, the total capital inflow of 
emerging countries increases by 11%. However, the onshore and 
offshore won dollars were slightly different from the IMF 
argument. The impact from the VIX index was weaker than US 
10-year treasury and credit spread. The reason for such results can 
be interpreted that, because the impact from the VIX index can be 
adjusted through the NDF KWD1m transaction and the offshore 
won dollar (KWD1m) readjusts the onshore won dollar (KRW). 
This result is also explained as the volume of offshore won-dollar, 
NDF transactions in the international financial market accounts 
for about 20% of the total global NDF transactions. The won 
dollar, the yuan, and the yen all reacted in the same negative 

direction to the shock from the TED spread. Changes in the TED 
spread implies changes in the overall liquidity level in the 
international financial market, or changes in credit risk levels and 
bond yields. In [45] the author used the TED spread as a measure 
of hedge funds' liquidity level. In [49] the author argued that the 
impact of a particular currency is spill over through the interbank 
money market. As he claimed, this study also reconfirmed that the 
shock generated by TED spread, a variable in the international 
financial market, was similarly transmitted to Korea won, China 
yuan and Japan yen. The reason for such results can be interpreted 
that because banks in Korea, Japan, and China, which are 
counterparties in money market transactions, do not have a large 
difference in financing capacity in the international interbank 
market, and therefore all respond similarly to the shock from the 
TED Spread change.  

*China Yuan  

Table 8 summarizes the analysis results of Model No. 8, 
Chinese onshore yuan (CNY). CNY was found to react negatively 
to shocks from offshore won dollars (KWD1m), Seoul offshore 
yuan (CNK) and yen (JPY). On the other hand, Chinese onshore 
yuan responded positively to shocks from Hong Kong offshore 
yuan and onshore won dollar. The Chinese onshore and offshore 
yuan reacts positive (+) to the shocks generated from each other 
because the two markets are closely interconnected.  The Chinese 
onshore yuan (CNY) reacted positively to the shock from the 
Korean onshore won (KRW). This phenomenon is attributed to 
the fact that the 250 billion dollars import-export transactions 
volume between South Korea and China. Analysis of models 10 
and 14, onshore and offshore yuan, and international financial 
market variables, showed that the onshore and offshore yuan 
responded similarly to shocks from international financial market 
variables. The unusual was that the yuan is the SDR international 
currency, but the response to the impact from international 
financial market variables was relatively weak compared to the 
non-international currencies Korean won and international 
currency Japanese yen. This phenomenon once again support [49] 
the author’s argument that the impact of the US dollar currency on 
Chinese yuan is limited. 

*Japan Yen 

The analysis result of model No. 15, yen, JPY summarized in 
Table 8 shows that JPY consistently responds to the shocks from 
international financial markets. The yen responded positively to 
shocks from 10-year US treasury bonds and credit risk spreads, 
and negatively (-) to shocks from the VIX index and TED spreads. 

5.4. Variance Decomposition Analysis 

Variance decomposition analysis is to measure the variance of 
the prediction error of the VECM analysis model and divide the 
weight for each variable. Table 9 summarized analysis result.  

Table 9: Variance decomposition analysis of won, yuan, yen and international financial market variables 

Curr-
ency 

model 
number 

Variance decompositions of dependent variables  
Curr-
ency 

model 
number 

Variance decompositions of dependent variables 

days S. E depen 
-dent independent variables  days S. E depen 

-dent independent variables 

on-
sho [CNK]   (1)   S. E LCNK LKRW1m LKRW LCNH LCNY LJPY  on-

sho
[CNY] 

  
(8) 

  S. E LCNY LCNH LCNK LKRW1m LKRW LJPY 
10 day 0.0134 4.8881 73.8031 2.0152 13.946 3.6724 1.6745  10 day 0.0066 95.4783 4.1412 0.0407 0.1492 0.1486 0.0420 
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K 
R 
W 

re 
 

K 
R 
W 

20 day 0.0202 2.1805 77.7151 2.0285 8.3040 8.1100 1.6619  

R 
M 
B 

re 
 

C 
N 
Y 

20 day 0.0095 94.4583 5.1621 0.0231 0.1807 0.1165 0.0592 
30 day 0.0254 1.4867 78.7531 1.7485 5.5444 11.006 1.4613  30 day 0.0118 93.8791 5.7306 0.0152 0.2071 0.0970 0.0711 

[KRW] 
  (2) 

  S. E LKRW LKWD1m LCNK LCNH LCNY LJPY  

[CNY] (9) 

 S. E LCNY LCNH      
10 day 0.0157 24.6279 73.6158 0.2814 0.3046 0.3747 0.7956  10 day 0.0066 95.7357 4.2643      
20 day 0.0234 21.2813 74.2448 0.1611 1.9899 1.6258 0.6969  20 day 0.0096 94.4312 5.5688      
30 day 0.0295 19.7039 73.5180 0.1423 3.5161 2.5471 0.5725  30 day 0.0119 93.5308 6.4692      

[KRW]  (3) 

  S. E LKRW LKWD1m          

[CNY] (10) 

  S. E LCNY LCNH T10Y CREDIT LVIX TED 
10 day 0.0156 20.5450 79.4550       10 day 0.0066 93.7528 5.4277 0.3049 0.0065 0.0673 0.4408 
20 day 0.0227 17.1122 82.8878       20 day 0.0096 91.2001 7.7013 0.4060 0.0032 0.3224 0.3671 
30 day 0.0280 16.0438 83.9562          30 day 0.0120 89.8291 8.8248 0.4644 0.0023 0.5514 0.3279 

[KRW]  (4) 

  S. E LKRW LKRW1m T10Y CREDIT LVIX TED  

off
-

sho
re 
 

C 
N 
H 

[CNH] (11) 

 S. E LCNH LCNY LCNK     
10 day 0.0154 22.8658 68.8931 4.8228 1.0169 0.3475 2.0539  10 day 0.0081 96.7287 3.0479 0.2234     
20 day 0.0220 20.6905 69.2345 6.4061 0.9974 0.2285 2.4430  20 day 0.0110 94.3654 5.4780 0.1566     
30 day 0.0270 19.9320 69.1256 7.0975 0.9654 0.2990 2.5806  30 day 0.0132 92.6297 7.2585 0.1118     

off
-

sho
re 

  (5)     LKWD1m LKRW LCNK LCNH LCNY LJPY    (12)     LCNH LCNY LCNK LKRW1M LKRW LJPY 
  (6)     LKWD1m LKRW       

[CNH] (13) 

 S. E LCNH LCNY      

[KWD
1m]  

(7) 

  S. E LKWD1m LKRW T10Y CREDIT LVIX TED  10 day 0.0081 95.2963 4.7037      
10 day 0.0164 89.9893 1.0681 5.0957 1.2291 0.5770 2.0409  20 day 0.0112 93.8654 6.1346      
20 day 0.0223 88.4382 1.4175 6.3739 1.1847 0.3566 2.2291  30 day 0.0135 93.0042 6.9958      
30 day 0.0270 87.6089 1.5451 7.0189 1.1424 0.3758 2.3090  

[CNH]  

(14)   S. E LCNH LCNY T10Y CREDIT LVIX TED 

J 
P 
Y 

[JPY] 
T10Y 
Credit 
VIX 
TED 

(15) 

  S. E JPY   T10Y CREDIT LVIX TED  
 

10 day 0.0081 96.9695 1.9251 0.0760 0.0863 0.1644 0.7787 
10 day 0.0195 88.1914  3.4020 4.6873 0.2073 3.5121  20 day 0.0109 94.2397 4.1311 0.1265 0.0981 0.4395 0.9650 
20 day 0.0273 86.5664  3.7050 4.7074 0.9522 4.0690  30 day 0.0129 92.2013 5.8894 0.1510 0.1067 0.5628 1.0888 
30 day 0.0333 85.6938   3.8121 4.6436 1.5557 4.2948              

 

*Korea won dollar and Seoul offshore yuan 

In Table 9, it was found that the offshore won dollar ( 
KWD1m) accounts for more than 70% of the variance of the 
onshore won dollar (KRW) and the Seoul offshore yuan (CNK). 
In [52] the author argued that the volatility of the offshore yuan 
had a great influence on the exchange rate of the onshore yuan. 
The results of this study also showed similar results to their 
argument. The analysis results of this study showed that the 
onshore won dollar exchange rate is greatly affected by the 
offshore won dollar. The reason for such results can be interpreted 
that, First, the won dollar is effectively and practically 
internationalized in general. Korean won, transactions between 
onshore and offshore markets are processed through the cross rates 
arbitrage transactions. Various SWAP transactions using interest 
rate differential between the Seoul foreign exchange market and 
the international financial market support this finding. Therefore, 
the Korea won may be considered as partly internationalized 
currency. Second, offshore won-dollar (KWD1m) transactions, 
which have absolute influence on the onshore won-dollar (KRW), 
have no liquidity problems. This is because offshore NDF won-
dollar payments are settled in U.S. dollars at the maturity, so they 
are not subject to KRW liquidity constraints. Third, it is because 
investors in the international financial market actively utilize the 
offshore won-dollar market. This phenomenon is reaffirmed that 
about 20 percent of the world's NDF currency market transactions 
are DNF Korea won- dollar. Fourth, Korea is the top 10 global 
exporters and importers. Therefore, the demand for won-dollar 
transactions related to import-export settlement and capital market 
transactions are sizeable in onshore and offshore markets.  The 
analysis results of this study showed that the variance 
decomposition analysis results between the onshore-offshore won 
dollar and the variables of the international financial market 
(analysis models 4 and 7) are similar. In addition, the analysis of 
variance decomposition of the Korean won, the Japanese yen and 
the international financial market variables show similarity either. 
This phenomenon is attributed to the fact that the Korea won has 

both the characteristics of emerging market currencies and 
international currencies either. 

*China Yuan 

The results of analysis of models No. 8-14 in Table 9 show that 
the onshore-offshore yuan variable explains 92%-95% of the total 
variance of yuan itself. Compared to the won dollar and yen, the 
onshore-offshore yuan showed relatively weak explanatory power 
of other currencies and international financial markets variables. 
The results of this analysis also reaffirm of [49] the author’s 
argument that the impact of the US dollar is limited in the yuan. 

*Japan Yen 

The results of the analysis of variance decomposition of the 
Japanese yen (JPY) of model No. 15 summarized in Table 9 are 
similar to the results of analysis of Korean onshore and offshore 
won dollars in analysis models No. 4 and No. 7. The explanatory 
power of the variables in the international financial market for the 
won dollar and the yen were similar.  

6. Summary and Conclusion 

This study analyzed the relationship between renminbi 
(onshore and offshore), won dollar (onshore and offshore), yen 
spot exchange rate, and international financial market variables 
using the VECM model. The analysis period is 3 years from 
December 1, 2014 to November 30, 2017, and daily closing price 
data were used. Analysis variables are US dollar-based Chinese 
yuan (onshore and offshore), Korean won dollar (onshore and 
offshore), Japanese yen spot exchange rate, and international 
financial market variables. During the analysis, there were no 
unusual situations in the international financial market, such as the 
1998 Asian financial market crisis or the 2008 global financial 
market crisis. Therefore, dummy variables were not considered. 
We used Bloomberg data. The results of the analysis are as 
follows: First, there was a long-term cointegration equilibrium 
relationship between yuan (onshore and offshore), won dollar 
(onshore and offshore), yen spot exchange rate, and international 
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financial market variables. Second, In the results of VECM 
analysis of won dollar, yen and yuan, it was found that there is a 
long-term equilibrium relationship between the Seoul offshore 
yuan (CNK), Hong Kong offshore yuan (CNH) and the China 
onshore yuan, (CNY). The result is interpreted as the yuan's 
liquidity in Seoul's offshore foreign exchange market is relatively 
insufficient compared to Hong Kong's, and the lack of the liquidity 
is financed through cross rate transactions between currencies of 
KRW↔USD↔CNH, CNY. The onshore won dollar (KRW) has 
a long-term equilibrium relationship in the VECM model from the 
relationship between the offshore won dollar, the onshore and 
offshore yuan, and the yen. The explanatory power of offshore 
won dollars (KWD1m) to onshore won dollars (KRW) using the 
VECM model was found to be about 50%. And it was found that 
the offshore won dollar exchange rate has a long-term equilibrium 
relationship with four variables in the international financial 
market. As a result, Korea's onshore won-dollar exchange rate was 
found to be largely influenced by international financial market 
variables. China's Onshore yuan (CNY) is found to have a long-
term equilibrium relationship with the Hong Kong currency 
(CNH), the onshore and offshore won dollar, and the yen. CNY 
has also a long-term equilibrium relationship with four variables 
in the international financial market. Hong Kong’s offshore yuan 
(CNH) has a long-term equilibrium relationship between China's 
onshore yuan (CNY) and Korea's offshore yuan (CNK). There is 
also a long-term equilibrium relationship with four variables in the 
international financial market. However, Hong Kong's offshore 
yuan has not had a long-term equilibrium with the onshore and 
offshore won and the yen. The unusual was that although there 
was a long-term equilibrium relationship between the onshore and 
offshore yuan, the relationship was weaker than that of the onshore 
and offshore won-dollar. Overall, the yuan has a weaker long-term 
equilibrium relationship with other currencies than that of the won 
dollar. This phenomenon can be interpreted as the yuan is a 
currency in the progress of internationalization, and still foreign 
exchange transactions are limited. Commercial export-import 
cross border yuan transactions are liberalized but capital market 
transactions are still limited. VECM model analysis of onshore 
won dollar and onshore yuan have a long-term equilibrium 
relationship with yen. The reason for such results can be 
interpreted that the supply of the won dollar, yuan, and yen 
currency positions are exchanged in the foreign exchange markets 
of Korea, China and Japan through export-import transactions 
between Korea, China and Japan. However, the offshore won 
dollar (NDF, KWD1m) and offshore yuan (CNH) does not show 
long-term equilibrium relationship with the yen (JPY). This result 
is interpreted to be because investors in the international financial 
market, which do not have transaction restrictions, take into 
account country specific factors only when they trade in currency 
market. The results of the analysis of the yen VECM model 
showed that the yen is more correlated with international financial 
market variables than that of the won dollar and yuan, as expected. 
Third, the results of the Granger causality relationship between the 
won dollar, yen, yuan and international financial market variables. 
It was found that the offshore won dollar (KWD1m) was the 
biggest causative (Granger causality) to the Korean onshore won 
dollar (KRW). Subsequently, in the order of the Hong Kong 
offshore yuan (CNH), the Chinese onshore yuan (CNY) and the 
Japanese yen (JPY). It was found that the Chinese yuan has 
slightly stronger Granger causality the Korean won than that of the 

Japanese yen.  The offshore won dollar exchange rate (KWD1m) 
showed no Granger causal relationship from the onshore won 
dollar (KRW), Hong Kong offshore yuan (CNH), Chinese onshore 
yuan (CNY), and Japanese yen (JPY). However, the international 
financial market variables such as 10-year US treasury bonds, 
Credit risk spread, and TED spread were found to Granger cause 
offshore won (KWD1m). Chinese onshore yuan (CNY) was found 
to Granger cause Hong Kong offshore yuan (CNH) at a 1% 
significance level. And the reverse case was also significant at the 
1% level. As for yuan, onshore and offshore yuan were found to 
exchange Granger causality relationship. However, it was found 
that international financial market variables do not Granger cause 
onshore and offshore yuan. In addition, onshore yuan (CNY) and 
offshore yuan (CNH) each independently showed a Granger 
causal relationship with the won dollar and the yen. Therefore, it 
was found that onshore and offshore yuan have distinct 
characteristics. This phenomenon is interpreted as the fact that 
although the yuan is an internationalized currency, only export-
import commercial transactions are liberalized but capital market 
transactions are still limited. The Japanese yen (JPY) has a 
stronger Granger causal relationship than that of the won dollar 
and yuan. It was found that three out of four variables in the 
international financial market have a Granger causal effect on the 
Korean won dollar exchange rate. However, it was found that only 
one TED spread has a Granger causal effect on the yuan exchange 
rate. It was found that international financial market variables had 
a stronger Granger causal relationship on the non-international 
currency, the Korean won dollar, than that of the SDR 
international currency, the Chinese yuan. Fourth, the results of 
Impulse response analysis. The onshore won dollar (KRW) and 
the Seoul offshore yuan (CNK) were found to be most strongly 
affected by the impact from the offshore won dollar (KWD1m). 
The onshore won dollar (KRW) consistently reacts negatively to 
the onshore yuan (CNY) shock, but reverse response of positive 
(+) to negative (-) with different time lag of the offshore yuan 
(CNH) shock. Therefore, some of the onshore and offshore yuan 
shocks delivered to the onshore won-dollar (KRW) exchange rate 
were found to be mutually offset. Overall, Korean onshore (KRW) 
and offshore won dollars (KWD1m) and Japanese yen (JPY) 
showed similar impulse responses to shocks from international 
financial markets. However, the impulse response of the onshore 
(CNY) and offshore yuan (CNH) to international financial market 
variables was weaker than that of the won dollar and yen. China's 
onshore and offshore yuan responded positively to the mutual 
shock. These results are interpreted as the two markets are closely 
related to each other as China supplies yuan liquidity to the Hong 
Kong offshore (CNH) market.   Fifth, the result of Variance 
decomposition analysis. The offshore won dollar (KWD1m) was 
found to account for more than 70% of the variance of Korean 
onshore won dollar (KRW) and the Seoul offshore yuan (CNK). 
International financial market variables have similar degrees of 
explanation power for the variance of Korean onshore and 
offshore won and Japanese yen. On the other hand, international 
financial market variables showed weaker explanatory power for 
Chinese onshore and offshore yuan compared to Korean won and 
Japanese yen. These results suggest that the Korea won dollar is 
closely related to international financial market. 

The implications of this study are as follows: First, from the 
perspective of the international financial market, we compared and 
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analyzed the won dollar (onshore and offshore), yuan (onshore 
and offshore), and yen. As a result of analyzing the long-term 
equilibrium relationship with the VECM model, it was found that 
the offshore won-dollar exchange rate and the international 
financial market variables explained more than 50% of the 
onshore won-dollar exchange rate. Therefore, it was revealed that 
it is important to monitor the international financial market for 
changes in the onshore won-dollar exchange rate. Second, overall, 
the Korean won dollar was found to have greater integration with 
the international financial market than the Chinese yuan, the SDR 
international currency. Therefore, it is necessary to consider the 
characteristics of the won, which is practically and partially 
similar to the international currency. It also revealed that a new 
perspective on the Korea won-dollar exchange rate is needed from 
the perspective of global portfolio investors. Third, the SDR 
currency, the yuan, is closely related to the onshore yuan (CNY) 
and the offshore yuan (CNH), but at the same time, each has its 
own unique market characteristics. Therefore, it was revealed that 
companies and investors that trade in yuan need to manage 
currency risks in consideration of the characteristics of the onshore 
and offshore yuan market. Fourth, it was revealed that for the 
development of the Korean financial market, it is necessary to 
prepare a way to actively utilize the won, which has already 
partially internationalized, in areas where possible, such as SME 
import-export transaction, investment of sovereign wealth funds. 
Under the modern monetary economy, where integration with 
global financial markets is deepening and the role of finance is 
important, the Korean won will need a partial and managed 
internationalization process. 
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Computer vision offers several strategies that permit computers to comprehend the substance of
inputted data to extract the relevant highlights features. That gives the possibility to develop
several successful recognition systems like face identification. One of the enormous difficulties
these days is the way to have a prompt identification face in a multi-client identification system.
We propose in this paper, an optimization of some face identification systems in big data
environments that manages the cost of an appropriate identification time while holding a good
performance of the system. The used systems are based on: CNN with Inception V3, PCA, LDA
and LBPH. Our experimental results indicate that the performance can be preserved while
reducing considerably the running time. LBPH with a Radius equal to 2 and 8 neighbors gives
the best accuracy of that is equal to 95,71% with an identification time of 4.44 seconds.

1 Introduction
Computer vision offers several techniques for machines to under-
stand the content of images like human vision. To understand the
content of images, machines need some image processing steps to
be able to extract features from the images for several applications
such as face identification, object recognition and object tracking.

The substantial idea of a biometric system is to utilize ac-
quisitions of behavioral and/or physiological characteristics of
human like face, fingerprint, signature and voice for recogni-
tion/verification. Currently, several face identification systems use
large-scale databases that contain a big number of subjects such as
celabA Dataset that contains 10177 identities and 202599 images.
Large-scale databases present a big open challenge to create an
operational biometric identification that offers an acceptable identifi-
cation time. The Scalability [1] of such tremendous systems makes
the challenge harder to be solved. This work is concerned with the
creation and optimization of such biometric identification systems.

This paper is an extension of a previous work presented during
2019 in the 1st International Conference on Smart Systems and
Data Science (ICSSD) [2], where we have tested and built several
identification systems (i.e., LBPH [3],[4], PCA [5], LDA [5] and

deep learning with inception V3 [6]) that use a big database with
some hard conditions.
The remainder of the paper is structured as follows. The related
works are presented in Section 2. Section 3 presents the different
used face identification systems with all optimization steps. Our
experimental results are introduced in Section 4 Our conclusion and
perspectives are given in Section 5.

2 Related Work
Identification time, efficiency and security are three crucial issues
from which large-scale identification systems suffer. Due to these
problems. Several published kinds of research deal with such prob-
lems. On one hand, some published approaches tackle security
issues whom we can cite [7],[8] that implemented Biometric anti-
spoofing technique by using the trait randomization technique.

On the other hand, published approaches can be part of two
significant classes: learning distribution approach ( first class) and
Processing distribution approaches (second class). The principal
idea of the second class is sharing tasks to several workers in the
cluster to handle the issue of treatment large amounts of data in a few
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times by employing the big data technologies in the cloud environ-
ment for parallel-distribution treatment. Well known, deep learning
models are hefty in computing when it needs more iterations to
get the best performant model which needs to use an approach of
the first class with big data technologies to distribute the learning
process.

For the first class, the crucial idea presented in [9] is merging
the utility of the neural network algorithm with the MapReduce
technique to face the extensive data problem in handwritten charac-
ters. The authors in [10] proposed for the handwriting recognition
digit by firstly applying an elastic distortion to the entered data
then Implemented a computing method with distribution to gain
the time cost by mapping the dataset into several machines of the
cluster. In [11], the author proposed some parallelization methods
which are MRBPNN 1, 2 and 3) based on a MapReduce technique
to face exhaustive scenarios in the conditions of the size of data and
neurons.

For the second class, [12] displays a MapReduce technique of
the process of converting frames of video to grayscale images as a
preprocessing technique to extract features from converted images.
In [13], the author apply a distributed medical application in two
different techniques of distribution such as MapReduce and Sun
Grid Engine regarding running time. In [14], the author introduced
an approach for storing and processing satellite images by a remote
sensing processing tools OTB with the MapReduce technique of
Big Data technologies. In [15], the author proposed to use the
MapReduce for parallel model execution to extract the similarity of
the tumor image. We trust that the principal drawback of this class
is hard to manage the cluster to ensure continuity of processing in a
distributed platform and Hadoop technology requires a significant
memory.

3 Face Identification In Big Data Environ-
ment

The conception of a biometric system carries four principal parts as
shown in FIG.1.

• The sensor part (Grey Box) that obtains the biometric infor-
mation to remove a computerized portrayal during enlistment,
identification or verification.

• The characteristic extraction part (Green Box) that empowers
decreasing the dimensionality of the representation, emitted
by the sensor part, by extricating the significant capabilities.
This part can possess a sub-part to test the norm of gained
biometric information.

• The database part (Red Box) that comprises the biometric
formats of the enlisted subjects inside the framework.

• The decision part (Orange Box) that contrasts the test for-
mat and the enlisted formats of the database part requires a
decision with regards to the sort of the framework.

The correspondence between these parts becomes tedious in-
side of having huge database for identification systems. To fix this

difficulty, we will utilize some technologies for parallelizing these
correspondence tasks inside various slaves. Indeed, current datasets
are quickly expanding in terms of size and multifaceted nature, also,
there is an importunate need to create solutions to extract pertinent
data by utilizing methods based on statistics.

DATABASE

Enrollment

Feature Extraction

Recognition System

Decision Criteria

Identify OrYes/NO

Verification Or Identification

HDFS On-disk
distribution

Spark RDD in-
Memory distribution

Sensor Module

Feature Extraction Module

Decision Module

Database Module

Figure 1: The general conception of a biometric system [16]

An effective biometric framework might be a framework that
primarily controls the capacity of the database to be changed in
terms of size or scale. they are numerous big data frameworks that
are utilized for overseeing a huge data, as Apache Spark framework
[17] and Hadoop [18] that run dataflow diagrams over the slaves of
a cluster.

In the data-parallel computing process, a client program is ar-
ranged into an execution plan graph (EPG), This EPG is the central
information structure utilized for distributing tasks, control dis-
tributed jobs in the slaves and adapting to non-critical failure. Once
a job is running, EPG is unaltered at runtime aside from some re-
stricted adjustments. This makes it hard to utilize dynamic optimiza-
tion procedures that could significantly improve the disseminated
execution dependent on runtime data. Optimus [19] is a framework
for progressively rewriting an EPG at runtime.

MillWheel [20] is a system for constructing a data processing
with a high size of data in a few time where the user describes the
code and the directed computation graph for specific nodes then the
framework oversees determined state and recording continuously
the flow with non-critical failure in stream processing.

For supporting embedded devices, Sonora [21] is a framework
that enhance the stream abstraction for the accompanying reasons.
To begin with, streams effectively bind together numerous data
activities in cloud and Mobile.

Apache Spark, Naiad [22] and Hadoop run in less calculation
time when there is enough memory inside the group of machines
to convey the working arrangement of the calculation. Spark keeps
up MapReduce’s linear adaptability and adaptation to non-critical
failure, it is a lot quicker, a lot simpler to program, the distributed
data of the scope of computationally heavy tasks, including graphic
process, interactive queries, flows and Machine Learning (ML).

In this paper, the jobs of a huge face identification system are
parallelized by utilizing Hadoop[23] with Apache Spark introduced
by Directed Acyclic Graph (DAG) in figure 3. Every Spark appli-
cation includes a driver program that completes the user’s function
and carries out distributes operations on a group of the machine
(cluster). The main reflection that Spark furnishes could be resilient
distributes dataset (RDD), which could be an assortment of parceled
items on a cluster that will run in equal. Users can even request that
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Spark remain RDD in memory, permitting it to proficiently reutilize
operation in parallel. when a node is failed RDD can automatically
be recovered.

3.1 Distributed tasks of LBPH, PCA and LDA in
Apache Spark

The utilized identification system is predicated on [3]. However, we
have made some changes, to support it inside the Apache Spark,
following the stages beneath (see additionally figure 2).

We firstly make first RDD (RDD1) by loading all test images
such as Binary Files from HDFS then we split it into sixty parts.
Secondly, we apply a transformation of the RDD1 to make RDD2
by transforming the color image to grayscale. Thirdly, we create
RDD3 by applying transforms of loaded images in RDD 1 to extract
real labels. Fourthly, we made RDD 4 by extracting the content of
previous RDDs (2 and 3) by applying a collective action. Finally,
the identity of each image is parallelized and compared with the
right label extracted in RDD3.

.
. . .

HDFS RDD 1 Binary Files

Part 1

Part 2

Part 60

RDD 2 (60 Parts)RDD 3 (60 Parts)

RDD 4 

Figure 2: The process of parallelization in Apache Spark

To diminish the running time within the identification stage
using the normal PCA, LBPH and LDA identification systems. Ini-
tially, the first Apache Spark RDD was created by recovering the test
set in 60 parts as binary files from the Hadoop HDFS, and afterward,
every thread of our computer changes every picture of every part to
grayscale to create the second RDD of grayscale images. Then a
third RDD is created by extracting the right label of each test image
to collect their identity.

Secondly, we extract the PCA, LDA and LBPH characteristic
vectors and compare the vector of the test with those of the learning
set.

Thirdly, we predict the identity of the image of the test with
the minimal distance overall comparison of the images from the
learning set. We used HDFS in the database module to store images
and Apache Spark for characteristic extraction and decision parts.

3.2 Pre-trained CNN model, LBPH, PCA and LDA for
Multi-user identification system

In this sub-section, we have utilized the Transfer learning proce-
dure where a model produced for tackling an issue is reutilized for
a subsequent issue in a timesaving way by starting from patterns
that have been learned in the first task, in this manner you raise
antecedent learning and keep away from starting from scratch.

We have utilized the Inception V3 as an extractor of pertinent
characteristics. It is utilized besides to dispose of the last completely
connected layer, at that point, we train the rest of the model as a

learning set element extractor for the new dataset. Inception V3
extract 2048 values for every picture. We call these highlights CNN
codes. Whenever we have removed the codes for whole pictures.
We have prepared a totally connected layer with a Softmax classifier
for our system.

A while later, to claim less period, due to the mechanism of
spark’s build-in broadcast the model is firstly distributed to the cores
of our machine in [24]. At that point, this model is used on each core
and utilized to identify the identity of an entered image. For this
work, the models of a huge identification face system are distributed
by utilizing just Apache Spark technology [23].

In our work, every worker takes an image to identify by turning
the facial identification system based on PCA, LDA or LBPH to
predict the identity of a client by calculating the similarity value
with all over the training set as shown in figure 3(a).

Cluster Manager

Worker 1

EXECUTOR

Spark Context

Convert

Image to 

Grey Scale

Worker 2

EXECUTOR

Convert

Image to 

Grey Scale

Worker 1

EXECUTOR

Fed Image 

to Deep

Learning 

Model

Worker 2

EXECUTOR

Fed Image 

to Deep

Learning 

Model

(a) (b)

Figure 3: Multi-user identification system: (a) for PCA, LDA and LBPH, (b) for
Deep Learning Model

Firstly, the image from RGB (color) to grayscale is converted,
afterwards, Every worker compute the eigenvectors, LBP histogram
and fisherFace vectors then every worker of the cluster identifies
the identity of the tested image from saved PCA, LDA or LBPH
models which contain all computed values as shown in figure 3(a)
and shared to all cores of the machine.

We employed in this paper a pre-trained CNN Model (Inception
V3). Firstly, we have only trained the classification part of the Incep-
tion V3 model due to the computational cost of learning to create a
model that can identify the person from his/her face image which
we need to reutilize the model trained from the Imagenet database to
our chosen dataset, we have trained the classification part to induce
the correct weights and bias of the fully connected layer (FC) for
identification face system, thereafter, we fed the test image into the
model to urge the identity, this is often the task of every worker
within the cluster as illustrated in figure 3(b) where every worker
takes a test image from Hdfs then fed it into the model to extract
characteristics that contain 2048 values of every vector then pass it
through classification part (Fully connected layer trained to create
the facial identification system) then introduce the identity as the
last step.
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Figure 4: The run time using 6 cores (12 threads) of various tasks

4 Experimental Results
In this section, we evaluate the optimization of various identification
systems : the FisherFace [5], LBPH [3][4], , FisherFace [5] and
Inception V3 [6] that involve 48 layers can distinguish between
1000 items (e.g., Flower, Fish, Bird, etc) in terms of identification
time and the precision. For the evaluation, we have got used the
Extended Yale Faces B database [25].

4.1 Database Description and Evaluation

We applied 17 changes (e.g., Rotation, Blur, Noise, etc.) for every
subject of the database utilized in this paper [26] to make a bigger
database and also to make the identification task more harder.
This database involves 28 subjects with 16128 images with 9 poses
and in 64 lighting conditions, In our paper, we are just engaged by
26 subjects. Consequently, the database consists of 107730 images
in total. We have suggested splitting the database into three sets as
described in figure 5.

4.2 Results and discussion

In the aim to reduce the running time, we run our system using
Apache Spark technology by making a collection of RDDs. Every
thread of the computer core runs a part of partitioned RDD in 60
parts as illustrated in the figure 4. Each job could be a part of the
step, as an example, the primary job contains 60 tasks, in as much
as our machine involve 12 threads, 12 tasks are going to be run in
parallel (see figure 4). figure 6 illustrates a comparison between
various face identification systems that utilize EigenFace, LBPH,
FisherFace, and CNN model in Apache Spark [24].

The output of the last convolutional layer of the CNN model is
called cnn code extracted from the entered images (Trained images)
during the primary part of the learning phase, this stage takes 4
hours and 19 minutes by using Apache Spark broadcasting to cal-
culate all codes. Running the identical stage of the learning step
it takes 14 hours without utilizing the Apache Spark broadcasting,
is an off-the-cuff term of a feature vector that plays a vital part of

identification, which is a representation of a picture in less number
of values that will be used for classification.
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Figure 5: Database Distribution

This final layer was created to give a collection of values that
is fitting to the classifier to separate among users. This implies that
it needs to be a meaningful and good representation of the images
because it should have as many relevant features for the classifier to
create an accurate decision by just using a few values.

During the learning phase, every picture is reutilized various
times during the learning phase and every code takes an all-inclusive
time to be calculated. To quicken the job we conserve these codes
on our machine to not recalculate them consistently. On the off

chance that we re-execute the framework once more without feed in
images to the model.

When the codes are all extracted in the first step, the specific
development of the last layer of the neural network model starts.
Many series of outputs will be during this step that can show the
exactness of the validation and hence the precision of the learning
part.

The precision of the learning shows how the model learned from
the pre-owned pictures to distinguish between identities. Valida-
tion exactness presents the coordinating rate utilizing an arbitrarily
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Figure 6: Overall identification time Comparison between The Different Tested Identification Systems with/without distribution

chosen group of pictures from a remarkable learning set. That val-
idation exactness depends on the work of an assortment of data
that is not contained inside the learning set if the precision of the
learning is high. However, the validation set precision stays low, this
suggests that the model is remembering specific highlights inside
the learning set pictures. In each validation or learning step, we
select 100 arbitrary pictures of the entire validation/learning set, we
find its codes inside the cache and brings them into a definitive layer
to get identities.

These predictions are contrasted with the specific labels to op-
timize the classification part and update the bias and weights by
utilizing some optimizers like Adam Optimizer and Gradient De-
scent.

By a learning rate of 0.01 with 250000 iterations using the Gra-
dient Descent Algorithm and Adam Optimizer we respectively get
91, 47% and 91.66%. By a learning rate of 0.1 with 500000 itera-
tions using the Gradient Descent Algorithm and Adam Optimizer
we respectively get 91.82% and 92.31%.

By a learning rate of 0.05 with 250000 iterations using the Gra-
dient Descent Algorithm and Adam Optimizer we respectively get
92, 30% and 90.84%. By a learning rate of 0.1 with 500000 itera-
tions using the Gradient Descent Algorithm and Adam Optimizer
we respectively get 92.24% and 91.45%.

By a learning rate of 0.001 with 250000 iterations using the
Gradient Descent Algorithm and Adam Optimizer we respectively
get 87.01% and 91.85%. By a learning rate of 0.1 with 500000 iter-
ations using the Gradient Descent Algorithm and Adam Optimizer
we respectively get 88.73% and 92.10%.

We set in the learning phase the proportion of learning set at
80% and we preserved 10% for validation and test. In every iteration
we have entered 100 images, after every 10 iterations, we have got
evaluated the model using 100 images of the validation set that are
chosen arbitrarily. after finishing the learning phase, we fed all the
test set through the model to know the precision and how the way

the model can classify the inputted faces. After being aware of the
good precision of the model in the last part of the learning phase
we run our test set for every learning rate and variety of iterations
as shown in figure 6. Globally, the precision value is expanded by
expanding the number of iterations. If the learning rate is tiny, the
precision value is expanded smoothly which makes the learning
becomes more reliable, however, the optimization will take longer
because steps towards the minimum of the loss function are very
small. If the learning rate is high, the precision is expanded rapidly
and that we will have the overshoots of the minimum which makes
aggravate the loss.

Our main aim is to increase the identification time per image
of the test while getting the good performance of the models. This
purpose is reached by running our system in Apache Spark (see
figure 6). As shown in figure 6 the quick system is FisherFace
followed by the EigenFace, then the CNN model, and at last the
LBPH.

To advance the exactness of systems, we have made some
changes to a few parameters of the LBPH algorithm, such as chang-
ing the number of neighbors and the Radius value. For Inception V3,
we have made changes to a few parameters simply like the number
of iterations, the chosen optimizer algorithm, and subsequently the
learning rate value.

For the LBPH algorithm with a Radius equal to 1 with 8, 6 and
4 neighbors, we respectively get 94.05%, 93,74% and 91.91% an
Accuracy of identification.

For the LBPH algorithm with a Radius equal to 2 and 8,6 and
4 neighbors, we respectively get 95.71%, 95.43% and 94.02% an
Accuracy of identification.

All systems are executed in a server that contains 6 cores with
12 threads and 4.70 GHz Turbo frequency with 12Go of the storage
memory.
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5 Conclusion and Perspectives
In this paper, we introduced an optimization of multi-user iden-
tification face systems in Big Data environments. Hadoop and
Apache Spark are two technologies accustomed to parallel tasks and
make multi-user systems. This optimization has been examined and
evaluated, as far as accuracy and identification time using various
classical identification face systems. Our experimental results show
that the performance is preserved while offering an affordable iden-
tification time for oversized scale systems. In our future work, we
have plan to create a multi-view identification face system using a
Siamese Convolutional network to tackle the issue of having a few
facial acquisitions.
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 A modern process plant is controlled, operated and safeguarded by the sophisticated 
distributed control system or a programmable logic controller and an emergency shutdown 
system. This process plant's operation could be seriously affected by lightning, electrical 
switching, and power outrage. Lightning propagation can travel kilometers away, which has 
the risk of disturbing the control system's operation. The process plant's control system could 
damage when it is subjected to surges induced by lightning, power outrage, or heavy load 
switching. To protect equipment damage from these surges surge protection device is 
required. A number of the process plant uses flammable material for its production or during 
the manufacturing processes, explosive gas or vapor is released created an explosive 
atmosphere known as hazardous (Ex) area. Surge protection device mounted in the Ex area 
or used in the Ex control loop needs to be carefully selected to protect the equipment and at 
the same time, it does not become a source of ignition. This paper provides practical 
consideration and comprehensive detail in revealing the science and engineering behind Ex 
application on surge protection devices. The technical presentation is limited to equipment 
protection; structural protection against lightning will not be discussed here. 
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1. Introduction  

This journal article is an extension of the original conference 
paper entitled, "Practical approach on surge protection device for 
Ex application," presented in 2019 1st. International Conference on 
Electrical, Control and Instrumentation Engineering (ICECIE), 
Kuala Lumpur, Malaysia [1].  

Lightning is a natural phenomenon that can be seen in volcanic 
eruptions, pyrocumulonimbus clouds, heavy snowstorms, 
hurricanes and thunderstorms [2]. Lightning-induced voltage 
surges can enter into the electrical system via the capacitive, 
inductive and resistive coupling [3]. According to the report from 
NFPA [4], in the United States alone, from 2007 to 2011, an 
estimated 22,600 fire cases were caused by lightning, with a $451 
million loss in direct property damage per year. The report also 
cited several explosion incidents caused by the lightning surge. 
One of them is a coal mine (Ex area) explosion in January 2006 in 
West Virginia, which claimed 12 lives.  A protective circuit like a 
surge protection device or SPD is used to protect the electrical 
apparatus and its accessories from the damage created by transient 
surge activity induced by the lightning and surges generated by 

switching heavy reactive load or power supply interruption and 
prevent a fire. SPD has to be carefully selected and with proper 
installation for its intended function; else, instead of preventing 
equipment failure, it could become the source of fire or explosion 
as reported by [5–7]. 

In the original paper, the following are either not evaluated, 
missing or too brief as the reader is expected to have the 
background knowledge to understand the subject. In the present 
work, the critical area left out by the original paper is being 
addressed and enhanced. The rectification and enhancements are 
highlighted below:  

• The reasons why SPD is needed for the modern electronics 
system for the application in a safe, hazardous area and critical 
control loop application. 

• Why is the selection criteria on SPD for safe area application 
not sufficient for hazardous area application?  

• Presentation on the lightning protection zone (LPZ) and the 
SPD types are too brief on the original paper. Therefore it is 
decided to separate them into two sub-sections with 
enhancement and with an application example. Definition and 
a summary of the key points are also being addressed and 
tabulated.  
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• Application on lightning protection level's (LPL) concept; 
what needs to be done before implementing LPL and the 
efficiency level for various LPLs are added. 

• The description of the maximum continuous operating voltage 
has been revised to reflect the practical application. 

• The illustration on the concept of the "Temperature 
Classification" is enhanced with a practical example. 

• Elements required to be present for an explosion to occur and 
the concept of various explosion protection techniques being 
implemented are added. 

• Using "Spark Test Apparatus" to obtain the minimum ignition 
curve for inductive, capacitive and resistive load at the field.  
The application of the minimum ignition curves is also added.   

• Requirement on the hot permit to carry out maintenance and 
typical application example is added for flameproof, Exd 
protection. 

• Hot surface investigation and typical applications example for 
increased safety, Exe protection is added. 

• Missing entity safety parameter description on the cable 
capacitance and inductance for intrinsic safety, Exi protection 
technique is rectified. 

• Surge withstanding capability (SWC) consideration is added 
as it is missing in the original paper.  

• Why are two SPDs needed for a control loop? Why one of the 
SPD will have the Temperature Classification, the other one 
is not necessary?  

The subject of explosion protection for industrial automation 
applications (non-military) is a specialist field; hardly any higher 
education institution conducting the courses. Hence, most of the 
knowledge on various explosion protection technique is coming 
from the industry. There are very few industry players who 
produce multiple Ex-rated products and conduct multiple Ex-
product research; most of the manufacturer only specialist in their 
respective areas of expertise. For example, field device 
manufacturers (field devices like pressure transmitter, I/P 
converter, control valve, solenoid valve, etc.) like Honeywell, 
Emerson or Yokogawa only produce Ex-rated field devices, not 
other devices like  Ex-rated junction box or cable gland. Therefore 
it is difficult for the industrial user to familiarize themselves with 
various explosion protection techniques for all the control 
components. This paper helps the industrial user to implement 
surge protection in the Ex area systematically. It investigates and 
evaluates the selection criteria and SPD's application requirement 
for Ex area application with various explosion protection 
techniques. Safety calculation and proper installation are also 
presented. It details down all factors involved in implementing the 
solutions. Two application examples are quoted in detail.  

The paper starts the discussion on the need for the SPD in the 
modern electronics system in the safe area, hazardous area and the 
critical control loop application; The working principle of the SPD 
then moves on to the selection criteria for Ex applications and the 
common explosion protection technique that could be applied 
together with SPD. Three explosion protection techniques are 

selected for evaluation and discussion in detail on its application, 
namely the application of SPD using Exi (intrinsically safe), Exd 
(flameproof) and Exe (increase safety) protection method in the 
common explosion protection technique section. The paper then 
provides two working examples of how the selection and 
application of SPD using Exi and Exd methods. Safety parameter 
calculation, distance requirement, temperature consideration, etc., 
are presented in the examples. The paper ends with a summary of 
the key area of consideration and criteria in selecting the SPD for 
Ex application. 

2. Why Is Surge Protection Important In The Modern 
Electronics System? 

Modern equipment demands for more application features, 
faster speed, smaller physical dimensions and lower power 
consumption. This makes the circuit designer squeeze more 
transistors into a smaller IC chip, using the material to operate at a 
lower voltage and lower power consumption. The progress in 
developing faster, denser and lower power consumption IC Chip 
makes the modern electronics circuit more vulnerable to the induce 
transient surges than the early components that use vacuum tube 
and discrete transistor. Hence, transient surge protection is 
becoming more important in the modern electronics system. Figure 
1 shows the increase of equipment failure rate from the early 
vacuum tube technology to the modern IC chip caused by transient 
surges.  

 
Figure 1: Increased Rate of Equipment Failure [8]. 

On the other hand, modern electronic systems also rely a lot 
more high-performance electronic components to execute the 
critical task that cannot afford to fail. Failure will lead to plant 
shutdown and production losses, which will cost millions of 
dollars. For example, emergency shutdown systems (ESD), 
depending on the process and the safety requirement, can be 
designed as a standalone, redundant system or triple redundant 
system to cope with equipment failures.  A redundant design plus 
a logic solver algorithm allows the ESD to detect the real loop 
failure and decide when to shut down the plant using the voting 
system.  Once the decision is made, the plant is then shut down 
according to the pre-determined sequence to avoid plant accident 
or explosion. The redundancy is often achieved by duplicating or 
triplicating the field sensor, input-output cards, control processors 
and even the actuators. Almost all the field sensors, except for the 
wireless system, are connected to ESD by cables, potentially entry 
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routes for the transient surges. Therefore, SPDs are included in the 
system design to improve the resilience of such systems from the 
effect of transients.  

When a process plant uses flammable material for its 
production or during the manufacturing processes, explosive gas 
or vapor is released created an explosive atmosphere known as 
hazardous (Ex) area. SPD mounted in this Ex area needs to be 
carefully selected to protect the equipment from transient surges 
and at the same time, it does not act as a source of ignition. SPD 
requirements for the hazardous (Ex) location are often more 
stringent than in the non-hazardous (non-Ex) locations. 

When sizing up the SPD for equipment protection for safe area 
application, generally, the let-through voltage (should be below the 
SWC [9–11] of the device to be protected), kA rating, connection 
method (either series or parallel) of the SPD need to be considered. 
However, when the application is involved with the Ex area, this 
is not sufficient as the SPD could become the source to initiate an 
explosion. The additional consideration for the SPD to use in the 
Ex area includes the SPD's mounting location, the applicable 
explosion protection technique, equipment surface temperature, 
and equipment heat dissipation. 

3. Working Principle of SPD 

SPD protects the electrical installation, consisting of electrical 
equipment, consumer unit, wiring and accessories, from electrical 
power surges known as transient overvoltage. The lightning 
activity, electricity is interrupted and immediately re-established 
or the switching of a heavy reactive load could instigate the power 
surge. Figure 2 illustrates the working principle of a 4-20mA signal 
line SPD. When there is no transient surge, the SPD does nothing; 
it is transparent to the circuitry. Whenever a surge appears, the 
SPD will be triggered instantly. It clamps the SPD's output voltage, 
depending on the model used, to a pre-determined level and diverts 
all the excessive current to the ground via a protective earthing 
terminal.  

 
Figure 2: Working Principle of a signal SPD (redrawn from [1] with additional 

information). 

4. Selection Criteria on SPD for Ex Area Applications 

When selecting an SPD for use in the Ex area, all the selection 
considerations and criteria on SPD for the safe area application 
are applied. Additionally, all other factors that could cause the 
SPD to trigger an explosion and other ignition sources should be 
considered as well.  

Typically, SPDs are mounted in a panel at the control room to 
protect the systems and its component against surge. If there is a 
requirement to protect the field device from surge, additional field 
mounted SPDs will be required. In other words, the process 
control loop will require two SPDs. One SPD is mounted as close 
as possible to the field device (to protect the field device), another 
one should be mount as close as possible to the controller (to 
protect the controller) at the control cabinet. 

4.1. Types of SPDs 

IEC 61643-11:2012 and NFPA 79 standard defined three 
different types of surge protection devices (SPDs). They are Type 
1, Type 2 and Type 3, respectively. The SPD types provide 
information on where an SPD may be installed, as shown in 
Figure 3. The energy discharged from the surge is brought down 
in various stages, starting with the more robust SPD (Type 1) and 
finer protection Type 2 and Type 3 SPDs. This protection 
arrangement and co-ordination are represented with the Lightning 
Protection Zoning (LPZ), which divides the structure based on the 
lightning strike effects. 

 
Figure 3: Types of SPD and Its Mounting Location. [12]. 

Type 1 SPD: Provide lightning protection against transient 
overvoltage instigates from direct lightning strokes where the 
lightning discharge voltage could spread from one of the 
structures earth conductor to the other network conductors. Type 
1 SPD is characterized by a 10/350μs surge current waveform per 
IEC 61643-11:2012 
 
Type 2 SPD: It is the primary protection system for low voltage 
electrical installations. Protect against transient overvoltage 
caused by switching or indirect lightning strokes. Typically, it is 
installed in the electrical distribution board (DB) to prevent 
transient surges in the electrical installations and protect the loads. 
Type 2 SPD is characterized by a 8/20μs surge current waveform 
per IEC 61643-11:2012 

 
Type 3 SPD: Type 3 SPD is aimed to provide local protection on 
sensitive and critical loads. This SPD has a low discharge capacity. 
It is only installed as a supplement to Type 2 SPD and it is 
installed as near as possible to the sensitive loads. They are widely 
used as hard-wired devices and generally combined with Type 2 
SPDs for fixed installations. In many cases, they are built-in and 
incorporated into a surge-protected socket outlet, surge-protected 
portable socket-outlets for telecommunication lines and data 
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protection. Type 3 SPD is characterized by a combination of 
voltage waveform (1.2/50 μs) and current waveform (8/20 μs). 

Table 1 provides a summary of Types of SPD, its test 
waveform and the current rating, as well as the typical technology 
used and the Lightning Protection Zone (LPZ). LPZ will be 
discussed in the following section.  
Table 1: Types of SPD, Test Waveform, Applicable Technology and LPZ [13]. 

 

4.2. Lightning Protection Zone, LPZ 

IEC 62305-4:2010 describes the LPZ concept. LPZ identifies 
and divides a structural area according to the risk level exposed to 
the Lightning Electromagnetic Impulse (LEMP). It coordinates 
the type of SPD’s kA current rating requirement within the zone. 
The concept of LPZ taken from IEC 62305-4: 2010 is as shown 
in Figure 4. ANSI/IEEE C62.41 also has a similar concept, as 
shown in Figure 5. 

 

Figure 4: The Principle of LPZ - Division into Different LPZ per IEC 62305 part 
4 [14]. 

Figure 5: Surge Protective Category as per ANSI/IEEE C62.41 [15]. 

The LPZs are defined as follows: 

• LPZ 0A: It is an open zone and not protected by the external 
lightning protection system (LPS). The equipment installed 
is directly exposed to the direct atmospheric discharges. 
Hence, the device installed in this zone must be able to handle 
the entire surge current generated and it is exposed to the 
whole magnetic induction. 

• LPZ 0B: This zone also refers to the open zone but is 
protected by the external lightning protection system, such as 
a lightning rod. This method provides direct lightning strikes 
protection but suffers from total exposure to the magnetic 
field. 

• LPZ 1: It is the zone inside a building. At this zone, there is 
a partial lightning current transmitted from external surges. 
However, the degree of induced currents is less than zone 
LPZ 0A and LPZ 0B. Between LPZ 0B and LPZ 1, Type 1 SPD 
should be installed to protect the downstream equipment.  

• LPZ 2, LPZ n: This zone refers to an area further inside the 
building where low surges may occur. The shielding and 
SPDs, both at the limits of the different zones and protecting 
the local equipment, allowing further reduction of the 
induced current. 

The LPZs could be view as two categories, as shown in Figure 
6, namely two external zones, which are LPZ 0A and LPZ 0B; and 
usually two internal zones, which are LPZ 1 and LPZ 2. If 
necessary, further zoning can be introduced to further reduce the 
electromagnetic field and lightning current. 

4.3. Lightning Protection Levels, LPL 

According to the IEC 62305 standard, LPL can be classified 
into four levels, namely Level I, Level II, Level III and Level IV. 
Each level has a set of parameters to predefined the maximum and 
minimum lightning surge current. Refer to Figure 7, it can be seen 
that the object or device to be protected will be assigned to one of 
the four LPL levels before a lightning protection system is 
implemented. Efficiency in LPL I is the highest at 99% and LPL 
IV is the lowest at 84%. The maximum lightning surge current set 
by LPL is used to design and the selection of the SPD. According 
to the IEC 62305, any lightning surge current parameters 
exceeding LPL 1 (i.e., 200kA) will be excluded from lightning 
protection. The chances and probability of occurrence outside the 
range are less than 2 %. The cost of erecting a lightning protection 
system, for example, the necessary protection angles, distances 
from loops, protection profiles and distances from arrestors for 
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LPL I is much more than that of LPL IV. IEC 62305 Part 1 
provides the detail on the LPL probability of occurrence.  

 

Figure 7: Lightning Protection Levels per IEC 62305-1 with Corresponding 
Minimum and Maximum Lightning Current Amplitude (redrawn from [16] with 

additional information). 

4.4. Parameter of SPD 

Common SPD specifications recognized by IEC 61643 are 
described below. They are used to select suitable SPD.  

• Nominal Voltage, UN  

It is the standard operating supply voltage of the apparatus or 
system circuit based on the use envisaged for the SPDs.  

• Maximum Continuous Operating Voltage, UC  
The maximum voltage that can be permanently applied to the 
SPD without damaging and triggering it. UC rating of the SPD 
is selected such that its triggering voltage is slightly higher 
than the nominal operating voltage (UN) of the equipment to 
be protected. This is to avoid SPD been accidentally triggered 
during normal operating.  

• Voltage Protection Level, UP 
Up is known as the "Let-Through" voltage or the clamped 
voltage in the industry. UP defines the maximum output 
voltage that could appear at the SPD terminal when tested 
with a specific waveform per IEC 61643. Generally, Up will 
be the maximum output terminal voltage of the SPD when 
subjected to transient surge. In practice, the SPD’s Up rating 
should be chosen so that its value is lower than the maximum 
SWC voltage of the apparatus to be protected.  

• Nominal Load Current, IL 
IL is defined as the maximum continuous RMS load current 
that is allowed to pass through the SPD without triggering 
and damaging the SPD, including the capability to withstand 
the current continuous thermal overload. This term is only 
applicable when the SPD is connected in series. Since a 
parallel connection is capable of handling an unlimited load 
current; hence, this term is not relevant to SPD connected in 
parallel. 

• Impulse Current, Iimp  
It is the peak current with 10/350μs waveform, direct strike, 
flowing through the SPD to test mainly for Type 1 SPD. 

• Nominal Discharge Current, In 
Peak current with 8/20μs waveform flowing through the SPD 
for the test of Type 2 SPD. 

4.5. Implementation of SPD in the Ex Area 

All guidelines highlighted in sections 4.1 to 4.4 are applicable 
when applying and installing SPD in hazardous areas. Additional 
factors described below to ensure the SPD does not become a 
source of the explosion also need to be considered. 

4.5.1 Hazardous Area Classification 

Classification of the hazardous area is a risk management tool 
that handles potentially flammable material to support explosion 
safety verification. Hazardous areas are defined by the occurrence 
of the type of hazards present, such as gas, vapor or dust; the 
probability of that hazard may be present; flammable 
concentrations on the lower explosion limits (LELs) and upper 
explosion limits of the explosive substance (UEL) as shown in 
Table 2. Hence, hazardous area classification is a systematic way 
to review, analyze and classify plant safety according to the 
explosive substance. This allows an optimum selection of the 
electrical apparatus or equipment installed in a hazardous 
atmosphere. ATEX and IEC standards classify the Ex area into 
Industry Group, Gas Group, Temperature Classification and Zone. 
The hazardous area's electrical apparatus and equipment selection 
is based on the hazardous area classification defined by the ATEX 
/ IEC standard.  

Industry Groups: 

• Group I is the mining industry, where equipment is used in 
the explosive environment that contains methane gases or 
vapors of its equivalent hazard, as shown in Table 3.  

• Group II is the surface industry, as shown in Table 3. It is 
then further divided into three subgroups, that is Group IIA, 
Group IIB and Group IIC. Group IIA for the environment 
containing propane gases or vapors of its equivalent hazard; 
Group IIB for the environment containing ethylene gases or 
vapors of its equivalent hazard and Group IIC for the 
environment containing hydrogen gases or vapors of its 
equivalent hazard. 

• Group III is also for the surface industry but with dust and 
fibers hazards. They are again subdivided into Group IIIA, 
IIIB and IIIC according to the nature of the explosive 
environment, as shown in Table 4. 

Table 3 provides the information on Industry Group I and II; 
and the minimum ignition energy (MIE). MIE is the 
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minimum energy required to ignite the easiest explosive gas-
air mixture. 

Table 2: Flammable Properties [17]. 

 
Table 3: Industry Group I and II for Mining and Surface Industry [17]. 

 

Temperature Classification 
Temperature Classification is also known as ignition temperature, 
auto-ignition temperature (AIT) or T class. It defines the device's 
maximum surface temperature under a normal or abnormal 
condition with respect to the ambient temperature of 20°C to 40°C 
(unless otherwise stated) [18].  Depending on the types of 
explosion protection techniques used or its combination, for 
example, Exd, Exe or Exi, the temperature corresponds to the 
device's external surface's maximum temperature or the 
maximum temperature of the device's internal surface (for 
example, Exi device putting into Exd junction box). For a 
combination of explosion protection techniques used (for example, 
Exdei – Exd, Exe and Exi are used in the device), the final 
temperature classification of the device needs to be determined. 
All flammable materials will have an AIT, the temperature at 
which ignition will occur without an external source. Apparatus 
must be selected with its temperature classification below the AIT. 
This will ensure the Ex environment's apparatus is not exposed to 
the gas-air mixture with a temperature exceeding its AIT. If 
several different flammable materials are present within the same 
area, the material that gives the lowest AIT dictates the device's 
overall applicable temperature class. The temperature 
classification only applicable to Industrial Group II (surface 
industry), as shown in Figure 8. Temperature classes do not apply 
to Group I (mining) applications. Mining equipment has either a 

rigid 150°C or 450°C limits [18].  Be noted that the device's 
temperature class does not represent the operating temperature 
range of the device, but rather the maximum allowable surface 
temperature with respect to a default ambient temperature of 20°C 
to 40°C with the presence of flammable material. 
 

 
Figure 8: Equipment temperature classification [19]. 

According to the ATEX directives, all the hazardous area 
installation apparatus, including SPD, must be marked with its 
temperature class and assigned an appropriate temperature 
classification according to the nature of hazard that might be 
present to maintain its integrity and prevent unexpected explosion 
due to AIT. For instant, if the hazard present is butane gas, its AIT 
is 372°C, then all apparatus used in that environment cannot 
generate a surface temperature exceeding 372°C. In this case, the 
apparatus rated T2 (300°C) to T6 (85˚C) will meet the 
requirement. This also means that for this case, all the apparatus 
used in the butane gas environment cannot have a surface 
temperature equal to or greater than 372˚C under fault or regular 
operation. Any equipment that generates 372˚C or more surface 
temperature could increase the possibility of an explosion. 

Table 5: Zone Classification [20]. 

 
Zoning Classification 
• Zone Classification: Classified concerning the probability of 

a potentially explosive environment being present in a 3-
dimensional region or space and the duration for which it is 
likely to exist. The available explosion protection methods 
also depend a lot on the zone classification assessment and its 
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assignment. The classification of the hazardous area is shown 
in Table 5. 

• This rule of thumb derived from API RP 505 and IP 15 stated 
if the hazard is continuously present for more than 1000 hours 
in a year is classified as Zone 0. If the hazard present between 
10 to 1 000  hours in a year is classified as Zone 1. If the hazard 
presents less than 10 hours in a year is classified as Zone 2. 

 
Equipment Marking 
• Equipment Marking: All certified apparatus used in the Ex 

area must carry mandatory marking. The standard uniformly 
defines the marking requirement. The marking on all 
equipment intended for use in a potentially explosive 
environment should provide all necessary and essential 
information for safe operation and easy identification at the 
site. Figure 9 and Figure 10 provide a self-explanation and 
sample of the manufacturer marking according to ATEX 
Directive 94/9/EC and the IECEx certification scheme, 
respectively.  

 
Figure 9: Summary of Apparatus Marking According to ATEX Directive 

94/9/EC and IECEx Certification Scheme [21]. 

 

Figure 10: Typical Manufacturer Marking Tag [22]. 

5. SPD in Common Explosion Protection Technique 

For an explosion to occur, three elements must be present at 
the same time, namely the hazard (flammable or explosive 
substance), supporter (air or oxygen) and the source of ignition 
(electrical spark or hot spot). All the explosion protection 
technique is to remove one or more of this element or contain the 

explosion so that it will not propagate to a bigger area or outside 
the enclosure. There are many explosion protection techniques 
used by the industry. However, only three common techniques 
and two practical examples based on Exi, intrinsic safety and Exd, 
flameproof explosion protection technique will be discussed here.  
Table 6 summarizes the various explosion protection techniques 
used in the industry, Ex code and its applicable zoning. 

Table 6: The IEC Methods of Protection and Permitted Zone of use [23]. 

 

5.1. Intrinsic Safety, Exi 

• Permitted to use in Zone 0, 1 and 2. 
• Could carry out maintenance repair work without the need to 

turn off the power supply.  
• The use of "Uncertified Simple Apparatus" is allowed when 

connected through a safety barrier. 
• Typical Application with Exi protection is for 

instrumentation signal, control circuit and other low power 
apparatus like CCTV. 

 Exi is a low-energy signaling technique. It brings down the 
electrical energy level for the Ex area apparatus used below the 
ignition curve. In this concept, any electrical spark, thermal or hot 
spot effect in any part of the circuitry intended for use in Ex areas 
do not have sufficient energy to cause an explosion. Hence, the 
operation for live maintenance repair work can be carried out and 
is allowed. The energy levels available for signaling are small but 
useable and more than adequate for most instrumentation systems.  

 The minimum ignition energy is obtained experimentally 
using "SPARK TEST APPARATUS" [24]. The experiments have 
produced a general agreed "IGNITION CURVES". These are the 
designer's curves with suitable safety factors for safety parameters 
calculation (section 6.1 provides the detail on safety parameters 
calculation). Three curves are resulting from the experiments; 
they are Resistive, Capacitive and Inductive Ignition Curve, as 
shown in Figure 11 to 13, respectively.  

 The resistive ignition curve (Figure 11) provides the entity 
safety parameter on the maximum open-circuit voltage denotes as 
Voc and the maximum short circuit current denotes as Isc allowed 
to go into the hazardous area without causing an explosion for 
different Gas Group. Any combination of the voltage and current 
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touching or above the curve could cause an explosion. A value 
below the curve will not have sufficient energy to cause an 
explosion. Equations (1) and (2) in section 6.1 provide the detail 
on the application. 

 
Figure 11: Resistive Ignition Curve [24]. 

 
Figure 12: Capacitive Ignition Curve [24]. 

 Capacitive ignition curve (Figure 12) provides the entity safety 
parameter on the maximum external capacitance (Ca) at the 

applied voltage allowed to be connected in the hazardous area for 
different Gas Groups. If the external capacitance (Ca) at the 
applied voltage is below the curve, it will not have sufficient 
energy to cause an explosion. Equation (3) in section 6.1 provides 
the detail on the application. 
 Inductive ignition curve (Figure 13) provides the entity safety 
parameter on the maximum external inductance (La) at the 
applied voltage allowed to be connected in the hazardous area for 
different Gas Groups. If the external inductance (La) at the 
applied voltage is below the curve, it will not have sufficient 
energy to cause an explosion. Equation (4) in section 6.1 provides 
the detail on the application. 

 
Figure 13: Inductive Ignition Curve [24]. 

 The IEC 60079-11 standard defines three categories of Exi 
protection. They are "Exia", "Exib" and "Exic" with different fault 
tolerance levels, as summarized in Table 7. Only Exia category is 
permitted to apply in Zone 0. 
 
 With the introduction of intrinsically safe technique, the uses 
of  “Uncertified Simple Apparatus” are allowed as defined by IEC 
60079-25 in a hazardous area without additional certification 
when the simple apparatus is connected to the field through a 
certified safety barrier. IEC 60079-25 defines “Simple Apparatus” 
as an apparatus that does not generate or store energy more than 
1,5V, 100mA and 25mW, such as mechanical switches and 
resistors, thermocouples and PT100. The simple apparatus also 
required to pass the insulation test at 500 Vrms (one-minute 
duration) to be used in the Ex area. The application of Simple 
Apparatus in the Ex area significantly brings down the cost of 
implementing intrinsically safe systems. 
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Table 7: Fault Tolerance on Exia, Exib and Exic [23]. 

 
5.2. Flameproof, Exd 

• Permitted to use in Zone 1 and 2 only. 
• The system needs to power down to carry out maintenance 

work. In other words, no live maintenance is allowed. 
• Hot permit is required to carry out maintenance work. 
• Wiring enters the Exd enclosure is via a flameproof cable 

gland or flameproof barrier. 
• Typical applications will be rotating machines, lighting, 

switches (start/stop button) and junction boxes.  
 
The flameproof protection technique relies on housing design 

to ensure an explosion or ignition inside the enclosure will not 
propagate outside the enclosure. It is achieved using different 
flame path designs. There are three possible flame path designs, 
as shown in Figure 14. The flame path construction plays a 
significant role. It creates a longer flame traveling distance so that 
the hazard gas generated during the internal explosion has 
sufficient time to cool down below the permitted AIT. The 
enclosure design also must be capable of withstanding the 
explosion's pressure and, at the same time, preventing the hazard 
gas from entering the enclosure and contact with the protected 
equipment inside the enclosure. 

 
Figure 14: Types of Joint 

The Exd enclosure usually is supplied in a complete assembly. 
The manufacturer or its approved agent does all the internal 
components assembly and wiring work. Both the manufacturer 
and the approved agent must have a certified facility and trained 
person to carry out the work. An approved test authority certifies 
the assembled system as a single entity as system approval (see 
section 6). Only a single system certificate will be issued. The test 
procedure for the approval include: 

• Ventilation – Consider the available free air volume to ensure 
sufficient air circulation and ventilation after all the electrical 
components are fitted and wired. 

• Temperature Classification – Consideration of the 
temperature rises to comply with the temperature 
classification and define the temperature class;  

• Creepage and Clearance: Check all creepage and clearance 
distance requirements (see Figure 15 on the difference 
between creepage and clearance distance). 

• Pressure Piling – Consideration of the rise in air pressure 
resulting from the internal enclosure explosion by 
considering the worst-case scenario on the gas-air mixture.  

Future component replacement during maintenance should 
use back the initially designed component specification. If the 
replaced component has a larger or smaller dimension than the 
initially installed part, it will affect the enclosure’s internal 
geometry and ventilation. When a larger than the original 
component is replaced, pressure piling could happen. If a smaller 
sized component is replaced, more free air volume will be 
generated. Meanwhile, the heat conductivity and heat dissipation 
characteristics of an object are affected by the geometry, 
ventilation and the material used. This will significantly affect the 
temperature classification rating. The initial temperature rating of 
the enclosure could be void.  

Drilling and tapping the hole on the enclosure for fitting the 
cable gland, breather and conduit by a third-party technician is 
strictly prohibited or else the certification is considered void. The 
installation of these auxiliary components can only be carried out 
by the enclosure’s manufacturer or certified installer. The type of 
threads, thread pitch and the clearance tolerance for a particular 
junction box must be compatible with the cable glands, breather 
or conduit as flame paths exist at these points. 

To improve the ingress protection (IP rating), for example, for 
weatherproofing applications, non-hardening grease material or 
non-setting grease or compounds could be applied to the joint. 
Installation of gaskets to increase the ingress protection is not 
allowed if they are not part of the original design. It will affect the 
internal enclosure pressure release efficiency during the explosion.  
The gasket can only be replaced. Consult the manufacturer and 
check the installation manual on the type of gasket that could be 
used.  

 
Figure 15: Different between Creepage and Clearance Distance 

5.3. Increased Safety, Exe 

• Permitted to use in Zone 1 and 2 only. 
• Required to turn off the power before carrying out 

maintenance work. In other words, live maintenance is not 
allowed. 

• Minimum IP rating is  IP54. 
• No hot surface. 
• Good mechanical strength (detail refer to EN50014). 
• Typical applications will be in lighting, junction boxes and 

terminal blocks. 
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Increased Safety, Exe is an explosion protection technique 
applied to the hazardous area installation that ensures no hot spot 
or no excessive temperatures and no sparking occurrence from 
hazardous area electrical equipment and accessories. Equipment 
and the design that normally cause sparks are excluded from use 
within this method of explosion protection. 

Exe relies on housing construction to withstand mechanical 
impact with a minimum of IP54 rating. The design of Exe ensures 
that under any operating mode, the apparatus does not contain 
normally arcing, sparking devices or hot surfaces that could cause 
ignition. This protection is realized by using high integrity 
insulation material. The designer also needs to consider the 
temperature de-rating factor of the insulation materials and 
enhanced terminal creepage and clearance distance (made wider 
than is generally the case in the general industry). The terminal 
design must be generously dimensioned for the intended cable 
connection and ensure that conductors are securely fastened to 
prevent arcing (loose connection can cause arcing). When 
designing the Exe protection method, a possible spark created by 
friction should be taken into consideration as well.  

6. Method to Protect Assets in Hazardous Area 

As shown in Figure 16, the mounting locations of the SPDs 
in a typical hazardous process plant. 

6.1. Application Example on SPD in Exi Control Loop  

• Permitted to use in Zone 0, 1 and 2. 
• Maintenance work could be carried out with the power on. In 

other words, live maintenance is allowed 
• No further certification is required when using "Uncertified 

Simple Apparatus" in combination with a certified safety 
barrier 

 
There are two concepts of Exi applicable to intrinsically safe 

systems. They are “System Approval” and “Entity Concept”. The 
meaning of system approval indicates that a single certificate is 
issued by the approving authority such as BASEEFA or TUV, 
including the SPD, safety barrier and the field device,  as shown 
in Figure 17 as the components inside the dotted line box. 
Uncertified control equipment, for example, DCS, PLC or ESD 
are installing before the safety barrier in the control room; they 
are not included in the system certificate. In fact, they do not 
require certification because the energy transmitted to the 
hazardous area in the field is already clamped down by the safety 

barrier when there is any fault that happened. Although there is 
no certification requirement for the uncertified control equipment, 
they are governed by the installation code, such as the requirement 
on cable segregation for Ex and Non-Ex cable; creepage and 
clearance distance for the terminal block; color code and so on. 
System certificate can only be issued after comprehensive testing 
and assessment by both the approval authority and the equipment 
manufacturer. Installation guidelines must be followed strictly 
according to the certificate/manual's instruction and wiring 
diagram provided. In the case where the fault happened, all 
replacement parts will have to be replaced with the exact original 
model used else; the certification will no longer be valid. This is 
not so flexible and, in some cases, will post difficulty when any 
of the parts are obsolete. When the exact replacement part is not 
available, then replacement on an entirely new set of the system 
will be required; otherwise, the newly installed component needs 
to be re-certified.  

The most significant advantage of a system certification is to 
ensure that it is a proven and tested system. The approving 
authority and equipment manufacturer will be fully responsible 
for explosion protection in terms of safety. However, this led to 
the absence of flexibility in changing the component when it is 
discontinued. The responsibility of the installer is to follow 
strictly the installation instruction provided by the certificate. As 
for the entity concept, all intrinsically safe loop components, as 
shown in Figure 17 as the dotted line box, need to be individually 
tested and certified to use in Ex area. A separate certificate will be 
issued individually with all the safety parameters and other special 
clauses if any. It is the responsibility of the user to match the 
safety parameter, which will be described later. The utilization of 
the entity concept provides more flexibility in terms of parts 
selection, repair and equipment replacement. Regardless of the 
manufacturer, any product could be used from the safety 
perspective as long as the safety parameters are satisfied. 
However, in practice, the device can only be used if they fulfilled 
both safety and operational parameters. The operational 
requirement, such as it must have enough voltage and current to 
drive the field device. 

Safety Parameter on Entity Concept  

The entity safety parameters are described below: 

 Vmax  ≥  Voc,   (1) 

Where Vmax is the maximum voltage specified by the field 
device manufacturer (tested by approval authority) that could be 
applied safely to the terminal of an intrinsically safe field device, 
Voc denotes the maximum open-circuit voltage (tested by 
approval authority) that could appear at the safety barrier’s output 
terminal when the fault occurs.    
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Imax  ≥  Isc,   (2) 

Imax is the maximum input current specified by the field device 
manufacturer (tested by approval authority) that could be applied 
safely to the terminal of an intrinsically safe field device. Isc 
denotes the maximum output short-circuit current (tested by 
approval authority) that could be generated from the safety 
barrier’s output terminal when a fault occurs.  

Ci + Ccable ≤ Ca,   (3) 

Ci is the intrinsically safe field device's internal unprotected 
capacitance (tested by approval authority). Ccable denotes the 
cable capacitance. 

Ca is the maximum external capacitance (individually tested by 
approval authority), including all devices at the field that could be 
connected safely to the hazardous terminal of the safety barrier. 

Li + Lcable  ≤ La,  (4) 

Li is the intrinsically safe field device’s internal unprotected 
inductance (tested by approval authority). Lcable denotes the 
cable inductance. 

La is the maximum external inductance (individually tested by 
approval authority), including all devices at the field that could be 
safely connected to the terminal of a safety barrier. 

The value for Vmax, Voc, Imax, Isc, Ci, Ca, Li and La could be 
obtained from the individual intrinsically safe certificate issued by 
the approval authority. It is usually supplied together with the 
product, where Ccable and Lcable can be obtained from the cable 
manufacturer's datasheet.  

Only the system that fulfills all four mentioned equations, i.e., 
equations (1), (2), (3) and (4) could be used and safely installed 
according to the entity concept.  However, the user also must take 
into consideration the operational requirements; for example, it 
should have sufficient voltage and current to drive the field 
equipment. Only systems that fulfill both operational and safety 
requirements will be implemented. 

Entity parameters may be found on the control drawing 
supplied by the equipment manufacturer, along with other 
pertinent information regarding proper connections, conditions of 
use, etc. Figure 18 is an example of a control drawing for Exi 
equipment assessed based on the entity concept.  

When an SPD is mounted in the safe area where no hazard 
substance is present, for example, in the control room, 
temperature classification and the type of hazard classification 
such as hazardous gas are not applicable; therefore, it will not be 
considered here. However, for field mounted SPD where hazard 

substance is present (Ex area); temperature classification and 
hazard classification need to be considered. 

Figure 19 shows two SPDs connected in series, while Figure 
20 shows one of the SPD, field mounted SPD connected in 
parallel and the other SPD (mounted in a safe area) is connected 
in series. For the case where all SPDs are mounted in the safe area, 
then there is no specific requirement for temperature and 
hazardous area classification. However, temperature and 
hazardous area classification must be taken into consideration if 
SPDs are to be mounted in a hazardous area. The hazardous area 
classification information of the individual Ex rated device can be 
found in the certifying authority's intrinsically safe certificate. 
Since all the SPDs in Figure 19 and Figure 20 are part of the 
Intrinsically Safe loop; therefore, it is a mandatory requirement to 
perform the entity safety parameter checking (equation (1) to (4)) 
to ensure its operational safety. 

6.2. Application Example on SPD in Exd Control Loop 

• Permitted to use in zone 1 and 2 only. 
• Need to turn off the power before maintenance work is 

carried out. In other words, no live maintenance is allowed. 
• Hot permit is required to perform any maintenance job. 

SPD used in the Ex area is required to mount inside the Exd 
enclosure. The following information is required to determine the 
suitable size of Exd enclosure:  

• To determine the enclosure's overall size, all the dimension 
on the individual component to be mounted inside the Exd 
enclosure is necessary. The system design for heat dissipation 
and ventilation on top of component size needs to put into the 
calculation as well.  
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• Temperature profile or T classification, heat or power 
dissipation information for the individual component is 
needed to identify the overall temperature classification of 
the Exd enclosure. In this case, if the temperature, heat or 
power dissipation information is not available, the system 
will need to perform temperature profiling to determine the 
maximum surface temperature by powered on for an 
extended period of time using a temperature probe. A bigger 
system may be required to power on for multiple hours until 
the temperature rise reaches a stable point where the 
measured temperature achieves equilibrium, stable and 
saturated. 

• The manufacturer needs to know the type of hazard that could 
be present, for example, propane, ethylene or others, to 
determine the kind of joints and its design, either flanged joint, 
threaded joint or spigot joint. However, in most cases, it is 
the other way around; the manufacturer states their design is 
suitable for what kind of hazard. The user’s choice is based 
on the hazard present in their application. 

• Hazardous area mounting location or zoning: This is to 
determine the appropriate type of explosion protection 
technique. The flameproof (Exd) protection method can only 
be permitted to apply to Zone 1 or Zone 2 only. 

 

Figure 21: Obstruction of Flame Path (redrawn from [1] with additional 
information 

  

Figure 22: Sample of the Exd Enclosure 

During installation, it is crucial to ensure that there is no 
blockage such as a wall, brackets, conduit, weather guards or 
other electrical equipment near the opening of the flame path joint, 
as shown in Figure 21. The presence of such obstruction could 
reduce the efficiency of the flame path in the event of an internal 
explosion. Therefore, the minimum distance requirement between 
the flame path opening and the obstruction must be satisfied. 

Figure 21 provides the minimum distance requirement as 
recommended by IEC 60079‐14. 

Sample of the Exd enclosures fitted with various Ex and Non-
Ex components are shown in Figure 22. It is also a common 
industrial practice that all the internal assembly and wiring work 
inside the Exd junction box is carried by the manufacturer or a 
certified center or an approved agent to ensure compliance. 

7. Summary 

When selecting SPD for hazardous area application, two 
criteria involve: 
• Equipment protection 

The parameters to be considered to protect the equipment 
from surge: 

i. Types of SPD: SPD installation location correspondence 
to discharge surge energy. This is different from 
hazardous area classification. It is applied to the 
installation location for both Ex and non-Ex area.  

ii. LPZ and LPL to determine the kA rating of the SPD.  
iii. Let-through voltage (Voltage Protection Level, UP): SPD 

should be selected where the let-through voltage is below 
the SWC of the device to be protected. 

iv. Bandwidth: only require when it is used for the 
communication line. 

v. Maximum continuous operating voltage, UC: The UC 
rating of the SPD should be selected slightly higher than 
the UN (nominal operating voltage) of the equipment to be 
protected so that during normal operation, the SPD is 
transparent to the system.  

vi. Nominal load current, IL: For a series connection, the load 
current needs to be determined so that the SPD's current 
passing will not damage the SPD. The SPD must be able 
to withstand the continuous thermal current load. This 
only applies when the SPD is connected in series whereas 
SPD connected in parallel is able to handle unlimited load 
current. 

vii. Series voltage drop: This mainly applicable for signal 
SPD where a series connection is applied. After adding 
the SPD, the user needs to ensure the voltage drop does 
not affect the circuit operation.  

 
• Explosion protection 

These are the factors that are nothing to do with the 
equipment protection from surge but rather to ensure the SPD 
itself does not become the source of ignition. 

i. Industry Group: provides information on the type of 
industry (example: mining or surface industry) and the 
type hazard substance such as vapor, gas or dust that may 
be present, and its minimum ignition energy. 

ii. Temperature Classification: provides information on the 
maximum surface temperature of the equipment at fault 
condition. The temperature classification of the 
equipment mounted in the Ex area should fall below AIT 
of the hazardous substances present. For the process loop 
application, only the SPD mounted at the field will have 
the temperature classification (Ex are). The other SPD 
mounted in the control room (non-Ex area) will not have 
the temperature classification.  
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iii. Zoning Classification provides information on the 
probability of a particular hazardous substance being 
present. The applicable type of explosion protection 
method depends on the Zoning information and the type 
of hazard present.  

iv. Two approval concepts for safety evaluation could be 
adopted, entity or system approval. Entity Approval is a 
technique to combine individually approved apparatus 
into an intrinsically safe circuit. Two apparatus from 
different manufacture could be interconnected together as 
long as it could fulfill the safety calculation spell out by 
equation (1), (2), (3) and (4), no need for the two 
apparatus being tested in combination. System Approval 
is a technique to verify the intrinsic safety of a circuit in 
which all of the interconnected devices are examined all 
together as a complete system. 

Conflict of Interest 

No conflict of interest. 

References 
[1] T.H. Kuan, K.W. Chew, K.H. Chua, “Practical approach on surge protection 

device for Ex application,” in 2019 IEEE International Conference on 
Electrical, Control and Instrumentation Engineering, ICECIE 2019 - 
Proceedings, 2019, doi:10.1109/ICECIE47765.2019.8974781. 

[2] J. Kain, Severe Weather 101: Lightning FAQ, NOAA National Severe 
Storms Laboratory, Nov. 2020. 

[3] MTL, Lightning surge protection for electronic equipment-a practical guide, 
Rev G, Measurement Tecnology Limited, Luton, 2016. 

[4] M. Ahrens, LIGHTNING FIRES AND LIGHTNING STRIKES, National 
Fire Protection Association Fire Analysis and Research Division 
LIGHTNING FIRES AND LIGHTNING STRIKES, Quincy, 2013. 

[5] A. Davis, Surge protector sparks fires instead of preventing them, 
homeowners say, Click2Houston.Com, 2015. 

[6] K.F. Company, Kimberton Fire Company - Chester County, PA, Firehouse 
Solutions, 2020. 

[7] P.ˇ Stroch, “ScienceDirect Do not underestimate danger of explosion; Even 
dust can destroy equipment and kill,” Perspectives in Science, 7, 312–316, 
2016, doi:10.1016/j.pisc.2015.11.048. 

[8] MTL, Working Principle of Surge Protection Device, Luton, 2019. 
[9] F. Martzloff, Surge Withstand Capability of Various Devices, Schenectady 

NY, 2019. 
[10] F. Kloer, G. McDonald, N. Desai, TRICON v10 Nuclear Qualification 

Project: SURGE WITHSTAND TEST REPORT, Boxborough, 
Massachusetts, 2008. 

[11] I.A. Metwally, A. Gastli, M. Al-Sheikh, “Withstand capability tests of 
transient voltage surge suppressors,” Electric Power Systems Research, 77, 
859–864, 2007, doi:10.1016/j.epsr.2006.07.011. 

[12] PHOENIX CONTACT | Information on NFPA 79, 2018 Editi, PHOENIX 
CONTACT GmbH & Co. KG, Blomberg, Germany, 2018. 

[13] Guide to Surge Protection Devices ( SPDs ): selection , application and 
theory, BEAMA Ltd, London, 2018. 

[14] IEC, INTERNATIONAL STANDARD Protection against lightning-Part 4: 
Electrical and electronic systems within structures, 2.0, INTERNATIONAL 
ELECTROTECHNICAL COMMISSION, 2010. 

[15] N. Sclater, J.E. Traister, Surge protective categories defined by ANSI/IEEE 
C62.41, Electrical Engineering Portal, Nov. 2020. 

[16] The basics of surge protection, PHOENIX CONTACT GmbH & Co. KG, 
Blomberg, Germany, 2016. 

[17] C.P. Yelland, M.I. Lythe, Selection of explosion protected equipment for 
hazardous locations, EE Publishers, 2016. 

[18] Temperature Classification (T class) - what it means, Control and 
Instrumentation.Com, Nov. 2020. 

[19] IS MY TORCH CORRECTLY CERTIFIED BY ATEX?,” LEARN ALL 
ABOUT ATEX DIRECTIVE 2014/34/EU, 2017, Peli Products Germany, 
Nov. 2020. 

[20] I. Harrison, "HAZARDOUS AREA CLASSIFICATION,” When is 
hazardous area classification needed?, Ex-Consulting, Nov. 2020. 

[21] G. T., Understanding Hazardous Area Classification, Instrumentation Tools, 

Nov. 2020. 
[22] Elster, Operating manual Volume conversion device EK205, Mainz-Kastel, 

Germany, 2016. 
[23] P. Saward, Ex ic Intrinsic safety’s new protection level, Luton, UK, 2016. 
[24] T.H. Kuan, “INTRISIC SAFETY MADE EASY Title: INTRINSIC 

SAFETY MADE EASY,” in Instrumentation & Control Society, ICS, Kuala 
Lumpur, 2006. 

[25] MTL, Controlling, operating and protecting assets in harsh and hazardous 
areas MTL scope of supply, Measurement Technology Ltd, Luton, UK, 2017. 

[26] T. Report, Intrinsically Safe System Assessment Using the Entity Concept, 
North Carolina, 1995. 

[27] MTL, “Entity Concept Calculation,” MTL Training Slide, Luton, UK, 2020. 
  

http://www.astesj.com/


 

www.astesj.com     781 

 

 

 

 

Optimal Irrigation Strategy using Economic Model Predictive Control  

Luisella Balbis* 

Department of Computer Engineering, University of Bahrain, Kingdom of Bahrain 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 05 August, 2020 
Accepted: 17 November, 2020 
Online: 24 November, 2020 

 In many countries, irrigation water is one of the major contributors to water scarcity. In 
the present study, a novel optimized irrigation system which minimizes water consumption 
in irrigation is presented. The system is based on a predictive control algorithm, which 
foresees the water need of the crop, and regulates the time and amount of irrigation to 
maintain the soil moisture around an optimal level, while taking into account system 
constraints. The predictive feature of the algorithm requires a model of the soil moisture, 
which is obtained from the actual meteorological data of the Kingdom of Bahrain. The 
optimization problem is formulated as an Economic Model Predictive Control (EMPC) 
problem and implemented using MATLAB. The simulation experiments show that the novel 
system yields a reduction of water consumption around 8% and 16% compared with the 
PID and On-off controllers, respectively, while maintaining an optimal soil moisture level. 
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1. Introduction  

Reducing water consumption is a fundamental constituent of 
water management, particularly in water-scarce areas. In many 
countries, irrigation water is one of the major contributors to water 
scarcity, and reducing irrigation water while increasing water 
efficiency is a way to overcome this issue. This work, which is an 
extension of the paper originally presented in 2019 8th 
International Conference on Modeling Simulation and Applied 
Optimization (ICMSAO) [1], looks at different practices used to 
reduce the use of irrigation water and proposes the use of an 
advanced optimization technique as possible solution to the 
problem. 

Different mulching practices, irrigation techniques and 
irrigation strategies can reduce water consumption in irrigation. 
Mulching refers to the practice of covering the soil with protective 
material to reduce evapotranspiration. Irrigation techniques 
(dripping, furrow, sprinkler etc.) refer to the way irrigation water 
is applied, which also affects evapotranspiration. Irrigation 
strategies refer to the timing and the amount to irrigation water 
provided to the crop. Irrigation scheduling, which refers to when 
and how much to irrigate, is a fundamental concept associated with 
irrigation strategies [2], [3]. Although mulching practices, 
irrigation techniques and irrigation strategies are all important 
tools, in [2] it is found that for optimal results, the irrigation 
strategy should be improved first, followed by mulching practices 

and the irrigation technique. Therefore, in the present study we will 
focus on irrigation strategies and, in particular, on water-efficient 
irrigation technology.  

Technological developments include automated irrigation 
systems, that irrigate at set times and for a certain amount of time. 
Although these automated techniques present advantages in terms 
of increased water efficiency and reduced farmers’intervention, 
the performances of these open loop control systems in terms of 
water consumption are not yet optimal. The main reason of their 
unsatisfactory performance is that they can cause under- or over-
watering, since weather and crop conditions are not taken into 
account. This of course can lead to spoiled crop and water wastage. 

Greater expectation is placed on technologies which include 
sensors and closed-loop watering systems [4]-[6]. The simplest 
approach uses sensors in an on/off control scheme, where 
irrigation is turned on or off depending on the reading of a moisture 
sensor above or below set values. 

More complex control strategies, which often are model-based, 
have been described in different papers [7]-[10]. In general, model-
based control strategies require models of the soil moisture 
dynamics including variables such as climatological data, crop 
water needs, water saturation etc. [7], [8]. Among such advanced 
control strategies is Model Predictive Control (MPC), as proposed 
in the research described in [9] and [10]. The models presented in 
[9] and [10] are based on the water balance equation, which 
requires measuring or estimating the initial soil moisture, rainfall, 
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water capacity of the soil and evapotranspiration (ET). From these 
measurements, the water balance equation gives an estimation of 
the soil moisture. In these papers, the MPC algorithm is formulated 
as an optimization problem, which reduces set point tracking 
errors. 

Similarly to the work presented in [9] and [10], our work 
describes the development of a soil moisture dynamic model and 
its application in a predictive control setting. However, the 
predictive control strategy here proposed is based on Economic 
Model Predictive Control (EMPC), which aims at maximizing the 
economic performance of the irrigation system rather than 
reducing tracking errors. Constraints in the optimization problem 
are used to guarantee that optimal soil moisture is obtained. 
Moreover, in the present study the soil moisture model is based on 
atmospheric conditions of the Kingdom of Bahrain [11]. 

The remainder of this paper is organized as follows. Section 2 
describes the derivation of the soil moisture model based on the 
water balance equation and the measurement of meteorological 
data of the Kingdom of Bahrain. Section 3 describe the principles 
of MPC and presents EMPC as a special case of the MPC policy. 
In Section 4 the outcomes of employing the EMCP are shown and 
comparisons are drawn with On-off and PID automated irrigation 
systems. Finally, conclusion and recommendations are included in 
Section 5. 

2. System Identification 

This section presents the grey-box modeling of the soil 
moisture dynamics using difference equations. Grey-box modeling 
is a method for identifying the system’s dynamics that uses 
measurement obtained from experimental data combined with 
physical knowledge of the system. For parameters estimation, state 
space models are often used, where the state, input and output of 
the system are related by difference equations. 

2.1. Physical Modelling 
2.1.1. Water-balance equation 

The model developed here is based on the water-balance 
equation represented graphically in Figure 1 [9], [10]: 

)()()()()()()()1( kROkDPkETkCRkRAINkIRkMkM c −−−+++=+  (1)  

where k is the sampling time, M is the moisture of the soil, IR is 
the irrigation water, RAIN is the precipitation, CR is the capillary 
rise, ETc is the crop evapotranspiration, DP is the deep percolation 
and RO is the water runoff. 

Equation (1) expresses the variation in soil moisture as the 
difference between the water influx (capillary rise, precipitation 
and irrigation) and the water losses (evaporation, transpiration, 
water runoff and deep percolation) [10]. 

Geomorphological and meteorological data of the Kingdom of 
Bahrain show a generally flat land and very scarce precipitations. 
Therefore, it is reasonable to assume that water runoff, 
precipitation, and capillary rise are negligible. Under these 
assumptions, (1) can be reduced to: 

 )()()()()1( kDPkETkIRkMkM c −−+=+  (2) 

Equation (2) reduces the dependency of soil moisture to three 
variables: irrigation, evapotranspiration and deep percolation. 

 
Figure 1: Water Balance Model 

2.2. Evapotranspiration Estimation 

Evapotranspiration is defined as the movement of water from 
the soil and the crop into the atmosphere. Many factors influence 
evapotranspiration rate, such as crop type and growth stage, 
weather factors (air temperature, wind, humidity etc.), 
environmental conditions (e.g. soil salinity) and land management 
(use of fertilizers and pesticides, etc.) [12].  

Different approaches exist to estimate evapotranspiration [13]. 
In the present study, the FAO Blaney-Criddle estimation approach 
has been used. Despite being a simpler method compared to others, 
it has been proven to be satisfactory under a variety of weather 
conditions [14], [15]. 

Using this method, the actual evapotranspiration ETc is 
estimated for a particular type of crop C as: 

  occ ETKET ⋅=    (3) 

In (3), the crop coefficient Kc depends on the crop type and the 
growth stage of the crop. ETo is the estimation of the 
evapotranspiration from the reference crop with hypothetical 
qualities (actively growing green grass of 8–15 cm height). In the 
present study, ETo is assumed to be affected by climatic 
parameters, according to the following empirical FAO Blaney –
Criddle equation: 

  ( )128.8457.0 +⋅⋅= meano TpET  (4) 

where Tmean is the average daily temperature [°C] and p is the 
average annual percentage of daytime. 

2.3. Deep Percolation 

Deep percolation (DP) is a hydrologic process, where water 
penetrates below the roots of the crop. The quantity of percolation 
during irrigation depends on the characteristics of the soil as well 
as the soil humidity.  

In the present study, DP is assumed to be directly proportional 
to M with proportionality constant Kp: when M increases, DP 
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increases due to differential pressure [16]. This is expressed by the 
following equation: 

  )()( kMKkDP p ⋅=   (5) 

In (5), Kp is a constant that depends on the type of soil (sandy, clay, 
silt, loamy, etc) 

Substituting (3) and (5) in (2) we get a difference equation 
which leads to a model of the water balance dynamic in the form: 

 )()()()1( kETKkIRkMKkM ocs −+⋅=+   (6) 

where Ks=1-Kp. 

2.4. Model Structure 

Equation (6) gives a mathematical model which contains two 
parameters, Ks and Kc. In our work, these parameters are unknown, 
meaning that the value of crop coefficient and the type of soil used 
in our experiment are unknown. Therefore, a gray-box system 
identification process, which uses a the first principles model of 
the system and data coming from direct system measurements, was 
used to estimate the values of the unknown parameters.  

The linear difference equation (6) can be re-written in the form 
of a discrete state space model as:  

[ ] [ ] )(][)(1)()1( 0 kETKkIRkMKkM cs −++=+  (7) 

)(]1[)( kMkM =     (8) 

where M(k), IR(k), ET0(k) are the state vector, the input signal, and 
the disturbance of the system. 

The state-space model (7) and (8) presents two parameters, Ks 
and Kc, that need to be estimated from measured data. 

2.5. Parameters Estimation 

Parameter estimation was carried out using Matlab System 
Identification Toolbox R2018a, which provides a tool for deriving 
mathematical models of dynamic systems given measured input-
output data. The toolbox was used to estimate the values of Ks and 
Kc, through a gray-box model estimation process. 

Figure 2 shows the process of model identification.  

A set of measurements (see Figure 3), called identification data, 
was collected using a data acquisition system implemented on an 
Arduino Uno microcontroller board.  

The experimental setup consists of a temperature sensor LM35, 
and a soil moisture sensor FC-28. The temperature sensor outputs 
a voltage which is directly proportional to the instantaneous 

temperature. The soil moisture sensor measures the volumetric soil 
moisture as a function of electric conductivity in the soil. In our 
experiment, the position of the soil moisture sensor was fixed at 10 
cm depth. The sensor was calibrated by taking two measures; one 
with the soil entirely wet and one with the soil entirely dry. The 
moisture was expressed in percentage, with the values of the 
measurements mapped from 0 (dry soil) to 100 (soaked soil).  

For our experiments, the soil moisture M and the temperature 
T near the moisture sensor were synchronously measured every 
hour over a period of two days. The irrigation IR was modeled as 
a pulse signal, since it provides a great amount of water but for a 
limited time [10]. 

The Blaney-Cradle equation block in Figure 2 estimates ETo 
using (4). In our experiment, the value of the variable p in (4) was 
substituted by the actual percentage of daytime for the time of the 
year in which the experiment was conducted. In the same way, the 
variable Tmean was substituted by the actual temperature T 
measured at time k. 

2.6. Model Validation 

To validate the model obtained in the previous section the 
output of the simulated model was compared with measured data. 

For this purpose, another set of input data was measured and 
then inputted to the derived model of the system. The input data 
set used in the validation is shown in Figure 4. 

 
Figure 4: Validation Data 

Figure 5 shows the difference between the output of the model 
and the measured soil moisture. The plots show a good agreement 
between simulated and measured outputs, with negligible time 
delay between the irrigation event and the change in soil moisture 
dynamics.  
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A further comparison between simulated and measured outputs 
to verify the reliability of the identified model was done calculating 
the Mean Absolute Error (MAE) as follows:  

  𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ |𝑀𝑀�𝑘𝑘−𝑀𝑀𝑘𝑘|𝑇𝑇
𝑘𝑘=1

𝑇𝑇
   (9) 

where 𝑀𝑀�𝑘𝑘 − 𝑀𝑀𝑘𝑘  is the difference between the predicted and the 
measured output value and T=48 is the total number of samples. 
The obtained MAE value of 2% is considered an indication of a 
valid model. 

Measured and Simulated Soil Moisture 

3. Economic MPC 

3.1. EMPC Basic Concepts 

The term Predictive Control refers to a control design method 
characterized by [17]: 

• use of a model to forecast the system output at future time 
instants (prediction horizon); 

• computation of an input control sequence that optimizes 
a given objective function; 

• receding horizon strategy, where the input control 
sequence is computed by taking into account the predicted outputs, 
but only the first control signal of the sequence is applied to the 
system.  

The different algorithms which belongs to the Predictive 
Control group present differences in terms of the chosen system 
models (impulse, step, state-space, CARIMA, fuzzy models, etc.), 
disturbance (constant, decaying, filtered white noise etc.) and in 
the cost-function to be minimised.  

A general MPC mathematical formulation is given by the 
following optimization problem [18]: 

 𝐽𝐽 = 𝑚𝑚𝑚𝑚𝑚𝑚∑ 𝑓𝑓�𝑥𝑥𝑘𝑘+𝑖𝑖|𝑘𝑘 ,𝑢𝑢𝑘𝑘+𝑖𝑖|𝑘𝑘�
𝐻𝐻𝑐𝑐−1
𝑖𝑖=0   (10) 

where the variables x ∈ Rn and u ∈ Rm denote the state and control 
action at the instant k and Hc denotes the control horizon. The 
notation 𝑘𝑘 + 𝑚𝑚|𝑘𝑘, with k ∈ Z, indicates the estimation of the future 
variables based on the measurements at current time instant k. 

Traditional MPC controllers minimize a quadratic cost 
function which tracks output and manipulated variable references. 

The general prediction model can be expressed by the discrete 
equation: 

 𝑥𝑥𝑘𝑘+𝑖𝑖+1|𝑘𝑘 = 𝑔𝑔(𝑥𝑥𝑘𝑘+𝑖𝑖|𝑘𝑘,𝑢𝑢𝑘𝑘+𝑖𝑖|𝑘𝑘)  (11) 

where the predicted states depend on the future states and control 
actions from instant k to instant k+Hp. 

The minimization problem is usually subject to a set of 
constraints which have to be satisfied over the predictive horizon. 
These constraints are due to physical or operational limitations of 
the real system and they take the general form: 

  ℎ(𝑥𝑥𝑘𝑘+𝑖𝑖|𝑘𝑘 ,𝑢𝑢𝑘𝑘+𝑖𝑖|𝑘𝑘) ≤ 0  (12) 

At each time instant, MPC measures or estimates current state 
xk and predicts the system state evolution over the prediction 
horizon Hp using the current state and the model of the system.  

The optimal control sequence over the control horizon Hc is 
found solving the minimization problem (10). Only the first 
control action is applied to the system, and the remaining results 
are discarded. 

In absence of disturbances and plant-model mismatch, the 
optimization problem could be solved as an open-loop problem, 
and the input sequence found at k=0 could be applied to the system 
for all k≥0. In a more realistic scenario, the behavior of the real 
system differs from the predicted model output. To cater for this 
mismatch, the optimal control problem is solved again at the next 
sampling time. Using the state measurement/estimation at time 
k+1, the cycle of prediction and optimization is repeated, moving 
the horizon forward (Figure 6). 

 Receding Horizon 

In recent years, the EMPC approach has been proposed with 
successful applications in various fields [19].  

Contrary to traditional MPC, EMPC is employed to maximize 
profitability, rather than minimize tracking errors. This can be 
done by defining a cost function that, directly or indirectly, 
measures the process economics [20]. The formulation of cost 
function depends on the particular applications, such as the 
operating profit, production rates, product selectivity, and product 
yield. In EMPC the cost function, as well as the plant dynamics 
and the constraints can be linear or nonlinear. Therefore, generic 
performance cost functions and nonlinear optimization algorithms 
are used to solve the minimization problem. The structure of the 
basic EMPC algorithm is shown in Figure 7. 
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Figure 7: Basic EMPC Structure 

3.2. EMPC Problem Formulation 

In our work, we utilize an EMPC approach to minimize water 
consumption while maintaining the soil moisture close to an 
optimum value. We consider a linear economic stage cost function; 
additionally, both plant dynamics and constraints are linear. 
Because of this, our formulation of the EMPC problem is linear. 
The fundamental steps of the devised EMPC algorithm are the 
following: 

• At the time k, measure M(k) and compute the optimal control 
sequence 𝐼𝐼𝐼𝐼(𝑘𝑘) by solving a stochastic optimization problem 
over the control horizon Nc. 

• Apply only the first computed value IR(k/k) as input to the 
system. 

• At the time k+1, measure M(k+1) and repeat the optimization. 

At each time instant k, a vector 𝑀𝑀(𝑘𝑘) of the moisture predicted 
values is computed, using the model given by (7) and (8): 

 )]/()/1([)( kNkMkkMkM p++=   (13) 

The stochastic optimization problem becomes deterministic if 
we assume that ETo does not change over the prediction horizon 
Np., i.e.:  

 )]()([)( 000 kETkETkET =   (14) 

where ETo(k) is calculated using (4) and the current measured 
temperature T(k). 

Let’s define the future control signals as the vector: 

𝐼𝐼𝐼𝐼(𝑘𝑘) = [𝐼𝐼𝐼𝐼(𝑘𝑘/𝑘𝑘) … 𝐼𝐼𝐼𝐼(𝑘𝑘 + 𝑁𝑁𝑐𝑐 − 1/𝑘𝑘)] (15) 

Combining (13), (14) and (15) with the model (7) and (8) we 
obtain: 

 ))()()()( 0 kETkIRkMkM Ψ+Φ+Θ=   (16) 

where: 
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The purpose of the designed control system is to obtain optimal 
economic performance. The following stage cost is assumed to 
reflect the nominal economic cost of irrigating the system over one 
sampling period, that is: 

  𝐿𝐿(𝑘𝑘) = 𝐼𝐼𝐼𝐼(𝑘𝑘)   (20) 

The cost function does not consider the cost of operating the 
valves or the cost of pumping water, since their minimization is 
not considered an objective in the present study. 

The resulting optimization problem adopted in our EMPC 
controller formulation is:  

min
𝐼𝐼𝐼𝐼(𝑘𝑘),𝑣𝑣(𝑘𝑘)

∑ 𝐼𝐼𝐼𝐼(𝑘𝑘 + 𝑚𝑚 𝑘𝑘⁄ )𝑁𝑁𝑐𝑐−1
𝑖𝑖=0 + ∑ 𝜌𝜌𝜌𝜌(𝑘𝑘 + 𝑚𝑚)𝑁𝑁𝑝𝑝

𝑖𝑖=0   (21) 

In addition to the stage cost, the objective function contains the 
terms 𝜌𝜌𝜌𝜌(𝑘𝑘 + 𝑚𝑚) which represent soft economic constraints. 

The minimization problem (21) is subject to: 

 ))()()()( 0 kETkIRkMkM Ψ+Φ+Θ=   (22) 

 𝑀𝑀�(𝑘𝑘) ≤ 𝑀𝑀𝑜𝑜𝑜𝑜𝑜𝑜(𝑘𝑘) + 𝑉𝑉�(𝑘𝑘)   (23) 

 𝑀𝑀�(𝑘𝑘) ≥ 𝑀𝑀𝑜𝑜𝑜𝑜𝑜𝑜(𝑘𝑘) − 𝑉𝑉�(𝑘𝑘)   (24) 

where 𝑀𝑀�𝑜𝑜𝑜𝑜𝑜𝑜(𝑘𝑘),𝑉𝑉�(𝑘𝑘) are vectors of size Np defined as follows: 

 𝑀𝑀�𝑜𝑜𝑜𝑜𝑜𝑜(𝑘𝑘) = [𝑀𝑀𝑜𝑜𝑜𝑜𝑜𝑜 … 𝑀𝑀𝑜𝑜𝑜𝑜𝑜𝑜]  (25) 

 𝑉𝑉�(𝑘𝑘) = [𝜌𝜌(𝑘𝑘/𝑘𝑘) … 𝜌𝜌(𝑘𝑘 + 𝑁𝑁𝑜𝑜/𝑘𝑘)] (26) 

The value Mopt represents the soil moisture that should be kept 
constant for optimal operating conditions. The variable v(k) is a 
slack variable that is introduced to allow for small variation of the 
soil moisture M(k) around the optimal value. That is, we nominally 
want to satisfy M(k)=Mopt, and when these constraints are violated, 
an additional cost 𝜌𝜌𝜌𝜌(𝑘𝑘 + 𝑚𝑚)  is paid, weighted by the penalty 
parameter ρ. The choice of the parameter ρ is critical; when it is 
chosen too small, the value of the soil moisture might be far from 
the optimal one; when it is chosen too big, we might incur into 
infeasibility issues. 

4. Simulation Results 

The performances of PID controller, On-off controller and the 
proposed EMPC are compared. Not surprisingly, the behavior of 
the three control techniques is very different, as it can be observed 
in Figure 8 and Figure 9. 

The On-off controller uses the measurement from a moisture 
sensor to switch the irrigation pump on or off based on whether the 
measurement is below or above maximum and minimum limits. 
The output from the device is either 100% on or off, with no middle 
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state. Figure 8 shows the outcome using the On-off controller. In 
this example, the soil moisture minimum and maximum levels are 
fixed at 50% and 70%. As expected, the output presents a variation 
of the moisture level (overshoot) around the optimal value of 65%. 
Reducing the thresholds could help improving the underwatering 
issue, but it would imply a higher switching of the actuators and a 
persistent overwatering problem.  

 
Figure 8: Soil Moisture with On-Off Controller 

In Figure 9 the outcomes of the PID and EMPC approaches are 
shown. It can be noticed that the EMPC maintains the value of the 
soil moisture around the optimal value better that the PID 
controller in presence of disturbances, since it considers the effect 
of ETo(k) on the moisture level over the prediction horizon.  

 

Figure 9: Soil Moisture Dynamics with EMP and PID Controllers 

The three irrigation systems are also compared in terms of 
accumulated error, defined as:  

 𝐶𝐶𝑀𝑀 = ∑ �𝑀𝑀𝑜𝑜𝑜𝑜𝑜𝑜𝑘𝑘
− 𝑀𝑀𝑘𝑘�𝑇𝑇

𝑘𝑘=1   (27) 

where the error is the difference between the optimal soil moisture 
and the simulated soil moisture. The cumulative error gives an 
indication of the ability of the controller to keep the soil moisture 
close to the optimal value. As it can be seen in Figure 10, the 
EMPC has smaller cumulative error compared to the other 
irrigation methods.  

The total water consumption over the 48 hours period is around 
2400 ml for the On-off controller, 2160 ml for the PID based 
system and 2000 for the EMPC. Therefore, the EMPC yields a 
reduction of water consumption around 8% and 16% compared 
with the PID and On-off controllers, respectively, while keeping 
the soil moisture within optimal values. 

The simulations demonstrate that the EMPC scheme applied to 
an irrigation system provides benefits compared to conventional 

irrigation methods, since it maintains the moisture level near the 
nominal optimum, while providing economic benefit.  

 
Figure 10: Cumulative Error for On-Off Controller, PID and EMPC 

5. Conclusions 

This work presents the process of developing an optimal 
controller regulating the time and amount of irrigation to maintain 
the soil moisture around an optimal level, while taking into account 
system constraints. The proposed control strategy, based on EMPC 
techniques, was implemented in MATLAB and results were 
compared with traditional irrigation methods based on PID and 
On-Off controllers. The results suggest that EMPC applied to 
irrigation systems can lead to increased efficiency and reduced 
water consumption. 

Further improvement of this work would require a more 
accurate model of the system. A current limitation is given by the 
model developed, which can be improved by collecting sensors 
measurements over a sparse area and under different operating 
conditions, and using more complicated approaches to estimate 
ETo such as the FAO Penman Montheith technique. 

Furthermore, developments on this work could explore the 
implementation of the proposed EMPC algorithm on hardware and 
evaluate the feasibility of such strategy in real time.  
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 Complete manual annotation of dependency treebank needs resources like annotators and 
annotation tools and takes long time and has high possibility of inconsistent annotations 
for free word order languages such as Myanmar. This paper describes a dependency head 
annotation scheme with Universal part-of-speech and Universal Dependencies for 
Myanmar dependency treebank. Currently 22,810 sentences and 680,218 tokens were 
annotated from three corpora for Myanmar dependency treebank. Some language specific 
issues are also described with examples. Raw syntactic structures were annotated 
automatically by UDPipe according to the Universal Dependencies based on Universal-
part-of-speech tag scheme. Then unsupervised annotated dependency head structures have 
been manually updated in post processing. To be reliable and speedy post process with 
reduced errors for manual updating, selected sentences were added to the training data 
after being updated. After that the model has been retrained and the remaining sentences 
were parsed by UDPipe. Post processing was repeated until all sentences were updated. 
Some specifications of dependency annotation schemes in sentences encountered in post 
processing are presented with examples. For parsing performance of annotated data, cross 
validation tests and parsing experiments were performed. Moreover, annotated treebank 
data have also been evaluated by CoNLL 2017 evaluation script for parsing performance. 
Results of parsing experiments and evaluation are also reported by unlabeled and labeled 
attachment scores and demonstrated that the proposed method is a suitable way for 
building Myanmar dependency trees. Moreover, syntax structures of treebank are also 
analyzed and syntax information is also presented. This dependency head annotation for 
dependency treebank is the first work for Myanmar language as far as we know.  

Keywords:  
Dependency head 
Universal Dependencies 
Treebank 
Annotation schemes 

 

 

1. Introduction   

A treebank annotated with syntax or dependency structure is 
an essential and important resource for natural language 
processing systems in any language. Treebank annotated 
dependency structures is called dependency treebank. While 
phrasal constituents and syntax rules could not provide a direct role 
in sentences, syntactic dependency information of a sentence can 
describe directed grammatical relations between words. Moreover, 
dependency grammar is also able to deal with morphologically rich 
and relatively free word order languages. Dependency treebank is 
also critical resource in any language to develop natural language 
processing applications [1].  

Many dependency treebanks have been constructed manually 
for many languages such as Czech, German, Danish, French, 

Portuguese, Estonian, Russian, Dutch, Danish, Turkish, Basque, 
Italian, English [2], Norwegian [3], Finnish [4], Romanian [5], 
Ancient Greek and Latin [6], Vietnamese [7],  

Annotating dependency syntactic information in sentences is 
still a hard task for Myanmar having free word order nature. 
Moreover, currently there is still low resource for syntactic 
information for Myanmar language. 

The Myanmar grammar is different from other languages of 
ASEAN countries such as Thailand, Vietnam, Malaysia and these 
languages already have treebank resources. Myanmar has been 
similar structures with the other SOV order languages such as 
Japanese, Chinese, and Korean and also a head final language. 
According to these properties, for Myanmar, a dependency-based 
head finalization has been proposed for statistical machine 
translation (SMT) in [8]. Although the proposed method was being 
able to improve a baseline SMT result without requiring parallel 
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training information, it depends on dependency parser of source-
side language to achieve higher performance than unsupervised 
baseline result [8]. Having similar syntactic structures of Japanese 
and Myanmar, a parsing approach has been proposed by applying 
SMT by using Japanese as pivot in [9]. The proposed method 
performed well with satisfying results due to the good performance 
of Japanese parser [9].  Although Myanmar dependency syntax 
structures were applied competently for SMT [8] and parsing [9] 
without annotated Myanmar corpus, there was dependence on 
intermediate language dependency parser like English and 
Japanese as limitation  

Progress of unsupervised dependency parsing researches is 
increasing with the shared tasks of the tenth conference on 
computational natural language learning (CoNLL-X) in recent 
years [10]. A Universal part-of-speech tag (U-POS) set has been 
proposed as standard for research in unsupervised induction of 
syntactic structure [11]. Universal Dependencies (UD) is a project 
developing cross-linguistically consistent treebank annotation for 
many languages [12]. Currently, there are over 100 treebanks of 
more than 70 languages available in the UD inventory. Treebanks 
have derived UD format from existing formats in many languages 
like Korean [13]. UDPipe has been proposed to easily perform 
basic natural language processing tasks from tokenization to 
parsing in CoNLL-U format, the revised version of CoNLL-X 
format, for treebanks of UD without requiring any other external 
data [12]. UDPipe has been applied in dependency treebank 
building [14, 15]. 

Currently, Asian language treebank (ALT) project has 
developed a Myanmar syntax treebank with a parallel corpus by 
annotators using web-based tool [16]. Building treebank needs 
annotators and applied tools for processes of tree building. 
Therefore, it becomes hard for low resource language like 
Myanmar. 

Having limitation of related works [8, 9], no resource for 
dependency parsing and information of Myanmar, improvement of 
unsupervised parsing researches [10], and simple trainable facility 
of UDPipe with CoNLL-U format, as our motivation, we 
annotated a corpus by applying U-POS tags and unsupervised 
dependency parsing by UDPipe of UD project to get raw syntax 
information for Myanmar [17]. Then, as future work of 
unsupervised annotation, manual post processing is carried out on 
the unsupervised parsed results with reference dependency 
structures to build dependency treebank in order to apply in parsing 
Myanmar sentences by deep learning approaches. 

This paper presents dependency head annotation to build 
Myanmar dependency treebank by U-POS tag sets and UD 2.0 
guidelines by updating in post processing on unsupervised 
annotated corpus. Building Myanmar dependency treebank 
contains two main parts. The first is automatic annotating by 
unsupervised dependency parsing by UDPipe to get raw universal 
dependency syntactic information [17]. The second is manual post 
processing by dependency structures for correct dependency 
heads. During post processing, UDPipe is applied in a 
bootstrapping manner to be consistent updating with reduced post 
processing time..  

The organization structure of paper is as follow: Section 2 
briefly describes nature of Myanmar language and sentences. 
Section 3 presents corpus information and overview of annotation 
scheme. Section 4 describes corpus pre-processing tasks before 
annotation. Section 5 presents Myanmar language specific tags and 
their related U-POS tags and mapping scheme between language 
POS and U-POS tags. Section 6 describes post checking and 
updating unsupervised dependency heads in sentences with 
examples. Section 7 reports parsing experiments with post 
processed data. Section 8 discusses about parsing and evaluation 
results of treebank. Section 9 concludes all sections and presents 
future work. 

2.  Myanmar Language 

Myanmar (Burmese) is a member of the Lolo-Burmese 
grouping of the Sino-Tibetan language belonging to the Southern 
Burmish branch of the Tibeto-Burman languages. It is an official 
language in Myanmar. It is also the first language of the Bamar 
people, the principal ethnic group and related ethnic groups of the 
country, and a second language of ethnic minorities in Myanmar. 
Myanmar (Burmese) is a tonal, pitch-register, and syllable-timed 
language, largely monosyllabic and analytic, with a subject–
object–verb word order. It is morphological rich and agglutinative 
language. 

2.1. Nature of Myanmar Sentences 

 Myanmar sentences can be written with formal or colloquial 
style. Two types of Myanmar sentence construction are simple and 
complex sentence types. Simple sentence has only one nominal 
phrase, action maker or subject, and one verb phrase. Complex 
sentence has two or more clauses or simple sentences, joined with 
conjunction, or post positional markers, or particles to modify the 
followed part which might be phrase or clause of main sentence. 
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Table 1: Suffixes of example sentence from Figure 1 

Types Nominal marker (post 
positional marker) 

Plural marker 
(particle) 

Verb suffix 
(particle) 

Verb marker (post 
positional marker) 

Morpheme Words “တွင”်,“များ”, “မှာ” “များ” “ေန” “သည်” 

Table 2: Composition of Myanmar Dependency Treebank 

Corpus Source Domain Sentences Tokens Average 
Length 

Remark 

myPOS Wikipedia 11,010 239,534 21.75 manually annotated  
Web News Websites’ 

News 
  1,800   66,710 37.06 manually annotated  

ALT Wiki news 10,000 373,974 37.39 Automatic  annotated  
 Total 22,810 680,218   

 

Myanmar noun phrases are usually ended with different types 
of nominal markers, postpositional markers (PPMs), to identify 
their roles in sentences such as subject, object but most colloquial 
style noun phrases are written without these markers. Myanmar 
sentences might have one or more phrases or clauses. Some 
subordinate clauses are usually used to represent more detail 
meaning for modified parts and also placed before modified ones. 
Having these nested parts, defining correct dependency between 
sub and main parts of the sentence takes more time. Figure 1 
illustrates an example sentence structure. 

There are four phrases in sentence of Figure 1. In Myanmar 
language, adjective ended with verb maker suffix is verb phrase.  
In the example sentence, sentence ended verb phrase is composed 
of adjective with post positional verb marker  Four suffix types of 
morphemes of the example sentence are described in Table 1. Bold 
and italic words are main content words of each phrase. Main root 
phrase of a sentence or clause is final verb phrase of that sentence. 
Dependent sentence or clause modifies the independent root 
sentence. Therefore, main root of example sentence in Figure 1 is 
the last right most verb phrase. 

Moreover, most formal sentences are usually ended with verb 
or verb phrase. However, some sentences may not be ended with 
verbs because of the Myanmar sentence writing style in which 
there are presence of hiding verbs hidden for actions of being or 
having or living or coming actions. Moreover, Myanmar sentences 
can be written by many forms according to nature of free word 
order language, and some special cases of sentence construction of 
Myanmar grammar. Moreover, emphasized noun phrases can be 
put at the beginning of the sentence according to writer’s idea. 

These conditions can also be complicated and time-consuming 
issues to define correct dependency heads and relations for phrases 
in sentences. Besides above nested cases, there arises one issue in 
dependency tree building. 

3. Corpus Annotation 

This section presents corpus statistic and overall architecture 
of dependency head annotation.  

3.1. Corpus Information  

Currently two corpora have been annotated manually by 
dependency head information and one corpus has been annotated 
in unsupervised way for Myanmar treebank. The myPOS corpus 
consists of 11,010 sentences written by formal and colloquial 

format from the Myanmar Wikipedia including various areas such 
as economics, history, news, politics and philosophy [18]. The 
sentence writing style of myPOS corpus is very similar to current 
mostly used standard formal and colloquial style. Therefore, we 
selected first this corpus to annotate to get similar syntactic 
structures of current written styles of Myanmar sentences and 
annotated them as first standard sentences for other corpora. Web 
News corpus contains 1,800 sentences written by current modern 
writing styles in Myanmar news websites. ALT corpus contains 
10,000 translated sentences from Wiki news. The statistical 
information of current Myanmar dependency treebank is presented 
in Table 2. 

3.2. Overview Structure of Annotation  

Using difference corpora in treebank, word segmentation and 
POS tagging style of each corpus is different. Being morphological 
rich and agglutinative language, most words are segmented to 
provide morphological level syntax information in this work. 
Therefore, pre-processing is needed to carry out to be the same 
word segmentation and POS-tagged scheme among different 
corpora. U-POS tags, CoNLL-U shared task format, shared 
Japanese model, and UDPipe of UD project were used to get raw 
universal dependencies in this work. 

The corpora were transformed to CoNLL-U format by adding 
U-POS tags in pre-processing. After transformation, they were 
annotated by unsupervised dependency parsing by using shared 
Japanese model in UD project [17] because of similar conditions 
in grammar structure of Myanmar and Japanese and dependency 
structures and UD of Japanese [19,20]. Then unsupervised 
annotated dependency heads were manually post checked by 
human annotator to be more correct dependency head nodes. One 
annotator was done manual post checking on automatic annotated 
results by learning Myanmar language grammar books and books 
written by linguistic experts of Myanmar language. Therefore, 
dependency head annotation of Myanmar dependency treebank 
has two steps: initial corpus pre-processing and post processing on 
unsupervised annotated results of pre-processing.  

In post processing, to be consistent and fast checking and 
updating, selected updated data were repeatedly trained with all 
other not updated data in corpus by UDPipe. After checking and 
updating manually selected 2,000 sentences, they were added to 
the training data, Then the training model was retrained to parse 
the remaining sentences in corpus by the updated model. Parsed 
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results were updated manually and trained again until all sentences 
were post processed in corpus. The overall architecture of 
annotation is illustrated in Figure 2. Detail explanation with 
examples will be presented in Section 4 and Section 6. 

4. Pre-processing 
This section presents overview of corpus pre-processing step. 

Before dependency structures annotation, it is needed to check and 
update word segmentation and POS tagging of used corpora 
because some corpora might have different segmentation and POS 
tagging styles based on their original created purposes. Using 
unique word segmentation and POS tagging can be easy to 
transform dependency corpus. It is also better and easier having 
unique word segmentation and POS tagging than different formats 
to transform dependency corpus.  

To have a consistent Myanmar POS tag scheme, a new general 
POS tag scheme has been defined. It will be explained in following 
sub section. Moreover, U-POS tags were also added to the 
CoNLL-U format in order to get raw universal dependencies 
syntax structures. 

In Myanmar sentences, some words might also have different 
POS tag forms for the same word. Tagging correctly for each 
content word in sentences is important for correct dependency 
head. One example of these issues is presented in Table 3. The 
quality of word segmentation and POS tagging can mainly impact 
providing correct dependency information of sentences in corpus. 

Therefore, rechecking word segmentation and POS tagging of 
used corpus before annotation is very important. 

Then, the correct POS tagged corpus was transformed CoNLL-
U format by adding related U-POS tags for most language POS 
tags by manual python script as UD 2.0 format. In adding U-POS 
tags by python script, it is needed to check again manually U-POS 
tags of Myanmar conjunctions because it is also needed to be 
correct form of two conjunction tags of U-POS as described in 
Table 5 according to the content words of sentence. 

5. Part-of-speech Tagging Scheme 

There are ten main POS tags in Myanmar language such as 
noun, pronoun, adjective, verb, adverb, post-positional marker, 
particles, conjunctions, interjection and punctuation [21]. For easy 
mapping to U-POS tags, 16 POS tags have been defined for 
language specific tags which are presented in Table 4 with 
examples. 

Most tags of these were already defined in ALT [6] except 
proper noun (PRPN) and text number (TNUM). In the previous 
work of this, these two tags were defined as noun, “N” [17]. In 
most Myanmar corpora, proper nouns and text numbers are tagged 
as noun, but they are already defined as proper noun and number 
in U-POS tag set. Therefore, these two tags were also added in 
Myanmar language tag set in order to be fast and easy mapping 
between Myanmar POS tags and U-POS tags. 

 

Figure 2: Overview architecture of dependency head annotation 

Table 3: Example POS tagging for same word 

Words Correct Tags Meanings Examples in phrases 
ေန verb live Myanmar            : ရနက်ုန ်    မှာ  ေန   

 Words in English: Yangon in  live   - 
Translation         :  Live in Yangon. 

ေန particle describing continuous 
action 

Myanmar            : ေလလ့ာ  ေန  သည် 
Words in English: study     -       - 
Translation         :  is studying 
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Table 4: Myanmar POS tags for  language specific tag set 

POS Tag Description Example words 
N Noun သတငး်စာ (Newspaper), ခနး်မ (Hall), ကုမ�ဏ ီ( Company) 

PRPN Proper Noun စက်တငဘ်ာ (September), အာ� ှ(Asia) 

NUM Number ၀ (0), ၁(1), ၂(2),   ၃(3),  ၄(4) 

TNUM Number text letter သုည (zero) , တစ် (one) , �စ်ှ (two), သံုး (three),  ေလး(four) 

FOR Foreign word Carsh,  Federal,  process,  Bit 
ABB Abbreviation ��န/်ချုပ် (Director-General ) 

PRON Pronoun က�နေ်တာ်/ က�နမ်/ က��◌ုပ််  (I),  ထိ ု(that), မည်သ ူ(who) 

ADJ Adjective ကျယ်ဝနး် (wide), ယဉ်ေကျး (polite),   ြမင်မ့ား (high),    ေလးလံ 

(heavy) 
ADV Adverb မ�ကာခဏ (frequently), အလွန ်(very), ေလာေလာဆယ် (currently) 

V Verb စား (eat), သွား (go), ေရးသား (write), ြဖစ် (be), �ှိ (has/have), 

တည်�ှိ (exist) 

CONJ Conjunction �ငှ့ ်(and), သိုမ့ဟုတ ်(or), ၍/ေသာေ�ကာင့ ်(because) 

PART Particle များ/တို/့ေတွ (plural marker), ခန် ့ (about), ခဲ့ (past marker), 

�ိငု(်can), �က (plural action marker) 

PPM Post positional marker သည်/က/မှာ (nominal marker for subject), ၌ (at) , ၏ ( of) ,  ြဖင့ ်

(by) 
PUNC Punctuation ၊ ,  ။ , “ , ( or   -LRB-, ) or  -RRB- , “,  ” 

SB Symbol % ,  $ 
INT Interjection အိုး (Oh), အမေလး (Oh my god! ) 

Table 5: Mapping scheme between Universal POS and Myanmar language specific POS tags 

U-POS Tag Description [Examples] Myanmar Language POS 
NOUN Noun  N 

FOR 
PROPN Proper Noun PRPN 

ABB 
NUM Number  NUM 

TNUM 
PRON Pronoun PRON 
ADJ Adjective  ADJ 
ADV Adverb  ADV 
VERB Verb  V 
CCONJ Coordinating Conjunction  [�ငှ့ ်(and),  သိုမ့ဟုတ် (or)] CONJ 

SCONJ Subordinating Conjunction  [၍/ ေသာေ�ကာင့ ်(because), 

�ငှ့တ်စ်�ပိုငန်က် (as soon as), ပါက (if) ] 

PART Particle  PART 
ADP Adposition  PPM 
PUNCT Punctuation   PUNCT 
SYM Symbol SB 
INTJ Interjection  INT 
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Table 6: Mapping scheme between Universal POS and Myanmar language specific POS tags 

U-POS Tag Description myPOS ALT Web News Total 
NOUN Noun    55,590   71,246    18,237 145,073 
PRON Pronoun     2,680     7,864         331   10,875 
PROPN Proper Noun   12,377   23,168      3,375   38,920 
NUM Number      6,261   11,240      2,259   19,760 
ADJ Adjective      7,108     7,776      1,393   16,277 
ADV Adverb      2,868     4,686         852     8,406 
VERB Verb    34,046   62,876    11,057 107,979 
CCONJ Coordinating Conjunction       4,624     6,368      1,584   12,576 
SCONJ Subordinating Conjunction       6,587     7,493      1,452   15,532 
PART Particle    52,413   78,268    13,294 143,975 
ADP Adposition    38,838   64,624      8,674 112,136 
PUNCT Punctuation     15,845   28,255      4,199   48,299 
SYM Symbol        199        116             3        318 
INTJ Interjection           98            0             0          98 

 

All conjunctions in Myanmar sentences were tagged as CONJ 
which were mapped to one of two conjunctions of U-POS tags: 
CCONJ and SCONJ, coordinating and subordinating conjunction 
respectively. Mapping scheme between U-POS tags and Myanmar 
POS tags can be seen in Table 5. Total frequencies of U-POS tags 
in each corpus of treebank are listed in Table 6.  

6. Post-processing 

Annotation method and types of annotation schemes are 
important in dependency treebank construction. The annotation 
was based on Universal Dependencies. In the UD annotation 
scheme, dependency relations are expressed between words and 
main content words attached leaf words such as function words in 
sentences [22]. Main parts of syntactic structures are head nodes 
and relation links called as dependency relation labels between 
words. 

Generally Myanmar nouns, adjectives, and verbs are formally 
written with suffixes such as post positional markers or particles. 
Currently, dependency relation labels are automatic unsupervised 
annotated results without post processing in treebank. Only 
dependency head information was post processed. 

Overview of the linking structures of dependency head node 
words between dependent words in most occurred phrases in 
sentences had been presented in our previous work [17]. In that 
work, only construction of dependency link arc connections 
between heads and dependents words had been presented. 
Therefore, the arcs directed to the heads from dependents.  

After the previous work, unsupervised dependency annotation 
results have been post processed to update dependency head links 
based on the dependency structures described in our previous 
work. Updating dependency relation labels needs more time 
because of few annotators and issues of sentence writing styles. 
Therefore, dependency relations labels are still automatic 
unsupervised annotated labels after post processing. To describe 
full referenced dependency information, in this paper, dependency 
relation labels between head node words and dependent words will 
be presented with unsupervised annotated labels in sample 
sentences according to the viewpoint of the language typology. 

6.1. Proper Noun and Possessive Phrase 

The specific unique names of common nouns are called as 
proper nouns as in other languages. Myanmar proper nouns are 
usually found in before or after common nouns [21]. In Figure 3, 
two proper nouns, following two common nouns can be seen in 
example sentence. In that sentence, example possessive case can 
also be seen. Possessive case of a noun or pronoun can be written 
by a post positional suffix marker, “ ၏”, to show possession of 

following right noun by left proper noun of it. 

6.2. Compound Noun 

Myanmar compound nouns might have two or more words and 
POS tags of these words can be nouns, verbs, adjectives or adverbs 
[21]. An example compound noun in sentence of Figure 4 contains 
two consecutive nouns and means “memorial stamp”. In this case, 
the left noun modifies the right one. 

6.3. Numeral Phrase 

Most numeral noun phrases can be written by three general 
formats which are described in Table 7 with their meanings. 
Counting amount can be written by digit number or text number 
[21]. Sample numeral phrases in sentence can be seen in Figure 5. 

6.4. Adjective Phrase 

Adjectives modify nouns and are usually placed before or 
after noun in Myanmar sentences. Myanmar adjectives can be 
written as simple or simple adjective with suffix particles or 
transformed adjective [21]. Suffixes of adjective or example 
adjective phrases are presented in Table 8. Sample dependency of 
adjective phrase in sentence can be seen in Figure 6. 

6.5. Adverb Phrase and Verb Phrase 

Adverbs can be written as simple or transformed adverb with 
the suffix particle, “ စွာ”, followed by verb, or adjective, or adverb. 

Example adverb phrases can be seen in Table 9. Example 
dependency of adverb phrase in sentence can be seen in Figure 7.  
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Figure 3: Proper noun and possessive case examples in sentence 

 
Figure 4: Compound noun example in sentence 

Table 7:  Numeral  phrase formats 

Numeral Phrase Forms Example Meaning Remarks 

N  NUM/TNUM PART/N မှတ်ချက်      ၂/�စ်ှ  ချက် 2/two 
comments 

 
comment  2/two  -  (Glossary) 

N  N (noun affixed 
particle, “အ”, to form 

common nouns)  
NUM/TNUM 

မှတ်ချက်     အချက်  �စ်ှဆယ် twenty 
comments 

if counted amount is 
exact numbers of 
multiple of ten, hundred, 
thousand, etc. 

comment  fact   twenty 
(Glossary) 

N N(transformed or 
common noun) 
NUM/TNUM PART/N 

မှတ်ချက်  အချက်  �စ်ှဆယ်     

  

twenty 
two 
comments 

 
comment fact twenty   two   -   
(Glossary) 

 

 
Figure 5: Numeral phrase example in sentence 

http://www.astesj.com/


H. T.Z. Aye et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 788-800 (2020) 

www.astesj.com     795 

Table 8: Suffixes of adjective or adjective phrases and examples 

Particles used to suffix or transform adjective or adjective phrase ေသာ, သည့,် မည့,် တဲ့ 
Example Myanmar adjective 

 
Translations Remarks 

�ကးီ ေသာ  အိမ် big house Simple adjective followed 
suffix big   -      house 

အမ်ိ      �ကးီ    big house Simple adjective  
house   big 

အစုိးရ                  ေပး       သည့်   အမ်ိ   house provided by government Transformed adjective 
government  provide   -     house 

 

 
Figure 6: Adjective phrase example in sentence 

Table  9: Example of adverb forms 

Example Myanmar adverb phrases Meanings Remarks 
ြမနြ်မန် ် (quickly ) quickly Simple adverb 
ြမနြ်မနသွ်က်သွက် (quickly) quickly Simple adverb 

လျငြ်မန ်  စွာ quickly Transformed adverb with suffix particle 
quick    - 

 

.  
Figure 7: Adverb and verb phrase example in sentence 

Table 10: Suffixes of verbs 

Suffixes to verb Description of usage and example Suffix Type 
သည,် ၏, �ပီ, မည,် 

မယ်, တယ် 

to form verb by showing tense  post positional 
markers Examples: 

 
သွား သည ်  (go)  

 
သွား  မယ်  (will go) 

မှာ, ပါ, စမ်း to express giving order or answering action particles 
Examples: 

လုပ် ပါ (giving order or requesting “Do” action) 
ေမာငး်  မှာ (answering or forecasting  “drive” action based on the 

meaning of content words in sentence) 
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Verb phrases in sentences are usually formed by one of the verb 
ended post positional markers or particles [21] as presented in 
Table 10 . 

In addition, zero or more particles can be followed by verbs 
before verb ended markers to express the full state of action. In 
example sentence of Figure 7, the verb phrase, “ ေတွ� လို ့ ရ မလား”, 

means “can meet” and “ေတွ�” is main verb and the suffix sequence 

with three particles, “လို ့ ရ မလား”, means asking politely for the 

requested action. That main verb phrase is also modified by left 
adverb phrase, “ ေနာက်ထပ်”. As a result, the verb, “ေတွ�”, is root 

of that sentence. The whole sentence means “Can meet again?”, 

6.6. Conjunctions 

In Myanmar language, conjunctions are used to combine not 
only clauses or simple sentences but also related words or phrases. 
Moreover, simple sentences can be connected by suffixes:  post 
positional markers, “ က, မှာ, ကို”, or particles “ဟ ု, ေသာ , သည့ ်, 

မည့်, တဲ”့ to form noun or adjective clause in sentence. If two or 

more simple sentences are connected by post positional markers or 
particles or conjunctions, combined sentence becomes complex 
sentence and clauses represent the roles as subjects or objects or 
adverbs. Most clauses ended by conjunctions are usually adverb 
modifiers in main sentence. Therefore, the role of dependent 
clauses can be divided into three types: noun clause, adjective 

clause, and adverb clause based on their roles in sentences. If 
combined clauses or sentences contains the same subject, subject 
can be omitted in dependent clause or independent clause or in 
both. Similarly, object noun can also be omitted in dependent 
clause or independent clause if it is placed in one [21, 23]. 

Some conjunctions described in Table 11 are used to connect 
words, phrases to connect two sentences to give coordinated extra 
meaning [21, 23]. 

Table  11: Example conjunctions 

Conjunctions Usage 

�ငှ့ ်, လည်းေကာငး်…လည်းေကာငး်, 

ေရာ…ပါ, ေရာ… ေရာ, သိုမ့ဟုတ,် 

ြဖစ်ေစ…ြဖစ်ေစ,   ြဖစ်ြဖစ်…ြဖစ်ြဖစ်, 

ေသာ်လည်းေကာငး်…ေသာ်လည်းေကာငး်, 

မှတစ်ပါး,  �ပီး 

to connect words, 
phrases in sentence 
for extra meaning 

ထို ့ြပင,် ထိုအ့ြပင,် ၎ငး်ြပင,် သည်ြ့ပင ် to give connection 
between prior 
sentence and next 
by giving 
coordinated extra 
meaning. 

 

 
Figure 8: Coordinated phrase example in sentence 

 
Figure 9: Coordinated clauses example in sentence 
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Figure 10: Complex sentence with noun clause 

 

Figure 11: Complex sentence joined with subordinating conjunction 

Table 12: Average parsing precision scores of each corpus 

Corpus Sentences Average Scores 
Train    Test UAS LAS 

myPOS 10,010 1,000 89.06 86.67 
Web News   1,620    180 87.03 84.83 
ALT   9,000 1,000 91.40 90.24 

 

Sample coordinated phrase with conjunctions in sentence can 
be seen in Figure 8. Moreover, complex sentence combined two 
simple sentences by coordinating conjunction can also be seen in 
Figure 9. The left side of conjunction is dependent sentence or 
clause to give first action and the right side of conjunction is 
independent clause to give final action as shown in Figure 9. 
Subjects of clauses are omitted and main sentence means “After 
go straight, turn left at the traffic junction point.”. Therefore, the 
conjunction is tagged as “CCONJ”, coordinating conjunction, for 
U-POS tag. 

Some Myanmar conjunctions such as “လ�င/်ရင/်ပါက, 

ေသာေ�ကာင်,့ �ငှ်တ့စ်�ပိုငန်က်, သကဲသ့ို ့, ေစရန,် ေသာအခါ, 

ေသာ်လည်း,..” , “if, because, as soon as, as/like, in order to, when, 

although,..” , are frequently used to connect clauses to provide the 
required meaning for main clauses [21, 23]. Therefore, these types 
of conjunctions are tagged as “SCONJ”, subordinating 
conjunction, for U-POS tag. 

Example complex sentence including noun clause as an object 
role in sentence can be seen in Figure 10. Main complex sentence 
means “Lost of important documents is wanted to be reported.” 
The PPM, “ ကို”,  is used to connect the left clause to represent as 

object noun for the action of root verb, “တိုင�်ကား”, of main 

sentence. 

In addition, example complex sentence joined with 
subordinating conjunction type, “ ရင”် (if) , can be seen in Figure 

11.  Subjects are omitted in both dependent clause and main 
independent clause. It means that “If defendant is caught, I will get 
in touch”. 

7. Parsing Experiment 

The main purpose of building treebank is to use in dependency 
parsing. This section presents parsing experiments executed for 
performance of treebank. UDPipe is an open-source trainable 
pipeline processing tool to perform segmentation, POS tagging, 
lemmatization and dependency parsing without any other external 
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data for multiple languages. And it is also available under open-
source Mozilla Public Licence (MPL) and provides bindings for 
C++, Python, Perl, Java and C#. UDPipe 1.2 has been used in our 
parsing experiments. 

We divided 90% and 10% of total sentences from each corpus 
of treebank for training and test data to evaluate each corpus by 10-
fold cross validation test. We arranged alternate order of test 
sentences range and all the rest for train data in each corpus and 
split them into equally-sized parts for each validation test by 
python script. We calculated average score of all validation tests to 
report as total average score of cross validation test for each 
corpus. 

8. Results and Evaluation 

In this section, the statistical results of parsing experiments to 
evaluate parsing performance of treebank and evaluation results 
will be described. For each corpus performance of treebank, 
average parsing precision scores are calculated from the total 
results of cross validation tests in each corpus and they are listed 
in Table 12. Average precision scores measured by unlabeled 
attachment score (UAS) and label attachment score (LAS) of each 

corpus are  over 89% and 86%, over 87% and 84 %, and 91% and 
90% in myPOS, Web News, and ALT respectively . 

Each corpus of treebank was evaluated by the CoNLL 2017 
UD parsing evaluation script. The evaluation results will be 
described in following sub section. In addition, syntax structures 
of the referenced dependency types were also analyzed by manual 
python script which counts types of dependency structures being 
countable types in each sentence. The analyzed results will be 
described in next sub sections. 

8.1. Evaluation 

Corpora contained in treebank were evaluated by the CoNLL 
2017 UD parsing evaluation script, “conll17_ud_eval.py” [24], to 
know their parsing accuracy. Gold standard file and system output 
file are input to the evaluation script to evaluate the data. The 
parsing model was trained with all current data of treebank to 
generate system output of each corpus. The current accuracies 
comparing standard annotated data with system output parsing 
result of each corpus can be seen in Figure 12. 

 

 
Figure 12: Precision scores of treebank data 

Table 13: Information of  sentence lengths in treebank 

Sentence Type myPOS ALT Web News Total sentences 
of each range 

Remark 

Simple short      2,253        13       74              2,340 <=10 words 
Short      6,463   3,858     732            11,053 >=11  and <=30 words 
Normal range      1,929   4,398     568              6,895 >=31  and <=50 words 
Long         349   1,687     401              2,437 >=51  and <=100 words 
Very long           16        44       25                   85 >100 words 

Table 14: Phrases and clauses structures in treebank 

Phrase Types myPOS ALT Web News Total 
Noun   27,083 48,466      6,316 81,865 
Proper Noun  10,514 17,750      3,013 31,277 
Numeral Noun    5,790 10,852      2,125 18,767 
Compound Noun  21,096 25,706      9,537 56,339 
Adjective     9,535 11,993      1,581 23,109 
Adverb     3,027   4,580         837   8,444 
Verb   16,593 19,136      3,584 39,313 
Phrases with Conjunctions      2,830   3,534         921   7,285 
Clauses      7,027   9,837      1,950 18,814 
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Precision scores of UAS and LAS in system outputs of 
myPOS and Web News data are over 89% and 87%, and 87% and 
85% respectively in comparing manually updated standard data. 
System output precision scores of UAS and LAS for ALT data is 
over 92% and 91% in comparing with automatic unsupervised 
annotated standard data.  

As sentences of ALT corpus are longer than myPOS and Web 
News corpus, precision scores of unsupervised annotated ALT is 
more than manual updated standard data of myPOS and Web 
News corpus. However, system outputs of myPOS and Web News 
corpus are better and more similar to reference dependency 
structures than system outputs of ALT in manual random 
checking on system output trees. 

Although currently Myanmar ALT has been developed 
manually, there is still no dependency resource for Myanmar. 
Constructing treebank manually is an error-prone and slow 
process. The high precision scores of cross validation tests and 
evaluations by post processed model illustrate that the proposed 
method can produce efficient precision scores for dependency 
parsing. With consistent and faster annotation, the proposed 
method will provide fast dependency tree building for Myanmar 
which has free word order and issues mentioned in Section 2 

The length of sentences is also one main part of treebank 
characteristics for having various types of syntax and syntactic 
structures. Therefore, the ranges of sentences in treebank were 
also analyzed by classifying five levels by python script and 
resulted sentence ranges are listed in Table 13. 

8.2. Syntax Analysis 

The syntax information is one of the most important 
characteristics of treebank to know syntax status. It is difficult to 
count all syntax information of natural language sentences by 
program script exactly because of the issues of phrases and many 
sentence construction types discussed in Section 2. However, 
overview syntax structures of formal sentences from each corpus 
of treebank could be extracted by python script based on sequence 
order of words and POS tags information of phrases and clauses 
written by formal literature written style. The program counts the 
related phrase and clause types from word and POS tag sequences 
of sentences annotated as example dependency structure types 
described in Section 6. However, some informal phrases and 
clauses not ended with the formal related post positional markers 
or particles, could not be counted by the program. Overall 
countable syntax structures are listed in Table 14. 

9. Conclusion 

This paper has presented annotating dependency heads based 
on Universal Dependencies framework for Myanmar dependency 
treebank. Myanmar POS tags and U-POS tags of treebank, issues 
of tagging, and mapping scheme between two tag sets have also 
been presented. In addition, dependency head annotation schemes 
have also been described with sample sentences in line with 
grammatical point of views. This work is first for Myanmar to the 
best of our knowledge. Parsing experiments have also been 
executed for performance of treebank and results have also been 
presented. To conclude, contribution is first dependency head 
annotation for building Myanmar dependency treebank and can 

provide useful information for direct dependency parsing for 
Myanmar sentences by Myanmar model in future. 

As future work, firstly we would intend to add more annotated 
sentences from same and different domains such as News articles 
data and Myanmar grammar books data to treebank because 
correct syntactic forms are able to provide faster annotation and 
better useful syntax information for Myanmar dependency 
treebank. The next work is to update unsupervised dependency 
labels according to the standard of Universal Dependencies based 
on Myanmar grammatical point of views. 

References 

[1] N. Green, “Dependency Parsing”, In  WDS 2011 Proceedings of Contributed 
Papers, WDS 2011, 137–142, 2011, doi:10.1007/1-4020-4889-0_3.. 

[2] T. Kakkonen, “Dependency treebanks: methods, annotation schemes and 
tools”, In Proceedings of the 15th NODALIDA conference, 94–104, 2005, 
doi: arXiv:cs/0610124 

[3] P. E. Solberg,  “Building gold-standard treebanks for Norwegian”, In 
Proceedings of the 19th Nordic Conference of Computational Linguistics, 
2013 ( NODALIDA 2013), Linköping University Electronic Press, 459-464, 
2013. 

[4] K. Haverinen, J. Nyblom, T. Viljanen, V. Laippala, S. Kohonen, A. Missilä, 
S. Ojala, T. Salakoski, and F. Ginter, “Building the essential resources for 
Finnish: the Turku Dependency Treebank”, Language Resources & 
Evaluation, 48(3), 493-531, 2014, doi: 10.1007/s10579-013-9244-1. 

[5] C. MĂRĂNDUC, and C. A. PEREZ “A Romanian Dependency Treebank”, 
In International Journal of Computational Linguistics and Applications, 6(2), 
83-103,2015. 

[6] D. Bamman, and G. Crane, "The Ancient Greek and Latin Dependency 
Treebanks," In Language Technology for Cultural Heritage 2011, Springer, 
79-98, 2011, doi:10.1007/978-3-642-20227-8_5. 

[7] K. Nguyen, “BKTreebank: Building a Vietnamese Dependency Treebank”, 
In Proceedings of the 11th International Conference on Language Resources 
and Evaluation 2018 (LREC-2018),European Languages Resources 
Association (ELRA), 2164-2168, 2018. 

[8] C. Ding, Y. K. Thu, M. Utiyama, A. M. Finch,  and E. Sumita, “Empirical 
Dependency-Based Head Finalization for Statistical Chinese-, English-, and 
French-to-Myanmar (Burmese) Machine Translation”, in Proceedings of the 
11th International Workshop on Spoken Language Translation, 184-191, 
2014.  

[9] C. Ding, Y. K. Thu, M. Utiyama, and E. Sumita, “Parsing Myanmar 
(Burmese) by Using Japanese as a Pivot”, Proceedings of 14th International 
Conference on Computer Applications, 158-162, 2016 

[10] D. Mareˇcek, “Twelve Years of Unsupervised Dependency Parsing”, ITAT 
2016 Proceedings, CEUR Workshop Proceedings , 1649, 56–62, 2016.. 

[11] S. Petrov, D. Das, and R. McDonald, “A Universal Part-of-Speech Tagset”, 
In Proceedings of the 8th International Conference on Language Resources 
and Evaluation, 2089-2096, 2012. 

[12] M. Straka, J. Hajic, and J. Strakov ˇ a´, “UDPipe: Trainable Pipeline for 
Processing CoNLL-U Files Performing Tokenization, Morphological 
Analysis, POS Tagging and Parsing,” In Proceedings of the Tenth 
International Conference on Language Resources and Evaluation (LREC 
2016), 4290–4297, 2016. 

[13] J. Chun, N. Han, J. D. Hwang, and J. D. Choi, “Building Universal 
Dependency Treebanks in Korean”, In Proceedings of the 11th International 
Conference on Language Resources and Evaluation 2018 (LREC-2018). 
European Languages Resources Association (ELRA), 2194-2202, 2018. 

[14] E. Badmaeva, and F. M. Tyers, “A Dependency Treebank for Buryat”, In 
15th Internationtal Workshop on Treebanks and Linguistic Theories 
(TLT15), 1-12, 2017. 

[15] T. Rama, and S. Vajjala, “A Dependency Treebank for Telgu”, In 
Proceedings of the 16th International Workshop on Treebanks and Linguistic 
Theories (TLT16), 119–128, 2018.  

[16] Y. Kyaw Thu,, W. Pa Pa, M. Utiyama, A. Finch, and E. Sumita,  “Introducing 
the Asian Language Treebank (ALT)”, In Proceedings of the 10th 
International Conference on Language Resources and Evaluation (LREC'16) 
2016 May , 1574-1578, 2016. DOI: 10.1109/ICSDA.2016.7918974 

[17] H. T. Z. Aye, W. P. Pa, and Y. K. Thu, “Unsupervised Dependency Corpus 
Annotation  For Myanmar Language”, In Proceedings of the 2018 Oriental 
COCOSDA-International Conference on Speech Database and Assessments, 
IEEE, 78-83, 2018, doi:10.1109/ICSDA.2018.8693009  

http://www.astesj.com/


H. T.Z. Aye et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 788-800 (2020) 

www.astesj.com     800 

[18] K. W. W. Htike, Y. K. Thu, Z. Zhang, W. P. Pa, Y. Sagisaka, and N. 
Iwahashi, “Comparison of Six POS Tagging Methods on 10K Sentences 
Myanmar Language (Burmese) POS Tagged Corpus”, In Proceedings of  the 
CICLING 2017, April 2017.. 

[19] S. Mori, H. Ogura, and T. Sasada, “A Japanese word dependency corpus”, 
Proceedings of the 9th International Conference on Language Resources and 
Evaluation 2014 May 26, 753–758, 2014.  

[20] T. Tanaka, Y. Miyao, M. Asahara, S. Uematsu, H. Kanayama, S. Mori, and 
Y. Matsumoto, “Universal Dependencies for Japanese”, In Proceedings of 
the 10th International Conference on Language Resources and Evaluation 
(LREC'16) , 1651-1658, May 2016. 

[21] Department of the Myanmar Language Committee, Myanmar Grammar, 
Ministry of Education, The Republic of the Union of  Myanmar, 2013.  

[22] P. Osenova, and K. Simov, “Treebanks, Linguistic Theories and 
Applications Multilingual Treebanks: the Universal Dependencies Case”, In 
30th European Summer School in Logic, Language and Information, 2018. 

[23] U Thaung Lwin, Advanced New Method Myanmar Grammar) Second 
Edition, New Method Book Store (နည်းသစ်စာအုပ်တိကု်), 2015. 

[24] A. Kutuzov, “Dependency Parsing (Project A) ”, In INF5830, Fall 
2017,University of Oslo, 2017 
 

http://www.astesj.com/


 

www.astesj.com     801 

 

 

 

 

A Model-Driven Approach for Reconfigurable Systems Development 

Ismail Ktata*,1,2, Naoufel Kharroubi1 

1Computer Science Department, Khurma University College, Taif University, Taif, 21944, Kingdom of Saudi Arabia 

2CES laboratory LR11ES49, National Engineering School, University of Sfax, Sfax, 3038, Tunisia 

ARTICLE INFO  ABSTRACT 

Article history: 

Received: 27 September, 2020 

Accepted: 18 November, 2020 

Online: 24 November, 2020 

 
Reconfigurable systems are considered as promising technology that enables the design of 

more flexible and dynamic applications. However, actually existent design flows are either 

low-level (so complex) or they lack support for automatic synthesis. In this paper, we 

present an ontology-based modeling approach for reconfigurable systems. Our approach 

is based on model-driven engineering process and addresses dynamic features on 

application-level enabling early exploration of the execution behavior of the system. The 

model is characterized by a logical and syntactical description conform with application 

domain knowledge and respect a number of metamodel constraints. These elements are 

semantically presented by an ontology language. We successfully implemented a system 

model with several tasks and resources and made scheduling test for the application graph. 
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1. Introduction 

The system designers have been relying two choices for 

computing system implementing, varying largely in terms of 

performance and flexibility [1]. One is considered for the general-

purpose systems built to accommodate flexibility problem. The 

compromise, in this case, is the system performance because of the 

absence of hardware resources dedicated for specific application. 

The second is carried out to develop an optimized hardware circuit 

dedicated and adapted to meet the demands of a specific 

application. Such system will be at issue following a minor need 

for change, because a costly redesign will be carried out in order 

to adapt new system parameters.  

The present work introduces a new paradigm based on 

configurable computing that can solve performance problems as 

well as flexibility problems, and hardware design. We offer the 

performance of dedicated circuits by changing hardware 

configurations. The reprogram ability of the computing hardware 

explains that new architecture needs to emulate different computer 

architectures [2]. Mapping software operation is facilitated with 

getting the ability to reconfigure its connections. A number of 

manufacturers introduce FPGAs characterized by partial and 

dynamic reconfiguration abilities [3]. When a part of FPGA logic 

resources and interconnections is reconfigured while the remainder 

device continues operating, the partially reconfigurable FPGA is. 

Dynamic reconfiguration deals with logic and interconnections 

reconfiguration in FPGA from an application to the next, that is 

what we call dynamic reconfiguration or run-time reconfiguration 

(RTR) [4]. In such situation, without adding external physical 

(hardware) resources, in a static or dynamic state at run time, when 

the system can change/adapt its basic computational structure to 

suit the changing requirements of a program, this is referred to as 

a Configurable Computing System (CCS) [5]. Our current CCS 

realizations has a general-purpose microprocessor augmented set 

with an FPGA. Using reconfigurable logic as a resource shared by 

multiple applications, a hardware operating system (HwOS) 

facilitates system setting operations to overcome the problems due 

to real time considerations. Real time multi-task systems’ 

requirement is tasks scheduling to complete their execution 

depending on their deadlines [6]. Tasks known periodic in advance 

are scheduled off-line. Instead, irregular and unknown tasks in 

advance are scheduled on-line. That makes specific constraints 

concerning computing resource recovery, preemption and 

interruption time, tasks’ migration between different executing 

resources, limited memory and power use, hardware costs, etc. [7]. 

To overcome such complexities, high-level development 

techniques are required. That researching methods dealing with 

modeling and simulation of complex and heterogeneous systems 

are called model driven engineering approaches. 
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Model-Driven Engineering (MDE) methods tackle with the 

specific constraints of a specific domain and execute model 

checking that may identify many errors and limit failure risks at an 

early period of the system's life cycle [8]. In this context, the 

present paper focuses on the use of an ontology model [9] in order 

to describe the dynamic behaviors of the components of a system 

within the schedulability analysis and verification context [10]. 

 
Figure 1: Process of Ontology Engineering 

The proposed ontology is based on component behavior 

representation (Figure 1). Motivation behind our proposal is: 

• System abstraction at a high level expressed in an ontology 
language enabling a prior evaluation and analysis of the 
impacts of possible online changes and reconfigurations. 

• As a consequence of different multiple tools use, probable 
incoherencies may appear between design model and safety 
(normal) model. 

• For architectural design, there is a heterogeneity in textual 
description, semantic representations, and syntax of the 
existing modeling languages. 

• The need of reusable knowledge repository. 

• Generating a safe executing model to be implemented.  

For safety assessment, we elaborate, an ontology-based model 

description [11], [12]. We have several error behavior items that 

are stored in the ontology. Such reusable elements are a result of 

nominal models mixed with failure modes: each object is 

executable design system specification components under nominal 

behavior models. We transformed into formal safety models the 

obtained extended system models. A series of constraints (such as 

temporal and precedence constraints) are then added to the model 

in order to make it eligible to be analyzed and simulated by 

different tools, and so be reliable to making right decisions. All 

constraints are mapped onto an OWL domain ontology [13] 

written with the Protégé editor (Figure 2) [14]. Incorporated OWL 

description checked, the inference rules logic reasoned, and the 

ontology are able to detect mainly semantically inconsistent parts 

[15] as well as lack of model elements.  

All errors interpreting cost are avoided: these errors 

encountered in the extended system model formal representation, 

are hardly to conceive. During the work, proposed architecture 

design is formulated in the Architecture Analysis and Design 

Language (AADL) [16], [17]. As a result, precise execution 

semantics are expressed for modeling software systems and their 

target hardware architecture. Safety models are generated in the 

AltaRica formal language [18]. We have opted for AADL and 

AltaRica languages, but we might as well have opted for other 

similar formalisms. The AADL language is adapted to describe 

functional and software architectures of embedded systems. The 

AltaRica language is an event-centric formal language suited for 

safety functioning modeling. Its translation is implemented in the 

form of model transformation. It would also have been possible to 

use other software such as ATL for example. There are series of 

analysis tools processed this language [19]-[21]. The proposed 

approach can be applied to validation contexts.  

This work takes advantage of all previously cited domains: it 

is related to the scheduling problem in reconfigurable systems with 

a high degree of dynamicity. To overcome such complexity, we 

propose to work at a high abstraction level using an MDE approach 

combined with ontology description. The considered ontology 

language is OWL which gives a formal description of the database 

and the knowledge base and a semantic hierarchy of the whole 

system domain. In addition, after implementing the application 

constraints as rules, the ontology reasoning engine enhances the 

knowledge/data bases with new inferred axioms and data. All this 

is in order to have a perfect scheduling decision that takes into 

account all parameters/conditions and is flexible and dynamic 

according to the rule changes that may take place. 

Related works are reviewed in Section 2. The domain ontology 

and the model-driven engineering process is presented in the 

Section 3. Section 4 is for the model transformation process and in 

the Section 5 we deal with the experimental case study. Then we 

conclude with a summary of the proposed process and we 

comment on its potential impact. 

 
Figure 2: Protégé Framework Interface 

2. Related Works 

Reconfigurable embedded systems are very complex and 

include different Hw/Sw components. This led researchers to 

address new high-level design approaches to abstract that 

complexity, to facilitate development and to give more degree of 

flexibility when making changes and fixing errors. In this way, 

most research works on two principle modeling approaches: 

Architecture Analysis & Design Language and MARTE 
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(Modeling and Analysis of Real-Time Embedded systems) [22]. 

Those two methods consider only predefined reconfiguration 

models, so they cannot respond to the dynamicity of 

reconfigurable systems. MDE methods cope with that and permit 

to transform the model to another model until reaching a target one 

which responds better to a specific architecture and application 

domain. Moreover, the ontology is considered as a language that 

gives a formal description of a variety of knowledge (e.g. 

properties, features, relations) and different components (e.g. data, 

entities) forming a specific domain. Ontology languages are used 

in many domains, such as system engineering, semantic web 

application, logistics, artificial intelligence, system architecture, 

etc. It combines different techniques (e.g. semantic search, model 

matching) and formulates rules in order to tackle with systems 

complexity and domain conflicts. In [23] authors focus on e-health 

applications and propose a description for the whole software 

based on model-driven-architecture (MDA) approach. They 

exploit all steps of that approach, but especially the first stage 

called Computation-Independent-Model, with the integration of 

domain ontologies to represent particular information and all 

structures and relations existing in the system. In [24] authors 

apply the MDE approach on semantic web applications and 

provide an output model that generates annotated user interfaces 

and reduces some repetitive processes that may occur on the web 

pages.  

To our knowledge, works related to model transformation 

based on an ontology language are not abundant. The main work 

related to that subject is [25]. Even in that paper, the purpose was 

to enhance cross-organizational modelling by adopting automatic 

generation then evolution of transformed model, a concern which 

is out of the scope of this paper. Two works on AADL 

transformation to AADL Altarica were made [26]: firstly, a model 

transformation [27], [28] based on system hardware architecture 

from the AADL and selected model reused from a project to 

another. Secondly, transformations were enriched with failure 

propagations written in AADL Error [29] and derived from AADL 

code. Transformation operation can be done if analysis and 

component relationships are defined. The important difference of 

our ontology-based model can be resumed in the semantic 

connection between the AADL and Altarica languages which 

permits to overcome the difference between them in term of syntax 

and scope [30], [31]. 

The focus of this work is to transform traditional 

representations of reconfigurable systems and make them more 

significant and related to their application domain. This led us to 

implement MDE approach combining the ontology languages 

(describing domain constraints in semantic rules) and applied them 

to solve scheduling problem.  

3. Ontology Domain and the Model-Driven Approach 

We propose an engineering process to model a dynamic 

application mapped on configurable computing system. The 

process is based on (1) modelisation of the application to be 

created, (2) analysis and verification of the rules relating different 

models, and (3) test of the schedulability of the application from 

the resulting model. We assume that a CCS is computer-based 

system consisting of hardware and software components, 

integrated in a physical environment, and requiring different 

timing/ressource requirements on the final outcome. 

3.1. Application Modeling Approach 

We aim in this work to exploit domain knowledge in design 

models. We want to formalize the system domain design, its 

annotations and its knowledge in a single model. To do this, we 

followed a four-step approach (shown in Figure 3): 

 
Figure 3: Proposed Application Modeling Approach 

• The first step is to formalize and explicitly define the 

information (knowledge) of the domain of application in a 

formal ontology (entities, relationships, constraints, etc.). The 

properties of the ontology thus designed are domain-linked 

and completely independent of any context of use. In many 

cases, this ontology can be constructed from pre-existing 

standard ontologies. 

• The second phase concerns the definition of design models. 

This means the formal definition of the properties 

corresponding to a given specification of the application 

domain. 

• The third step, called annotation, is to define specific 

relationships between the different entities of the two previous 

models (design and ontology). Different relationships are 

available, they have their specific properties and describe 

specific rules related to the application domain. 

• A verification step is required in any approach. This consists 

of validating the context of design models and domain 

properties expressed in the ontology, as well as the logic of 

the rules defined in the annotation step. 
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At the end, the final designed model has the advantage of well 

describing the domain knowledge with more details and properties 

derived from the ontology and rules generated during the 

annotation. 

3.2. Scheduling Model 

As mentioned above, we consider highly dynamic applications 

with soft real-time constraints. With such applications, missing a 

deadline does not cause catastrophic consequences, but only a 

performance degradation (quality of service parameter). In order 

to schedule these applications, we need a description that exhibits 

dependencies between the tasks and their own characteristics.  

Each task is defined as a class in the ontology model. It 

represents a computational activity that needs to be performed 

according to a set of constraints (called slots in the ontology 

model). Each task i, for i = {1, 2, …, k} is defined by: 

• ξ represents a set of active tasks Ti  forming the application. 

Considered tasks could be sporadic and aperiodic. 

• ai : stand for the arrival time of task Ti. 

• Ci : stand for the maximum computation (execution) time of 

task Ti. 

• ci : stand for the computation time of task Ti, i.e., the remaining 

worst case execution time WCET is needed for a computing 

elements (processor or logic circuit), at the current time, to 

complete the execution of task Ti without interruption. 

• di : stand for the absolute deadline of task Ti. 

• Di : stand for the relative deadline of task Ti.  

• Si : stand for the first start time of task Ti.  

• si : stand for the last start time of task Ti. 

• fi : stand for the estimated finishing time of task Ti. 

• Li : stand for the laxity of task Ti. 

• Ri : stand for the remaining time of task Ti.  

Baruah et al. [32] present a necessary and sufficient 

test for synchronous tasks with pseudo-polynomial complexity. 

For that reason, we present the following equations defining 

relations among the parameters defined above: 

 di  =  ai   +  Di () 

 Li  =  di  -  ai  -  Ci () 

 Ri  =  di  -  fi () 

 f1 = t + c1 ;  fi = fi-1 + ci   ∀ i > 1 () 

 R1 = d1 - t - c1 () 

 Ri = Ri-1 + (di - di-1) - ci () 

For any other task Ti, with i > 1, 

 fi = fi-1 + ci () 

and, by equation (3), we have: 

 Ri = di - fi = di - fi-1 - ci = di - (di-1 - Ri-1) - ci = Ri-1 + (di - di-1) - ci () 

The information above present the major inputs of the task 

class ontology. In our model, we define the scheduling ontology 

basic classes as follows:  

• Basic scheduling elements (including tasks, resources and 

activities) and relation between them. 

• Basic required components and constraints (including 

hard/soft constraints, temporal restrictions and resource 

limitations). 

• Ontology of instances: each class has one or more related 

subclasses. 

The Protégé editor provides the definitions for basic object 

types and properties such as application graph (Figure 4), tasks set 

properties (Figure 5), relations, numbers, etc. Figure 6 shows the 

data properties of a created task refereed to its temporal features in 

the ontology framework. Figure 7 is related to processor creation, 

where processor is either a software processor or a CLB for 

hardware task. Figure 8 represents slots where defined the 

properties of a task, their status and needed executing resources. 

We mean by resources all hardware components that are 

responsible for the execution of tasks. Resources could be a 

processor (for software tasks) or a discrete number of logic circuit 

called CLB (configurable logic blocks) for hardware tasks in an 

FPGA architecture. Resources are defined in separate classes and 

are characterized by their execution time and/or number of CLB.  

Rules and constraints are modelled as distinctive class. The 

class constraint has the same definition for both hard and soft 

constraints, and is applied to tasks or resources. The hard 

constraints are the rules that cannot be violated under any 

conditions, while the soft ones have to be satisfied by the 

completion time of the scheduler. For example, if we consider the 

temporal constraints in the EDF (Earliest Deadline First) scheduler 

[33], the semantic rule would be:  

Task (?Ti) ∧ has_Di (?Ti, ?di)  
                  → sqwrl:select (?Ti) ∧ sqwrl:orderBy (?di)          () 

as EDF is a preemptive algorithm which assigns the highest 

priority to be executed to the task Ti that has the lowest deadline 

Di. 

The both soft and hard constraints are applied to a task as well 

as a resource through the class schedule, which helps to satisfy 

schedulability conditions of the application execution.  

3.3. Model Implementation 

The Ontology-based model engineering architecture (Figure 9) 

is based on the Architecture Analysis & Design Language (AADL) 

and describes how the proposed ontology organizes the error 

models and the components into structural and functional 

interdependent  hierarchies.  AADL  is   considered  as  a  textual  
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Figure 4: Application Graph Description 

 
Figure 5: Task Class Properties 

 
Figure 6: Task Creation With its Temporal Features  
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Figure 7: Processors Class Creation 

language and graphical one too. It is used to specify the software 

(SW) and hardware (HW) architecture for the needed critical level 

of real time systems [34]. 

 
Figure 8: Task Properties, Status and Resources 

In A_A_D_L language, each system is defined by its components. 

Each component identifies a number of elements of the actual 

system architecture. In our case, systems based on reconfigurable 

architecture are composed of a hardware part and software one. 

The AADL language permits to define software components 

(process, thread, data), as well as hardware components (device, 

processor, memory, etc.). Moreover, this design language defines 

precise legality rules that control the different component 

assemblies, and this in both static and dynamic (on-execution) 

way. To describe the communication between components, 

A_A_D_L defines the connectors and ports. A port performs a 

particular task in the context of the connector that connects 

components. All instances of connectors (including their ports and 

roles), compositions of components and components define the 

implementation operation. To enable linking flows to internal 

states, a model describes what initial states may evolve and it 

includes events, states, transitions to perform various analyses with 

different constraints on the model. 

 
Figure 9: Model Engineering Process Based on Ontology 

The objective of the design of the ontology is to prove the 

correlation of constructs related to the A_A_D_L specification, the 

retrieval, the storage operation’s permission, and to offer the 

desirable reasoning capabilities among them. We specified the 

ontology [33] in the OWL_DL fragment of OWL and we applied 

Pellet_DL reasoner combined with the Protégé ontology editor, and 

this to customize inference rules’ determination.  

The proposed ontology is mainly based on three aspects [36]. 

Firstly, specify all necessary constructs for AADL core that permit 

to model components (e.g. data) with their corresponding 

characteristics and so facilitate ontology to add or extract new 

components. Secondly, for each AADL error, ontology offers the 

needed concepts to represent error models in terms of states and 

events, as hardware errors, computational problems and memory 
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exceptions, and thirdly, the ontology offers the connections and 

subcomponents (constructs) for component implementation. To 

achieve this task, we use ontology-based representation of 

component to detect rules custom inference [37]. The system 

detects three inconsistencies types making certain formal analysis 

models invalid: error of incomplete or missing transition; conflict 

transition that may occur when more than one event is triggered 

simultaneously; and finally, error in the state of a component due 

to an error in the failure scheduling scenario. The rules related to 

inconsistent semantics permit new inconsistent levels to be added. 

Meta-modeling design approach followed the ontology and 

determines instantiations and implementation steps. We represent 

the AADL component as an ontology class. The error models are 

presented as the ontology hierarchy subclass. The proposed model-

driven engineering process enforces rules and constraints on the 

associations between the error models and the components’ 

constraints. It permits to select and resume the failure modes from 

the error model hierarchy, then associate them with the nominal 

mode. The ontology model is then checked for possible component 

inconsistencies and transform the extended architecture model to 

the safety one and finally analyze the safety model with tools that 

provide model checking  and simulation. 

4. Model Transformation Process 

For discovering structurally equivalent constructs, existing 

modeling experience is considered a basic step for model 

transformation, and the first set of rules is dedicated to the 

transformation of AADL components into AltaRica nodes. The 

transformation rules are therefore driven by the mapping of 

knowledge with the constructs used through the underlying 

domain ontology. The benefit of the transformation from AADL 

models to AltaRica is to expand the set of safety evaluation tools 

for AADL. Hence, all system components (tasks, data, CLBs, 

processors, memory, etc.) are transformed to AltaRica nodes while 

conserving their same original features.  

Then, AltaRica state statements are generated based on the 

AADL components’ properties. We manage a set of rules which 

concern the components' error models. The AADL error, states and 

transitions are transformed to corresponding AltaRica which are 

filled with assignments found in the matched AADL. Another set 

of rules focuses on failure propagation. Since no support failure 

capabilities are made, a transition declaration creates additional 

component variants and other transformation rules set related to 

the used architecture design process and the associated AADL 

editor is made. The problem is that the editor tool follows a 

control-flow based approach, which make a semantic gap 

compared to the data-flow approach of the AltaRica specification. 

An AADL component can be of two kinds from a safety point 

of view: either its properties are filled or are not filled {lost}. In the 

following, we will focus on the generic transformation. The names 

of the variables vary according to the connection ports of the 

component and the formulas of the component assertion depend on 

the data flow path. Indeed, any component of an AADL system: 

C = {Din, Dout, K, Ty}, where D refers to data dependencies related 

to the task data flow, K refers to the knowledge related to 

properties of safe operation of the component, and Ty refers to the 

type of the component, 

is translated into an AltaRica node: 

N = { F, S, Din, Dout, Σ, σ, I}, where F is a field of finite values of 

the variables, S is for state, Σ is a set of events, σ is an affirmation 

function S × Din → Dout, and I refers to initial conditions, 

such as: 

• the state variable s takes its {correct} value if the component 

is working normally otherwise its value is equal to the name 

of the failure mode {lost} declared in AADL ; 

• the dependency connections Din and Dout form the AADL (and 

also the AltaRica) component interface; 

• a failure transition is produced by events Evts  Σ leading to 

a failure mode; 

• for each outgoing flow variable Outj ∈ Dout, we consider the 

set {Ini | (Ini, Outj) ∈ Din × Dout } of incoming flow variables 

on which the Outj variable depends. Then, if we consider only 

the loss of a component, the statement associated with Outj is 

the following Outj = {if s = correct and Ini = correct then 

correct, else lost); 

• finally, we consider that, initially, components states are 

correct I(s) = {correct}. 

Considering an AADL system 𝛙 = {Din, Dout, 𝛙1, …, 𝛙n, A, R}, 𝛙 

is transformed into an AltaRica node N = {N0, N1,…,Nn, V} with: 

• each subsystem 𝛙i is transformed into an AltaRica Ni node; 

• N0 has for dependencies variables Din and Dout ; 

• R refers to connections between components and is equivalent 

to the σ function; 

• the synchronization vector V is given by the allocation relation 

A: if a task 𝛙i is allocated to a processor 𝛙j then (evti, evtj) ∈ 

V for evt ∈ Σ. 

5. Experimental Case Study 

We choose as a case study a 3D image synthesis application. It is 

a complex application with some flexibilities related to the 

computation time of some tasks and their executing occurrence. 

The application class hierarchy is implemented in OWL Protégé 

editor shown in Figure 10. The input of the application graph is a 

set of the coordinates of the different polygons’ summits that 

represent the 3D object. All coordinates are defined relative to a 

local space where the 3D object is located. Those  coordinates are 

manipulated by different arithmetic functions (tasks) that create the 

animation, such as : Loading, Scaling, Adding, Rotating, 

Translating, etc.  Tasks are implemented with their temporal 

features, and precedence relation according to the application 

graph. Rules are implemented by Semantic Web Rule Language 

(SWRL) interface (Figure 11) and combined with the scheduling 

ontology in order to improve the domain knowledge. Examples of 

some temporal rules are defined in equations (1) to (8), other rules 

related to allocation are like in (10) to indicate that processor can 

hold only one task to execute. 
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Tasks(?T) ∧ hasLi(?T, ?L) ∧ Processor(?P)  
∧ hasProcessor(?T, ?P) → sqwrl:select(?T)  

                 ∧ sqwrl:orderBy(?L) ∧ sqwrl:groupBy(?P)            () 

 
Figure 10: Class Hierarchy in Scheduling Ontology 

After creating the SWRL rules, the reasoner component is able 

to infer the user query based on the ontology knowledge and 

predefined rules. To type queries, we tested two methods: 

• The first method is simple and use existing information in the 

knowledge base without the need to any inferences. We use 

such method to verify existing properties in our ontology 

knowledge. For example, if we want to verify which processor 

is available for accepting a task execution, or the remaining 

computation time of some tasks. 

• The second query method triggers the rule-based reasoner for 

the inference process with the knowledge which may lead to 

enhance and enrich the knowledge base. For example, if we 

consider tasks migration between processors or CLBs, and we 

want to decide migration of task T executing on processor1 

when processor1 is overloaded. Hence, the rule-based 

reasoner has to infer the possibility of such migration based 

on the status of each processor and check that whether this 

change (so this query) is feasible or not.  

 
Figure 11: Example of SWRL Rules  

Inference results are resulting from SPARQL queries. The 

SPARQL service permits to check different information as the 

status of tasks and it provides feedback concerning events and 

decision failures. The tested query results are correct, and the rule-

based reasoner is useful for the scheduling problem. Based on that 

formalized temporal/resource rules combined with the semantic 

reasoner and inference rules, the ontology model gives the 

resulting possible tasks scheduling (Figure 12). 

Some examples of successfully implemented scheduling rules 

(EDF algorithm (9), Least Laxity First LLF algorithm (11), Rate 

Monotonic algorithm RM (12): 

Tasks(?T) ∧ hasLi(?T, ?L)         
                  → sqwrl:select(?T) ∧  sqwrl:orderBy(?L)              () 

Tasks(?T) ∧ hasCi(?T, ?C)  
                 →  sqwrl:select(?T) ∧ sqwrl:orderBy(?C)             () 

 
Figure 12: SQWRL Rules Result 

By using AADL, nominal models were designed and combined 

also with failure models of the domain ontology. The system’s 

adding process executes a simple add function, and it is defined in 

the Adding task. The operation is called performed when the 

required data context of the former task is provided to the data 

context of the latter task. To validate operation, scheduler check 

rules and constraint violation in the error model represented by the 

Overflow Event State, shown in Table1. 

Table 1: Example of incompleteness transition Error 

 

6. Conclusion 

We faced in this article the problem of modeling the 

complexity of reconfigurable systems while taking advantage of 

its flexibility and dynamic behavior. For this, we proposed a 

model-driven engineering process that follows a set of steps. The 

proposed modeling process makes a modular and extensible 

representation of the system architecture. Model profits from the 

ontology language capability to represent complex models and 

address heterogeneous domains information of the dynamically 

reconfigurable systems. We formalized the known temporal 

http://www.astesj.com/


I. Ktata et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 801-810 (2020) 

www.astesj.com     809 

scheduling problem in reconfigurable systems domain. The 

ontology knowledge model was implemented using Protégé editor. 

Moreover, the developed ontology is improved with SWRL 

inferred rules. Model editing is enhanced, since errors can be 

detected without the need to perform complex analyses. The model 

and the rules reasoner and the resulting scheduling decision were 

verified with a case study. 

Future works aim to extend model transformation functionality 

and involve more dynamic system characteristics such as tasks 

migrations between hardware and software resources and the total 

and partial reconfigurability. A filtering process should be added 

to the reasoner in order to eliminate unnecessary rules and so avoid 

ambiguity or conflict when making scheduling decision. Another 

objective is to test more scheduling algorithms with the 

incorporation of additional types of error models. 
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 This paper aims to design an accurate and robust algorithm for counting the steps based 
on the smartphone's accelerometer for indoor applications. Different daily activities have 
been considered in the experimental scenarios, including normal walking with various 
smartphone positions and running activities. The detection process's accuracy is ensured 
by setting an appropriate segregation approach and defining a fixed threshold for each 
experiment. The algorithm generates a new envelope signal that mimics the collected steps 
signal without the vibrations and noise elements to avoid miscounting the exact steps. The 
followed approach results have been compared with the pedometer applications on the 
android platform and HUAWEI Watch GT-731. The proposed algorithm showed improved 
detection accuracy in contrast to the other literature approaches. The obtained accuracy 
was around 99% for the standard walking scenario and approximately 97% for the running 
activity scenario.   
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1. Introduction  

Lately, the step count has been extensively used in various 
applications, such as health monitoring, auxiliary positioning, and 
gaming. Earlier, the Pedestrian Dead Reckoning (PDR) was used 
as a localization method based on advanced built-in sensors [1] that 
exist these days in Smartphones. These sensors found in the 
smartphones include accelerometers, proximity sensors, 
gyroscopes, magnetometers, and Global Positioning System. The 
accuracy of the steps count is one of the challenges of the PDR. 
Therefore, several studies have been addressed, increasing the 
accuracy of steps count while walking using the smartphone's 
accelerometer [2–4]. 

One of the aspects has been considered in the literature: 
smartphone placement's impact on measurement accuracy. The 
smartphone's position and placement might cause jitter during the 
human motion, which leads to counting false steps [5]. Also, 
remaining still, watching videos, playing games, and many other 
activities can lead to a wrong step count [6]. In [7], it was 
recommended to place the smartphone at the user the fingertips 
with the view screen point upwards while using the phone. If the 
smartphone is placed in the jacket or trouser pocket, it is 
recommended to put the top of the smartphone upright. One of the 
challenges of this approach is getting rid of the noisy signals 
accompanying the detected steps. Therefore, a discrete Kalman 
filter was used in the literature to minimize the smartphone 
accelerometer's noise during human motion [8]. The Footsteps are 

usually calculated using an algorithm in the smartphone on the 
android platform, which can count precisely by dividing the 
measurement processes into two phases. The first phase includes 
collecting the linear acceleration and the gravity values from the 
accelerometer of the smartphone. These values are then used to 
derive the horizontal components and identify possible start points 
of regular periodical fluctuations. The second phase includes 
finding the correlation coefficients to determine if the collected 
sensing measurements exhibit similar tendencies, and accordingly, 
it finds the steps count. The results showed higher measurement 
accuracies if the user holds the phone statically [9]. Although 
several approaches have been proposed and used for step counting, 
most of these approaches are not validated with robust methods. 
Therefore, this work aims to design a robust algorithm for step 
count purposes with high accuracy. The proposed algorithm will 
distinguish between false steps and real steps to reduce the 
measurement error and enhance its credibility. 

This paper is structured as follows. In section II, a concise 
overview of related work. In section III, the proposed approach to 
count the steps is presented. The obtained results are discussed in 
section IV, and the paper ends with conclusions. 

2. Related Work 

Several algorithms have been proposed to enhance the step 
count based on the smartphone's sensors in-state of the art. In [6, 
10], a window peak detection algorithm has been proposed based 
on the smartphone's accelerometer. The algorithm could afford an 
average accuracy of 95%, considering the different ways that a 
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smartphone can be carried. The algorithm's parameters have been 
optimized and applied to measured data from three different 
volunteers holding the smartphone at different positions. A new 
algorithm based on the smartphone sensor has been proposed in 
[11] to estimate the traveled distance by walking accurately. The 
algorithm counts the number of peaks in the measured signal by 
the smartphone's accelerometer. The next step is to detect the step-
length, which varies from one step to another. Many adaptive 
algorithms have been designed to count the footsteps based on 
LSM (Lifestyle modification). These approaches rely on 
measuring the movement by a 3-axis accelerometer. 

 The proposed designs can enhance the step detection accuracy 
using step amplitude with accuracies, which can reach up to 99%. 
In [12], two adaptive algorithms have been proposed to count 
human steps using only the gyroscope. Accordingly, the Fast 
Fourier Transform (FFT) was applied to the measured data to 
obtain real-time walking frequency. The proposed algorithms' 
average accuracy ranged from 95% to 97%, considering different 
walking speeds. Further, the step counting based on the 
smartphone's accelerometer has been developed in Indoor 
Positioning System as proposed in [5]. The approach relies on 
pattern recognition for step detection and counting. Different 
scenarios for the smartphone placement and the number of steps 
higher than one hundred steps have been considered in the 
validation stage. The result showed high accuracy regardless of the 
smartphone position. In many step counting approaches, the non-
invasive option depends on utilizing the accelerometer to 
determine the arm movement like a seizure sufferer. In these 
approaches, the algorithm depends on employing low-power, 
embedded microcontroller devices in real-time, and they are not 
intrusive to the patient's life. Therefore, they are less likely to 
become non-compliant with monitoring [13]. These approaches 
are applied in wireless biomedical networks that attempt to 
monitor patients in a completely non-invasive, non-intrusive 
manner for a specific condition. Nowadays, the Global Positioning 
System (GPS) is employed to detect and count the steps outdoor. 
The GPS showed low accuracy in indoor scenarios due to the 
indoor equipment's electromagnetic interference and the building 
structures [14]. Therefore, the PDR and smartphone's sensors have 
been integrated to detect and count the steps accurately in indoor 
scenarios as in [15].  

The power consumption of steps counting algorithms is one of 
the research topics, especially in smartphones with small battery 
capacity. In [16], the accelerometer Tap Interrupt algorithm was 
used to reduce power consumption. The accuracy and measured 
power consumption at the system level have been compared with 
a periodic sensor-reading algorithm. The tap interrupt approach 
presented a lifetime of the battery that is 175 % longer than that of 
a non-gyroscope 30 ms polling method. The battery life can be 
extended to 863 % by putting both the processor and the gyroscope 
in a sleep mode during most operating time. The average power 
consumption may be reduced by reducing the wake-up frequency 
from the sleep state and shortening the processing time at each 
wake-up. Recently, machine learning algorithms have been 
introduced for step length estimation based on the smartphone's 
sensors. Utilizing these tools aims to improve the steps detection, 
counting, and step length estimation accuracy.  

In [1], the neural network is implemented in a multi-mode 
intelligent recognition approach based on the smartphone's 
sensors. The empirical results presented a maximum positioning 
error lower than 1% of the total path distance. In [17], an adaptive 

algorithm has been proposed to enhance the steps counting 
accuracy in indoor positioning services. The algorithm aims to 
solve the limitations by introducing four mains parameters. These 
parameters include the minimal peak distance, minimal peak 
prominence, thresholding, and vibration elimination. The 
algorithm presented an improved average accuracy of 97%. Also, 
the results were better than the results obtained by commercial 
steps counting applications. This paper aims to introduce an 
algorithm to obtain accurate and robust step counting for indoor 
applications. The results of this work will be compared with state 
of the art to validate the followed approach.  

3. Methodology 

In this work, the smartphone accelerometer is used to collect 
the acceleration value during human movement. The collected data 
is transferred to the MATLAB drive using an application installed 
on the users' smartphones, called "MATLAB on mobile." 
MATLAB on mobile offers accessibility on the available sensors 
in the user smartphone. The obtained data by the accelerometer of 
the smartphone include four parameters. The first parameter 
represents the timestamp values, where it will indicate the (date, 
time in Hours: Minutes: Seconds). The second parameter 
represents acceleration values on the X-axis. The third parameter 
defines the acceleration on the Y-axis, and the fourth parameter 
represents the acceleration on the Z-axis. Most of the available 
accelerometer modules measure the value of acceleration quantity 
as a vector, and many modules can detect both linear and angular 
acceleration [18]. Angular acceleration can be defined as the time 
rate of change in angular velocity. 

In contrast, the linear acceleration is the time rate of change in 
linear velocity. In this work, only the linear acceleration vector is 
used to estimate the number of steps elapsed. The angular 
acceleration caused by the human steps has a small value and can 
be neglected. Hence, the linear acceleration within a short period 
can be calculated as follows according to [18]: 

 
0

lim
t

v dva
t dt∆ →

∆
= =

∆
  (1) 

where a is the acceleration in [m/s2], ∆v represents the change in 
velocity in [m/s], ∆t is the time interval in [s]. The accelerometer 
is used to measure the linear acceleration on the x-axis, y-axis, and 
z-axis independently. It is hard to predict the accelerometer's 
orientation every time a user operates the count steps functionality. 
Therefore, the acceleration vector is converted at each time point 
into an overall scaler value. Hence, Acceleration values will be 
determined like human walking or running regardless of the 
accelerometer's orientation. The overall acceleration value is 
calculated as the square root of three acceleration values, as 
expressed by equation (2) as in [11]. 

 2 2 2
all x y za a a a= + +   (2) 

Indeed, the gravitational force affects the acceleration value 
due to the architecture of the accelerometer module. So, it is hard 
to estimate the axis affected by gravity since it depends on the 
smartphone's orientation when it is carried by hand or placed in the 
pocket. Fig.1 depicts the acceleration signals of the three axes. 
Therefore, the gravitational has been removed from the overall 
acceleration signal as follows. 

 ( )final all alla a avg a= −   (3) 
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Figure 1: Acceleration values on X, Y, and Z-axis, 

 

Figure 2: Sum of Acceleration Vectors of X, Y, and Z-axis after subtracting the 
mean value 

The human steps generate little height peaks in the acquired 
acceleration data. These peaks have limited heights, which might 
vary depending on the movement's behavior while walking, as 
shown in figure 2. Also, electromagnetic interference can turn the 
measured signal into a noisy signal. This noise might result from 
the surrounding appliances. Therefore, finding maximum local 
peaks over a specifically tuned threshold can be employed to 
estimate the number of detected steps. 

 The previous stage can be fulfilled by generating an envelope 
function MATLAB, which is determined using spline interpolation 
over local maxima separated by at least the samples (np). The 
number of samples (np) can be calculated using MATLAB. 
Consequently, the unwanted vibrations and fake steps are 
removed, making the steps counting much more accessible, as 
depicted in figure 3. 

 
Figure 3: Applying the envelope function on the measured signal to remove the 

noise and eliminate the vibrations. 

In this approach, it is found that the main parameter which 
impacts the estimation's accuracy is the threshold definition. This 
threshold depends on the sampling rate, the step rate, and the 
average of the orthogonal accelerations' envelope function. 
Therefore, the threshold   is defined by equation 4. 

( ) ( ) ( )
}{

* * *

 , 3,5x y z

p

avg a avg a avg a
d d

n
ε

+ +
= − ∈   (4) 

where * * *, ,x y za a a   represent the upper peaks envelope, d is a 
correction factor, np is the number of samples, and it is defined as 
follows: 

 ( / )p s rn round R S=   (5) 

In this work, the step rate rS  is assumed to equal five steps per 
second. This assumption valid since this value represents the 
average of the human steps per second. The sampling period sτ  
has been calculated using the new signal data's timestamp by 
finding the difference between every two values in seconds.  

The segregation approach in this work is performed by 
generating a new signal based on the envelope function, which 
returns the upper limit for the average of the measured 
accelerations signals to remove the impact of vibrations and noise 
to ease counting the number of the steps, as shown in Fig.3 in red. 
This transformation will lead to an accurate detection process. The 
next step is to find the maximum difference value to represent the 
sampling period and is given by equation (6).  

 ( )1maxs n nt tτ += −   (6) 

Afterward, the sampling rate was calculated as follows: 

 1s sR τ=   (7) 

Comparing the peaks of the final acceleration signal ( )skP i  
obtained by the envelope function with the threshold ε  will 
estimate the number of steps over the path length. The constraint 
which must be fulfilled to count the number of peaks higher than 
the calculated threshold can be expressed mathematically by 

 *
finala ε>   (8) 

The stages and the procedures of the proposed algorithm for 
steps counting purposes are summarized in Table 1. 

Table 1: Proposed Algorithm steps. 

Proposed Algorithm Steps 
1. Collect , ,x y za a a    

2. Calculate alla  and finala   

3. Define step rate 5rS =   
4. Calculate the sampling period sτ , and it is defined 

as ( )1max n nt t+ −  for 0,1, 2,...,n k=  where k is 
the number of samples. 

5. Calculate the sampling rate as 1s sR τ=   
6. Calculate ( / )p s rn round R S=    
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7. Apply envelope function on , , ,final x y za a a a  to 

return the upper peaks envelope * * * *, , ,final x y za a a a  . 
8. Define the threshold as follows: 

( ) ( ) ( )
}{

* * *

 , 3,5x y z

p

avg a avg a avg a
d d

n
ε

+ +
= − ∈   

9. Count the peaks ( )skP i   for *
finala ε>  

10. Display the step count if finished   

4. Results and Discussion 

The experiments were conducted at a public institution, which 
contains many electronic devices. These devices radiate 
electromagnetic noise, which interferes with measured data. The 
accelerometer of Huawei P30 has been used to collect the 
measurement data. Four different scenarios have been considered 
in this work and summarized in Table 2. The position of the 
smartphone during the experiments is depicted in figure 4.  

Table 2: The symbols of the activities in the empirical scenarios. 

Symbol Activity 

A Walking at varying speeds with the smartphone is 
carried by the hand 

B Walking at varying speeds with the smartphone is 
placed in the Jacket pocket 

C Walking at varying speeds with the smartphone is 
placed in the trousers' front pocket 

D Running at varying speeds with the smartphone is 
carried by the hand 

 

 
Figure 4: The position of the smartphone in the experimental scenarios. 

4.1. Steps Counting During Different Daily Activities 
In this part, the accuracy of the proposed algorithm for steps 

counting during different daily activities is investigated. The 
accuracy of steps detection can be expressed as follows: 

 1 100%e a

a

S S
Accuracy

S
  −

= − ×     
  (9) 

where Se is the number of the estimated steps, and Sa is the actual 
step number. Therefore, ten experiments with different speeds and 
path lengths have been considered for each case study, as 
summarized in Table 3. The algorithm could detect the number of 
steps with an average accuracy higher than 99% for normal 
walking when the smartphone is carried by the participant's hand. 
The miscount was only for one or a maximum of two steps 
regardless of the path length. In the next scenario, the smartphone 
is placed horizontally in the pocket of the participant's jacket. The 
results presented an average accuracy of about 98%. The third 
scenario considered putting the smartphone in the front pocket of 
the participant's trouser.  

The result showed a reduction in the average accuracy due to 
the smartphone's position, and it was around 96.7%. Finally, the 
running activity has been investigated, considering the smartphone 
is carried by the participant's hand. The average accuracy of the 
different tested scenarios is depicted in figure 5. The proposed 
algorithm showed an average accuracy of 96.9%. The algorithm 
presented a reduction of 1% accuracy than the standard walking 
scenario. figure 6 depicts the detected steps and actual steps in the 
different tested scenarios. In figure 6(a), the number of the detected 
steps was 19, which is lower than the actual steps by one step in 
scenario A. This error might result from miscounting one of the 
real steps by the proposed algorithm due to the set threshold value. 
figure 6(b) depicts the proposed algorithm's ability to detect the 
exact number of the actual steps with zero error.  

Table 3: Comparison between the actual steps number and the detected steps 
during different scenarios based on the proposed algorithm. 

Test Scenarios 

Exp. No. Actual 
Steps A B C D 

1 10 10 11 9 11 
2 20 19 20 21 21 
3 30 29 30 29 29 
4 40 40 39 39 40 
5 50 50 51 51 51 
6 60 60 59 60 61 
7 70 70 70 73 72 
8 80 80 82 80 81 
9 90 91 88 92 92 

10 100 100 100 96 103 
 

The smartphone placement in the trouser pocket might lead to 
unwanted vibration, leading to counting more steps than the 
number of the actual steps, as depicted in figure 6 (c). In the 
running scenario, the error might result during the transition from 
the movement to still during the experiments, increasing the 
number of the detected steps, as shown in figure 6 (d).  

 
Figure 5: The average accuracy of the ten experiments for each experimental 

scenario 

4.2. Comparison with other Pedometers 

In this section, the proposed algorithm has been investigated in 
terms of its accuracy compared to other pedometers. Therefore, 
two Android platform applications have been used to detect the 
number of steps during normal walking and running activity. Also, 
a HUAWEI Watch GT-731 is used to validate the proposed 
approach.  The first application was Pedometer by King Brain Inc., 
and the second application was a Pedometer for Walking. Both 
applications are available on the google play store. The tests have 
been conducted under the same conditions to validate the 
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comparison study. The proposed algorithm results showed 
improved detection compared to other methods with at least 3%.  

  
(b) (c) 

  
(d) (e) 

Figure 6: Steps detection considering different scenarios. (a) during normal walking and the smartphone is carried by hand; (b) during normal walking and the 
smartphone is placed in the right Jacket pocket; (c) during normal walking where the smartphone is placed in the left front pocket of the trouser; (d) during running 
and the smartphone is carried by hand. 

 
Figure 7: The average accuracy of the proposed algorithm compared to 

Android applications and HUAWEI Watch GT-731. 

The average accuracy of the HUAWEI Watch GT-731 was in 
second place, with 96.12% for the typical walking scenario and 
93.73% for the running scenario. It is worth to mention here the 
HUAWEI watch does not utilize the smartphone accelerometer, 
which is the case for the other applications. The result of this study 
are depicted in figure 7. 

5. Conclusion 

This work aims to propose a robust algorithm for step detection 
with high accuracy for indoor systems.  Mainly, the proposed 
algorithm will collect the acceleration data from the smartphone's 
accelerometer. In the proposed algorithm, a new signal based on 
the envelope function has been generated to return the upper limit 
for the average of all measured accelerations signals. The previous 
phase will remove the impact of vibrations and noise, and it will 
ease counting the number of steps and obtaining accurate results. 
It is found that the setting of the threshold will affect the accuracy 
of the detection process. Therefore, a new formula for the set 
threshold was created based on the acceleration signals' envelope 
and the number of samples. The proposed algorithm has been 
investigated for two case scenarios: the normal walking scenario 
and the running scenario considering different smartphone's 
position — the obtained accuracy based on the proposed algorithm 
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higher than 97% for all considered scenarios, as summarized in 
Table 4. The results of the proposed approach presented improved 
accuracy compared to other works. Finally, the proposed algorithm 
can be used for online and offline step counting with a maximum 
step rate of 5 steps per second. The sampling rate can be set from 
50 Hz to 100 Hz.  The threshold's value depends on the measured 
accelerations signal and the correction factor. 

Table 4: Comparison of the average accuracy between the proposed algorithm 
and state of the art. 

 Avg. Accuracy 
(Normal Walk) 

Avg. Accuracy 
(Running) 

Proposed Algorithm 99.06% 96.87% 
[4] 96.5% N.A 
[6] 93%  N.A 

[12] 96.6% N.A 
[5] 94% 78.3% 
[3] 93.7% N.A 
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 It is the age of information. Social networks are the main reason why, following the 
increasing activity of online users. With this comes a big impact on the real world, it can be 
positive and highly negative as well. Therefore, research in this field is highly needed for the 
betterment of societal behaviors within social networks, to minimize the negative impact. 
When a negatively polarized message spreads over time, it is eventually exposed to most 
users of that social network where it is spreading. Social network communities start behaving 
in a negatively polarized way, due to the negative nature of the propagation of information. 
In order to optimize technological intervention to the benefit of humanity, in this paper an 
approach is elaborated in order to help switch the dominant polarity in the case of negativity. 
The platform of reference is Twitter, since it classifies trends per area, which polarities’ 
dominate within the social network. To achieve that, an extraction as well as a sentiment 
analysis method are developed to initiate the positive polarity introduction in the network. 
The idea behind introducing a positive polarity in a network, relies on the studies of the 
positive effect nature has on users. The positively polarized promoted content is selected 
from sponsored content of users who consent to spreading their posts. 
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1. Introduction  

In the year 2020, certain events agitated the users of social 
media platforms, such as: the Covid pandemic and the American 
social justice riots. As a result, fear spread across the globe not only 
virtually but also in the real world. This rapid propagation of this 
type of information has resulted in the spread of misinformation, 
hatred, cyber-bullying and other unpleasing social behaviors, 
leading to real life damages. This is where the work of the present 
paper comes in handy. It becomes unmanageable when the 
information spreads vastly and one of the key ones who can change 
this, are the propagators themselves. A study shows that users 
whose mood shifts are mostly negative generate rants, which are 
angry forms of expressions [1]. In the case of reaching a big 
audience, their angry content spreads all over the social platform. 
As an attempt to reduce the bad effect such users have on those 
who share the same platform, this paper utilizes research on how 
nature calms the mood. To promote nature photos or videos on the 
feed of the potential disruptive users, the selected visual content is 
extracted form the sponsored data. Sponsored data is data whose 
owners give consent of publication to online users of the platform. 
Users who promote their content target people according to many 

criteria, such as gender, age, geographic area, or center of interests. 
This paper suggests adding to these criteria, in case the content is 
nature related, the disruptive users in order to also reach them. To 
intervene positively; this research suggests a method whose end 
goal is to switch the user’s mood to a positive optimistic one, so 
that the negative content is less likely to be shared. The article’s 
suggested approach evaluates the current or recently published 
trends on the Twitter platform, in order to identify the polarity of 
the dominant news. After this phase, the best contributors in terms 
of propagation of negatively polarized information are selected. 
Comes then the procedure of providing them with the polarity 
switch method as described in the third section of this article. This 
paper is divided into four sections. The first one is the introduction, 
the second one is the state of the art in order to mention the 
previous works. The third one describes the proposed method. The 
fourth one provides a conclusion.  

2. State of the Art 

Social media has proven itself to be a fast-growing platform for 
social exchange [2]. When users express themselves on social 
media, they insinuate approval, disapproval or a neutral statement. 
To translate their content polarity wise, the process of sentiment 
analysis helps. In order to achieve that in the proposed method, 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Sara Abas, Email: sara9abas@gmail.com 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 817-820 (2020) 

www.astesj.com   

https://dx.doi.org/10.25046/aj050697  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj050697


S. Abas et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 817-820 (2020) 

www.astesj.com     818 

Natural Language Processing tools are referred to for structural 
analysis. 

2.1. Natural Language Processing 

The NLP is an artificial intelligence processing language to 
create algorithms that can translate human language. Most 
commonly used NLP platforms are: NLTK (Natural Language 
Toolkit) [3], spaCy [4], Stanford’s NLP tools [5], including the 
part-of-speech tagger [6], the named entity recognizer [7], the 
parser, and other provided components. 

2.2. Sentiment Analysis 
2.2.1. Existing approaches 

The rich amount of user-provided data is a gift from social 
media to content analysis studies. Sentiment analysis, is the study 
of emotions behind textual content. Review sites are a good 
example of data made available for research purposes. They are 
reflective of the clients’ receptivity of any provided products. This 
data source is used for the purpose of testing sentiment analysis 
solutions. In the available literature, some opinion mining studies 
investigated different approaches. Turney’s Algorithm [8] is a 
clear example of an unsupervised method for sentiment analysis. 
The authors use identify the polarity of a phrase, using the Alta 
Vista [9] as a Web Search Engine resource. 

A positive polarity is defined by the identification of the 
phrase with the word “excellent”. Similarly, a polarity, which is 
classified as negative, is calculated by the co-existence of a phrase 
with the word “poor”.   

SO(phrase) = hits(phrase NEAR “excellent”) hits(“poor”) log2 
hits(phrase NEAR “poor”) hits(“excellent”)                                                     (1)  

The hits(phrase NEAR “excellent”)  “NEAR” operator in the 
equation represents the co-occurrence of “ excellent” and the 
sentence itself, via the number of search results in Alta Vista. This 
method is estimated to be 74% accurate. However, there are many 
words which have different semantic meanings but are spelled the 
same in the sequence of letters. In this case, this method is likely 
to lead to the wrong semantic analysis of words. In this paper, a 
method which identifies a unique meaning to words in tweets, is 
presented. However, nowadays on social platforms like Twitter, 
new words are constantly emerging. The social network’s users 
come up with new terms to exchange, which don’t have a meaning 
prior to their first emergence on the platform. These words can’t 
be found on WordNet, which SentiWordNet relies on in the first 
place. This paper, presents a solution to these newly invented 
words as a follow up to the main solution. Such words are not 
available on external database resources. The commonly used 
sentiment analysis algorithms are Baseline Algorithm [8], 
Modified Baseline [9], and Turney’s Algorithm [4] which were 
discussed above. However, they are depend on formal phrasing 
and they don’t take into consideration disambiguation. Other 
works [10, 11] support emoticon analysis, because they are 
emotionally expressive. An emoticon is a symbol or icon used, to 
express an emotion without words. The authors’ works’ relied on 
a list of pre-classified emoticons or emojis, and emotionally and 
intensively expressive words. These methods were proven 
efficient. However, on platforms like Twitter, emoticons are no 
longer inserted via text, instead they are images provided by the 

operating system of the phone. A study [12] using available Dutch 
Tweets, identifies emoticon polarities based on tweets. However, 
it only studies text-inserted emoticons. Text-inserted emoticons 
are icons that show up when the user types certain textual 
character sequences. With the updated phone operating systems 
of today, users tweet using the available emoticons and do not 
necessarily type textual symbols. 

2.2.2. Nature’s effect 

The more relieved a user is, the less likely they are to spread 
negativity. Several researches showed that visualizing images of 
natural views and landscapes, whether they are viewed as 2D 
photographs, or scenes, resulted in healthy rewinding effects, such 
as canceling visual and attentional areas of the brain, removing eye 
blinking and stress [13, 22]. The study [22] investigated 37 articles 
showing real evidence of the physiological results of witnessing 
natural views, through on indoor setting experiments—Exposures 
to display stimuli, confirmed that viewing natural scenery created 
a physiological relaxing state.  

3. Contribution  

The aim of the present approach is to select the social 
network’s propagators which spread negativity within the network. 
Negativity comes from a content which is negatively polarized, 
and doesn’t align with the positive spectrum of human emotions 
like: peace, harmony, laughter, love etc. The reason behind 
detecting the users who spread negativity, is to expose them to 
nature images, in order to reduce their stress levels. In this work, 
the social platform Twitter is used for its available “Trends” 
functionality, which is going to help isolate the most controversial 
topics, and therefore the most controversial users who discuss 
these topics.  In order to achieve this and to carefully extract trends 
accordingly to their audience and propagators, the country is first 
selected on the social platform. The trends functionality is defined 
by the selection of the geographic area on the Twitter platform. So 
instead of studying random trends, Twitter selects trends per 
country. The trends functionality is defined by the selection of the 
geographic area on the Twitter platform. This helps filter 
information and circle the social network in which trends are 
spreading. Once this is achieved, the geographic area where an 
information is spreading most is considered the social network of 
base, on which the suggested methods of this paper will run. 

3.1. Suggested approach 

The macroscopic method is summed up in the figure below. 

 
Figure 1: Explained Method Macroscopically 

In the entry of the final system, first the country and the nature 
related sponsored data is provided. This automatically zooms the 
focus on the content shared within the social network related to 
that country. As for the nature content, the sponsored database 
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content is selectively pre-extracted from the sponsored database 
content of the paltform. On the social network platform, some 
pages posts are sponsored in order for the page to be marketed and 
reach a broad audience. From the sponsored content, text mining 
to find the following keywords is applied: K={ Nature ; Landscape 
; Ocean ; Mountain ; Flower ; River ; Beach ; Tree ; Forest ; Sea ; 
Waterfall }. If the sponsored image’s caption contains a word that 
belongs to the set K, it is a potential advertised content to the target 
propagators. From this set, the top 20 liked images are chosen, in 
order to optimize the chance of having a positive influence on the 
selected users’ moods. 

After running the method, the final result is a set of target 
propagators, to whom the selected nature data is displayed, which 
is sponsored by the marketers of social media seeking promotion 
of their nature related pages. 

3.1.1. Detailed Method 

After the country is selected, the process of the suggested 
method follows four steps. 

 
Figure 2: Detailed Approach 

Phase 1: The first phase as illustrated in fig2 is the top trends 
of the week selection. In this first phase, a simple query on the 
platform retrieves the top 20 trends of the day, listed in the country: 
https://twitter.com/i/trends. On the social platform, the top 20 
trends are selected and highlighted per country. However, a trend 
yesterday could be completely neglected today, and no longer have 
consistent impact. In order to identify the consistently impactful 
trends, a method is developed that calculates trend relevancy over 
the past 7 days. The variable “Real_Rank” reflects the real rank of 
the trend, according to the past 7 days on Twitter.  

Let a be one of the top 20 trends of today.  

                 Real_Rank(a)= ∑ 7−𝑗𝑗
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑅𝑅 ;𝑡𝑡𝑡𝑡𝑡𝑡𝑅𝑅𝑡𝑡−𝑗𝑗)

6
0                (2) 

Phase 2: Trend polarity Identification. It is necessary to 
identify which one of the top trends from the first phrase, 
negatively impacts the social network. In order that, a sentiment 
analysis method is developed to determine the polarity behind the 
trend. A trend Tr is a dynamic set of content, which changes every 
second. In order to identify the polarity of a trend the global 
polarity of its components is evaluated. 

Tr(j)= {Tw1 ; Tw2 ; .. Twn} j is the current day on which the 
algorithm runs. To identify the polarity of a single tweet Tw1, 
which is the shared post, the POS Tagger is used in order to retrieve 
the mentioned adjectives in the sentence. Databases for research 
purposes are fortunately made available byplatforms, such as 
Amazon. This includes reviews (ratings, text, helpfulness votes). 

Let the following be tweets about the Trend “#destroyThings” 
extracted from the first phase the platform. 

“It is time to destroy things because we hate this horrible 
system.” (Tw1) 

“Destroying is dangerous. Please refrain from doing this bad 
habit” (Tw2) 
In this sample example there are 4 reviews. 

Review 1 : I hate this audiobook. 
Review 2 : I don’t like it 
Review 3 : Boring. 
Review 4 : Not very nice. 
 (Review 1, 0 stars), (Review 2, 2 star), (Review 3, 1 stars), 
(Review 4, 0.5 stars). 
Clearly, the stars given by the reviewers who labelled their 

review with “horrible” aren’t passed 3 stars. 
We use the identification method of the polarity of phrase 

method. 
The positivity rate is defined as follows: 

Pos (Trend) = ∑𝑃𝑃𝑡𝑡𝑃𝑃𝑅𝑅𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡(𝑝𝑝ℎ𝑃𝑃𝑅𝑅𝑟𝑟𝑟𝑟 𝑅𝑅)
𝑁𝑁

                          (3) 

N is the number of tweets on the trend “Trend” list. 

For adjectives that newly emerge on the social platform, the 
same method is used on the acknowledged adjectives by the POS 
Tagger, which occur on their same sentence. In order to explain 
this, the following examples are cited. 

“Amazing. This movie is epic”  

“Glad I watched this. Epic.” 

“This cat is epic. So funny. The owner is odd.” 

From the first tweet, “amazing” is the identified adjective. 
This word has a positive polarity. The same applies for the second 
statement. For the third one, the word “odd” is singled out. 

In order to identify the polarity of a newly emerging word, 
which is a word that does not exist on available knowledge base, 
the following equation is used. If wk is a positively polarized 
word, then bk =1. bk(w1) represents an adjective that co-occurs 
with the word w1 in the same phrase, m is the number of adjectives 
in the same tweet j. 

P_tweet_j(w1)= ∑𝑏𝑏𝑅𝑅(𝑤𝑤1)
𝑚𝑚

                         (4) 

Polarity(wk) = ∑𝑃𝑃_𝑡𝑡𝑤𝑤𝑟𝑟𝑟𝑟𝑡𝑡_𝑗𝑗(𝑤𝑤𝑅𝑅)
𝑁𝑁

                   (5) 

where N is the number of tweets containing the word w1. 

Phase 3: In this phase, finally the target disruptive users of the 
social network are selected. 

If Pos(Trend)  < 50% after it has been selected as a top ranking 
trend from the first phase, the top 10 most liked tweets belonging 
to the set of this  trend are selected, and the propagators of these 
tweets are targeted by the selected nature sponsored images. 

3.1.2. Algorithm 

The global algorithm for the selection of the users to whom 
nature’s sponsored data is exposed is described as follows below. 
Let T be the social network, and C the country selected in the entry 
of the system. 

Algorithm 1: procedure target_Selection 
Result: P 
S <- Ø, A<- Ø, R <- Ø, P <- Ø 

http://www.astesj.com/
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S=calculate_trendRank(T) 
A=polarity_analyze(S) 
R=select(A, 10) 
P=select_propagator(R) 
   

 
Calculate_trendRank(T) is a result set which contains 20 

vectors. C is the country. In each vector are stored: the trend 
reference and the real rank of the trend T calculated throughout 7 
days, which is calculated by the equation (1). Only trends that are 
related to the top 20 values of the equation are stored. 

Polarity_analyze(S), is a result set which contains a set of 
vectors. In each vector are stored the trend reference, and the 
polarity of the trend. The trends are the ones contained in S. The 
polarity of each trend is calculated via the equation (8). 

Select (A, 10) is a method that extracts the top 10 negatively 
polarized trends from the set A, and results in a set R. 

Select_propagators() method uses the set R in order to extract 
the top 10 most liked posts in the set, and simply identify their 
users. 

4. Conclusion 

In the aftermath of a controversial event, social media is 
usually the most accountable for the chaotic spread of information 
as well as misinformation. This paper suggests a new method to 
relieve the online stress, and therefore the real world second 
effects. In order to do that, available research is used on how nature 
changes one’s emotional state, and calms it. The approach aims to 
extract the target propagators that need to be stress relieved the 
most in order to reduce the chaotic information propagation. The 
goal is to promote nature displays on their timelines. These 
displays are selected from users whose content is sponsored for 
promotion. On top of their usual targets, the platform’s disruptive 
users are added in their target potential clients. In order to do that, 
a sentiment analysis method is developed and information from the 
social platforms is extracted. In the future works, other aspects are 
to be covered such as the use of emoticons, the observation of long-
term effects of the algorithm on the main propagators and their 
respective social networks. 
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 With the advancements in technology, smart entities are becoming increasingly intelligent, 
therefore, increasing their interaction capabilities with their surrounding environment. 
Apart from the traditional smart low profile devices, these entities now involve cars, 
mobiles, televisions, and extend to universities and smart cities. One of the bi-product of 
the smart cities is the emergence of the concept of smart campus. The smart campus is a 
teaching environment, where dynamic interaction between students/users and the 
surrounding devices takes place using the paradigm of the Internet of Things (IoT). The 
Qassim University (QU) is considerably a large university having thousands of students 
and hundreds of functional units in the central building and also spread across the different 
cities of the Al-Qassim province. Therefore, the QU can be considered as a small city where 
many elements need to be connected and decisions be made. The QU thus represents an 
optimal and practical scenario for the concept of smart campus.  With this spirit, the goal 
of this research is thus to investigate an Indoor Navigation System (INS) as a suitable 
platform for the QU. As such, the paper reviews the current technologies and opt for the 
best available and optimal options. For implementation and simulation, the BLE beacon is 
selected and user data is analyzed to design a mobile application that includes all the 
services requested by the users. The system architecture in addition to a 2D map presented 
in this research will help in identifying the locations of BLE beacons to cover the specific 
area. The work in this paper is conducted on the main campus of the QU; however, the 
extension to other setups involves minimum or similar infrastructure. 

Keywords:  
Indoor positioning  
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Bluetooth low energy (BLE) 
Internet of Things (IoT) 

 

 
1. Introduction 

Over the last decade, a smart city is one of the emerging 
concepts that aims to provide a smart livable environment for the 
resident. Cities as Singapore, Barcelona, San Francisco, London, 
etc., is an example of cities that apply the concept of smart cities. 
In [1], the author defined a smart city as “A city well performing 
built on the ‘smart’ combination of endowments and activities of 
self-decisive, independent and aware citizens”. The Internet of 
Things (IoT) paradigm allows cities to manage and control every 
aspect of the city from buildings, roads, railways, to airports and 
traffics in a smart manner. IBM smarter planet project adopted the 
term of the smart city [2]. The smart city relies on six key factors: 
smart governance, smart people, smart economy, smart 

environment, smart life, and smart traffic [3]. Nowadays, the 
typical universities are considered as small cities that include most 
of the services available in the cities. The advancement of new 
technologies such as Artificial intelligence, IoT, and the 
availability of High-speed internet plays a big role in changing the 
living environment to be smart than ever before [3]. Smart 
universities also called smart campuses to compose one of the 
branches of the smart city concept that concern about every aspect 
inside the university; students, staff, visitors, classrooms, 
buildings, equipments, etc.[4]. Due to the popularity of the term of 
smart campus, we will use it in this research to refer to smart 
university. The smart campus concept can offer many benefits 
such as save cost and time, automate maintenance, protect the 
environment, automate students and staff attendance, track 
occupancy as well and many other benefits [5]. Several 
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applications have been developed to make our campuses smart 
such as smart buildings, smart parking, smart learning, smart 
campus management, and maintenance, etc. [3]. 

Navigating inside large buildings, such as malls, hospitals, 
airports, and campuses, using an INS to help users to reach their 
preferred destination is highly required. INS is investigated in this 
research due to the huge size of QU main campus that has a similar 
interior design where finding places is a very difficult task for 
visitors and even for students and staff as well. The available 
infrastructures at the QU campus encourage us to explore this idea 
to make campus life easier and smarter. The main problem of INS 
is the signal unavailability of a Global Positioning System (GPS) 
inside buildings because of the walls and other barriers [6]. 
Smartphones, smart glasses, smart watches are widely spread and 
used heavily for INS because of the different sensors that is 
equipped with. Therefore, the aim of this paper is to investigate 
and identify the obstacles and barriers that could stand against 
devolving suitable INS for QU main campus. 

2. Background 

Smart cities with their different technologies and services are 
one of the active research areas where many survey papers have 
been published recently [1-5, 7, 8]. The Kingdom of Saudi Arabia 
is among the countries that apply this concept to change its 
traditional cities to become smart cities [9]. The smart campus is a 
concept where many universities working on several projects to 
adopt this concept such as King Fahd University of Petroleum and 
Minerals[10], Lancaster University [11], University of Malaga 
[12], University of New South Wales in Australia [13], etc. The 
services and applications offered by smart campus are varied. 
These services aim to make the universities surrounding smart 
includes but not limited to buildings, laboratories, libraries, 
classroom, attendance system, grid, learning, parking, navigation, 
waste and water management and etc. For more information about 
the smart campus, services refer to [3, 4, 14-15]. Due to the 
complex mixture of elements and devices to be connected, many 
expected and unexpected problems might appear and need to be 
addressed. For instance, internet coverage [16], energy 
consumption [17], sensory network [18], location-based services 
[19] etc. 

In [20] researchers discussed different types of INS in the 
literature and highlighted the accuracy problem. In [21], the 
researchers give recommendations for the user interface design of 
INS based on the case study conducted by them. They found that 
it is important not to put heavy details in the map and to simplify 
the graphical layout. In [22] an android-based application is 
introduced for indoor navigation inside public buildings using 
Near Field Communication NFC and Quick Response codes QR. 
Several features include finding a destination with the shortest 
path, store the location of car parking, finding the nearest toilet, 
etc. Smart phones used for INS as in [23] where mobiles used for 
navigation using wireless access point fingerprints help an 
individual to get their direction with the indoor space using 
navigation application. Researchers in [24] Proposed Vision-based 
approaches for mobile indoor localization based on the 
combination of  Virtual Reality (VR) and Augmented Reality (AR) 
in order to help in ensuring the accuracy of the localization.  

Since the focus of this paper is to develop an Indoor Navigation 
platform for QU, in the following section we will review the 
current technologies used for INS. The researches in INS is still 
active, several survey papers published currently to explore it in 
detail as in [6, 25-27]. As the signal of GPS cannot reach the 
devices in indoor areas, several telecommunication technologies 
were introduced to overcome this problem. For example, Wireless 
Fidelity (Wi-Fi) [28, 29], Radio Frequency Identification (RFID) 
[30], Infrared technology (IR) [31], Ultra-Wide Band (UWB) 
signals [32] and  Bluetooth low energy (BLE) beacons[33].  

BLE beacons are a relatively new technology with the 
advantage of low energy consumptions that small batteries can be 
used for months up to years [34].  Based on the research conducted 
by [35] to study the localization accuracy between BLE and WIFI. 
The findings show that BLE was more accurate than WIFI at 
identical places. According to [36] BLE is a promising technology 
that has a low deployment cost and appropriate for most mobile 
devices. iBeacon is the name of Apple’s brand of BLE technology 
based on the micro-localization and the interaction of a mobile 
device [34]. BLE beacons need to care about the radiation pattern 
of a given device and possible attenuation element in the chosen 
places [37].  

3. Data Collection and Analyses 

User preferences are very important to build effective systems. 
Therefore, a questionnaire developed and published to collect the 
user preferences and other necessary data to get insight into the 
difficulties they faced inside the QU campus. Responses collected 
from 454 students, lecturers, and general staff. The questions 
dedicated to familiar and unfamiliar users for the QU campus. The 
main services and tools requested by the respondent to be available 
in the QU INS application are presented in table 1. 

Table1: The percentage of each place & service required by users 

No. Places & Services % 
1 Places and services around current location (Prayer 

room, toilet, cafeterias, garden, shops, Photostat, 
parking, students clubs, gardens etc.) 

98% 

2 Timetable and office hours information of staff  96% 
3 Search by name, Map and around current location 95% 
4 Announcements  93% 
5 Laboratories 91% 
6 Location of new events 91% 
7 Classrooms location  90% 
8 Examination room location 90% 
9 Staff members offices 87% 
10 Emergency exits 81% 
11 Library  74% 
12 Administration offices 31% 

The gender, age, user type (student, lecturer, staff, or visitor), 
preferred services to be available in the system, and other questions 
been asked and responses obtained. The collected data have been 
analyzed and important information extracted as follows, refer to 
Figure 1 and Figure 2:  
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1- 91% Preferred to have an application that can help to ease the 
indoor navigation inside the QU campus. 

2- 73% of respondents are facing some difficulties in finding 
locations especially when they visit the QU main building. 

3- 100% of respondents never used an INS before. 
 

 
Figure 1: The user's responses to the general questions in the questionnaire. 

4. Proposed INS for QU 

Based on the extracted information from the questionnaire, a 
framework for the INS of QU is developed. Figure 3 shows the 
framework for QU INS, which includes two sections. A section 
for users where they can search for locations, navigating to 
desired locations, positioning their current locations, and access 
the main page where they can modify the settings based on their 
desire. 

The second section is for the developers, where they can 
develop the INS software, upgrade hardware, add locations, and 
its information to the database and update the navigation map.  

Figure 4 presents the system flowchart for the users where 
they can search for a location, positioning their selves, and 
navigate to the desired location. Searching can be through the map 
our using keyword. For positioning service where it shows the 
current location of the user in addition to the nearest services 
around. The navigation service used to guide the users from their 
location to a specific location inside the building. Based on the 
literature, BLE beacons are a new, cheap, and popular technology 
for INS. This encourages us to use BLE beacons to assist in 
navigation and positioning the users. BLE beacons broadcast their 
identifier to the nearby devices.  

In order to deploy the minimum number of BLE beacon 
devices, Figure 5 shows the device's location that is enough to 
cover a single location at the Department of IT, where each 
beacon covers approximately 62 maters. Each BLE beacon has its 
own unique ID and for every wall, a boundary segmentation starts 
from 0 for the first wall, 1 for the second, and so on.  

Walls need to determine the sides either left or right. To 
calculate the position of an object in indoor areas, at least three 
timestamps from different BLE beacons are needed. A mobile 
application is designed based on the gathered requirements from 
the users. Figure 6 shows some examples of screen shots for QU 
INS. The users can search by names, on a map, or around their 
current location.

Figure 2: Users' desired services to be included in the INS at QU 
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Figure 3: Framework for INS at QU 

 
Figure 4: Users' flowchart.  
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Figure 5: BLE beacons in 2D map at the department of Information Technology at QU 
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5. Conclusion  

The QU is considerably a large university having thousands of 
students and hundreds of functional units in the central building 
and spread across the different cities of the Al-Qassim province. 
Therefore, the QU can be considered as a small city where many 
elements need to be connected and decisions are made. The QU 
thus represents an optimal and practical scenario for the concept 
of a smart campus.  As such, we addressed the INS at the QU in 
this work. We presented a literature review for smart campuses in 
general and smart universities in particular. In the INS, several 
technologies are explored for solving navigation and positioning 
in indoor areas.  For an implementation and simulation 
perspective, the BLE beacon is selected because the BLE beacons 
are cheap, reliable, having a longer battery life.  As such 454 user 
data is analyzed and is used to design a mobile application that 
includes all the services required by the users. The system 
architecture in addition to a 2D map helps in identifying the 
locations of BLE beacons to cover the whole area of the 
Information Technology Department at the College of Computer 
in QU.  The system architecture is scalable in order to 
accommodate any building size. The work in this paper is 
conducted on the main campus of the QU; however, the extension 
to other setups involves minimum or similar infrastructure. 
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 In this study, the ASTM A48 Class 30 gray cast iron was cast in a medium frequency 
induction furnace. The ultimate tensile strength (UTS), ultimate flexural strength (UFS) and 
microstructure were determined in accordance with ASTM E8/E 8M-80 and ASTM A438-
80 (1997). From the results of this study, the graphite size at overheating temperatures 
1350oC was smaller than that at 1300oC. Moreover, if the holding time was sufficient, the 
nested sheet graphite would be completely destroyed. Particularly, in the case of holding 
time from 5 to 20 minutes, the UTS, UFS are increased and the graphite shape got fine. The 
smallest graphite size and the highest UTS, UFS values were achieved if 20 minutes holding 
time is carried out. However, the holding time increased to 30 minutes, the graphite size 
tended to grow larger, and the UTS, UFS values suffered a decline. In addition, decreasing 
the average pouring temperature from 1350oC, 1300oC to 1260oC caused the upward trend 
of the graphite average sizes which were fit with the downward trend in the UTS and UFS 
values. From the above results, it is possible to determine the casting conditions that can 
improve the quality of cast iron products in induction furnace are: the optimal average 
pouring temperature is 1300-1350oC, while the optimal holding time is 10-30 minutes.  
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Gray cast iron 
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Holding time 
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1. Introduction 

Gray cast iron is a widely-used material in the machinery 
industry. A typical product of gray cast iron is engine segments. 
Currently, Vietnamese engine segments are still not high-quality 
products due to the contamination of cupola furnace technology. 
In addition, the insoluble coke in the casting process will generate 
graphite in the form of nest sheet graphite, as shown in Figure 1. 
As a result, the graphite sheet in the engine segments is also usually 
in the form of a nest [1]. This is an undesirable form of graphite 
that negatively impact the mechanical properties of cast iron since 
the graphite nests break up the continuous of the cast-iron 
structure, as also the place that the stress concentrated. Therefore, 
the cast iron has a low flexural and tensile strength [2-4]. 

Graphite is extremely soft and is considered as a crack that 
separates the cast iron matrix. The size, shape, and distribution of 
graphite strongly affect the mechanical properties of cast iron 
graphite through the microstructure. In [5] the author presented 
that the main influences on flexural strengths are the shape and the 
graphite size. Author in [6] obtained that the impact of graphite 

shape on corrosion vulnerability of gray cast iron in an acidic 
environment is eclipsed; the vermicular shape of graphite, 
profitable from the perspective of mechanical and tribological 
properties might facilitate the destruction of cast iron under the 
corrosion erosion environment. A similar result was reported by 
research [7] that the tensile strength of the unidirectionally 
solidified samples is not as strong as that of spheroidal graphite 
cast iron because the fracture occurs at the graphite-terminated 
area in the aligned graphite samples. Study [8] investigates four 
flaky graphite cast irons of different graphite structures with a 
pearlitic matrix, results showed that the eutectic graphite structure 
wore down faster than the flaky graphite structure did, the type of 
graphite morphology influenced the specimen wear rate as 
strongly as the graphite volume fraction did in flaky graphite cast 
irons of this experimental range. The tensile strength of cast iron 
graphite is only 0.3-0.5 of the tensile strength of steel whose 
composition corresponds to the base of gray cast iron. Flexural 
strength and tensile strength of cast iron graphite is only 0.4-0.7 of 
flexural strength and tensile strength compared to the 
corresponding values of the steel that has the same composition as 
the iron matrix. 
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In general, the mechanical properties depend on the size, shape, 
and distribution of graphite which dependent components and pre-
cast conditions treatment, additives, slag, furnace, temperature and 
holding time, the chemical composition of cast iron, cooling rate... 
[9,10]. Particularly, the graphite with nest sheet shape leads to the 
low value of the mechanical properties of cast iron [11,12]. 
However, the studies of the pouring temperature and holding time 
on the mechanical properties of gray iron are very limited. In 
[13,14], the authors described the effect of cooling rate on 
microstructure and mechanical properties of gray cast iron and the 
effect of pouring temperature on fluidity, porosity, and surface 
roughness of gray cast iron. According to [5], the pouring 
temperature plays a key role in constructing the tensile strength 
and elongation of the cast iron, besides the graphite factor, 
chemical composition and matrix microstructure also contribute to 
the tensile strength. Research [15] proves that the faster 
solidification in the microstructure, the lower the values of the 
mechanical properties. Results of [16] show that the mechanical 
properties and microstructure of compacted graphite iron depend 
on holding time, increasing the holding time from 10 min to 17 
min results in lowering the Mg content from 0.031% to 0.021% 
and as a result lower nodularity was obtained, in addition, lowering 
the thickness from 20mm to 5mm increases the tendency of the 
dendritic structure as a result of increasing the cooling rate. In 
which, the studies on the influence of shape, size, and distribution 
of graphite on the mechanical properties of gray iron is still very 
limited. This report focuses on controlling the pouring temperature 
and holding time to destroy the nested sheet graphite and form a 
better graphite shape to improve the mechanical properties of cast 
iron. 

 
Figure 1: Microstructure of nest sheet graphite cast iron (50X magnification) 

2. Experimental 

2.1. Materials and Experimental Method 

The material composition for the experiment is shown in Table 
1. This composition is used to cast gray cast iron with grade 30 of 
ASTM International standard A48 for small electric motor covers 
whose capacity is less than 5kW. Cast iron experiments are made 
at Muoi Hoi Binh Duong Co., Ltd., as shown in Figure 2, without 
using the nodulizing elements. Initially, the mixed ingredients are 
fed into a medium frequency induction furnace, with a capacity of 
1000kg/batch. The furnace runs for 10 minutes with low amperage 
to stabilize the frequency. The current then gradually increases to 
the maximum intensity for 1 hour 30 minutes. The crucible is 
covered by the acidic powder that allows desulfurization. Due to 
the rotating magnetic field, cast iron begins to melt and mix 
relatively well. The furnace is maintained at a constant current for 
half an hour to allow the cast iron to completely melt and the cast 

iron temperature is stable. Then, the cast iron temperature is 
increased to the pouring temperature as required. The pouring pot 
is pre-dried with a charcoal furnace to a temperature that is greater 
than 1000°C. The old sand mixture with good ventilation is used, 
mold is dried naturally. The mold is made by a pneumatic system 
to ensure uniform tightness of the mold, thus ensuring the heat 
transfer and exhaust mode. 

Table 1: Material composition for experiment 

No. Composition 
1 Cast iron scrap, recovery materials in casting production 

(filling system, shrinkage, broken casting)  
2 Ferrosilicon 30-70, with 1-2% 
3 Ferromanganese 50-50 
4 CaCO3 

 

 
Figure 2: Medium frequency induction furnace at Muoi Hoi Binh Duong Co., 

Ltd 

Table 2: Overheating temperatures, holding times, and average pouring 
temperatures 

Sample 

Average 
overheating 
temperatures  
(oC) 

Holding times  
(minutes) 

Average 
pouring 
temperatures 
 (oC) 

S1 

1350 

5 

1350 S2 10 
S3 20 
S4 30 
S5 

1300 

5 1300 
S6 10 
S7 20 
S8 30 
S9 1300 5 1260 

Table 2 shows the cast iron samples are cast with different 
overheating temperatures, holding times, and average pouring 
temperatures. The layout of the experimental samples in the sand 
mold and the samples after casting are shown in Figure 3. The 
temperature is measured with the AS892 Infrared Thermometer. 
Some basic specifications are described as following: temperature 
range 200°C ~2200°C, accuracy ± 2°C, distance spot ratio 80:1, 
emissivity 0.10~1.00 adjustable, resolution 0.1°C, wavelength 
900~1700 µm, response time 500ms, repeatability ±1°C. 

Nested 
sheet 

graphite 
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Figure 3: The layout of the experimental samples in the sand mold and the 

samples after casting 

2.2. Methods of Observing Microstructure and Testing 
Mechanical Properties 

Tensile test and Flexural test are conducted at Quatest 3 center, 
Vietnam, following the ASTM E 8/E 8M-80 (Figure 4)  and ASTM 
A 438-80 (1997) (Figure 5) standards. 

 

Figure 4: Tensile sample size standard ASTM E 8/E 8M-80 

 
Figure 5: Flexural sample size standard ASTM A 438-80 

The microstructure of the samples are observed at Materials 
Laboratory at Mechanical Faculty, University of Technology and 
Education, HCMC. The graphite size calculation is based on 
TCVN 3902-84. 

 
Figure 6: Universal testing machine – SANS 

3. Results 

3.1. Effect of Holding Time on the Graphite Shape 

This section considers the effect of holding times and average 
pouring temperatures to identify the influence of these factors on 
the amount of graphite and the time needed to destroy the nested 
sheet graphite. Figure 7 illustrates the microstructure of the 
samples that overheated at 1350oC and holding at 5-30 minutes. 
These microstructures indicate that increasing the holding time 
leads to a decline in the graphite amount. Moreover, the graphite 
shape is also different with different holding times. Improving the 
holding time also reduces the number of nested sheet graphite. 
Interestingly, if the holding time is long enough, the nested sheet 
graphite will disappear, as shown in Figure 7(d). 

  
 a) Sample S1    b) Sample S2  

  
 c) Sample S3   d) Sample S4  

Figure 7: Microstructure of samples pouring at 1300oC at different holding time: 
(a) Sample S1 (holding time 5 minutes), (b) Sample S2 (holding time 10 minutes), 
(c) Sample S3 (holding time 20 minutes), and (d) Sample S4 (holding time 30 
minutes) (50X magnification) 

Graphite 
flakes 
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Figure 8 exhibits the microstructure of the samples that 
overheated at 1300oC and holding at 5-30 minutes. In general, 
improving the holding time results in a lower amount of graphite. 
In addition, the graphite shape is also different with different 
holding times. Similar to 1350oC cases, if the holding time is long 
enough, the nested sheet graphite will be destroyed, as shown in 
Figure 8(d). 

  
 a) Sample S5  b) Sample S6  

  
 c) Sample S7   d) Sample S8  

Figure 8: Microstructure of samples pouring at 1350oC at different holding time: 
(a) S5 (holding time 5 minutes), (b) S6 (holding time 10 minutes), (c) S7(holding 
time 20 minutes), and (d) S8 (holding time 30 minutes) (50X magnification) 

The average size of the graphite sheet at different overheating 
temperatures and different holding times is showed in Figure 9. 
Initially, increasing the holding time from 5 to 20 minutes results 
in finer graphite. However, if the holding time increases to 30 
minutes, the graphite size will get bigger. The smallest graphite 
size is achieved by holding at 20 minutes. Moreover, the graphite 
size at 1350oC is smaller than at 1300oC.  

The reason is that with a higher temperature and a longer 
holding time, the liquid cast iron is stirred stronger as the viscosity 
of the cast iron is lower. The stronger stirring results in finer 
graphite. The higher temperature also causes a more stable state, 
and a higher trend of overcooling of the casting liquid. However, 
holding too long could lead to an unstable graphitization process 
[3,4]. When overheated, the amount and the shape of graphite 
changes. As the overheating of cast iron increases, the graphite 
becomes smaller and changes its distribution characteristics. 
Firstly, the eutectic form of graphite changes, then the number of 
dendrites will increase. Overheating facilitates the formation of 
graphite between dendrites which also depends on the composition 
of the cast iron (carbon and silicon). When the overheating 
temperature increases, the graphite will strongly smooth out, 
proving that there is some solubility of these phases and increasing 
the dispersion of these phases. However, overheating does not 
facilitate the complete dissolution or agglomeration of these 
phases. Traditionally, the graphite in gray cast iron could be 
viewed as a void, and the cracks initiate at the tip of the graphite 
flakes due to the micro notch stress concentration. The deformed 

graphite flakes, an optimized microstructure, reduced the stress 
concentration and prevented the expansion of cracks at the tip of 
graphite [11]. In [9], the author explains that cast iron slug samples 
all had average flake lengths of 80-100 µm, and maximum flake 
lengths of 1000-1400 µm due to the drastically slower cooling rate 
in this mold configuration compared to the cooling rate in the 
commercial rotors. This suggests that either there is a limit to how 
much the diffusivity can be improved by increased flake length or 
that other factors limited the diffusivity of the gray iron from these 
large castings. According to [16], holding time displays a 
reasonable effect on the progression of residual magnesium that 
identifies with the fading process.  

 
Figure 9: The average size of graphite sheet with different holding times and 

overheating temperatures 

In conclusion, the optimal microstructure is obtained by 
holding at 10-30 minutes at 1350oC. Casting the gray iron in the 
medium frequency induction furnace can destroy the nested sheet 
graphite. 

3.2. Effect of the Holding Time on the Mechanical Properties 

Table 3 and Figure 10 present the ultimate tensile strength 
(UTS) of the samples at different holding times and overheating 
temperatures. These results indicate that the UTS rises as 
increasing the holding time from 5 minutes to 20 minutes and 
gaining the best UTS value at 20 minutes. Thereafter, the UTS 
suffers a decline as the holding time continues to increase from 20 
minutes to 30 minutes. 

Table 3: Tensile test results 

Sample  Fracture force 
Pb (kN) 

Tensile strength  
σb=Pb/F0 (MPa) 

S1 17.6 145 
S2 18.1 150 
S3 18.9 154 
S4 18.0 148 
S5 15.7 129 
S6 16.0 132 
S7 16.4 135 
S8 15.8 130 

Graphite 
flakes 

http://www.astesj.com/


H.N.T. Pham / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 838-844 (2020) 

www.astesj.com     842 

 
Figure 10: Ultimate tensile strength of the samples with different holding times 

and overheating temperatures 

Table 4 and Figure 11 represent the ultimate flexural strength 
(UFS) of the samples at different holding times and overheating 
temperatures. Similar to the UTS value, the UFS increases as 
improving the holding time from 5 minutes to 20 minutes and 
reaching the highest value at 20 minutes. Then, this value 
decreases as the holding time increases from 20 minutes to 30 
minutes. Interestingly, the results of both UTS and UFS values are 
consistent with the change of graphite size in section 3.1. In 
conclusion, the downward trend of the graphite size is fitted with 
an upward trend in the UTS and the UFS values. Therefore, 
decreasing the graphite size could lead to higher mechanical 
properties. 

Table 4: Flexural test results 

Sample 

Resistance 
moment  
W=πd3/32  
(mm3) 

Ultimate 
flexural 
force  
Pu (kN) 

Flexural 
moment  
 Mu= 
PuL/4 
(kNmm) 

Flexural 
strength 
σbu=Mu/W 
 (N/mm2) 

S1 1148.36 4.31 328.43 286 
S2 1118.27 4.41 336.60 301 
S3 1148.36 4.71 359.44 313 
S4 1133.25 4.49 342.24 302 
S5 1133.25 4.03 307.11 271 
S6 1118.27 4.11 313.12 280 
S7 1148.36 4.37 333.02 290 
S8 1133.25 4.24 322.98 285 

 

 
Figure 11: Flexural strength of the samples with different holding times and 

overheating temperatures 

It can be seen that S4 and S8 samples with a holding time of 30 
minutes have lower UTS and UFS values than the S3 and S7 
samples with a holding time of 20 minutes. The reason is that, as 
the temperature and holding time increase, the viscosity will 
increase. The chemical composition and the amount of carbon are 
evenly distributed, therefore, the quality of the casting increases, 
the graphitization process happened more fully. However, if the 
temperature is too high and the holding time is too long, it will 
prevent the formation of liquid slag, increase the burn rate. In 
addition, the temperature difference between the liquid iron and 
the mold causes the graphitization process to occur unstably [4]. 
Therefore, choosing a holding time of 10-30 minutes is optimal. 

The samples overheated at 1350°C and 1300°C gave different 
mechanical results. The reason is overheating changes the nature 
of the liquid phase and the differentiation conditions when 
solidified. On the one hand, overheating increases the stability of 
the liquid phase and increases its tendency to overcool. On the 
other hand, under the ideal solidification of a casting in a mold, 
overheating causes the preheating of the mold and changes the cold 
condition of the cast iron. Overheating requires a regular increase 
in the amount of bound carbon (reducing the amount of graphite) 
due to increased liquid phase stability and its tendency to over-
cool. Overheating will limit impurities present in the liquid phase 
and make them more evenly distributed. In addition, the different 
overheating temperature will result in different morphology of 
graphite. The study [11] showed that the distribution and 
morphology of graphite has a direct influence on the properties of 
gray cast iron oriented the space orientation of the graphite flakes 
in gray cast iron and improved both strength and ductility. 

3.3. Effect of the Average Pouring Temperature on the Graphite 
Size and the Mechanical Properties 

This section surveys the effect of the average pouring 
temperature on the graphite size and the mechanical properties of 
the gray iron. The samples S1, S5, and S9 are chosen and analyzed.  

Figure 12 and Table 5 show the microstructure of the cast iron 
and the average size of their graphite. These results indicate that 
decreasing the average pouring temperature will cause a rise in the 
graphite average size. 

  
 a) Sample S1  b) Sample S5  

 
(c) Sample S9 

Figure 12: Microstructure of samples pouring at different temperatures: (a) 
Sample S1, (b) Sample S5, and (c) Sample S9 (50X magnification) 

Graphite 
flakes 
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Table 5: The effect of the average pouring temperature to the graphite size 

Sample 
Holding 
time  
(minutes) 

Average pouring 
temperature 
(oC) 

Average size of 
graphite 
(mm) 

S1 5 1350 0.307 
S5 5 1300 0.312 
S9 5 1260 0.339 

Table 6: UTS and UFS values at different average pouring temperatures 

Sample  Average pouring 
temperature (oC) 

UTS value 
(MPa) 

UFS value 
(N/mm2) 

S1 1350 145 286 
S5 1300 129 271 
S9 1260 126 270 

The UTS and UFS of the sample S1, sample S5, and sample S9 
values at different average pouring temperatures is demonstrated 
in Table 6. The result points out that reducing the pouring 
temperature leads to a decline in the UTS and UFS values. The 
result is that the lower pouring temperature leads to the larger 
graphite size. Therefore, the larger graphite size will result in lower 
mechanical characteristics. Moreover, the higher temperature of 
the casting liquid will cause a lower viscosity and a better chemical 
uniformity. At a low pouring temperature of 1260oC (sample S9), 
the viscosity of the casting liquid is high, the chemical composition 
is not evenly distributed. To achieve a higher level of uniformity, 
the casting liquid can behold for a longer time. However, the 
longer time will cause a loss in the chemical composition as they 
are burned out or going to the slag. Generally, to improve the 
mechanical properties of the gray iron, increasing the temperature 
is better than increasing the holding time. Increasing to too high a 
temperature will result in a worse slag, a higher level of chemical 
burning, and the more unstable the graphitization [14].  

In conclusion, the optimal pouring temperature to obtain the 
best mechanical properties is 1300-1350oC. 

4. Conclusion 

Increasing the holding time from 5 to 20 minutes at 1350oC and 
1300oC results in finer graphite, a smaller amount of nested sheet 
graphite. The finest graphite size is achieved at 20 minutes. 
Holding up to 30 minutes could destroy the nested sheet graphite, 
in which at 1300°C the holding time will be longer than 
overheating and keep the heat at 1350°C to completely lose the 
nested sheet graphite. However, increasing the holding time to 30 
minutes will cause an increase in the graphite size. 

- At 1350oC and 1300oC, the UTS and UFS values increase as 
the holding time improve from 5 to 20 minutes, and reaching the 
highest values at 20 minutes. Thereafter, these mechanical 
properties suffer a decline as the holding time increase from 5 to 
20 minutes. The finer graphite results in higher UTS and UFS 
values.  

- Declining the average pouring temperature from 1350oC to 
1300oC, and then 1260oC (with holding time in 5 minutes and same 
cooling condition) leads to a finer graphite size and the better UTS 
and UFS values. 

From the above results, the casting conditions that can improve 
the product quality is the optimal average pouring temperature is 

1300-1350°C, while the optimal holding time is 10-30 minutes 
which will completely lose the nest graphite. 
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 Portuguese organizations that have invoicing software, certified by the Tax and Customs 

Authority, need to comply with technical requirements that involve business continuity and 

disaster recovery. The recent tax legislative changes created conditions for the 

dematerialization of documents, allowing waiving invoice printing, encouraging the 

adoption of an electronic invoicing and document archiving system. The pandemic situation 

boosted the need for organizations to integrate this paradigm in their business processes. 

However, there are some constraints in the implementation of these requirements, due to 

technical issues, interpretation of tax legislation or the selection of frameworks or good 

practices for Information and Communication Technologies. The objective of the work is 

to present a set of concerns underlying the design of a business continuity plan, supported 

by current tax legislation, by standards and codes of good practice. In view of the 

constraints of Portuguese business capacity, it is also presented a minimum solution that 

meets the legal, regulatory, good practices and conceptual requirements of Information and 

Communication Technologies for initiating the design of a Business Continuity Plan. The 

method used in this investigation was based on the analysis of international standards ITIL, 

ISO, CMMI, COBIT through the assertive interconnection with the subject under study with 

the dispositions stated in the Portuguese legal framework in the field of invoicing. The main 

result was the conception of a decision support process for designing a guide, concerning 

the optimization of the business continuity plan design process. In face of the problematic 

in study, it is considered that the main expected results were achieved, by fostering the 

design of Business Continuity Plan in Portuguese organizations, in order to reduce the gap 

between the practices currently in place and the requirements underlying certification, as 

a way to prepare organizations to deal with disruptive events in invoicing business 

processes. 
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1. Introduction 

This work is an extended version of the paper [1] originally 

presented in 2019 at the 14th Iberian Conference on Information 

Systems and Technologies (CISTI), where some guidelines for the 

conception of o Business Continuity Plan (BCP) were presented, 

having in consideration the organization capabilities and the tax 

and legal obligations. 

Since this is a new study, there are limited implementation 

results to present. Nevertheless, the companies questioned referred 

to the need to implement electronic archive to reduce costs, 

optimize business process and archiving procedures and find 

information faster. This extended version attends those concerns 

and goes a step further by integrating those requirements in the 

analysis, providing a new tool to cope with constraints during the 

pandemic situation. 

The above direction presents further the Business Continuity 

(BC) components and updates the guidelines for the BCP. Now it 

is induced a key perspective in the development of the guidelines, 

including the forced paradigm of remote work and the constraints 

for business operations, consequence of a pandemic situation. 

Organizations must endeavor and adapt to resist the changes or 
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thrive with the opportunities and continue the digital 

transformation. 

Adding to this situation, in recent years, the software 

development industry has been faced with legislative changes, 

which include more functional, and tax or fiscal requirements. By 

legal imposition, there was an expansion on the range of 

organizations covered by the obligation to have Invoicing 

Software (ISw) certified by the Autoridade Tributária e Aduaneira 

(AT), the Portuguese Tax and Customs Authority. 

The resulting legislative simplifications created conditions for 

the dematerialization of documents, providing for the possibility 

of dismissing invoice printing, encouraging the adoption of an 

electronic invoicing and electronic document archiving system. 

Thus, measures of sustainability and cost reduction were 

incorporated, namely, the reduction of file space, reduction of 

paper, consumables and printing hardware, allowing also to 

expand the optimization and automation of invoicing and archive 

procedures. These measures may be a stimulus for organizations 

to invest in the development and use of new technological 

instruments, incorporating a philosophy of innovation and 

sustainability. 

In this sense, having in mind that ISw are one of the 

components of Information Systems (IS), they are subject to a 

specific framework in the tax area and to a set of functional 

requirements that aim to ensure data integrity, security of 

information and business continuity. In this work, the diplomas 

that frame and describe the technical requirements that the ISw 

must observe to obtain a certificate of conformity will be 

presented. 

Whether due to the investment capacity, the integrated 

knowledge of the requirements involved, the interpretation of the 

diversity of existing standards and good practices, the perception 

of imminent risk or simply the definition of priorities, some 

organizations have not yet started designing the BCP or have the 

notion that technology will simply solve problems during, and 

after, a disruptive event in their activity. A BCP does not 

necessarily need to have a high degree of complexity, in the case 

of small organizations. It is commonly discussed that the 

pertinence of analyzing risks, understanding how to continue the 

business in the event of a disaster and to recover from that disaster 

are crucial activities in business continuity and that should be 

understood as adding value to organizations and not just as a 

requirement to meet to be compliant. However, the failure to define 

a BCP makes it difficult to comply with tax legislation in the 

context of the certification of ISw, increasing the duration in time 

of the certification process, usually in scenarios where 

organizations, for commercial reasons, need quickly to obtain the 

certificate issued by AT. In addition, the present pandemic 

situation triggered the need for organizations to transform digitally 

and to integrate their business software with electronic invoicing 

capabilities, especially for online sales. 

Thus, the need arose to create a guide for the design of a BCP, 

to reduce the gap in organizations, between the perception of 

business continuity requirements and the requirements underlying 

the certification of an ISw, translating them into concrete proposals 

with due legal and fiscal justification, standards and good practices 

in the area of Information and Communication Technologies 

(ICT). 

2. Literature review 

The accomplished literature review presents business 

continuity as a program to be followed by organizations that intend 

to be prepared. It included the review of regulations in the field of 

the thematic, as well as the analysis of Data Centers and legislative 

needs underlying the certification of ISw. 

2.1. Business Continuity 

Organizations can be thought of as a set of value chains or 

business processes transversal to the various organic units that 

compose them [2]. Economic, technological and human 

uncertainties have long presented organizations with the 

possibility of crises arising, impeding their ability to operate and 

maintain their business processes and, finally, survive [3]. 

Organizations increasingly realize the importance of adopting 

proactive approaches, it is essential to safeguard business 

processes and the relationship between them, in order to achieve 

business objectives [4]. Thus, organizations must prepare 

themselves in the event of disruptions to their productivity and 

competitive capacity, especially in business processes, supported 

by ICT services, made available to the organization. 

With this in mind, organizations must develop a set of policies 

and procedures to minimize the impact of these disturbances. The 

importance of these measures is emphasized, whose impact may 

affect productivity and competitive capacity, especially in the case 

of organizations whose dependence on ICT services is marked. 

This is the concept underlying the BC, in which an organization 

must have the strategic and tactical capacity, to plan and respond 

to business incidents and interruptions [5], in order to continue 

business operations, at an acceptable level predetermined. 

One of the accepted responses in BC is Disaster Recovery 

(DR), defined as the process performed by an organization, to 

resume business services, after a disruptive event [6]. In this sense, 

the authors advocate a DR planning approach [7], favoring the 

recovery of business processes, especially those supported by ICT 

service. 

However, organizational resilience can be understood, as the 

ability to increase the probability of continuity of any system 

against disruptive incidents, whether are internal or external 

variations, changes, disturbances, disruptions and surprises [4]. 

This concept of resilience also covers effective planning for the 

relaunch of business processes in the short term, with the BCP, in 

addition to the long-term restoration, with the Disaster Recovery 

Plan (DRP) of interrupted operations, following disruptive events. 

Being prepared for these events requires proactive planning of 

the organization's resources so that it can deal with disasters 

effectively and efficiently [8]. Therefore, the organization must 

plan its actions before a disaster occurs, taking into account the 

crisis management phases, resulting from a disaster, as proposed 

in Figure 1. 

Thus, a BCP tries to eliminate or reduce the impact of a disaster 

and is designed to avoid or mitigate risks and reduce the time 
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necessary to restore conditions to a state of normal operation [10], 

aiming to preserve the assets of an organization [11]. 

 

Figure 1: Stages of a business interruption. Adapted from [9]. 

Some vital activities are identified by Hiles [11], who considers 

the development of the BCP as a project, with a defined scope, 

with the analysis of risks and identification of the organization's 

specific key threats. Through the systematic process of Business 

Impact Analysis (BIA), vulnerabilities are revealed and it is 

determined and evaluate the potential effects, or impact on 

business, of an interruption. The definition of the strategy and 

requirements for technological resources is a success factor and it 

is essential to test, exercise and provide training on the BCP [11]. 

Figure 2 shows the essential components of the Business 

Continuity Management (BCM), according to the literature review 

and the standards presented in this work: the contribution of the 

International Organization for Standardization (ISO) through ISO 

22301:2019, ISO 22313:2020 and ISO/IEC 27031:2011, the 

National Fire Protection Association (NFPA) emergency 

preparedness standard called NFPA 1600. Includes the vision of 

the Information Technology Infrastructure Library (ITIL), the 

perspective of the Control Objectives for Information and related 

Technology (COBIT) and Capability Maturity Model Integration 

(CMMI). 

 

Figure 2: BCM components. Adapted from [12] 

Figure 2 presents a sequence of action and interrelationship of 

the components of the BCM. It also presents the time phasing, in 

the methodological approach for the design and maintenance of a 

BCP [12], suggesting the set of components that must be 

completed, to start another phase. 

2.2. Data Center 

The Data Center infrastructures must be seen as a guarantee of 

fail-proof and insurance of business continuity, but if there is a 

disruptive event, it should be at least as short as possible. The 

Uptime Institute created the Tier Classification System standard, 

which is the global language of Data Center performance [13] as a 

means of effectively evaluating it in terms of business 

requirements for system availability. It offers a consistent method 

of comparing unique and customized installations based on the 

expected performance or uptime of the site's infrastructure. 

2.3. Standards 

A set of standards was reviewed in order to incorporate good 

practices on the business continuity topic. 

NFPA 1600 2019 

Widely used by entities, NFPA 1600 2019 was adopted by the 

United States Department of Homeland Security as a voluntary 

consensual standard for emergency preparedness [14]. 

The standard consists of 10 chapters and 13 annexes in which 

a common set of criteria for all hazards is established in disaster, 

crisis and emergency management and business or operations 

continuity programs. It follows the Plan-Do-Check-Act approach, 

providing the fundamental criteria of preparation and resilience, 

including the planning, implementation, execution, evaluation and 

maintenance of programs for prevention, mitigation, response, 

continuity and recovery [15]. The standard may be applicable to 

public, private, non-profit and non-governmental entities. 

ISO 22301:2019 

The ISO 22301:2019, on the theme “Security and resilience - 

Business continuity management systems - Requirements”, is a 

standard for implementing a BC Management System and 

continuously improving the BC resources based on priorities and 

feedback management. It specifies the requirements for 

implementing, maintaining and improving a management system 

to protect against, reduce the likelihood of, prepare for, respond to 

and recover from disruptions when they arise [16]. 

ISO 22313:2020 

The ISO 22313:2020 standard, with the theme “Security and 

resilience - Business continuity management systems - Guidelines 

on the use of ISO 22301”, provides guidelines and 

recommendations for the application of the requirements of the 

Business Continuity Management System (BCMS) indicated in 

ISO 22301. The guidelines and recommendations are based on 

international good practices. This standard is applicable to 

organizations that implement, maintain and improve a BCMS [17], 

who seek to ensure compliance with the stated business continuity 

policy, who need to be able to continue delivery of products and 

services, at acceptable predefined capacities following a disruption 

and who seek to improve their resilience through the effective 

application of the BCMS. 

ISO/IEC 27031:2011 

The International Standard ISO/IEC 27031:2011 entitled 

“Information technology - Security techniques - Guidelines for 

information and communication technology readiness for business 

continuity”. This standard describes the concepts and principles of 

ICT readiness for business continuity, and provides a framework 

of methods and processes to identify and specify all aspects (such 
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as performance criteria, design, and implementation) for 

improving an organization's ICT readiness to ensure business 

continuity [18]. 

2.4. Reference Standards and Good Practices 

Within the scope of standardization and improvement of 

business processes, there is a concern with the application of good 

practices. Thus, due to its relevance, this chapter presents the set 

of frameworks and good practices ITIL, COBIT and CMMI. 

ITIL 

ITIL 4 brings ITIL up to date by re-shaping much of the 

established ITSM practices in the wider context of customer 

experience, value streams, and digital transformation, as well as 

embracing new ways of working, such as Lean, Agile, and 

DevOps. ITIL 4 provides the guidance organizations need to 

address new service management challenges and utilize the 

potential of modern technology. The guidance provided can be 

adopted and adapted for all types of organization and service. It is 

designed to ensure a flexible, coordinated and integrated system 

for the effective governance and management of Information 

Technology-enabled services [19]. 

One to the Service management practices, under ITIL 

management practices, is Service continuity management. Its 

purpose is to ensure that the availability and performance of a 

service are maintained at sufficient levels in case of a disaster [19]. 

COBIT 

COBIT 2019 was designed and created by Information 

Systems Audit and Control Association (ISACA). Is a framework 

for the governance and management of information and 

technology, aimed at the whole enterprise. COBIT 2019 is 

composed of 40 ICT processes in two fundamental areas, 

Governance and Management, divided into four domains. COBIT 

describes how an enterprise can design a customized and tailored 

governance solution for enterprise Information and Technology 

(IT) and should build its governance system for enterprise ICT 

[20]. 

COBIT defines the components to build and sustain a 

governance system: processes, organizational structures, policies 

and procedures, information flows, culture and behaviors, skills, 

and infrastructure. It defines the design factors that should be 

considered by the enterprise to build a best-fit governance system 

and addresses governance issues by grouping relevant governance 

components into governance and management objectives that can 

be managed to the required capability levels [20]. 

It was important in this work to characterize the focus on 

strategic alignment between ICT and business solutions; in the 

generation of value, but optimizing costs and ICT services; risk 

management, disaster recovery and continuity of operations. 

CMMI 

CMMI V2.0 is an integrated set of best practices that enable 

business to improve performance of their key business processes. 

It helps a business to understand its current level of capability and 

performance and its practices can guide improvement [21]. 

CMMI deals with various Capability Areas like “Managing 

Business Resilience”, that addresses the ability to anticipate, 

prepare for, and respond to interruptions in order to continue 

operations. Incorporates Practice Areas namely “Incident 

Resolution and Prevention” to resolve and prevent disruptions to 

sustains service delivery levels. “Risk and Opportunity 

Management” in order to identify, record, analyze, and manage 

risks and opportunities and “Continuity” to plan mitigation 

activities for disruptions to operations so that work can continue or 

resume [21]. 

3. Tax legislation 

Portuguese tax legislation defines technical requirements for 

ISw [22] to guarantee data integrity, information security or 

business continuity and are described, briefly, in the legislation 

presented below. Some requirements establish the conditions to be 

observed when scanning and archiving in electronic format, 

intended to replace the respective paper archive. It also regulates 

the technical conditions for the issue, upon acceptance by the 

recipient, of invoices issued electronically and for their 

conservation and archiving, as well as for the existence and 

conservation of backup copies of the data supporting the ISw [23]. 

3.1. Decree Law No. 28/2019 

The main objectives of Decree Law no. 28/2019, of February 

15, of the Presidency of the Council of Ministers, are to promote 

legislative simplification and harmonize divergent rules on the 

conservation of documents for tax purposes. In this context, 

Decree Law no. 28/2019 created the conditions for the “Paperless 

invoice” and apposition of Quick Response (QR) code. 

It provided for the possibility of waiving the printing of 

invoices and also strengthened the conditions for the 

dematerialization of documents, encouraging the adoption of an 

electronic invoicing system and electronic document archive, 

being an asset for the development of a more ecological vision, 

based on reducing the use of paper, inks and printing toners. The 

conditions created allow organizations to reduce costs with the 

fulfillment of tax obligations, stimulating the development and use 

by organizations of new technological instruments, incorporating 

a philosophy of innovation and debureaucratisation. For this 

purpose, a substantial reform of the rules applicable to the 

archiving of books, records, databases and supporting documents 

of accounting was introduced [23]. 

3.2. SAF-T (PT) 

The Standard Audit File for Tax Purposes - Portuguese Version 

(SAF-T (PT)) is a standardized tax audit file for data export in 

Extensible Markup Language (XML) format, mandatory for ISw, 

created in 2007, with the publication of Ordinance 321-A/2007, of 

March 26, of the Ministry of Finance and Public Administration. 

Its objective is to allow an easy export, at any time, of a 

predefined set of accounting, invoicing records, and relevant tax 

documents, in a legible and common format, regardless of the ISw 

used, without affecting the internal structure of the ISw database 

or its functionality [24]. The SAF-T (PT) file is intended to 

facilitate the collection and processing, in electronic format, of the 

relevant tax data. It allows simplifying procedures and boosting the 

use of new technologies [24], which may be the file that contains 
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the list of the relevant tax documents registered on archive. The 

most current SAF-T (PT) data structure is set out in Annex I to 

Ordinance No. 302/2016, of December 2, of Finance. 

3.3. Decree Law No. 198/2012 

The Decree Law no. 198/2012, of 24 August, of the Ministry 

of Finance, the starting point for the known E-Fatura service, 

creates a regime that regulates, namely, the electronic transmission 

of data elements of invoices and other documents with tax 

relevance, including printing of transport documents, to AT. 

Establishes measures to control the issuance of invoices and other 

documents of tax relevance, defines the means for its 

communication to AT and creates a tax incentive when the 

acquirer requires such documents [23]. 

It should be noted that this communication can be made 

through electronic transmission in real-time integrated with a 

certified ISw using a web service provided by AT or by sending 

the summary file, based on the file SAF-T (PT), exported 

periodically (usually monthly) by a certified ISw. 

3.4. Invoicing Software Certification 

Compliance with the provisions of Ordinance No. 363/2010, of 

23 June, allows obtaining the title of an ISw certified by AT [25]. 

AT certification is important to foster compliance with the law and 

legal technical requirements and good ICT practices. 

Taxable persons, whose obligation to issue an invoice is 

subject to the rules established in Value Added Tax Code (VATC), 

are obliged to use, exclusively, ISw that have been subject to prior 

certification by AT, whenever have had, in the previous calendar 

year, a total turnover exceeding 50,000 euros or are using an ISw 

or have organized accounting. 

Thus, if organizations do not choose to use an ISw that have 

already been certified and intend to use those that they have 

produced, they should request their certification. To start the 

certification process, organizations must submit, on the Finance 

Portal, an official “Modelo 24” form. 

The issuance of the certificate may be preceded by compliance 

tests to observe the requirements resulting from Portuguese tax 

legislation and a set of defined technical requirements [25]. It 

should be noted that the certified version of an ISw must comply 

with the corresponding requirements, which is the responsibility of 

the ISw producer, even after the compliance tests and throughout 

the life of the ISw [23]. 

The compliance tests are conducted by AT, being responsible 

for analyzing, clarifying and conducting the face-to-face 

compliance testing meeting an AT Inspector, with functions 

assigned to certification of ISw. 

Since the beginning of the COVID-19 pandemic declaration, 

faced with the impossibility of free movement and other 

restrictions, AT has prepared a videoconference solution that 

would allow to give support to software producers and to safely 

perform compliance tests. After all the relevant requirements have 

been verified by videoconference, a meeting would be scheduled 

to conduct compliance tests, in a face-to-face meeting. Thus, it was 

possible to keep the certification process active. 

AT maintains, on the Finance Portal, an updated list of 

programs and respective certified versions, as well as the 

identification of the software producers, proving that during the 

COVID-19 confinement months, several ISw were certified. 

3.5. Ordinance No. 363/2010 

The preamble to Ordinance No. 363/2010, of 23 June, states 

that the increasing use of ISw has undeniable advantages in terms 

of the speed of information processing. However, it introduces new 

risks in terms of fiscal control, due to the possibility of subsequent 

adulteration of recorded data, enhancing situations of tax evasion 

[25]. 

In this perspective, the aforementioned ordinance defines rules 

so that the ISw observe the requirements that guarantee the 

inviolability of the information initially registered, allowing, 

consequently, that only the ISw that respect such requirements can 

be used, after certification by AT. The certification of ISw depends 

on the cumulative verification of several requirements, among 

them must be able to export the SAF-T (PT) file, have access 

control to ISw and respect the technical requirements defined in 

Order No. 8632/2014. 

3.6. Order No. º 8632/2014 

Order No. 8632/2014, of July 3, from the Ministry of Finance, 

was published to comply with the provisions of Ordinance No. 

363/2010, which states that one of the requirements for obtaining 

ISw certification is to observe the technical requirements approved 

by the AT. Thus, ISw even if already certified, must comply with 

its approximately 100 technical requirements in different areas, 

including backup policies, data recovery, access controls or 

document signing and security [22]. 

4. Methodology 

The research-action methodology in the realistic perspective 

was the main axis of the investigation protocol. It helped to reduce 

the complexity of the problem, due to the variety of categories of 

organizations and their ICT strategies [26], as well as business 

specificities. It would be a hindrance to integrate the requirements 

and the hypotheses for solving the problem in a single approach 

[27]. Thus, a questionnaire was created for ICT managers as a way 

of capturing relevant information about the invoicing solution 

implemented in the organization. From the data analysis, it’s 

inferred a BCP proposal that integrates the researcher's knowledge 

about the problem, the applicable legal and normative 

requirements, the constraints and the various conceptual 

technological alternatives of resolution in order to outline a 

sufficiently comprehensive guide for most of the organizations in 

Portugal. 

5. Results 

The guide for the design of a BCP is outlined, starting with a 

questionnaire with the main questions, structured in specific 

knowledge areas that the ICT managers must ask in the analysis of 

the problem, as shown in Figure 3. It culminates in a better 

understanding of the business processes and procedures involved 

that will be the target of the BCP, regarding procedures to be 

designed for disaster recovery and business continuity of the ISw. 

It enhances the understanding of ISw's data backup policies and 
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approaches to the implementation of a technological conceptual 

solution capable of eliminating vulnerabilities and mitigating the 

effects of a disruptive event in the invoicing business processes. 

Structurally, the questionnaire contains a set of multiple-choice 

questions, each contributing to the perception of the organization 

invoicing solution and to the compliance with specific 

requirements defined in the tax legislation, standards and good 

practices researched. 

Figure 3 shows the decision support process with the questions 

that make up the questionnaire. The word “invoice” refers to all 

relevant tax documents, including, for example “orders” or, “credit 

note”. The order in which the questions are answered is not 

important, since the software that supports the guide adapts to each 

new question answered. Three questions allow diverting the flow 

of the program, as its answer invalidates the following 

interconnected questions: 

9. "Is there an Invoicing Software?" - if not, it is not needed to 

ask about the producer responsible for the ISw and its architecture; 

13. "Is the Invoicing Software connected to a central 

software?" - if not, there is no need to conclude about the location 

of the central database in the client/server configuration; 

15. “Are invoices issued electronically?” - if not, there is no 

need to question if, or how Electronic Data Interchange (EDI) is 

used. 

All other questions follow a common reasoning flow and are 

positioned according to the theme of the question, which may be 

important to request answers to the questionnaire from another 

employee of the organization. It is important to note that the guide 

was specially designed for organizations that have an ISw, and it 

is not an objective to find proposals outside this scope. The 

questions areas are: 

• Organization: Allows the organization to be classified 

according to the criteria of Small and Medium Enterprises 

(SME) [28], to know the sector of activity in order to 

understand the investment capacity [29] and the total turnover 

to infer, and also about the obligation to have an ISw certified 

by AT; 

• Invoicing volume: Allows to verify the invoicing issuance 

days; whether the organization has continuous invoicing (for 

example for scheduling jobs in periods of less activity) or only 

during normal working hours, as well as the average number 

of documents issued per day. It aims to reveal the periodicity 

of backup copies and more appropriate techniques, taking into 

account the conclusions about investment inferred in the 

“Organization” area; 

• Printing: The objective is to understand whether organizations 

print the documents issued and keep the accounting archive in 

paper, in order to suggest scanning and archiving in electronic 

format, as well as the possibility of recovering documents in 

case of corruption of the database; 

• Invoicing Software: Find out if the organization uses an ISw, 

even if not required, inferred by the conclusions in 

"Organization". Know if the ISw was developed in-house or 

acquired in order to understand the decision-making 

capability on requirements and technical capability on the 

ISw. It is important to understand if the ISw is desktop-based, 

web-based or a terminal application in order to infer the 

technological infrastructure associated with the physical 

location of the database; 

• Electronic issuance: It aims to infer the processing of the 

documentation produced and propose the electronic issuance 

according to the technique used and with the conclusions in 

“Invoicing volume”; 

• Manual issuance: Intends to assess the need to comply with 

the requirements set out in point 2.4 of Order 8632/2014 [22]. 

Propose business continuity in case the ISw is inoperable, 

taking into account the conclusions in “Invoicing volume”. 

• Electronic Archive: Intends to assess the need to comply with 

the requirements set out in Decree Law No. 28/2019. Aims to 

propose a reduction of archiving costs, the efficiency of 

archiving procedures, especially those supported on remote 

work business processes and improve business continuance 

readiness. 

The flow of decisional process and the questions that are part 

of the questionnaire are presented in Figure 3. 

 

Figure 3: Decision support process for the design of the guide. 

The questionnaire presented in Figure 3 has the basic or 

relevant questions to ask, and the multiple-choice answer will 

drive the decisional process conclusions. For example, when 

questioned about the connection to a central software, the answer 

will have a variety of options to try to determine the architectural 

solution implemented. 
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5.1. Discussion 

Stablished or entrepreneurial entities, when starting or 

reformulating their commercial activity and business processes, 

should take into account the potential of legislative considerations 

mentioned in this work. The focus on online businesses, amplified 

by the increased use of telework, resulting from the measures to 

contain this recent pandemic, allows some management, 

optimization and control functions to be performed remotely. The 

effects are reflected in the need to optimize business processes, the 

time spent on activities, but above all in technological innovation 

that mitigates the gaps underlying this new vision of the business 

and digital world. This new vision will depend on the 

dynamization of ICT in business processes and the quick response 

to this desire, where there is a need to make quick and effective 

decisions, but with the necessary efficiency so that the change is 

adequate. 

5.2. Future work 

The aim is to design an approach that allows the questionnaire 

to be published online and to obtain more data for treatment, in 

order to refine the design of a BCP supported by technological 

solutions. 

Nevertheless, for questionnaire evolution, some other 

requirements need to be addressed, especially the ones who 

improve the security of the software system and some other ones 

that enhance business continuity and disaster recovery. 

Another research direction is to design a case study, to evaluate 

the business processes dynamization or optimization and obtain 

the return on investment achieved. The study should occur before 

and after the implementation of electronic invoicing and/or 

electronic archiving in the organization, in a set of preselected 

business processes. The target organization is one that intents to 

transform its business processes for telework, triggered for 

example, by restrictions due to pandemic situations. 

6. Conclusions 

The previous identification of the constraints felt by the 

organizations in the design of a BC solution allowed to conduct the 

literature review and the identification of the issues, considered 

relevant, in the context of supporting the design of a guide for the 

design of BCP. The review of the literature on the theme of BC, 

including standards and good practices, and the relevant applicable 

tax legislation was important in this work. The systematization of 

information in this field adds value to the scientific community, as 

well as to users who are part of this type of problem. 

On the other hand, the change in the paradigm of issuing and 

communicating invoices and tax relevant documents triggered the 

need for organizations to prepare for the challenge of innovation 

or technological adequacy for electronic invoice issuing, as well as 

for the electronic archive. The current pandemic situation has 

accelerated this need for digital transformation. 

The tax legislation points to the requirements to be met and 

provides for the possibility of issuing documents by electronic 

means, the possibility of their electronic transmission to AT, and 

the possibility of their electronic archive. Understanding what are 

the correct procedures and what are the requirements involved in 

the certification of an ISw in Portugal it is considered relevant for 

organizations that develop the software, as well as for 

organizations that decide to purchase a solution. This work aimed 

to help the identification of the main regulatory documents in the 

thematic, as well as the legal characterization of invoicing in 

Portugal, in order to support organizations in the design or 

adaptation of the ISw. The implementation of electronic invoicing 

and electronic archiving procedures can enhance business 

continuity and boost the innovation that leads to new software 

products, digital transformation, marketing approaches, or new 

ways of making business. 

The questionnaire made it possible to systematize the variables 

involved underlying the tax requirements, the existing 

technological infrastructures, and the invoicing and archiving 

procedures implemented. Through a process of analysis of the 

answers, vulnerabilities can be perceived, as well as the needs for 

business continuity and disaster recovery. It is considered that the 

constraints perceived by organizations were reduced by improving 

the understanding of the variables that they must observe, the areas 

in the legislation and regulations that they must integrate, as well 

as the needs of human and technological resources, according to 

their investment capacity. 

This work encourages the adoption of concrete strategies and 

procedures for business continuity, where invoicing and electronic 

archiving may be relevant, for organizations with an ISw, certified 

or not by AT. 
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Connected and self-driving cars have emerged over the last decade as a leading example of
cyber-physical systems, which seek to considerably enhance traffic safety, reduce emissions,
decrease costs, and improve efficiency. Google, TESLA, Uber ATG are becoming pioneers in
the autonomous vehicles industry. Autonomous vehicles can have a large codebase and with a
large volume of messages exchanged. The concepts of connected driving, cooperative driving,
and intelligent transportation systems increase the connectivity of vehicles to the internet or
other cloud services. High connectivity, misconfiguration, and insecure coding widen the attack
surface of autonomous vehicles. A conceptual model of autonomous vehicles is presented in
this paper to better understand autonomous vehicles’ attack surface. In addition, specific threat
modeling techniques are discussed. Experiments were carried out to demonstrate the security
risks to autonomous vehicles due to third party Electronic Control Units.

1 Introduction

The term autonomous vehicles is used to designate technology-
oriented vehicles with robotic and self-driving features (self-parking,
GPS sensing tools, and higher automation capabilities). Both con-
nected and self-driving cars have emerged over the last decade as a
leading example of cyber-physical systems, which seek to enhance
traffic safety, reduce emissions, decrease costs and improve effi-
ciency. At the same time, the automobile industry has experienced
a major transformation from monolithic manufacturing processes
to distributed procurement. The paradigm of distributed procure-
ment allows automobile manufacturers to acquire software and
sensor/hardware components from numerous third parties.

Distributed systems usually comprise of a complex connec-
tivity layer with different nodes. The features of connectivity in
autonomous vehicles provide real-time connections to the web, sen-
sors, radar, GPS with user privacy, and other measurement units
[1, 2]. In other words, autonomous vehicles are empowered to ac-
quire all relevant information needed to perform the self-driving
functions [3].

As the market penetration of autonomous vehicles has increased,
there is a growing demand among organizations, consumers, and
regulatory bodies for the underlying technologies to be tested to
guarantee their overall safety, as well as evaluate their cloud and

cyber security together with data privacy. The augmented diversity
of software, sensors, and communication channels has driven this
demand [4]. During the process of critical-information exchange
between the vehicle and the external infrastructure, a new attack sur-
face can emerge, as several stakeholders (telematics, hardware, and
software components, etc.) and rapid modifications (i.e., software
processes) are involved.

Sensors can provide an extensive amount of information on the
environment surrounding the vehicle together with sensing the inter-
nal components. Electronic Control Units (ECUs) and sensors are
the focal point of information exchange inside autonomous vehicles,
as they provide critical information to the engine control unit of the
vehicle. The data obtained from sensors can be shared and utilized
for all types of assessments and calculations by other automotive
systems.

Sensors and ECUs contain a large codebase that was enhanced
to provide features required by autonomous vehicles. This “func-
tional abundance” has widened the attack surface, adding to the
existing vulnerabilities that have not been identified in the old code
bases. Sensors and ECUs can talk to each other with different net-
works equipped in modern vehicles. The design of such networks
has focused on efficiently wiring these components rather than on
security.

There are 6 different levels of autonomous driving defined by
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the Society of Automotive Engineers as shown in Figure 1. Modern
vehicles nowadays can achieve levels between two and three.
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Figure 1: SAE automation levels

The motivation behind this work is to develop a conceptual
model for autonomous vehicle to better understand the attack sur-
face of autonomous vehicles and support their security testing. This
will allow researchers and manufacturers to better understand the
attack surface on autonomous vehicles and bridge the gap in the
areas that have not been explored.

This paper develops on our previous work on defining a con-
ceptual model for autonomous vehicles [5], where we modeled
the autonomous vehicles’ assets, their vulnerabilities and the corre-
sponding threats. Here, we take a closer look to modeling the assets
related to the Controller Area Network (CAN) of the vehicles. The
rationale behind this choice is that many aftermarket gadgets and
smart applications taking advantage of the CAN bus could contain
vulnerabilities exploitable by malware. We conduct an experiment
on a simulated CAN bus to illustrate different security attack sce-
narios such as traffic sniffing, replay attack and packet injection.
Based on our experiment, we discuss and compare different threat
modeling techniques that can be used to identify security threats
based on the conceptual model presented.

The contribution of this article is, therefore: (i) enhanced con-
ceptual model of autonomous vehicles to better understand their
attack surface, (ii) analysis of Controller Area Network and cyber
security attacks on modern vehicles, (iii) analysis of specific threat
modeling techniques, (iv) demonstration of the cyber security risks
to autonomous vehicles due to third party Electronic Control Units.

The paper is organized as follows. In Section 2 we present an
autonomous vehicle conceptual model. Section 3 describes Con-
troller Area Network protocols. Section 4 overviews cyber security

attacks on modern vehicles. Section 5 focuses on a remote attack
that had an impact on millions of vehicles. Section 6 provides an
overview of different threat modeling techniques that could be used
for threat modeling of autonomous vehicles. Section 7 illustrates
the experimental results of sniffing and injecting traffic on CAN
network using a simulated environment. In section 8 we summarize
and discuss the future direction of research.

2 Autonomous Vehicle Conceptual Model
This section describes our enhanced conceptual model of au-
tonomous vehicles [5]. The model consists of three main areas;
vehicle, communications, and edge-cloud (Figure 2).

2.1 Vehicle

The vehicle component of the conceptual model focuses on the phys-
ical boundary of the vehicle. In the conceptual model, we focused
on the important items that will support future work in security mod-
eling and analysis of autonomous vehicles. The main categories of
the vehicle layer are Electronic Control Units (ECUs), they are the
brain of the vehicle, Sensors, and Inter-Vehicle communication. In
addition, it is important to highlight the internal connectivity items
such as the On-Board Diagnostic port (OBD-II). Different types of
networks exist in autonomous vehicles with different speeds. The
ECUs in the vehicle are usually connected to at least one or more
internal vehicle network. The gateway is used to facilitate com-
munication between different communication buses. The OBD-II
connection provides access to the vehicle’s internal network and
interaction with various low-level sensors.

ECUs are essential components of modern vehicles. Each ECU
is responsible for performing actions such as door locks, power
steering, fuel injection, and many other critical functions. ECUs can
also be categorized into subcategories based on their functionality
[6]. The list below provides categories for ECUs found in modern
vehicles:

• Powertrain: controls many factors in vehicles and responsi-
ble for transmission, emission controls, and onboard control
modules.

• Safety: vehicle safety-related operations such as collision
detection, active parking, and air-bag system.

• Body: less critical operations of the vehicle such as power
windows and mirrors, cooling and heating, etc.

Examples of some of the key ECUs from the categories above
are:

• ECM: engine control module

• VVS: vehicle vision system

• IRM: inflatable restrain module

• NCM: navigation control module
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Figure 2: Autonomous Vehicle Conceptual Model

Sensors are used in autonomous vehicles to collect informa-
tion about the vehicle’s surroundings. Vehicles are equipped with
various sensors, examples of sensors equipped are GPS, cameras,
LiDAR. The vehicle uses the information received from the sensors
to perform different actions such as warning messages, navigation
capability, distance calculation, and others.

The Inter-vehicle communication component of the concep-
tual model focuses on the communication networks in the physical
boundary of the vehicle. The main purpose of these networks is
to allow efficient communication between electronic units in the
vehicle. There are different types of networks in vehicles such as
CAN, TTCAN, FlexRay, and Local Interconnect Network (LIN)
[7, 8]. The CAN is widely used in automotive to support critical
applications with a bandwidth of 125 kBits/s. The LIN bus runs at a
lower bandwidth (10 kBit/s) to support less critical applications such
as power windows and doors lock. FlexRay is a more expensive
implementation of CAN, used commonly in BMW. FlexRay has 2
channels at a speed of 5 and 10 Mbit/s [9, 10].

2.2 Communication

The communication layer of the model focuses on the external
communication medium for autonomous vehicles. Future trans-
portation system is envisioned to support cooperative driving and
information exchanging to enhance the driving experience, increase
safety, and reduce collisions. There are two main categories in the
communication layer; VANET stack and Internet Stack.

VANET Stack is the vehicular Ad Hoc Networks (VANETs).
VANETs can use wireless networking technology to allow vehi-
cles to communicate with each other and share information using

Dedicated Short Range Communication (DSRC). There are dif-
ferent types of communication in VANETs. The first one is V2V,
which stands for Vehicle to Vehicle communication. V2I: vehicle
to station communication. V2R: vehicle to Road Side Unit (RSU)
communication. V2X: vehicle to everything.

There are two types of messages in VANETs; beacon messages
and special purpose messages [11, 12]. Vehicles broadcast mes-
sages that act as heartbeats using beacon messages. Special purpose
messages carry information about collisions and warning messages
to nearby vehicles [13]. VANETs using DSRC or even cellular net-
work is anticipated as the future of intelligent transportation system
[14].

Internet Stack component of the model considers the cellular net-
work as the communication means. Internet stack includes 4G and
5G data link and physical link [15]. Initial research in autonomous
driving focused on VANETs as the future of communication for
vehicles using DSRC. Modern vehicles are equipped with cellular
network connectivity that could enable VANET communication
over cellular network.

2.3 Edge Cloud

Edge Cloud layer of the model focuses on the vehicle communi-
cation with external entities. Original Equipment Manufacturers
(OEM) perform remote updates to vehicles remotely for applying
patches, issues fix or enhance features. Many services are currently
offered by third party providers such as media services, fleet man-
agement, vehicle tracking, and many other applications and services.
Below are some examples:

• Maps update service.
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• Traffic information.

• OEM firmware update.

• Third-party dongles firmware update.

• Value Added Services.

Some insurance companies nowadays mandate drivers to install
OBD-II compatible dongles to monitor driving behavior and adjust
insurance tariffs accordingly. Vehicles are expected to be connected
to edge cloud services to support smart and green transportation [16].
As part of intelligent transportation system management [17, 18],
vehicles are expected to be connected to transportation authorities
and share various types of information.

3 Overview of Controller Area Network
The Controller Area Network (CAN) is a standardized network
adopted by many car manufacturers for efficiency, safety, and manu-
facturing purposes. CAN ensures minimum latency, together with
other features to handle functional networks of a vehicle. It has
been adopted since early 1980s to primarily handle automotive elec-
tronics, and more specifically, different types of electronic control
units [19]. The CAN protocol has many distinctive features such as
being able to discover defects in the communication network and
electronic control units (ECUs) [20]. ECUs play a crucial role in
operating an autonomous vehicle. By allowing ECUs to exchange
information via CAN, the autonomous vehicle can support new intel-
ligent features. In comparison with other networks, however, CAN
have some weaknesses such as limited electrical loading, and vulner-
ability to overflow of undesirable interactions or communications
[21].

Known vulnerabilities of CANs have encouraged experts to
develop a new security network for ECUs, especially for auto-
mated and self-driving vehicles [20]. One of the major motives
for developing a new network is that CAN was not designed for
communications from outside the vehicle, i.e. vehicle-to-Internet
communications, vehicle-to-cloud, vehicle-to-pedestrian, and other
types of connectivity. As a result, cyber security challenges, particu-
larly denial-of-service attacks are a major hurdle when using CAN
for autonomous vehicles. Moreover, third party dongles have been
introduced by different service providers such as insurance or fleet
management companies. These devices interface with the vehicle
through the On-Board Diagnostics port (OBD-II). Physical OBD-II
connection provides access to the vehicle’s internal network and
interaction with various low-level sensors.

3.1 CAN Protocols

CAN is a simple protocol that was deployed vehicles since 1996. It
allows Electronic Control Units (ECUs) to communicate with each
other. CAN run on two wires; CAN High (CANH) and CAN Low
(CANL). At the physical layer, CANH uses differential signaling,
which is used in environments where fault-tolerance to noise is a
must. When a signal comes in, CANH raises the voltage on one line
and drops the other line of an equal amount.

3.1.1 The OBD-II Connector

Most vehicles are equipped with On-Board Diagnostic Connector
named OBD-II. It is usually located under the steering wheel of a
vehicle. It is also known as a diagnostic link connector (DLC). CAN
Connections can be found in supported vehicles from the OBD port
in dual-wire pairs. CANH and CANL can be found on pin 6 and 14
or the OBD-II connector.

• CANH: High-Speed CAN Lines

• CANL: Low Speed or Mid Speed CAN Lines (LS-CAN and
MS-CAN).

3.1.2 CAN Packets Layout

There are two types of CAN packets; standard and extended. Ex-
tended packets are like the standard ones but with larger space to
hold IDs. The Complete frame of standard CAN is shown in Figure
3. Fields of standard packets are described below.

DATA

CAN HI

CAN LO

Arbitration Field Control Data CRC Field End of Frame
Complete CAN Frame

00000000000000 1100 110000000000000000 1100000000000000 1100 1100000000 111100000000000000 1100 1111111111111111111111

11 4 8 15

S
ta

rt
 o

f 
F

ra
m

e

ID
1
0

ID
9

ID
8

ID
7

ID
6

ID
5

ID
4

ID
3

ID
2

ID
1

ID
0

R
e
q

u
. 

R
e

m
o

te

ID
 E

x
t.
 B

it

R
e
s
e

rv
e

d

D
L
3

D
L
2

D
L
1

D
L
0

D
B

7

D
B

6

D
B

5

D
B

4

D
B

3

D
B

2

D
B

1

D
B

0

C
R

C
1

0

C
R

C
9

C
R

C
8

C
R

C
7

C
R

C
6

C
R

C
5

C
R

C
4

C
R

C
3

C
R

C
2

C
R

C
1

C
R

C
0

C
R

C
1

4

C
R

C
1

3

C
R

C
1

2

C
R

C
1

1

C
R

C
 D

e
lim

it
e
r

A
c
k
n

o
w

. 
S

lo
t 
B

it

A
c
k
n

o
w

. 
D

e
lim

it
e
r

E
O

F
6

E
O

F
5

E
O

F
4

E
O

F
3

E
O

F
2

E
O

F
1

E
O

F
0

IF
S

2

IF
S

1

IF
S

0

DATA

CAN HI

CAN LO

Arbitration Field Control Data CRC Field End of Frame
Complete CAN Frame

0000000 10 100000000 10000000 10 10000 110000000 10 11111111111

11 4 8 15

S
ta

rt
 o

f 
F

ra
m

e

ID
1
0

ID
9

ID
8

ID
7

ID
6

ID
5

ID
4

ID
3

ID
2

ID
1

ID
0

R
e
q

u
. 

R
e

m
o

te

ID
 E

x
t.
 B

it

R
e
s
e

rv
e

d

D
L
3

D
L
2

D
L
1

D
L
0

D
B

7

D
B

6

D
B

5

D
B

4

D
B

3

D
B

2

D
B

1

D
B

0

C
R

C
1

0

C
R

C
9

C
R

C
8

C
R

C
7

C
R

C
6

C
R

C
5

C
R

C
4

C
R

C
3

C
R

C
2

C
R

C
1

C
R

C
0

C
R

C
1

4

C
R

C
1

3

C
R

C
1

2

C
R

C
1

1

C
R

C
 D

e
lim

it
e
r

A
c
k
n

o
w

. 
S

lo
t 
B

it

A
c
k
n

o
w

. 
D

e
lim

it
e
r

E
O

F
6

E
O

F
5

E
O

F
4

E
O

F
3

E
O

F
2

E
O

F
1

E
O

F
0

IF
S

2

IF
S

1

IF
S

0

DATA

CAN HI

CAN LO

Arbitration Field Control Data CRC Field End of Frame
Complete CAN Frame

0000000 10 100000000 10000000 10 10000 110000000 10 11111111111

11 4 8 15

S
ta

rt
 o

f 
F

ra
m

e

ID
1
0

ID
9

ID
8

ID
7

ID
6

ID
5

ID
4

ID
3

ID
2

ID
1

ID
0

R
e
q

u
. 

R
e

m
o

te

ID
 E

x
t.
 B

it

R
e
s
e

rv
e

d

D
L
3

D
L
2

D
L
1

D
L
0

D
B

7

D
B

6

D
B

5

D
B

4

D
B

3

D
B

2

D
B

1

D
B

0

C
R

C
1

0

C
R

C
9

C
R

C
8

C
R

C
7

C
R

C
6

C
R

C
5

C
R

C
4

C
R

C
3

C
R

C
2

C
R

C
1

C
R

C
0

C
R

C
1

4

C
R

C
1

3

C
R

C
1

2

C
R

C
1

1

C
R

C
 D

e
lim

it
e
r

A
c
k
n

o
w

. 
S

lo
t 
B

it

A
c
k
n

o
w

. 
D

e
lim

it
e
r

E
O

F
6

E
O

F
5

E
O

F
4

E
O

F
3

E
O

F
2

E
O

F
1

E
O

F
0

IF
S

2

IF
S

1

IF
S

0

Figure 3: CAN Frame of standard packet [22]
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Figure 4: CAN communication based on broadcast messages

• Arbitration ID: a broadcast message that identifies the ID of
the target device it tries to communicate with.

• Identifier Extension (IDE): always 0 for standard CAN

• Data length code (DLC): the size of the data, which ranges
from 0 to 8 bytes

• Data: data to be transmitted.

Communication on CAN bus is broadcast messages, similar
to UDP packets on ethernet networks as shown in Figure 4. All
controllers see every packet transmitted on CAN. Extended packets
are similar to standard packets, but the can be changed together to
create longer IDs. They are designed to fit inside standard CAN
packets with backward compatibility.
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3.1.3 The ISO-TP Protocol

The ISO 15765-2 is a standard for sending packets over CAN. It
extends the limit of sending 8 bytes to 4095 bytes. This protocol is
commonly used for diagnostic messages (Unified Diagnostic Ser-
vices) and KWP messages (alternative protocol to CAN). The first
byte is used for extended addressing, leaving only 7 bytes for data
per packet. Using ISO-TP can easily flood the CAN bus, thus it
should be used carefully [23].

3.1.4 The Local Interconnect Network Protocol

The Local Interconnect Network (LIN) is a master-slave facility that
was designed to complement CAN. It can have up to 16 slaves

4 Overview of Cyber Attacks on Modern
Vehicles

This section focuses on recent cyber security attacks on modern
vehicles. Firstly, the section provides an overview of the interesting
vulnerabilities discovered by researchers in different modern vehi-
cles. In the second part of this section discusses in detail one of the
most interesting attacks on vehicles, the Jeep Cherokee 2015 attack.

4.1 Vulnerabilities Overview

4.1.1 Jeep Cherokee

Uconnect is an entertainment system that relies on cellular network
to deliver entertainment services and applications in Jeep Cherokee
entertainment system [24]. The entertainment system had a diagnos-
tic bus port that runs on 6667. Since the port had no authentication
requirements, some sensitive information was obtained by connect-
ing to the port, such as GPS information, VIN, and other private
information. At the time of the research, around 1.4 million vehicles
using the Uconnect system were vulnerable. To identify vulnerable
vehicles, a mass scan for the diagnostic bus port could be per-
formed on the IP range of the service provider. The researchers used
Sprint Cellular Network IP ranges to identify vulnerable vehicles
on 21.0.0.0/8 and 25.0.0.0/8 address ranges. Additional details on
the sequence of execution from Uconnect system to cyber-physical
actions are explained in next section.

4.1.2 GM Chevy Impala

Another entertainment system related vulnerability was discovered
in the GM Chevy Impala by researchers at the University of Califor-
nia at San Diego and the University of Washington [25]. This time,
the entertainment system had a buffer overflow vulnerability. The
vulnerability was exploited by playing a specially crafted mp3 file
in the in-car call system. Successfully exploiting the vulnerability
allows an attacker to access the vehicle’s system and control most
of its critical functions.

4.1.3 BMW

Security researchers identified a vulnerability in BMW Connected-
Drive service to unlock the vehicle remotely. Confidentiality re-

quirement was missing in the communication between the vehicle
and the BMW server for ConnectedDrive, the communication was
not encrypted. Due to this, the attack performed using a fake cellular
network and spoofed the BMW server. The vehicle is equipped with
a communication capability using a pre-installed SIM card. An
unlock message was sent to the vehicle using the spoofed server
and it unlocked the vehicle successfully [26]. At the time, over 2.2
million vehicles were affected by the vulnerability. BMW released
a security patch to fix the vulnerability by adding encryption to the
communication between the vehicle and the BMW server.

4.1.4 Corvette

Corvette attack was mainly an attack on a third-party device, specif-
ically on an insurance dongle connected to the vehicle via OBD
port. The insurance dongle was installed to track driver behavior
to determine insurance tariffs. The impact of the vulnerability de-
pends on the commands allowed via OBD port. In the case of the
Corvette, the researchers were able to trigger cyber-physical actions
on the vehicle via the connected dongle. Through exploiting the
vulnerability, the researchers were able to send an SMS to remotely
apply breaks on the vehicle. Depending on the commands allowed
from the OBD, other vehicles the attack could result in controlling
more critical functions [27].

4.1.5 Tesla S Model

Different attackers were performed in Testa S Model, some required
physical access to the vehicle and others exploited remotely. For
the physical access, researchers were able to connect a laptop to the
vehicle’s in-car entertainment system and identified multiple vulner-
abilities. Researchers were able to successfully implant a trojan in
the vehicle’s system to control it remotely. All the vulnerabilities
identified in the research were patched by Tesla [28].

4.1.6 Nissan LEAF

Nissan application named Companion Application is used to allow
users to have access to some information on the vehicle and perform
specific actions. Researchers were able to identify vulnerabilities in
the Companion Application and gain access to the historical GPS
information of the vehicle [29].

5 Analysis of Cyber Security Attack on
JEEP Cherokee

In this section, we analyze the attack on Jeep Cherokee that affected
over 1.4 million vehicles. The researchers were able to perform the
cyber attack remotely, with no physical access to the vehicle. Initial
research required reverse engineering some of the components of
the vehicle to plan the attack and chain different stages of the attack
to reach from remote exploitation to perform physical actions on
the vehicle such as applying breaks, vehicle’s steering, and others.
Although the experiment was conducted on Jeep Cherokee, it was
not limited to this model. Vehicles with the same entertainment unit
may have suffered similar vulnerabilities and impacts. In research,
the attack surface was analyzed and the feasible attack chain was
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chosen to perform the full attack chain, from initial access to physi-
cal action execution. The first part of this section discusses the CAN
connectivity architecture seen in Jeep Cherokee, then discusses the
attack phases. This is important to understand how to send messages
between two networks in the vehicles (CAN buses).

5.1 CAN Connectivity

In the example of Jeep Cherokee, two CAN buses are used; CAN-
HIS and CAN-C connected to different networks. ECUs talk to each
other via CAN bus, each CAN bus is connected to a different set
of ECUs. The CAN buses of Jeep Cherokee are explained below.
The first CAN bus in the vehicle is CAN-IHS, stands for Controller
Area Network for Interior High Speed. The CAN-IHS bus is low
speed CAN bus that is used for non-critical systems such as climate
controls, radios, and others. Examples of the ECUs connected to
CAN-IHS bus are as follow:

• AMP Ampilifer Radio Module.

• Body Control Module (BCM).

• AHLM Module – Headlamp Leveling.

• PAM Module – Park Assist.

• DLC Data Link Connector

The second CAN bus is CAN-C bus, which is high-speed bus
that is responsible to connect critical ECUs. Examples of the ECUs
connected to CAN-C bus is as follow:

• Anti-Lock Brakes Module (ABS)

• Body Control Module (BCM)

• RADIO Module

• Electronic Parking Brake – EPB.

• Electronic Power Steering – EPS.

As we can see in the examples above, some ECUs are connected
to both CAN buses, two examples are the radio module and the
BCM Module. The direction the researchers took in the research
was to target an ECU unit that could talk to both networks to widen
the impact of the attack and reach critical ECUs.

5.2 Attack Phases

The attack chain developed by the researchers started from remote
device exploitation to execute commands and sending control sig-
nals to critical ECUs. In section, the analysis is divided into four
phases; target identification, remote code execution, sending CAN
messages, and CAN payloads.

5.2.1 Identify Target

Initially, the researchers identified D-Bus service port 6667 by scan-
ning the vehicle internally; connecting to the in vehicle’s WiFi
network. After examining the networking configurations of Ucon-
nect, the researchers discovered an additional interface with a public
IP address, which could result in remote exploitation of Uconnect
system. To identify vulnerable Uconnect systems, performing a
scan on port 6667 over the provider network. It was initially as-
sumed that the provider blocks connections from other providers.
The researchers took an additional step by exploiting a femtocell
from the same provider to ensure that traffic is not blocked. It was
later discovered that the port is open to all providers which increases
the impact of the vulnerability. To avoid false positives, the service
error message of services determines if the port belongs to Uconnect
system or any other service such as IRC (Internet Relay Chat).

5.2.2 Gain Remote Code Execution

The researchers found more than one way to gain remote execution
on the target system via the D-Bus service of Uconnect. Different
vulnerabilities identified for remote code execution on the D-Bus
service in addition to a feature that was implemented on the D-
Bus service to allow code execution for an unauthenticated user.
The first vulnerability idenfied was due to unsanitized user input
on navTrailService function. The other vulnerabilities are either
unauthenticated execution or command injection vulnerabilities.

Since arbitrary command execution achieved using the D-Bus
service, researchers developed different payloads to interact with
the CAN bus and obtain information using LUA scripts. Examples
of the crafted commands sent via the D-Bus service.

• Uconnect system: From the Uconnect system, GPS coordi-
nates can be queried.

• HVAC Module (A/C Heater): controlling heating and A/C of
the vehicle.

• Radio Volume: controlling the volume of the radio.

• Knobs: disabling the D-Bus service make knobs unavailable
and unresponsive.

5.2.3 Sending CAN Messages

The code execution achieved through the D-Bus service is performed
on the OMAP chip. Although the Uconnect system is connected
to both CAN buses of the vehicle; CAN-IHS and CAN-C, it can-
not send messages to CAN directly. The communication from the
OMAP to CAN buses are handled by Renesas V850ES/FJ3 chip.
The researchers updated the V850 chip from the OMAP with a mod-
ified firmware to be able to send CAN messages. At this point, the
execution from OMAP uses V850 chip as a proxy to communicate
with CAN buses.

5.2.4 CAN Messages Payloads

The communication between OMAP chip and V850 chip uses a
Serial Peripheral Interface (SPI). The V850 chip originally had a
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predefined set of command IDs with hardcoded data to commu-
nicate with CAN bus. With flushed firmware, the V850 can send
arbitrary CAN data from the OMAP chip.

At this point, arbitrary CAN commands can be sent remotely
via the D-Bus service. After identifying the messages triggering
cyber-physical actions, researchers were able to perform turn sig-
nals, locks, RPMS. These messages are considered normal CAN
messages, the diagnostic CAN messages could cause greater cyber-
physical impact but requires the vehicle to be traveling at a low
speed.

6 Analysis of threat modeling frameworks
Threat modeling is in important phase of security engineering pro-
cess. It involves identifying all security threats to the system regard-
less of the possibility to exploit them. It requires good understanding
of the system. In order to develop meaningful security requirements,
it is essential to have threats identified. Proper identification of
threats in early stages can greatly reduce the ability of misusing the
system [30]. There are different techniques of threat modeling [31].
In general, some of the main threat model techniques are:

• Attacker-centric

• Asset-centric

• Software-centric

These models are general and not specific to autonomous vehicles.

6.1 Attacker-centric approach

This threat modeling technique is built on attacker perspective by
profiling an attacker’s characteristics, goals and motivation to ex-
ploit vulnerabilities. The modeling technique aims to understand
potential attackers who are likely to target the system and type
of attacks that might be executed. Based on the understanding,
mitigation strategies can be developed against studied attackers.

This approach uses tree diagrams for threat modeling. Examples
of key elements of this approach include: the goals of the attacker,
the techniques used by the attacker, the system components includ-
ing software and assets and means of detection and mitigation.

A simple example is an attacker trying to obtain data from a
database that is hosted in a backend system accessible from a web-
site. Using this approach, the goal of the attacker would be to obtain
the information stored in the database. Techniques include SQL
injection (using unsensitized input commands) on the website, and
use of automated tools by which exploitation could be carried out.

6.1.1 Intel’s TARA (Threat Agent Risk Assessment)

This threat modeling technique focuses on prioritizing the most
critical areas of the system and most vulnerable to attacks [32]. This
ensures that the threat modeling efficiently address the areas that
are exposed the most. Moreover, the framework focuses on threat
agents that are most dangerous, what techniques and tradecrafts
used to achieved their goals. The most exposed areas are then deter-
mined by cross-referencing the information obtained with known

vulnerabilities. The process is shown in Figure 5. TARA’s goal is
to build security strategies with focus on areas with highest level of
risk. This is achieved by determining the most likely attack vectors
and applying efficient security strategy to address them. TARA
relies on three main components:

• Threat Agents Library (TAL): unique library containing 22
threat agent and nine threat agent attributes.

• Common Exposure Library (CEL): list of known vulnerabili-
ties and exposures.

• Methods and Objectives Library (MOL): contains threat agent
objectives and methods used to achieve goals and objectives.

Application

All possible threats, 
objectives and methods

Application
Threat Agents ApplicationApplication

Threat Methods ApplicationApplication
Threat Objectives

ApplicationApplicationApplicationApplication ApplicationApplicationApplicationApplication ApplicationApplicationApplicationApplication

Vulnerabilities
Vulnerabilities without controls for 
threat attacks are likely exposures

Filter and Prioritize
Highest risk threats, 

objectives and methods

Controls
Exposures

Areas of highest exposures

Figure 5: Narrowing down the fields of attacks.

6.1.2 Cyber Kill Chain

The Cyber-Kill threat modeling approach was developed by Lock-
heed Martin, an American company focusing on global aerospace,
defense, security and advanced technologies [33]. The method fo-
cuses on the steps taken by an attacker to achieve desired goal. As
name implies, the method is chained into multiple phases, each
phase has its associated set of goals. Each phase outcomes con-
tribute to the next phase. The cyber kill chain contains the following
steps:

• Reconnaissance: research, identification, and selection of
targets

• Weaponization: Combining remote access malware with ex-
ploit into deliverable payload

• Delivery: Delivering a payload to target (weaponized exploit).

• Exploitation: Exploit vulnerable application or system upon
delivery
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• Installation: Persistent access via means of installing back-
door in exploited system.

• Command and Control: Outside server communicates with
the weapons providing ”hands on keyboard access” inside the
target’s network

6.2 Asset-centric approach

This approach has two main components; assets and threats. The
assets taxonomy involves identifying assets, asset groups, asset
types, asset details [34]. The threat taxonomy utilizes attack trees,
attack graphs and assets’ own failure modes in order to prioritize
associated risk levels and then mapped to assets. Methodologies
based on the asset-centric approach include PASTA, OCTAVE and
STRIDE

6.2.1 PASTA

PASTA (Process for Attack Simulation and Threat Analysis) is an
asset-centric approach to threat modeling [34]. This methodology
was developed by Minded Security and VerSprite. The obvious
advantage of this methodology that it providers valuable informa-
tion about risk reduction and security strategy that could target
non-technical staff (example management or stakeholders). The
methodology involves seven different stages illustrated below.

• Stage 1: Define Objectives

• Stage 2: Define Technical Scope

• Stage 3: Application Decomposition

• Stage 4: Threat Analysis

• Stage 5: Weaknesses and Vulnerability Analysis

• Stage 6: Attack Modeling and Simulation

• Stage 7: Risk Analysis and Management

The main goals of PASTA methodology are:

• Allows cost and time savings

• Integrates with SDLC

• Better understanding of most likely attack sources

• Better communication between security groups inside the
company

• Increases the maturity of the organization in security

6.2.2 OCTAVE

OCTAVE Allegro (Operationally Critical Threat, Asset and Vul-
nerability Evaluation) a method developed by CERT Survivable
Enterprise Management team. This method focuses information
assets security in respect to the well-known security requirements,
which are Confidentiality, Integrity and Availability (CIA). This
method investigates the ways information assets are stored, trans-
ferred, used and processed. In addition, it extends to cover threats

and vulnerabilities associated with information assets. The OC-
TAVE Allegro method consists of four different phases, with total
of eight steps as shown in Figure 6.

• Phase 1: risk measurement criteria development

• Phase 2: identification and profiling of assets then the identi-
fication of containers to the identified assets

• Phase 3: threats to identified containers are identified with
respect to assets

• Phase 4: mitigation strategies

STEP 1 
Establish Risk 

Measurement Criteria

STEP 2 
Develop Information 

Asset Profile

STEP 4 
Identify Areas of 

Concern

STEP 6
Identify Risks

STEP 3 
Identify Information 

Asset Containers

STEP 5 
Identify Threat 

Scenarios

STEP 7 
Analyze Risks

STEP 8 
Select Mitigation 

Approach

ESTABLISH
 DRIVERS

PROFILE 
ASSETS

IDENTIFY 
THREATS

IDENTIFY AND 
MITIGATE RISKS

Figure 6: Phases and steps of OCTAVE Allegro.

6.2.3 STRIDE

The acronym STRIDE stands for six categories of security risks:
Spoofing, Tampering, Repudiation, Information Disclosure, Denial
of Service, and Elevation of Privileges.

• Spoofing refers to the act of posing as someone else (i.e.
spoofing a user) or claiming a false identity (i.e. spoofing a
process). Spoofing threats affect the authenticity property.

• Tampering refers to malicious modification of data in tran-
sit, at rest, or within processes. Tampering threats affect the
integrity property.

• Repudiation refers to the ability of denying that an action or
an event has occurred. Repudiation threats affect the non-
repudiation property.

• Information Disclosure refers to data leaks or data breaches.
Disclosure threats affect the confidentiality property.

• Denial of Service (DOS) refers to causing a service or a net-
work resource to be unavailable to its intended users. DOS
threats affect the availability property

• Elevation of Privileges (EP) refers to gaining access that one
should not have. EP threats affect the availability property

By considering these risks for each asset, STRIDE threat model
allows to list the applicable risks (also called failure modes) to each
asset, and to map them to threats and known attacks. This way mea-
sures can be identified to examine and address gaps in the security
posture of applications.
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7 Experimental Results
This section of the paper discusses and analyzes a proof of concept
of two replay attack and packet injection on a simulated CAN bus.
In this experiment, we setup a simulation environment to simulate
random CAN traffic generation and identifying control signals to
perform specific physical actions.

7.1 Simulation Environment Setup

The simulation environment is setup using a virtual CAN bus than
communicated over TCP and other tools that interact with the virtual
CAN bus. In this section, we described the tools used to set up the
simulation environment.

CAN for vehicle communication have different drivers and soft-
ware utilities with no unified CAN tools and interfaces. However,
there is a set of tools with a common interface available in Linux.
The SocketCAN is an interface that was created on the Open Source
development site BerliOS in 2006. By extending the Berkeley
socket API in Linux, SocketCAN can send and receive traffic from
the CAN controller in the model of a network device.

SocketCAN is not limited to physical CAN devices and net-
works, it supports built-in CAN chips and card drivers, external
communication via serial or USB, and virtual CAN devices. More
importantly, it supports virtual CAN environments.

• Atmel AT91SAM SoCs

• Bosch CC770

• ESD CAN-PCI/331 cards

• Freescale FlexCAN

• Freescale MPC52xx SoCs (MSCAN)

• Intel AN82527

• Microchip MCP251x

• NXP (Philips) SJA1000

Figure 7 compares the implementation of traditional CAN soft-
ware with the SocketCAN implementation, which is unified. In
traditional CAN software, the application has its protocols stack
that talks to a character device, whereas SocketCAN is implemented
in the Linux kernel with its own CAN protocol family enabling
applications to communicate with a CAN bus interface in a generic
network interface fashion.

SocketCAN repository contains various utilities for Linux CAN
subsystem. These utilities can work with CAN communications
within the vehicle from Linux operating system. Examples of the
functions supported by the suite:

• Basic tools to display, record, generate can traffic

• Tools to send, generate, sniff CAN frames.

• Serial line discipline (SLC) configuration

• Log files converters

• CAN access via IP sockets

• CAN bus management

Application
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CAN ControllerCAN Controller
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Figure 7: SocketCAN compared to traditional CAN software

Different tools are used in the experiment For CAN bus diagno-
sis, monitoring, and simulating target vehicle that interacts with the
virtual CAN. For CAN diagnostic and monitoring, Kayak applica-
tion is used. Kayak is a Java-based that can read CAN traffic log
files and display information graphically on gadgets.

For target vehicle simulation and CAN traffic fuzzing, the instru-
ment cluster simulator (ICSim) is used, which is an opensource tool
developed by Open Garages. The ICSim software is Linux based
and relies on virtual CAN devices. ICSim was designed to allow
researchers, individuals, developers and others to safely familiarize
themselves with CAN reversing. ICSim includes a graphical inter-
face for some of the functions of CAN such as doors, engine RPM,
and others.

7.2 Security Attacks on CAN Bus

The following experiment shows how the virtual environment setup
can generate, display, and sniff CAN frames. Using the libraries
and utilities described earlier in this section, a virtual CAN interface
was created in Linux (Debian 4.19-28).

Using the virtual CAN interface is running as “vcan0”, CAN
frames can be sent and received using can-utils suite. The current
messages are random CAN messages, which are not currently an-
alyzed as per their functions or character device they are trying to
communicate with. The first step is generating random CAN mes-
sages with default bi trate. The messages generated can be viewed
in Figure 8.

Since the messages are communicated over TCP/IP in the virtual
environment, messages can be sniffed using different tools such as
Wireshark and CANSniffer or Kayak.
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Figure 8: CAN frames dump using candump of can-utils

7.3 Injecting CAN Frames

This part explains injecting CAN frames into the virtual CAN bus
and displays results in the simulator. To identify the CAN message
responsible to perform a physical action, the ICSim was used to
generate specific actions on the vehicle, and the generated CAN
traffic was recorded. Then simply replaying the recorded messages
could identify the messages related to the performed actions with
other noise that can be discarded for this experiment. The sequence
followed in the experiment is explained in Figure 9.

SEQUENCE

Record CAN Traffic

Monitor actions/Perform 
Actions

Play Recordings

Action Performed

CAN-UTILS

candump/cansniff

Traffic Generation / 
CANBus Controls

canplayer

IC Simulator

Identify CAN payloads cansend 

Figure 9: Sequence used to identify CAN messages

Using the generated traffic from the libraries explained earlier,
the signals used to perform physical actions were identified. CAN
traffic was generated on virtual CAN and recorded in log files. The
signals responsible for door locks, RPM and signals identified as
shown in Figure 10. At this point, using the CAN ID, we can send
specific CAN messages to trigger doors, acceleration or light sig-
nals. For example, to accelerate, the CAN ID used is 244 (hex
representation).

Figure 10: Specific CAN messages for desired functions

After identifying the CAN messages to perform specific phys-
ical actions, two security attacks are performed. The first one is a
replay attack. This was achieved by recording CAN traffic in a file.
Since CAN communication (in the scenario described in the paper)
does not use session IDs or encryption to protect against replay
attacks, traffic was recorded were played on a different virtual CAN
bus successfully. The second security attack performed is traffic
injection. In a virtual CAN bus with random traffic being communi-
cated, specific commands were sent to set RPM to a specific value,
open doors, and start turn signals. The results of the signals sent are
shown in Figure 11.

The tools used in the experiment do not simulate actual ECUs
in terms of behavior. Some ECUs are wired directly and do not
accept messages from the CAN bus directly. In such situations,
additional effort is required to send signals from allowed ECUs.
In diagnostic mode, messages might be accepted from the CAN
bus. Additional research is required to fully understand what can be
controlled directly from the CAN bus. Aftermarket ECUs expose
CAN connectivity and expand the attack surface of modern vehi-
cles. In the experiment, we focused on simple scenarios of packet
sniffing and packet injection. The CAN bus is designed to allow
real-time communication between ECUs but it is not secured by
design. These types of attacks are not limited to aftermarket ECUs
or gadgets, any successful exploitation or code execution on ECU
connect to CAN bus could achieve similar or higher impact.

In the presence of aftermarket devices, new range of vulnera-
bilities will be introduced. The inter-vehicle communication was
not designed to interact outside the perimeter of the vehicle. With
the absence of defined threats, it is extremely difficult to provide
assurance on security measures taken.

Starting from a conceptual model for autonomous vehicles is
essential to capture different components of autonomous driving
ecosystem. Threat modeling could be applied to identify potential
threats pertaining autonomous vehicles and support the development
of security requirements that cover scenarios discussed in this paper.
This should support addressing the knowledge gap in the field of
autonomous vehicle security.

Our future plans include the research of a test-based security
verification framework for autonomous vehicles. Due to the lack
of a centralized tests repository for security testing, we will focus
on developing a security test-cases repository based on blockchain
technology. In addition, the current research was limited to few
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Figure 11: Results of the physical actions displayed on ICS Simulator

scenarios on attacks on CAN bus. We plan to design more attack
scenarios against common vulnerabilities in aftermarket ECUs.

8 Conclusion

Several technologies in modern vehicles were designed and built
without security in mind. As modern vehicles and future au-
tonomous vehicles are becoming more and more computerized
and connected, these technologies present new risks and widen the
attack surface.

Threat modeling is an essential step for defining security require-
ments of autonomous vehicles, or any system in that regard. With
the absence of defined threats, it is extremely difficult to provide
assurance on security measures taken. The initial work conducted to-
wards the research was focused on establishing a conceptual model
for autonomous vehicles. This will support in defining the scope
and basing the threat model against it.

The experiment showed briefly how easily CAN traffic can be
captured or sniffed. In the presence of aftermarket devices, new
range of vulnerabilities will be introduced. The inter-vehicle com-
munication was not designed to interact outside the perimeter of the
vehicle. However, these devices open new attack surfaces allowing
some components of inter-vehicle communication to be exposed to
the outside world.

Conflict of Interest The authors declare no conflict of interest.

Acknowledgment This work was supported by the Center
for Cyber-Physical Systems, Khalifa University, under Grant
8474000137-RC1-C2PS-T3.

References
[1] A. S. Gajparia, C. J. Mitchell, C. Y. Yeun, “Supporting user privacy in location

based services,” IEICE transactions on communications, 88(7), 2837–2847,
2005, doi:10.1093/ietcom/e88-b.7.2837.

[2] D. M. Konidala, C. Y. Yeun, K. Kim, “A secure and privacy enhanced protocol
for location-based services in ubiquitous society,” in IEEE Global Telecommu-
nications Conference, 2004. GLOBECOM’04., volume 4, 2164–2168, IEEE,
2004, doi:10.1109/GLOCOM.2004.1378393.

[3] A. Talebpour, H. S. Mahmassani, “Influence of connected and autonomous
vehicles on traffic flow stability and throughput,” Transportation Research Part
C: Emerging Technologies, 71, 143–163, 2016, doi:10.1016/j.trc.2016.07.007.

[4] B. Sheehan, F. Murphy, M. Mullins, C. Ryan, “Connected and autonomous
vehicles: A cyber-risk classification framework,” Transportation research part
A: policy and practice, 124, 523–536, 2019, doi:10.1016/j.tra.2018.06.033.

[5] A. O. Al Zaabi, C. Y. Yeun, E. Damiani, “Autonomous Vehicle Security:
Conceptual Model,” in 2019 IEEE Transportation Electrification Confer-
ence and Expo, Asia-Pacific (ITEC Asia-Pacific), 1–5, IEEE, 2019, doi:
10.1109/ITEC-AP.2019.8903691.

[6] A. M. Wyglinski, X. Huang, T. Padir, L. Lai, T. R. Eisenbarth, K. Venkatasub-
ramanian, “Security of autonomous systems employing embedded computing
and sensors,” IEEE micro, 33(1), 80–86, 2013, doi:10.1109/MM.2013.18.

[7] “L. S. P. Revision,” 2016.

[8] C. P. Szydlowski, “CAN specification 2.0: Protocol and implementations,”
Technical report, SAE Technical Paper, 1992, doi:10.4271/921603.

[9] S. C. Talbot, S. Ren, “Comparision of fieldbus systems can, ttcan, flexray
and lin in passenger vehicles,” in 2009 29th IEEE International Conference
on Distributed Computing Systems Workshops, 26–31, IEEE, 2009, doi:
10.1109/ICDCSW.2009.15.

[10] M. Wolf, A. Weimerskirch, C. Paar, “Secure in-vehicle communication,” in Em-
bedded Security in Cars, 95–109, Springer, 2006, doi:10.1007/3-540-28428-1
6.

[11] L. Buttyán, T. Holczer, I. Vajda, “On the effectiveness of changing pseudonyms
to provide location privacy in VANETs,” in European Workshop on Se-
curity in Ad-hoc and Sensor Networks, 129–141, Springer, 2007, doi:
10.1007/978-3-540-73275-4 10.

[12] M. Raya, J.-P. Hubaux, “The security of vehicular ad hoc networks,” in Pro-
ceedings of the 3rd ACM workshop on Security of ad hoc and sensor networks,
11–21, 2005, doi:10.1145/1102219.1102223.

www.astesj.com 863

http://www.astesj.com


A.O Al Zaabi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 853-864 (2020)

[13] P. Papadimitratos, L. Buttyan, T. Holczer, E. Schoch, J. Freudiger, M. Raya,
Z. Ma, F. Kargl, A. Kung, J.-P. Hubaux, “Secure vehicular communication
systems: design and architecture,” IEEE Communications Magazine, 46(11),
100–109, 2008, doi:10.1109/MCOM.2008.4689252.

[14] L. Bariah, D. Shehada, E. Salahat, C. Y. Yeun, “Recent advances in VANET
security: a survey,” in 2015 IEEE 82nd Vehicular Technology Conference
(VTC2015-Fall), 1–7, IEEE, 2015, doi:10.1109/VTCFall.2015.7391111.

[15] H. Seo, K.-D. Lee, S. Yasukawa, Y. Peng, P. Sartori, “LTE evolution for vehicle-
to-everything services,” IEEE communications magazine, 54(6), 22–28, 2016,
doi:10.1109/MCOM.2016.7497762.

[16] C. C. Forecast, “Global connected car market to grow threefold within five
years,” GSMA Connected Living Programme: mAutomotive, 2013.

[17] N. Lu, N. Cheng, N. Zhang, X. Shen, J. W. Mark, “Connected vehicles: So-
lutions and challenges,” IEEE internet of things journal, 1(4), 289–299, 2014,
doi:10.1109/JIOT.2014.2327587.

[18] N. Liu, “Internet of Vehicles: Your next connection,” Huawei WinWin, 11,
23–28, 2011.

[19] A. K. Singh, A. Negi, S. Azad, S. Mudali, “Fuzzy based controller for lidar
sensor of an autonomous vehicle,” Energy Procedia, 117, 1160–1164, 2017,
doi:10.1016/j.egypro.2017.05.241.
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This paper presents a low voltage, low power, fast settling switched capacitor based Proportional
to Absolute Temperature (PTAT) current reference circuit. Unlike in a conventional resistor
based PTAT current source, the proposed circuit saves a significant amount of silicon area
on chip and hence the circuit becomes less susceptible to process variations. It creates a
reference current of 1 nA from a 0.5 V power supply at room temperature (27◦C). It has PTAT
characteristics in the temperatures from −10◦C to 80◦C. The circuit draws a very low power of
1.5 nW and exhibits a good supply voltage sensitivity of 3.2 %/V. A startup circuit connected
to the PTAT source improves the transient response by reducing the settling time. To test the
PTAT current reference circuit, a low power log-domain filter which can be used for biomedical
applications is realised and biased with the proposed PTAT current source. Results show that
the filter cutoff frequency is constant over temperature variations. The CMOS technology used
for designing the circuits is UMC 65 nm and tool used for simulations is Cadence Virtuoso.

1 Introduction
Portable and wearable/implantable devices are gaining worldwide
acceptance among consumer/biomedical electronics. Circuit de-
signs in such devices have a bottleneck on power dissipation and
chip area. Log-domain circuits are one of the best possibilities in ex-
ploring low power, high dynamic range analog designs. Log-domain
filters and transconductance-capacitor (Gm −C) filters can be used
in biological data acquisition system which involves low frequency
signals like ECG (electrocardiogram) and EEG (electroencephalo-
gram). Since the transistors in these log-domain filters are working
in sub-threshold mode of operation (weak-inversion), a low cutoff

frequency can be achieved with low values of bias currents (order of
nA). This paper is an extension of work originally presented in [1].

The cutoff frequency ( fo) of log-domain and Gm − C filters is
given by (1) [2, 3].

fo =
Gm

2πC
=

Io

2πηVT C
(1)

where η, Io and VT are sub-threshold slope factor, bias current and
thermal voltage respectively. Equation (2) gives the expression for
thermal voltage.

VT =
kT
q

(2)

where k, T and q have their usual meanings.
Equation (1) shows the direct relation between cutoff frequency

and bias current. Io is usually generated from a current reference
circuit. The current reference should be stable against variations
in process and supply voltage. Supply voltage sensitivity is the
parameter which shows the stability of the current reference against
supply voltage variations. Lower supply voltage sensitivity indicates
a better current reference. Depending on the mode of operation of
transistors in the circuit or the topology of the filter architecture,
the current reference can be a temperature independent or Propor-
tional to Absolute Temperature (PTAT) current reference. From
(1) and (2), in log-domain and Gm − C filters, it is evident that fo
has an inverse relationship with temperature. To fix this problem,
Io is generated in such a way that it has also a linear relationship
with temperature. Thus a PTAT current reference is used to bias
log-domain/Gm −C filters. As a cumulative effect, the filter cutoff

frequency remains constant over temperature variations.
Many PTAT current reference designs are explored in the lit-

erature. Beta-multiplier based circuits discussed in [4]–[5] have
adequate PTAT current characteristics. However, to generate low
reference currents under low supply voltage for low frequency fil-
ters used in biological data acquisition system, larger values of
resistors are needed which occupies large area on chip. Moreover
the control over temperature coefficient of resistance also becomes
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difficult. A comprehensive research has been carried out on the
conventional PTAT designs to tackle such shortcomings [6]–[7].
In [7], self-cascode transistors are used instead of resistor. This
improves supply variation rejection, but linearity in current versus
temperature characteristic has been compromised. In [8], compos-
ite transistors are used in the PTAT circuit to enhance the supply
voltage sensitivity, but large resistor values are needed to generate
smaller currents. In [2, 9], switched capacitors are used in place
of resistor. But PTAT current is generated from PTAT voltage us-
ing opamp circuits like voltage to current converter which in turn
increases the overall power dissipation of the circuit. [1] shows a
good switched capacitor based PTAT reference. But the settling
time of the reference current is compromised.

Settling time of current reference becomes a significant aspect
especially in high speed applications. When the settling time of the
reference current increases, the circuit which uses this reference
current to generate its bias current also takes a significant amount of
time to settle its bias current to steady state value. In case of a filter
used in a wireless communication system, it takes a significant time
to fix its cutoff frequency which may lead to attenuation of relevant
signal information. For example, the circuit presented in [1] requires
8 ms to stabilise its current which means that it takes around 8 ms
for the subsequent filter to fix its cutoff frequency which is biased by
this reference current source. This work proposes a feasible solution
to this problem.

In this paper, a fast settling PTAT current source is proposed.
A startup circuit added to the PTAT source improves the settling
time of reference current. The proposed circuit exhibits good PTAT
characteristics and better stability against power supply fluctuations.
This can be used to bias low frequency filters in biomedical appli-
cations. A low power log-domain filter is also designed and biased
using the proposed PTAT current source. Results show that the
cutoff frequency of the filter remains constant irrespective of tem-
perature variations. This paper is organized as follows. Details of
the proposed PTAT circuit along with the results are given in Section
2. Log-domain filter realisation and filter response are detailed in
Section 3. Finally conclusions are drawn in Section 4.

2 Proposed Improved PTAT Reference

A conventional beta-multiplier based current source circuit [5] is
shown in Figure 1. Depending on the mode of operation of transis-
tors, it can be a constant-Gm biasing circuit [5] or a PTAT current
source. It acts as former if all the transistors work in strong-inversion
saturation region (VGS > Vth and VDS ≥ VGS − Vth) and as latter if
all the transistors work in weak-inversion saturation (VGS < Vth and
VDS ≥ 3VT ).

When transistor operates in weak-inversion region, its drain
current [10] can be expressed as following.

ID =
W
L

ID0e
VGS −Vth
ηVT (1 − e

−VDS
VT ) (3)

where ID0 = µnCox(η − 1)VT
2; µn and Cox are electron mobility and

gate oxide capacitance per unit area respectively. Other terms have
their usual meanings. For VDS ≥ 3VT (weak-inversion saturation

region), (3) can be approximated to (4).

ID =
W
L

ID0e
VGS −Vth
ηVT (4)

M1

Iref

M3

M2

M4

VDD

R

Figure 1: Beta-multiplier circuit

From Figure 1, the reference current Ire f which is also the drain
current of M2 (ID2) can be written as (5).

Ire f =
VR

R
(5)

Voltage across resistor R (VR) can be given as (6).

VR = VGS 1 − VGS 2 (6)

Using (4), gate-source voltages of M1 and M2 can be expressed
as (7) and (8) respectively.

VGS 1 = ηVT ln(
ID1

ID0( W
L )1

) + Vth1 (7)

VGS 2 = ηVT ln(
ID2

ID0( W
L )2

) + Vth2
′

(8)

Vth2
′

can be written as (9) [11] to include the body effect of M2.

Vth2
′

= Vth2 + (η − 1)VS B = Vth2 + (η − 1)(VR) (9)

By substituting (7) and (8) in (6) and by assuming Vth1 = Vth2, VR

can be derived as following.

VR = Ire f .R = VT ln(p) (10)

where
p =

(W/L)2

(W/L)1

Thus, Ire f can be expressed as (11).

Ire f =
VT ln(p)

R
(11)

Assuming R is thermally stable, Ire f is directly proportional to
temperature thereby giving PTAT characteristics. For lower val-
ues of currents (order of nAs), large values of resistors are needed.
For example, to generate a reference current of 1 nA using circuit
shown in Figure 1, a 10 MΩ resistor is required if p is chosen as 1.5.
To accommodate such large resistors on chip, huge area is needed
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which makes the circuit more process dependent, hence reducing the
accuracy of Ire f . In a typical SoC (System-on-Chip), where digital
circuits and analog circuits co-exist together, a stable and precise
clock will be available. In such systems, the resistor R in Figure 1
can be replaced by a switched capacitor driven by this clock which
significantly enhances accuracy of Ire f .

Startup
circuit

 PTAT
current source

Log domain
filter

Improved PTAT current reference

Figure 2: Block diagram

The entire block diagram of the circuit setup explained in this
paper is shown in Figure 2. The startup circuit is added to the
PTAT current generator to reduce the settling time of Ire f thereby
improving the transient response.

M1

Iref

M3

M2

M4

VDD

clk clk

clkclk
C1

C2

CA

R

V1
V2 Iref

Filter

M5

Mn

Mn

Mp

Mp

M10

M11

CS

Startup circuit

PTAT current generator

Vb

Figure 3: Proposed improved PTAT current reference

The transistor level implementation of PTAT current reference
along with startup arrangement is shown in Figure 3. In the pro-
posed circuit, every transistor is working in weak-inversion region.
The value of p is chosen as 1.5 which means that the size of M2 is
1.5 times the size of M1. A switched capacitor comprising of capac-
itor C1 and transmission gate switches (Mn and Mp) is used in place
of resistor. Mp is selected 4 times larger than Mn in the transmission
gate so that its on resistance does not depend on the voltage across
it. Two clocks (‘clk’ and ‘clk’) which are complementary to each
other and having frequency fclk are used for the switching operation.
When ‘clk’ becomes high (‘clk’ becomes low), capacitor C1 charges
and when ‘clk’ becomes low (‘clk’ becomes high), it discharges.
The average resistance (Req) of the switched capacitor is given as in
(12) [5].

Req =
1

fclkC1
(12)

By substituting Req (12) in place of R in (11), we get (13).

Ire f = VT fclkC1ln(p) (13)

From (13) it can be seen that, Ire f is directly proportional to C1.
If fclk and p are chosen properly, smaller capacitor values can be
obtained for the currents in the order of nA.

M6

M8

M7

M9

VDD

V1 V2

Vb

Figure 4: Error amplifier

The purpose of error amplifier which is shown in Figure 4 is
to make the drain voltages of M1 and M2 equal thereby making
currents through them equal. This kind of biasing minimises the de-
pendency of Ire f on VDD which improves supply voltage sensitivity.

It takes around 8 ms for the reference current to settle to the
steady state value of 1 nA in the circuit presented in [1]. To reduce
this delay, a startup arrangement comprising of M10, M11 and CS is
added to the circuit. A similar kind of startup circuit is discussed
in [12]. In Figure 3, when the circuit is switched on and before it
reaches the steady state, initially the gates of M1,2 and M3,4 are at
zero volt and VDD respectively. Assuming zero initial voltage across
the capacitor CS , M10 turns on and pulls up the gates of M1,2 to VDD.
M1,2 start conducting and Ire f rises. Then, potential at the gates of
M3,4 drops and M11 turns on. CS starts to charge towards VDD and
potential at the gate of M10 increases and once the circuit reaches
steady state, M10 turns off. M10 and M11 do not have a static current
path from VDD to ground. Hence startup circuit dissipates zero static
power.

Value of capacitor CS and sizes of M10 and M11 determine how
fast startup circuit can initialise the main circuitry and how fast it
can be disconnected once main circuitry reaches the steady state.
Transistors M10 and M11 operate in linear region and the linear on
resistance of these transistors are given by (14).

Ron =
1

µnCox
W
L (VGS − Vth)

(14)

How fast startup circuit is switched on depends on how fast
transistor M10 turns on. The on time of M10 is limited by the input
capacitance of M10 which comprises of gate to source and gate to
drain capacitances. By properly choosing the size of M10, the on
time can be optimised.

When it comes to disconnection of startup circuitry, assuming
M11 as a linear resistance given by (14), the RC time constant (τ) of
the branch consisting of M11 and CS is given by (15).

τ =
CS

µnCox
W
L (VGS − Vth)

(15)
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When capacitor CS charges above the voltage (VDD−Vth), M10 turns
off. (VDD − Vth) is approximately 150 mV in this design and time
for CS to charge to this voltage (30 % of final value) from 0.5 V
supply through M11 is nearly 0.4τ.

A low pass filter which comprises of R and C2 is added to main-
tain the ripple content in the output reference current within the
accepted level. Capacitor C2 is chosen as 0.1 pF and resistor R is
tuned to obtain the ripple content in Ire f less than 1 %. To remove
high frequency noise during switching operation, capacitor CA is
used at the source of M2. A 100 kHz clock is selected for this
work. The capacitors, C1, CA, CS are taken as 0.8 pF, 10 pF, 1 pF
respectively. By substituting (13) in (1), fo can be expressed as (16).

fo =
fclkC1

2πηC
ln(p) (16)

From (16), it can be seen that fo is independent of temperature.

2.1 Simulation results

The proposed circuit is designed using UMC 65 nm CMOS process
with a supply voltage of 0.5 V. Periodic Steady State (PSS) analysis
is carried out to plot the reference current. Figure 5 shows the out-
put current generated (1 nA) for one clock period (10 µs) at room
temperature (27◦C).

0 2 4 6 8 10
0.0
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Figure 5: Ire f at VDD= 0.5 V

Figure 6 shows Ire f variations when temperature is varied from
−10◦C to 80◦C for VDD = 0.5 V. It can be observed that Ire f changes
linearly with temperature and thus has a good PTAT characteristics
over the range of temperature.
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Figure 6: Ire f vs. Temperature plot
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Figure 7: Ire f for different supply voltages
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Figure 9: Transient response of the current flowing through M2

0 2 4 6 8 10

1.5

1

0.5Cu
rre

nt
 (n

A
)

Time (ms)

0

Figure 10: Transient response of the current flowing through M5
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Ire f is plotted for different values of VDD at room temperature
as shown in Figure 7. Ire f is 0.996 nA and 1.018 nA for VDD of 0.4
V and 0.9 V respectively. The supply voltage sensitivity of Ire f is
found to be 3.23 %/V by considering these extreme values.

Figure 8 plots Ire f for various process corners at room tempera-
ture and VDD = 0.5 V. Ire f deviates maximum in ss and ff corners
(1.034 nA and 0.968 nA). The maximum deviation is less than ±3.6
%.

The current flowing through the source of M2 is shown in Figure
9. It has ripples having peak to peak magnitude of approximately
0.1 nA. The ripple free current flowing through M5 is shown in
Figure 10. The settling time is found to be approximately 1 ms.

Table 1: Comparison of the proposed work with other similar works

[7] [13] [14] [1] This
work

Technology (nm) 1500 180 40 65 65
Supply voltage (V) 1.2 1.2 1 0.5 0.5

Reference current (nA) 0.4 6 100 1 1
Settling time (ms) - - - 8 1

Power (nW) 2 - 350 1.5 1.5
Supply voltage sensitivity (%/V) 6 6.47 2.9 2.7 3.2

The improved PTAT reference consumes a power of 1.5 nW at
room temperature from a supply voltage of 0.5 V. The proposed
circuit along with existing PTAT current references in the literature
are listed in Table 1 and a fair comparison is done. The proposed
PTAT circuit functions under the lowest supply voltage and has a
very low supply voltage sensitivity and settles faster than [1] (nearly
87 % improvement in settling time).

3 Log-Domain Filter Realization
The proposed PTAT current source shows excellent PTAT character-
istics. To verify this, a low frequency log-domain filter is designed
and biased with the proposed switched capacitor based PTAT cur-
rent reference. This log-domain filter can be used in low power
biomedical applications like processing of ECG, EEG signals. The
expectation is that the cutoff frequency of the filter remains the same
irrespective of the variations in temperature.
The transfer function of a first order low-pass filter is

H(s) =
Y(s)
X(s)

=
ωo

s + ωo
(17)

where ωo is the cutoff frequency of the filter. The corresponding
time domain differential equation is given by

dy(t)
dt

+ ωoy(t) = ωox(t) (18)

where x(t) and y(t) represent the input and output currents of the
filter respectively. By solving the differential equations and relating
the current-voltage in transistor operating in subthreshold operation,
we get

IK Iout = IdcIin (19)

where Iin contains both dc current Idc and input current Isignal. IK

is the current flowing through M3 which contains both capacitor
current IC and Idc. Iout is the output current. Equation (19) can
be realized using a translinear loop having four transistors. These
equations can be implemented in the form of a translinear circuit as
shown in Figure 11 [15].

M2

M1

M5

VDD

M4

M3

Isignal

Idc

Idc Idc C

IK

Iin
Iout

IC

Figure 11: First order log-domain filter

In this circuit, the MOSFETs M1–M4 form the translinear loop.
These transistors are working in sub threshold saturation region.
The cutoff frequency of the filter can be tuned by varying the DC
current and is given by following [16].

fo =
Idc

2πηVT C
(20)

The ideal DC current sources shown in Figure 11 can be re-
placed by current sources implemented using MOSFETs. In this
work Idc is taken as Ire f (1 nA). The cutoff frequency of 100 Hz is
obtained by choosing C=37 pF.
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Figure 12: AC response of the filter biased with temperature independent current
reference

3.1 Simulation results

The filter is designed using UMC 65 nm CMOS technology with a
supply voltage of 0.5 V. For a comparison, Idc is generated from a
temperature independent current reference and ac response of the
filter is plotted. Figure 12 shows the variation of cutoff frequency
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in the temperatures ranging from −10◦C to 80◦C. The maximum
deviation is found to be 16 %. To verify the PTAT characteristics,
Idc is generated from the proposed PTAT source and ac response
is plotted. Figure 13 shows that deviation of cutoff frequency is
negligible and maximum deviation is found to be less than 2 %. The
band transitions are enlarged in corresponding inset graphs. Table 2
shows the deviation of filter cutoff frequency for both temperature
independent and the proposed PTAT references.
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Figure 13: AC response of the filter biased with PTAT current reference

Table 2: Cutoff frequency deviation

Temperature
(◦C)

Cutoff frequency (Hz)
Temp. independent PTAT

-10 116 101.9
0 107 101.2
27 100 100
50 93 99
80 88 98.4

Table 3 lists the parameters of the filter designed in this work.

Table 3: Parameters of the filter

Technology 65 nm CMOS
Supply voltage 0.5 V

Power 2.5 nW
Cutoff frequency 100 Hz

DC gain (at 27◦C ) 0.94
Iin pp at 25 Hz for 1% THD 0.82 nA

Input referred noise from 1 Hz to 100 Hz 3.26 pArms

Dynamic range 48 dB

4 Conclusion
This paper proposes a low voltage, low power, fast settling switched
capacitor PTAT current reference circuit. Settling time is reduced
with the aid of a startup circuit. The PTAT circuit exhibits good
PTAT characteristics in the temperatures ranging from −10◦C to
80◦C while operating under a very low power. The circuit is less
susceptible to power supply fluctuations and can work at supply

voltages as low as 0.4 V. To test the PTAT source, a low power log-
domain low frequency filter is also designed and biased with PTAT
reference. Simulation results imply that the filter cutoff frequency
remains unchanged irrespective of temperature variations and this
validates the theory explained in the paper.
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Academic certifications are achievements desired by people, because they have a direct
impact, positively, on their social lives. Such an important document, still widely issued
in paper format, may be subject to forgery or impossibility of verification due to the
unavailability of the issuing entity. This work consists of identifying, analyzing and testing
some of the blockchain-based tools that are emerging, to offer more efficiency, reliability
and independent degrees. A concept proof is presented, through the implementation of a
prototype capable of issuing, verifying and sharing certificates. The results of this experiment
are presented, analyzing the use of blockchain technology for this purpose. Finally, the work
presents an overview of the current state of development and maturity in which these tools
are found, reporting the advances and limitations, and exposing issues that still need to be
resolved.

1 Introduction

This work is an extension of the work originally presented in 2019 at
the international conference ”Cyber-Enabled Distributed Computing
and Knowledge Discovery (CyberC)” [1], which aims to present an
analysis of the use of blockchain technology in the education area,
for issuing and verifying academic degrees in higher education.

Academic certificates attest to the certificate holder’s abilities
and skills and are accepted internationally [2]. These qualifications
have a major impact on income and social position, both in emerging
countries and in developed countries.

For example, in Brazil, data from Pesquisa Nacional por
Amostra de Domicilios Continuas (PNADC) showed that the level
of education is decisive for the Brazilian’s income [3]. According to
the results presented, those who complete higher education achieve
almost triple the remuneration compared to those who only have a
high school education.

In Europe, according to Eurostat 1, every year higher educa-
tion graduates in Europe exceed 4.5 million, in which France and
the United Kingdom are the leading countries with over 740,000
graduates per year. The fraction of people with university degrees

between 30 and 34 years old almost doubled in fourteen years, going
from 23 % in 2002, to 39 % in 2016 [4].

As professionals become qualified, knowledge is directly trans-
formed into income, and consequently in a better quality of life.
Furthermore, these numbers confirm a continuous increase and con-
stitute a solid basis that justifies the creation of solutions to verify
the authenticity of university degrees.

The weakness of the paper model, which is still widely used,
was even more evident during the crisis caused by COVID-19, in
which the use of digital resources became indispensable.

Although digital initiatives have emerged to address these weak-
nesses [5], these solutions still depend on the issuing entity, concern-
ing authenticity verification. Fortunately, blockchain promises to
offer, besides this innovation, other improvements not yet achieved
by digital solutions. Using the resources that the technology offers,
it is possible to make the check process disconnected from the issuer
and still guarantee authenticity.

The second innovation is related to privacy. Certificates are doc-
uments that contain personal information and are sensitive to data
leakage. If, on the one hand, student privacy needs to be preserved,
on the other hand, its distribution benefits those interested [6].

*Fernando Richter Vidal, Sao Joao da Boa Vista-SP Brazil,37705@ufp.edu.pt
1http://ec.europa.eu/eurostat
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Finally, blockchain solutions offer the third innovation compared
to digital certificates, about timestamp. Due to the information be-
ing immutable and stored chronologically within the network, they
accurately express the dates on which the events occurred.

This paper discusses the use of blockchain technology, aiming
to benefit academic certificates with these possible innovations. The
document is organized as follows: the next section provides a brief
overview of blockchain technology; next, we describe the main
differences between the blockchain solution and digital certificates;
right after, we present the CertEdu prototype developed by Univer-
sity Fernando Pessoa (UFP), as well as a brief discussion of the
results obtained and we conclude with some final remarks.

2 Background

2.1 Blockchain

Blockchain is a distributed system, formed by records that are orga-
nized in blocks and are linked to each other through cryptographic
mechanisms. The technology became well known through the
cryptocurrency Bitcoin [7], and soon expanded to several other
applications.

There are three types of blockchain: public, private or consor-
tium [8]. Public networks, also called permissionless blockchains,
provides a free access environment to any participant who wants to
join the network, however, the transaction validation rules are pre-
defined and cannot be changed by any member. Typically, this type
of blockchain implements the Proof of Work (PoW) consensus mech-
anism. In private networks, also called permissioned blockchain,
the rules are defined according to the business interest. The orga-
nization that controls the network can define, for example, which
users will decide on consensus or how to manage the network to
accept new members. Finally, the consortium network is a category
that merges properties from the public and private networks in the
same environment. For example, in some scenarios, it would be
interesting to keep the access public to the network, but also allow
to make some data encrypted to preserve privacy and the anonymity
of a participant.

Due to the consensus mechanisms and their Peer-to-Peer (P2P)
topology, the network has gained strong protection against tamper-
ing. The success of an attempt of violation is conditioned to changes
in all other previous blocks. Besides, attacks that would be able
to take control of the network, such as a 51 % attack, would be
extremely costly and could cost USD 500K per hour of processing
[9]. In this aspect, the bigger the network, the more secure it be-
comes, which explains why Bitcoin is more secure when compared
to other smaller networks [10]. This blockchain features results in
an important property, which is immutability.

A block is always connected to a previous block, except for
the genesis block, forming, then, a sequential chronological chain.
The maximum size that a block can reach, depends on how each
blockchain platform implements it. On Bitcoin, this value cannot
exceed 1 Mb [11], while, on Ethereum there is no fixed limit, and
the size change according to the number of gas units that can be
spent per block (block gas limit).

As shown in figure 1, the block is organized in two areas: header
and content. The header stores eighty bytes of control information.

We find information like the hash header and the previous block;
a software version, the target of the difficulty, a nonce, the root of
Merkle [12], and a timestamp. Regarding the content area, they are
stored as records. On average, a content area can store over five
hundred transactions [5].

!"#$% &

!"#$"%

&'()"()

!"#$%&'()*+&,-)./(01

2#"-+#)3&&4

!"#$!%&'()*#"+,!&%(#!#-'-(**",-*$"&#$-'".(-/%!0%/)*%!&%%-','-$*$

0'&#$0'0'&*%#,&/./0-(+(%$%+'/$&!-'%%#%!($*'"(-).0$%'.'.%$+./&-/0

#/*&%(./*%.*%-!#()!#0&',)-/&%''0/$/#.#(&..'$.&.&&*%+#)!*'($/-,%/

*+&,-)./(0

Figure 1: Overview of a Block Structure

Transactions are used to transfer an asset from one account
to another account. The owner of an asset can move it inside the
blockchain, through an account identified by a public address, which
is controlled by its corresponding private key [13].

There is a conceptual difference between the public key and pub-
lic address. The public key is used to verify the signatures generated
by the private key’s owner, while the address serves to identify the
account. Using the example of Bitcoin, the process of generating
the address is as follows: the public key is obtained by applying
the function Elliptic Curve Digital Signature Algorithm (ECDSA)
over the private key; the public key is subjected to two functions,
Secure Hash Algorithm (SHA)-256, and Race Integrity Primitives
Evaluation Message Digest (RIPEMD)-160; the resulting string size
is reduced by passing the function Base58Chech, resulting in an
address like mgAzKQZZi47g4UMvmGJCsicbJ4P3B8S HRr [14].

In the next sections, will be discussed how academic certifi-
cates can be used as assets in the blockchain. Through the CertEdu
application implemented by UFP, questions such as authenticity
will be analyzed, as well as universities and students can have their
identities verified. Finally, the results obtained by systematic tests
are analyzed.

2.2 Certification

Certification involves three processes: issuing, verification, and
sharing [15]. This paper evaluates the application of blockchain in
each one of the processes, mainly in the verification and sharing.
The digital certificates innovate compared to the paper model but
do not guarantee verification and sharing because they depend on
central points. As Schär notes, academic certificates are useful, only
if they can be verified [6].

The disruptive technology of the blockchain allows creating a
structure capable of making the verification process independent
[16]. The figure 2 presents a typical scenario, in which the university,
the student, and the employer are involved. Note that Jane’s certifi-
cates can be verified directly on the blockchain, without contacting
the university.
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Table 1: Comparative between digital certificates vs. blockchain solutions

Properties Digital Certificate Blockchain Certificate
Reliability Relies only in the digital signature Several cryptography mechanisms are used

Privacy All information are available in the certificate Only the hash is public

Autonomy Depend on central regulatory bodies Technology eliminates the need for third parties

Data Loss Depend on backup mechanisms Standard normal distribution

Proof of existence Dates relies on the suitability of the subscriber Timestamp represent the date of the facts

Table 2: Comparison between the tools analyzed

Criteria BTCert Hyperledger EduCTX Blockcerts

Blockchain
agnostic

no no no yes

Self-sovereign
identity

yes yes 2 yes yes

Community with
active user

no yes no yes

Public
network

yes no no yes

Privacy concerns yes yes yes yes

The public information available on the blockchain says nothing
about the student. This occurs thanks to the use of the hash, which
records the certificate in a unidirectional way on the network, not
allowing to retrieve any personal information from Jane. As a result,
Jane has the autonomy to share the digital certificate file, only with
whomever she wants, and everyone who receives the file will also
be able to check it independently on the blockchain.
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Figure 2: Diploma verification [1]

The table 1 presents a comparison between the properties of the
digital certificate solution and the blockchain certificate solution.
The blockchain innovation is realized in several aspects. The tech-
nology is more secure because unlike the digital certificate, in which
all security depends relies only on the digital signature, the use of

different cryptographic mechanisms, combined with the adoption of
a distributed ledger, offers certificates a higher level of security.

Regarding privacy [17], digital certificates are much more sen-
sitive to data leakage, considering that all personal information is
contained in the certificate. This fact can restrict its replication.
Analyzing this property in the blockchain solution, the distributed
information says nothing about the student, and the certificate can
be published without worries.

Digital signatures depend on central regulatory bodies. In some
countries, there is not even an authority capable of certifying a sig-
nature [15]. In this aspect, blockchain offers complete autonomy,
eliminating the need for third parties.

The blockchain, mainly in public architectures and consortium
[8], offers a genuine backup mechanism since all information is
replicated in pairs. Digital certificates, on the other hand, are easy
to destroy electronically and depend on sophisticated backup mech-
anisms to avoid disappearing [15].

Finally, about the proof of existence, the reliability of the dates
generated by digital certificates relies on the reliability of the sub-
scriber. This can be a problem when a university has its private
key stolen, and an attacker uses it to sign valid certificates with
dates retroactive to the reported date of the theft. In this regard,
the blockchain allows identifying the timestamp. As Ronning says,
”every credential issued with a stolen key must fail” [18].

3 CertEdu

3.1 Frameworks analyzed

The CertEdu project begins with the choice of the tool which will
be used in the development. In 2018, when the project started,
there were not many tools available for this purpose. The use of
blockchain in the issue of academic certificate management is re-

2Shout combine Hyperledger Fabric + Hyperledger Indy
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cent and the first students to receive their diplomas anchored in the
blockchain, were from Massachusetts Institute of Technology (MIT),
in 2017 [19].

We identified four potential platforms. The table 2 shows the
comparison between them, and the used evaluated criteria.

Between the evaluated solutions, the Blockcerts tool was chosen
to implement the prototype of this paper. The reason was that it
better serves the requirements placed, especially about working
on any blockchain. In reality, Blockcerts was the only certificate
issuing solution that was born with the requirement to work for any
blockchain. This requirement greatly increases the complexity of
the solution, but it is important because it keeps the application life
cycle long. Another point that drew attention is its active community
of developers, which makes the project receive constant updates.

Interesting points were also noted on other platforms.
BTCerts, a project inspired by the MIT solution, address to

the problem of centralizing the revocation process of Blockcerts.
The model proposed by BTCerts solves the issue and can be easily
adapted to any type of blockchain, but the costs are concernedly,
mainly because it does not explain how the complementary revoca-
tion information would be registered, since the OP RETURN DATA
field has a limited size of 83 bytes [20].

EduCTX, although having a more focused approach to digitizing
credits European Credit Transfer and Accumulation System (ECTS),
the solution brings an approach about how to use the multiple signa-
tures, involving the student and institution to validate the transaction.
The solution also raises an interesting question regarding the con-
sensus mechanism used. Depending on the type of application, one
consensus mechanism is more suitable than another. Considering
education, it makes no sense to mine blocks to record transactions
that contain academic certificates or ECTS credits. Universities are
reliable nodes and responsible for the data they provide. Operating
in a permissive way to create transactions, universities maintain
autonomy in the issuing process, but they are unrelated about verifi-
cation and sharing.

On Hyperledger’s evaluation, its flexibility was identified as a
strong point, and as a weak point, the lack of models capable of
speeding up development. It would be interesting if pre-assembled
open-source libraries existed for that purpose. Another issue in-
volving Hyperledger is that to identify the university or the student,
it would be necessary to combine the use of two greenhouse tech-
nologies (Fabric + Indy), which can make the development of the
application even more complex.

Recently, the use of smart contracts has been evaluated for
academic record systems[13, 21, 22, 6, 23, 24]. Prototypes are im-
plementing this type of mechanism in the Blockcerts 3, but they are
new and still being discussed. This type of approach is interesting
but needs to be observed, because not every blockchain implements
this type of contracts (example Bitcoin). Besides, the languages
implemented by different blockchains can be different, which can
make it difficult to create a standard. In the examples shown, the
vast majority are based on Ethereum. We believe that because
blockchain technology is recent, with many networks likely to dis-
appear and others appearing in the future, the proposed solution
should be compatible with any blockchain technology [5] [1]. Also,
the blockchain scalability issue [25], may encourage applications to

migrate to smaller networks.

3.2 Prototype

UFP has built a prototype and has been testing the application of
academic certificates with blockchain technology. The application
called CertEdu was built based on the Blockcerts platform and has
its architecture designed according to the figure 5. As you can see,
CertEdu issues electronic documents on Bitcoin and Ethereum net-
works. The objective of implementing two networks is precisely
to assess the prototype’s ability to achieve the desired blockchain
compatibility property.

The implementation described in this work shows that even
existing different ways to operate the blockchains (permissioned,
permissionless, consortium), the implemented solution is easily
adapted to operate on any type of network because of these reasons:

• The solution uses its own Merkle Proofs mechanism

• The technique of anchoring the diploma hash on the
blockchain, allows verification and overcomes the space limi-
tation

• The solution doesn’t need the use of smart contracts

The technical standard of Blockcerts was designed to work with
any blockchain, thus preventing the success of the project from
being conditioned to the evolution of another product. In 2017 when
the project was started, integration was only possible with Bitcoin,
but it soon extended to Ethereum. In 2018, Universidad del Rosario,
in Colombia, [26] built the integration with Hyperledger.

Blockcerts uses different layers that work together to create the
hashes for each batch of certificates, issuing them on the blockchain
and subsequently allowing web platforms to print the certificates
by using JavaScript Object Notation (JSON) objects and verifying
them on the blockchain [4].

The figure 3 shows a process of creating a digital certificate on
the blockchain by using the components of Blockcerts. As we can
see, the asset stored is the hash of the JSON generated file, which
in practice means linking the digital file with the blockchain.

The next section describes CertEdu implementation.

3.2.1 Certificate templates

Cert-tools is responsible for creating the certificate templates that
will later be signed and anchored on the blockchain. For each model,
it is possible to customize information such as the title, logo, descrip-
tion, history. There are also customizable fields, so that peculiar
information can be treated. These fields can be created globally
(they will appear for all the certificates generated from the model
in question) or by the recipient (they will only appear for a specific
group of recipients). Next, part of the code of interaction with the
component is presented.

3https://community.blockcerts.org/t/introducing-smart-contracts-to-blockcerts/2362
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Figure 3: Diploma configuration [1]

Figure 4: CertEdu’s Certificate Template
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Figure 5: UFP Architecture [1]

create-certificate-template -c /ufp/model/ConfigJson_UFP.ini
--data_dir /ufp/ --template_dir /ufp/model
--template_file_name /ufp/model/UFP_3.json
--issuer_logo_file /ufp/image/UFP.png
--cert_image_file /ufp/image/UFP_3.png
--issuer_url https://certedu.eastus.cloudapp.azure.com/
--issuer_email ufp@ufp.edu.pt
--issuer_name ’Universidade Fernando Pessoa’
--issuer_id https://certedu.eastus.cloudapp.azure.com/UFP_1.json
--revocation_list
https://certedu.eastus.cloudapp.azure.com/rev_UFP_1.json
--issuer_certs_url https://certedu.eastus.cloudapp.azure.com
--certificate_description ’Reconhecimento de apresentação no congresso.’
--certificate_title ’CISTI 2020 - Blockchain Revogação’
--criteria_narrative ’Sevilha, Junho de 2020’
--issuer_public_key ecdsa-koblitz-pubkey:
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mgAzKQZZi47g4UMvmGJCsicbJ4P3B8SHRr
--badge_id 370820c5-59ff-4a0b-8c9c-55faa0b9f431
--unsigned_certificates_dir /ufp/unsigned

Cert-tools receives as an input the information that will form the
certificate and as output, returns a file JSON, ready to be signed by
the next component. The file in question is generated by a Block-
certs module called cert-schema 4, which is based on the Verifiable
Credentials (VC) 5. The data types mapped by the standard follow
the norm Internationalized Resource Identifiers (IRIs), the same
used by XMLSchema 6. All this concern in following these stan-
dards is to offer entities and interested parties a standardized format
for certifications.

The figure 4 shows the implementation of cert-tools in CertEdu.
The model stored in the database contains the necessary parameters
for the issuance of a certificate. In another system interface, all it
takes is to link the model code with a list of students in order to
publish the certificates. Note that there is a status indicator, which
checks when saving the record if all settings have been applied
successfully. For example, there is a parameter that allows you to
indicate the public address of the certificate. When it is activated,
the application tries to publish on the indicated website with the
parameterized access credentials. If it fails, the model remains
pending and cannot be used until the error is fixed.

3.2.2 Publishing area

Cert-issuer is the component responsible for generating the transac-
tion on the blockchain. The input receives the diploma file generated
by cert-tools and returns as output the diploma hash published on the
blockchain. Its role, in addition to the signing, is to allow blockchain
compatibility, by providing a structure that allows connectors from
other networks to be implemented. In the component area called
blockchain handlers, all it takes it to create three functions to con-
nect a new network: connection (connectors.py), transaction (trans-
action handlers.py), and subscriber (signer.py). On top of that, it
is necessary to change the block below the main function of the
component.

issue_certificate.py

def main(app_config):
chain = app_config.chain
if chain == Chain.ethereum:

from cert_issuer.blockchain_handlers import ethereum
certificate_batch_handler, transaction_handler,
connector = ethereum.instantiate_blockchain_handlers(app_config)

elif chain == Chain.bitcoin:
from cert_issuer.blockchain_handlers import bitcoin
certificate_batch_handler, transaction_handler,
connector = bitcoin.instantiate_blockchain_handlers(app_config)

else:
new blockchain
...

return issue(app_config, certificate_batch_handler,
transaction_handler)

The standard is maintained by the open-source community, to
support networks the Bitcoin and Ethererum. The integration to
other networks is emerging as initiatives do, such as the Univer-
sity of Rosario, in Colombia [26], which built the connector for
Hyperledger, and is testing it experimentally.

Another notable point of the figure 3 is the possibility of signing
a group of models at once. Technically, cert-tools generates several
certificate files and calculates the group’s Merkle root, recording
this value on the blockchain.

The figure 6 shows the structure of a certificate file that makes
up a batch. All files in the batch have the same value as the merkle-
Root field, and additionally store, in addition to the hash itself, the
hashes of the nodes needed to verify the root of Merkle (proof 0, 1
and 2 of 6). In practice, when the verifier receives a file, it calculates
the hash and checks on the blockchain whether this file belongs to
the generated batch. With that, you only need to spend a single time,
to be possible to check n certificates. Also, this check is very useful
for revocation, because canceling a single blockchain registration
automatically cancels the entire batch.

Figure 6: Certificate batch structure

Blockcerts implements an independent version of the Merkle
root, the 2017 Merkle Proof Signature Suite 7. This means that the
field calculated in the JSON file, always follows the same pattern,
contributing at this point for the tool to work on several networks.
Each blockchain can implement the field differently, as is in the case
Ethereum, which unlike Bitcoin, uses Merkle Patricia [27].

3.2.3 Embedded authenticity checker

The verifier has two roles: to inform the authenticity of a certificate
and to represent it graphically to the user. The first versions of this
component in Blockcerts were called cert-viewer, but later changed
to blockcerts-verifier 8.

The technology is based on JavaScript, which makes it easier for
applications, such as CertEdu (Figure 8), to embark on a universal
certificate verifier within its structure.

4https://github.com/blockchain-certificates/cert-schema
5https://www.w3.org/TR/vc-data-model/
6http://www.w3.org/TR/xmlschema-2/
7https://w3c-dvcg.github.io/lds-merkleproof2017/
8https://github.com/blockchain-certificates/blockcerts-verifier
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How the issuance process is implemented, directly impacts on
the complexity of implementing this component. Notably, Block-
certs seeks to use standardized components of the blockchain, such
as hashes, transaction recording, Merkle root. With this, the inclu-
sion of new blockchain in the operation of the blockcerts-verifier
becomes a simpler process. Considering a different scenario, in
which the mechanisms use smart contracts, depending on the way
it is implemented, this process of incorporating new networks can
become complex.

There is still no defined standard on the display format of the
digital certificate (figure 7 and 8). Although this is not a technical
security problem, it can cause some distrust for an appraiser who
receives the same diploma issued by the same broadcaster but in
different formats. Fortunately, the verification function can guaran-
tee the data veracity to the interested party, and can even validate
the file in different universal verifiers, such as the one offered by
Blockcerts 9

Figure 7: Model 1 for viewing a digital certificate issued by Blockcerts

Figure 8: Model 2 for viewing a digital certificate issued by Blockcerts

3.2.4 Mobile application

Cert-wallet is a Blockcerts application, also available in an open-
source format, which aims to offer users autonomy over their records.
Once the user downloads the application on their device, their iden-
tity is linked to a phrase created automatically by Blockcerts, which
becomes a kind of private key.

The student is sovereign to register an issuer in his account and
redeem the certificates that were issued by him. Autonomy is also
evidenced by the fact that the student has the freedom to send his
diploma to whomever he wishes, directly, without the intervention
of any third parties. The difference between the digital process
and the paper is that the registration received by the third party can
be verified directly on a public blockchain network (in the case of
this paper, Bitcoin or Ethereum), without any consultation with the
issuing university.

The application has three main functions:

1. Automatically generate and send the student’s public address
to the sending systems

2. Store the digital certificates

3. Share the digital certificates

The figure 9 shows the operation of the first function of the
cert-wallet. Note that the user informs an address of a sender profile
file, and also a unique and disposable code, in English, called the
nonce. This code serves as a kind of student credential to access the
available service. Right after this procedure, cert-wallet accesses
another address that is embedded in the profile file, and sends it to
that address, the public key generated by the application, and also
the code entered.

Figure 9: Cert-wallet application interface responsible for generating the student’s
public address

On the other side of the operation, in the second address men-
tioned software that is prepared to receive the public key and com-
pare the received code is operating, validating, or not the message.
If so, the cert-wallet receives a signal to register the issuer in its

9https://www.Blockcerts.org/
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database, and the student’s public address is stored in the issuing
application so that it can be used in future issues.

The second function of the application refers to the storage of
certificates, which, as noted in the figure 10, can be done in two
ways: informing an address Uniform Resource Locator (URL) in
which the certificate is published, for example, https://certedu.
eastus.cloudapp.azure.com/certdata/2137705.json, or
by directly importing a JSON file.

Immediately after importing a credential, the application starts
a process of validating and verifying the authenticity of the file,
informing at the end of the process whether the certificate is valid
or not.

Figure 10: Ways to store a certificate in the cert-wallet

The third and final function of the cert-wallet, refers to the pos-
sibility given to the users to share their certificates. When selecting
a certificate, it is possible to physically send the file to another user
or simply provide the address that references it.

Table 3: Processes and challenges related to the blockchain solution

Process(s) Challenge Satisfies

Issuing A feasible financial solution to
large issuing

Yes

Issuing Identify of
universities

Yes

Issuing Allow revocation Partial

Verifying Verifying em local database
(decentralizing)

Partial

Verifying Verifying in universal verifier Yes

Verifying High availability Yes

Sharing Identify of
students

Yes

Sharing Sovereign to
share the certificates

Yes

Sharing Graphical display of
recorded information

Yes

All Operating compatibility
on any type of blockchain

Yes

3.2.5 Goals

The purpose of the application is to simulate an environment close
to a real situation, for this reason, it was decided to configure the
TestNet (Bitcoin) and Rospten (Ethereum) networks. Faucets 10, 11,
12, 13 were used to transfer credits to the application’s accounts, and
thus emulate a scenario close to reality, in which there are limited
financial resources to generate certificates.

The table 3, presents an analysis by the process, about the main
challenges to be addressed. In this way, the work assesses such
issues through CertEdu, and highlights which issues are addressed
and which still need to be addressed. Concerning the points not yet
solved, some possible solutions to these problems are presented.

Below, the topics partially covered are discussed.

3.2.6 Disconnected checking and revocation

One of the innovations proposed by blockchain certificate solutions
is disconnected verification. For example, it would be possible to
verify the authenticity of the diplomas, using an off-line local copy.
All certificates that are already there are perfectly verifiable.

However, the prototype found that this feature was not met, due
to the way Blockcerts implements the verification process. There is
a dependency on two external files (hosted on the issuer’s server),
one for university identification, and another for checking certificate
revocation.

Regarding the first dependency, Learning Machine and NextID
in late 2019, published an article [18] with a proposal to replace the
issuer profile. This functionality must be present in versions 3.0 of
blockcerts.

Regarding revocation, there is still no definitive solution to the
problem. The paper [5], presents different approaches, such as
smart contracts [28], control data [29] or even the combined use of
Interplanetary File System (IPFS) and blockchain [30] , [31], [32].

3.3 Systemic tests

The following tests simulate some of the situations that can occur
when issuing a blockchain certificate. Firstly, attempts are made
to tamper the certificate, either through data editing or through the
usurpation of property. Right after this test, it is evaluated how the
validation system behaves in a disconnected way.

3.3.1 Tamper

In this simulation, a diploma issued by CertEdu is changed. Using
a simple text editor, the original information of the diploma is mod-
ified, including a letter R in the student’s name. It is notable that
the digital diploma file is not encrypted, and can be easily edited by
users who have a minimum of knowledge in text editing tools.

The result of the modified document validation operation can
be seen on the figure 11, and the rules processed by the verifier can
be observed through the table 4.

10https://faucet.ropsten.be/
11https://faucets.blockxlabs.com/ethereum
12https://coinfaucet.eu/en/btc-testnet/
13https://bitcoinfaucet.uo1.net/send.php
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Figure 11: Tampered certificate validation

Table 4: Result of validations performed by the universal verifier

No Rule Satisfies ?

1 The transaction number contained
in the certificate (sourceId) exists
in the referenced blockchain ?

Yes

2 The computed hash over the information,
match with the targetHash field?

Yes

3 The targetHash match
with the blockchain stored content ?

No

4 The issuer’s public address (server)
is available ?

Yes

5 The embedded issuer’s public key
in the certificate, match with the key
hosted in the issuer’s server

Yes

We realized in this experience that the verifier can identify any
adulterations of the file’s content. Analyzing the verifier’s rules,
even if an attacker tampered a certificate and recalculated the hash
data, the tamper would be detected, because the content of the
targetHash field would not match the value stored in the blockchain.

3.3.2 Unauthorized appropriation

This other fraud simulation discusses the possibility for an attacker
to change the issuers and /or recipients of a genuine certificate. For
example, it would be interesting for criminals to replicate real uni-
versity certificates with lesser visibility, changing them as if they
were from prestigious universities. Likewise, a profitable fraud
would be to offer genuine degrees to malicious recipients, who only
intend to accumulate ”achievements”.

Blockcerts embed the student’s public key in the certificate data,
in the recipientProfile section, in the publicKey field. Likewise,
in the verification section, the sender’s information is embedded.
This means that such fields are part of the hash calculation, which
guarantees protection against tampering.

However, an attacker could alter the certificate data, inform-
ing other public keys of issuers and recipients, and recalculate the

certificate hash. Additionally, to prevent rule 3 (table 4) from identi-
fying the fraud, the attacker could change the sourceId field for a
transaction that he created, which contains exactly the value of the
hash of the defrauded certificate.

In this case, rule 3 will pass as true, because both the local cal-
culation of the hash and the comparison with the information stored
in the blockchain will be considered valid. However, Blockcerts can
identify this fraud, because in addition to validating the content of
the transaction, it checks whether the address of the transaction is
owned by the issuing university. This is possible because the sys-
tem compares the public address of the transaction with the public
address hosted on the sender’s server.

The figure 12 presents excerpts from the university’s
profile file, highlighting the public key information. The
adulterated certificate, and the forged transaction, point to
the mgAzKQZZi47g4UMvmGJCsicbJ4P3B8S HRr hash. How-
ever, the university’s real public key points to the value
JKmg4UDWqBcnhklMEsDgdDHsRrF.

As shown in figure 13, the validator detects the inconsistency of
this information, preventing the fraud from being carried out.

Figure 12: Issuer identification file

Figure 13: Certificate check with the issuer tampered with

3.3.3 Stolen key and revocation

This simulation evaluates Blockcerts’ ability to identify frauds that
may occur in situations where the university has had its private key
stolen.

The digital diplomas issued by non-blockchain solutions, such
as those that sign using a Rivest-Shamir-Adleman (RSA) key, do not
guarantee in their signature proof that the creation date associated
with their signature is consistent with reality. In most cases, the
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issuer who signs with the keys to their property, must sign with the
correct date and time [18].

In situations where the private key is stolen, the attacker may
want to issue retroactive diplomas, thus managing to guarantee
illegal conquests for any recipient.

When the university realizes that its key was stolen, it revokes
the validity from the date on which the theft occurred. However, in
non-blockchain solutions, since certificate dates cannot be trusted,
it is very difficult to determine which diplomas are still valid.

Therefore, by using a blockchain’s reliable timestamp, you can
calculate the actual date of issuance of a diploma, and thus, deter-
mine the revocation/expiration. With that being said, it becomes
more reliable to separate valid and invalid credentials. For exam-
ple, all credentials that are referenced on a blockchain, before the
reported date of the theft, remain securely valid and are not affected
by any revocation process.

The figures 14 and 15, demonstrate how the date of the issuance
of a certificate can be easily compared with its registration on the
blockchain. By consulting the date of the corresponding transac-
tion (indicated in the sourceId field), you can easily perform the
comparison.

Figure 14: Certificate issue date

Figure 15: Registration date of certificate issuance on the blockchain

In this matter, it is concluded, that the blockchain solution offers
a differential about the solutions without blockchain, since it guar-
antees students, that their old diplomas will not be affected, even if
unexpected situations like a private key theft happens.

3.3.4 Validation without server access

This simulation is divided into two parts. First, the possibility of
the issuer’s server failing is evaluated and then the functionality of
continuing to validate in a non-synchronized way, records on a local
blockchain are tested.

In this first test, the sender’s server is inaccessible. This simu-
lation intends to evaluate the system’s behavior when faced with
a failure of the university server. For this, the server on which
the profile and revocation files are hosted was turned off and was
performed a check for a genuine certificate.

It can be seen through figure 16, that the verifier was unable to
tell whether the certificate was valid or not.

Figure 16: Local check, error when connecting transmitter

The test concludes that the solution is not yet capable of offering
independence from the issuer. Besides, if an attacker manages to
invade the server, even if it is temporarily, it would be possible
to carry out the attacks described in the 3.3.1 section, due to the
possibility of changing the information stored in the sender’s profile.

In the second test considers a scenario in which the local
blockchain is not synchronized. One of the benefits of using the
blockchain would be the possibility to continue to validate certifi-
cates, on a local blockchain, even if it no longer exists.

Analyzing the libraries of the implemented prototype, it is no-
ticed that the verifier uses interfaces Application Programming
Interface (API), made available by block query tools, to verify them.
This means that for a local validation it would be necessary to mod-
ify the verification address for the local base. As this is a relatively
easy operation, it can be said that the tool meets this requirement.

Another situation that can be simulated is the verifier validating
the issuance of a certificate that has not yet been authorized by the
consensus mechanisms. As mentioned in the section, the validation
of the blocks is one of the pillars that brings all the security of the
technology. Validating a diploma from a registration that has not
yet been confirmed could be considered a very serious failure.

Figure 17 shows the result of this operation, and as the result is
shown, it can be said that the system also passed this security test.
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Figure 17: Block not yet confirmed

4 Conclusion
Diploma fraud is far from being over. The combat mechanisms
proved to be extremely inefficient, mainly in the paper models.
Digital degrees have evolved with digitalization, but they do not
offer privacy to the students, so they can have confidence in freely
distributing their certificates.

Blockchain’s disruptive technology offers a breakthrough in dis-
tribution and ensures protection from tampering. It was also shown
that the blockchain offers the best resources to act in case of loss
or theft of the university’s private key, protecting the entity against
undue retroactive emissions. Besides, the level of privacy offered
by the technology, by recording only the hash certificate on the
blockchain, makes the solution less prone to data leakage than the
digital certificate solutions without blockchain.

The materialization of the objective of using the blockchain
for the management of diplomas was achieved during the construc-
tion of the CertEdu prototype, in which it was possible to operate
issuances, revocations, shares, and verifications of academic certifi-
cates.

However, tests also pointed out that disconnected operation is
still an issue that needs to be worked on. Although some blockchains
already offer resources, such as the smart contract, which would
allow to easily resolve the centralization points placed, the premise
of the solution operating on any type of blockchain has not been
met, so those issues that still prevent decentralization are still raised
by this work is pending.

There is also concern about the unpredictability of the issuance
costs. Thinking of public networks like Bitcoin and Ethereum, you
cannot predict the rate of transactions in the long run. This issue
can inhibit the adhesion of universities.

Finally, it is concluded that the application of blockchain in the
management of academic certificates is perfectly possible and that
the technology already offers benefits in terms of privacy, distribu-
tion and revocation, compared to digital solutions. However, to be
able to take advantage of the full potential of the technology, the
centralization points addressed by this work, such as the validation
of the issuer’s profile and revocation, need to be migrated to features
that operate within the blockchain itself.
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the context in which the query is submitted, making use of query-sensitive similarity measures
(QSSM). In this paper, a particular QSSM known as the query-document similarity measure
(QDSM) is evaluated, QDSM is designed to determine the similarity between two queries based
on their terms and their ranked lists of relevant documents. To this extent, F-measure and
the nearest neighbor (NN) have been employed to assess this approach over a collection of
AOL query logs. Final results reveal that both the Average Link Algorithm and Ward’s method
present better results using QDSM than cosine similarity.

1 Introduction
This paper is an extension of work originally presented in the In-
ternational Conference of the Chilean Computer Science Society
(SCCC) [1]. Nowadays, exist a large amount of information avail-
able on the Web; additionally, web search engines (WSE) daily
index thousands of pages, by which finding relevant and timely
information over this growth without constraints becomes quite a
challenge. According to [2], this unrestricted growth has not been
accompanied by corresponding technical advances in approaches
to extract relevant information. Unsuccessful searches are common
in WSEs and can be given by several reasons among which we can
mention the following. First, the lengths of submitted queries by
users are mostly short (e.g., the average size of a web search is 2.4
words [3]). Owing to queries are conformed by a few keywords, it
is complicated to determine the specific topic in which the query is
inserted, therefore, a result with a few keywords in the query can
be formed by unrelated topics. Furthermore, users ignore how to
formulate a correct query [4]. The problem is made more complex
when the user does not have a specific idea about which should be

the result that he/she is looking for (i.e., which turns in relevant
information for him/her). In light of the foregoing, it is not easy
for WSEs to interpret the meaning of what users are looking for.
One way to tackle this issue, is to consider the context in which
the queries are submitted at WSEs [5], [6]. To capture the context,
WSEs should consider what queries are related among them (i.e., de-
termining if the queries are similar) and how their results have been
beneficial for users. A way to determine the relationship between
similar queries and relevant documents for these queries is given by
the cluster hypothesis, which establishes that all documents consid-
ered as relevant for a query are similar to each other (i.e., similar
documents can be relevant for the same query)[7]. Accordingly, it
can be assumed that relevant documents for a query q, are relevant
for a query q′, such as q′ is similar to q. Thus, having methods that
provide the similarity among documents and queries can bring a
better characterization about the meaning of a new query, and as a
consequence, it entails more effective results.

Whether the WSE is able to establish how similar is a new
query regarding queries recently submitted, then the search engine
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should provide documents, which were relevant in previous searches.
Hence, the recent past queries along with the relevant documents
provide a context, in which is feasible to improve the answers to
new searches [8]. Nevertheless, measuring how similar are two
queries using their documents is not easy, suitable metrics that allow
representing the context are needed.

Aiming to capture the context in which queries are submitted,
Tombros and Van Rijsbergen [9] present a pioneering approach in-
troducing the measuring called query-sensitive similarity measure
(QSSM). This measure establishes the following; two documents
are more similar than others, whether both are more similar regard-
ing a given query. Following this argumentation line, QSSMs can
be used as a metric to measure the similarity between two queries
considering the context. As such, a WSE using additional informa-
tion can improve its effectiveness to answer a new query. To achieve
this goal, queries alongside their documents should be stored in
clusters. Currently, few approaches store the queries along with
their documents [10]–[14] (these approaches recommend to the user
a list of similar queries, which are related to the submitted query by
the user). However, the approaches mentioned previously are not
directly related to the approach presented in this paper.

1.1 Contribution

The main contribution of this paper is the effectiveness evaluation of
QDSM. Roughly speaking, effectiveness is related to the quality of
recovered documents. Better effectiveness occurs when more rele-
vant documents are retrieved (from a total of N documents retrieved,
there are more relevant documents than non-relevant documents).
By contrast, worse effectiveness occurs when more non-relevant
documents are retrieved. With this in mind, grouping similar queries
alongside their relevant documents (in clusters) should directly af-
fect the effectiveness. Therefore, improving clusters’ effectiveness
implies having more relevant documents by clusters, which aligns
with the cluster hypothesis.

To evaluate QDSM effectiveness, the F-measure alongside the
nearest-neighbor (NN) cluster hypothesis tests were used. Both tests
were applied over the following algorithms; Single Link, Complete
Link, Average Link, Bisection K-means, and Ward’s method. Three
relevance models were simulated with the aim to determine which
documents are relevant for a specific query. Besides, a wide range of
experiments was carried out over five sets of queries. Final results
are presented as QDSM improvement percents regarding cosine
measure (S c) (or cosine similarity), which were contrasted with the
values obtained applying the Student Paired T-test (two samples).

The remainder of this paper is organized as follows: In Section
2, a detailed review of articles related to the problem of captur-
ing the context using clustering is presented. In Section 3, the
methodological description, is exposed. Section 4 presents the ex-
perimental environment. Section 5 displays the empirical results,
which are then discussed in Section 6. Finally, Section 7 gives some
perspectives of future work along with the conclusions.

2 Related Work
There have been many works that deal with the use of clustering
in Information Retrieval (IR). Clustering in IR has been employed

to improve the effectiveness (i.e., quality of clusters). Overall,
clustering-based approaches that intend to capture the context in
which the queries are submitted can be classified into two categories,
considering the underlying repositories (these are also known as
collections or datasets). The first category involves using traditional
IR datasets. Some of them use QSSM similarities such as [15]–
[17]; meantime, the second category uses log-file data from search
engines.

To improve effectiveness in the retrieval process, an approach
relies on hierarchic query-specific clustering is presented in [15]. In
pursuing this goal, a wide range of experiments was performed. Ac-
cording to the authors, given a specific query, the hierarchy should
be adapted to increase the likelihood to situate relevant documents
to the query in nearby clusters. Two characteristics stand out in this
research. First, an analysis of optimal clusters variation considering
the number of top-ranked documents allowing better effectiveness
is exposed. Finally, a comparison between their results and in-
verted file search (IFS) is provided. Five traditional IR collections
alongside four hierarchic agglomerative methods were employed
in all experiments. Final results indicate that query-specific clus-
tering outweighs static clustering in each of the experiments. On
the other side, a framework based on probabilistic co-relevance,
which gives a query-sensitive similarity, is presented in [17]. The
similarity between two documents corresponds to the ratio between
the co-relevance probability and a specific query. Two cases were
considered to identify the co-relevance. First, the document’s rel-
evance is independent of the rest of the documents. Second, the
document’s relevance is dependent on the rest. Several experimental
scenarios were studied using the nearest neighbor test on TREC
collections. The final results reveal that the framework outperforms
term-based similarity.

The approaches mentioned above expand the users’ judgments
grounded on the following assumption. All terms included in a rele-
vant document for a specific query are relevant too. Consequently, it
is assumed that all documents that include some of these terms are
also relevant. Besides, these approaches do not deal with the similar-
ity among queries, with the exception of [16],[18]. In [18], a method
called Scatter/Gather, which explores clusters based on documents,
is proposed. The method returns a ranked title’s list for the organiza-
tion and viewing of retrieval results. Scatter/Gather is used as a tool
for retrieval of browsing results, which presents summaries to users.
Towards that goal, documents are joined in similar topics. A frac-
tional algorithm provides k clusters on TREC/Tipster dataset. As a
result of experimentation, the authors assert that their method gives
tailored clusters according to the query’s characteristics. In such a
way, their results corroborate the cluster hypothesis since relevant
documents are more similar to each other than non-relevant docu-
ments. In [16], the authors introduce the Weighted Borda (WBorda)
model, which determines the co-relevance of a document using
different similarities’ types. To this end, a Support Vector Machine
(SVM) was trained to get the estimated co-relevance, fusing the
induced rankings using several functions. Each function considers
the similarity between documents and the query. Several similarity
measures were considered in experiments such as cosine BM25,
M1, and M3. The final results in tasks such as nearest-neighbor
clustering, cluster-based, and graph-based document retrieval in-
dicate that WBorda provides better results than several proposed
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co-relevance models.
On the other hand, approaches such as [10],[19], and [20] be-

long to the second category. Users’ log-based, an approach of query
clustering is proposed in [19]. Towards that end, the documents
previously read by users are employed to construct cross-references
among documents and queries. According to the researchers exist
a strong relationship between the selected documents and queries.
This approach underlies two fundamental aspects: First, two queries
are similar if users clicked on the same documents; Second, if a
set of documents was selected for the same queries, then the doc-
uments’ terms are related to the queries’ terms. The empirical
results were obtained using the DBSCAN algorithm and the En-
carta encyclopedia dataset. The final results show that many similar
queries are gathered in the same clusters utilizing this approach.
A query-clustering classification, which compares various query
similarity measures, is presented in [10]. Three groups: content-
based approaches, feedback-based approaches, and results-based
approaches are suggested in this classification. In content-based
approaches, the common terms of queries are used to describe query
clusters. Similarity functions such as Jaccard, Cosine, and Dice
were employed to build the clusters. In that regard, the authors
claim that this method is not convenient for search engines due to
many queries have few terms. On the other side, in feedback-based
approaches, the similarity measure is grounded users’ selections
over search results; therefore, two queries are similar whether they
encourage the selection of similar documents. In turn, results-based
approaches evaluate the similarity between queries through the over-
lap of returned documents. In this case, the researchers point out
that this approach’s principal drawback corresponds to high process-
ing times. Notable results are obtained using the three approaches
in parallel. In [20], a WSE provides a user with a list of similar
queries regarding the user’s submitted query. Semantically similar
queries give support to the clustering process. Clusters are formed,
taking into account the historical preferences of registered users in
the WSE. To build the clusters, term-weight vector representation of
queries considering the clicked URLs was employed. The method
exhibits two benefits, (1) it discovers the related queries, and (2)
sorts the queries rely on a relevance criterion. It is important to
mention that the queries are sorted using the following criteria: (a)
the similarity between the clusters’ queries and the new query and
(b) the support, which is related to how much the query answers
capture the user interest. The experiments were conducted using the
combination of (a) and (b). The results display improvements on
average precision.

In summary, the first category is based on traditional IR datasets.
A traditional IR dataset is formed by three sets, a set of documents
(D), a group of queries (Q), and a set of users’ judgments (JU). The
user’s judgments contain the relevant documents for a query in Q.
Note that all works mentioned in this category include new relevant
documents (if some document has some relevant term, then it is con-
sidered relevant), which are not part of the original JU. On the other
hand, it should be noted that there are no JU in the second category
(log-files from search engines). Consequently, subject matter ex-
perts evaluate the pertinence of a document given a query. Note that
all approaches mentioned in this related work modified some docu-
ments’ relevance, which directly impacts effectiveness. Contrary to
these approaches, in this paper, three types of users’ judgments are

simulated without altering the documents’ original-relevance.
The overall procedure and a discussion about the results are

presented in the following sections.

3 Methodology

The methodology overview is as follows. Initially, a user submits a
query to the WSE. Thereafter, the WSE returns the documents as
a result of the query. These documents are ranked from the most
similar to the least similar regarding the query. Once this is done,
the documents are stored along with the query in clusters inside
the WSE. Aiming to form the clusters considering documents and
queries, QDSM is used. In this way, when a user submits a new
query, it is contrasted with the past queries (these are the queries
previously stored) in the query-document clusters. Accordingly, an
effectiveness improvement should occur due to the clusters closest
to the new query containing relevant documents for the new query.

Document relevances become a crucial factor in enhancing ef-
fectiveness. In a traditional IR dataset, document relevances are
given by subject matter experts, who determine what documents
are relevant given a query. These documents are reflected in the
users’ judgments. On the other hand, the relevance of documents
in a WSE is given by ranking functions. Overall, ranking functions
attempt to capture the relevance through users’ clicks on documents,
which are expressed in the ItemRanks. In this manner, a retrieved
document (i.e., URL or web page) with an ItemRank high could be
considered as relevant.

It is essential to keep in mind that most approach clustering-
based extend or use subject matter experts to give relevance to the
documents, due to none of these datasets have been designed to
work with similar queries (past queries are part of clusters). Accord-
ing to [21], a good way to tackle this problem is by using simulation.
In this paper, document relevances have been simulated. Two no-
table advantages are obtained with the simulation use. First, it is
neither necessary to use subject matter experts nor extend the user’s
judgments. Second, several models of relevance (a model can be
seen as a ranking function) can be used; for instance, given a query,
a document can be relevant or non-relevant depending on the model.
In this paper, this is given by a relevance function, which determines
the relevance of a document considering both its corresponding
ItemRank and relevance probability.

Aiming to shed light on how QDSM is evaluated using a rele-
vance function, suppose the following example. Assume that three
documents (d5, d10, and d12) have been recovered for a query q, such
as d5 is the most similar document concerning the query. The respec-
tive ItemRank for each document is 20, 25, and 30. Likewise, the
probabilities of relevance according to their respective ItemRanks
are 90%, 40% 70%. Additionally, suppose a relevance function that
only considers the last recovered document (in this case, d12). As
d12 has an ItemRank of 30, the probability of being relevant is 70%.
To simulate the relevance probability of d12, a binary array of 100
elements is used. Initially, this array is instantiated with 0 values;
subsequently, 70 random positions with value 1 are assigned in the
array using Uniform Distribution. In order to give the relevance
to d12, an array position is selected using Uniform Distribution;
thus, if this value is 1, then d12 is relevant; in another case, d12 is
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non-relevant (Note that d5 and d10 are non-relevant).
Following the same example, suppose a relevance function that

assigns the relevance individually, then the same procedure to give
relevance is performed for each document (d5, d10, and d12). Thus,
a possible result could be that d5 and d12 being relevant, meantime
d10 could be non-relevant. Finally, suppose a relevance function
that provides the average relevance, then the average of ItemRanks
is obtained, and its relevance probability is used to give relevance to
the three documents.

Note that different relevance functions could provide different
results on QDSM, due to QDSM considers the relevant documents
as part of its metric.

3.1 The Query-Document Similarity Measure

The Query-Document Similarity Measure (QDSM) is a Query-
Sensitive Similarity Measure (QSSM), which has as a fundamental
purpose to capture the semantic similarity between queries, taking
into consideration terms that belong to the queries as well as the
position in which appear the relevant documents in both lists. In-
directly, the terms associated with the relevant documents should
contribute to providing context. Specifically, each list of documents
is presented in descending order according to the similarity of docu-
ments regarding the query. From the semantic point of view, two
queries are closer if they share more relevant documents in their
lists. This can be appreciated by observing the number of relevant
documents that form the intersection between the two lists. There-
fore, while more relevant documents make up the intersection, the
more similar the queries will be. Thus, this paper’s primary assump-
tion is that using similar queries alongside their relevant documents
should provide clusters with better effectiveness than S c, since addi-
tional information can be captured from documents, including the
queries (i.e., information is not complete in each query individually).
Specifically, this additional information is given by the union of
queries and documents’ terms but does not belong to the intersection
among them. Using this rationale, QDSM is in line with the cluster
hypothesis, which claims that relevant documents for a particular
query tend to be close, whereby these relevant documents should
tend to be in the same cluster for a specific query.

QDSM takes advantage from the place in which relevant doc-
uments appear on the list. As reported by [22], the most similar
documents concerning the query tend to appear at the beginning
of the list. On this basis, the order in which relevant documents
appear in both lists gives information about the context (particu-
larly the terms of relevant documents). QDSM deals with the order
of relevant documents through the use of the Longest Common
Subsequence (LCS) algorithm. LCS allows acquiring the relative
similarity keeping the order in which simultaneously appears a rele-
vant document in both queries. By doing so, the context capturing
in which the queries are submitted is possible.

This measure is convenient in two situations:

• When terms of a query are few, as is currently happening in
the WSEs.

• In a dynamic environment, where the documents’ relevance
could change (i.e., the position of a document in the list could

change as well as its ItemRank), non-relevant documents
could become relevant documents.

Accordingly, the queries are either short length (i.e., few key-
words in the query) or ambiguous. Nevertheless, these can be
enriched with more information associated with their relevant-
documents retrieved.

Aiming to give formality, some definitions are detailed below.
Definition 1

Let D be a set of documents, such as every document in D, is
formed by a set of terms (i.e., words contained in d). D is stored in
a WSE W. Besides, let q be a single query, such as q ∈ Q, where Q
is a set of queries interpretable by W.
Definition 2

The cosine measure between q and di, is defined as:

S c(q, di) =

m∑
j=1

tq j · ti j

√√√√√√√√ m∑
j=1

t2
q j ·

m∑
j=1

t2
i j

shuch as di ∈ D ∧ q ∈ Q, tq are the query’terms and ti are the
document’s terms.
Definition 3

Let |di| be the number of terms in a document di, such as di ∈ D.
Note that this definition can be applied to obtain the number of
terms for a query q.
Lemma 1

S c(q, di) , 0 ⇐⇒ (q ∩ di) , ∅
Proof by contradiction: Suppose (q ∩ di) = ∅. Then, there

are no terms in common between q and di. Hence, applying the
Definition 2 implies S c(q, di) = 0. Likewise, if S c(q, di) = 0, then
(q ∩ di) = ∅. �
Definition 4

Let L(q) = {di|S c(q, di) , 0 ∀di ∈ D} be the set of documents
whose similarity with q ∈ Q is different to 0.
Definition 5

Let LN(q) be a list of N retrieved documents from W, such as
LN(q) is ranked by decreasing order (i.e., they are ordered from
highest to lowest according to S c).
Definition 6

Let F(ItemRank(di),M) be a binary function, which provides
relevance to a document di, such as 1 is relevant and 0 is non-
relevant. The function is defined as follows:

F(ItemRank(di),M) =

1 : Pr(1) =M(M, ItemRank(di))
0 : Pr(0) = 1 − Pr(1)

where M corresponds to the relevance model (i.e., PartialRel, AvRel
or LastRel). ItemRank is a function that provides the rank for the
document di, andM is the function that gives the probability con-
sidering M and ItemRank. A binary array formed by 100 elements
is used to represent the probability inM. The Uniform Distribution
is employed to instantiate the values (the percentage is represented
with values 1 in the array) and determine the relevance (if the array’s
selected position contains a 1, then the document is relevant).
Definition 7

Let LN,R(q) be a list of retrieved documents along with their
relevances, then:
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LN,R(q) = {(di, F(ItemRank(di),M))|di ∈ LN(q)}.
Definition 8

Given two queries q and q′ such as both queries are in Q, and
their corresponding lists of documents LN,R(q) and LN′,R(q′). Then
QDSM is defined as follow:

QDS M(q, q′) =
S c(q,q′)+LCS (LN,R(q),LN′ ,R(q′))

1+max(||LN,R(q)||,||LN′ ,R(q′)||)
where:

• S c(q, q′) corresponds to the cosine measure between the
queries q and q′.

• LCS (LN,R(q),LN′,R(q′)) is the LCS algorithm applied over
LN,R(q) and LN′,R(q′) [23].

• max gives the greatest number of relevant documents between
the lists LN,R(q) and LN′,R(q′).

Theorem 1. QDS M(q, q′) = 0 ⇐⇒ S c(q, q′) = 0 ∧
LCS (LN,R(q),LN′,R(q′)) = 0.
Proof by contradiction.

• Suppose S c(q, q′) , 0 ∨ LCS (LN,R(q),LN′,R(q′)) , 0. If
S c(q, q′) , 0 is enough for QDS M(q, q′) , 0 (by Defi-
nition 8). Likewise, as LCS (LN,R(q),LN′,R(q′)) , 0 then
QDS M(q, q′) , 0 (by Definition 8).

• Finally, as QDS M(q, q′) , 0 then either S c(q, q′) , 0 ∨
LCS (LN,R(q),LN′,R(q′)) , 0 (by Definition 8). �

Lemma 2
LCS (LN,R(q),LN′,R(q′)) , 0 ⇐⇒ ∃ t ∈ (d ∩ q ∩ q′)
Proof.

• LCS (LN,R(q),LN′,R(q′)) , 0, then ∃ d ∈ (LN,R(q)∩LN′,R(q′))
(by the LCS invariant [23]). Thus, d ∈ LN,R(q)∧d ∈ LN′,R(q′).
Since d ∈ L(q)∧ d ∈ L(q′), then S c(d, q) , 0∧ S c(d, q′) , 0
(by Definition 4). Thus, (d∩ q) , ∅∧ (d∩ q′) , ∅ (by Lemma
1.). Hence, (d ∩ q ∩ q′) , ∅. Therefore, ∃ t ∈ (d ∩ q ∩ q′).

• Finally, as ∃ t ∈ (d∩q∩q′) then S c(q, q′) , ∅∧S c(d, q) , ∅∧
S c(d, q′) , ∅ (by Lemma 1.). Thus d ∈ LN,R(q)∧d ∈ LN′,R(q′)
(by Definition 7.). Therefore, LCS (LN,R(q),LN′,R(q′)) , 0
(by Theorem 1). �

Lemma 2 asserts that exists at least a common document in
both lists, and therefore at least there is one term in common among
queries and the document.

Lemma 3
|d| , |q| =⇒ ∃t ∈ (d 4 q)
Proof. Suppose |d| > |q|, which implies that d has at least one term
more than q. On the other hand, can ocurr that |q| > |d|, then q has at
least one term more than d. Thus, ∃t ∈ ((d − q)∪ (q− d). Therefore,
∃t ∈ (d 4 q). �

Lemma 3 points out that if different numbers of terms form the
document and the query, then at least there is one term that does not
belong to the intersection between them. Note that d and q are in
LN,R(q).
Theorem 2
QDS M(q, q′) , 0 ∧ |d| , |q| , |q′| ⇐⇒ ∃ t ∈ ((d 4 q) 4 q′); such
as d is in both LN,R(q) ∧ LN′,R(q′).
Proof:

• QDS M(q, q′) , 0 ∧ |d| , |q| , |q′|, then
LCS (LN,R(q),LN′,R(q′)) , 0 ∧ S c(q, q′) , ∅ ∧ |d| ,
|q| , |q′| (by Definition 8). As the first part, consider
LCS (LN,R(q),LN′,R(q′)) , 0 ∧ |d| , |q| , |q′| then, ∃ t′ ∈
(d ∩ q ∩ q′) ∧ |d| , |q| , |q′| (by Lemma 2). Thus
∃ t′ ∈ (d ∩ q ∩ q′) ∧ ((|d| , |q|) , |q′|). Subsequenlty,
∃ t′ ∈ (d ∩ q ∩ q′) ∧ ∃t ∈ ((d 4 q) , q′). (by Lemma
3.). Hence, ∃ t ∈ ((d 4 q) 4 q′). The another case is
S c(q, q′) , ∅, then ∃ t ∈ (q 4 q′), considering d in the hypoth-
esis, (q 4 q′) ⊂ ((d 4 q) 4 q′). Therefore ∃ t ∈ ((d 4 q) 4 q′).

• Finally and without loss of generality, if ∃ t ∈ ((d 4 q) 4 q′)
then ∃ t ∈ ((d−q)∪ (q−d))∨ ((d−q′)∪ (q′−d))∨ ((q−q′)∪
(q′ − q)) ∧ ((S c(q, q′) , ∅ ∧ ∃ t ∈ (d ∩ q ∩ q′)) (by Lemma
1. and Lemma 2.) then QDS M(q, q′) , 0 ∧ |d| , |q| , |q′|. �

Definition 9
Let RQ be a set of queries, along with their retrieved documents

and their corresponding relevances, then RQ is defined as follow:

RQ =

|Q|⋃
i=1

LN,R(qi)

Definition 10
Let D̂ be a benchmark query set, which is formed by Z subsets

of queries, such as:

D̂ =

Z⋃
i=1

RQ

Figure 1: QDSM measure

Theorem 2 ensures that the context in which the queries are
submitted in the WSE can be captured by the complementary terms
to both queries and their relevant documents (i.e., the symmetric
difference of sets d, q and q′ ((d 4 q) 4 q′)). An example of the
Theorem 2 essence and how QDSM is computed, is displayed in
Figure 1. In Figure 1, the common terms for both queries are pre-
sented in bold (i.e., these are t2 and t3), note that both terms are
common in d2, which is a relevant document (i.e., all document di,
1 are relevant meanwhile di, 0 are non-relevant). LCS is applied
over both lists of retrieved documents considering only the relevant
documents in the lists (i.e., even though d7 is in both lists, only d2
is considered). Finally, all terms that give context are in blue color
(i.e., t1, t4, t10 and t15).

It is worth noting that QDSM takes the value 1 (see Definition 8 )
when q and q′ are the same queries, and all retrieved documents are
relevant. Specifically, this latter can be itemized in two parts. In the
first part, S c(q, q′) provides 1 because q and q′ are the same. In the
second part, both results lists are equal, and all retrieved documents
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are relevant; therefore, both lists hold the relevant documents in the
same positions.

In summary, QDSM provides a metric that captures the semantic
relationship between two queries (context), considering the rele-
vant documents’ order in both lists. A wide range of experiments
was conducted in order to compare the effectiveness between S c

and QDSM. The experimental setup is displayed in the following
section.

4 Experimental Environment
A benchmark query set extracted from the well-known dataset of
query log “AOL Query Logs Dataset (AOL) [24]”, was used to carry
out the experiments. This collection has more than 20 million web
query logs stored, submitted by around 650 thousand users in more
than 36 thousand lines of data. These queries were stored at an
interval of three months in the year 2006. Broadly speaking, queries
in AOL are depicted as rows in the database files, which contains
five columns with the following fields:
{AnonID, Query, QueryT ime, ItemRank, ClickURL}, where:

• AnonID: an anonymous user ID number.

• Query: the query submitted by the user in the WSE.

• QueryTime: the exact time at which the user submitted the
query.

• ItemRank: if the user clicked on a result, it keeps the rank of
the selected document; holds empty otherwise.

• ClickURL: The domain portion of the URL is showed as a
result if the user clicked on a search result.

4.1 The Benchmark set of Related Queries

Aiming carrying out the clustering experiments, a benchmark set
of related queries (RQ) (see Definition 8.) was processed randomly
from AOL. To verify that the queries were partially related, each
time a query was chosen, it was checked that at least existed another
query, in such a way S c was neither one nor zero. To achieve this
goal, the queries with ClickURLs empty were removed due to these
do not have answers associated with the queries. Furthermore, stop-
words processing was previously performed before to apply S c. The
core insight is that ClickURLs allow depicting a list of retrieved
documents for q (see Definition 5.). It should be noted that register
with the same query q (i.e., the same terms), logged by the same
user around the same time, corresponds to a single query, which
was split into several registers. Providing the maximum amount
of information implies to use the longest session, which at least
contains one register (i.e., at least one result or document).

On the other side, it is important to highlight that AOL does not
possess users’ judgments. Note that the users’ judgments play a
fundamental role in order to know what documents are relevant for
a specific query [25]. Furthermore, these relevant documents are
necessary to evaluate precision, recall, and, therefore, effectiveness.
To tackle this issue, users’ judgments were simulated following the
approach presented by [26]. Simulations of relevance judgments
are presented in the following section.

4.2 Simulation of Relevance Judgments

Simulating document relevance regarding a query is not a trivial
task. This task embraces a great variety of aspects, such as users’
literacy [27], needed information at any one point of time, and the
user’s profile [28] among others. To address this problem, the ap-
proach proposed by [26], which provides the relevance probabilities
for documents depending on their ItemRanks on AOL, is applied in
this paper. Towards that end, F(ItemRank(di),M) (see Definition 6.)
is simulated usingM(M, ItemRank(di)) in Definition 7. In simple
words, the relevance is assigned using a value 0 (non-relevant) or
1 (relevant), which is obtained considering the values presented in
Table I (i.e, M in F(ItemRank(di),M)). The relevance probabili-
ties were calculated using the ItemRanks, assuming the user clicks
provide information about how the user interprets the query [30].
In Table I, two relevance models are presented by “AllRel” and
“LastRel” columns. “AllRel” implies all clicked documents are con-
sidered as relevant; meantime “LastRel” reports that only the last
clicked document is relevant. Regarding “AllRel”, two variants were
used for it. The first variant is named “PartialRel”, which considers
the individual ItemRank of each document obtained from Table 1.
The second variant (“AvRel”) corresponds to the average of Item-
Ranks of the query’s recovered documents. For example, suppose
three documents (d5, d10, and d12) that have been recovered for a
query q. The respective ItemRanks are 20, 30, and 40; therefore, the
average is 30. Subsequently, the relevance probability is determined
by the “ItemRank” (average) row and the “AllRel” column, so for
this example, the relevance probability for each document is 0.5106.
Although the three documents have the same relevance probability,
the relevance for each document is individually obtained.

4.3 Clustering Experiments

Five algorithms were evaluated considering the three relevance mod-
els over the same D̂. Five sets of RQ were used; the smallest set
of RQ contains 123 queries alongside their documents (i.e., for
each document, the relevance has been assigned), meantime the
biggest set comprises 2,141 queries. Aiming to compare the clus-
ters’ quality between S C and QDSM, two well-known measures
have been used, F-measure and the nearest neighbor (NN) cluster
hypothesis test. F-measure was proposed by [29]; the idea behind
this measure is to evaluate effectiveness in the post-processing step,
in which each cluster is assigned to a class. The F-measure can
be seen as a way of combining the precision and recall for a re-
trieval specific model, and it is defined as the harmonic mean of
the model’s precision and recall. In simple words, F-measure has
as purpose to provide a binary classification as positive or negative
according to the belonging of objects to determined classes in the
clusters. F-measure allows giving more importance to precision,
recall, or both. On the other hand, the nearest neighbor (NN) cluster
test (which is also well-known as the (NN) test) was proposed by
Voorhees ([30], [31]). In simple terms, the (NN) test reviews each of
the retrieved documents for a specific query, identifying how many
of its n close neighbors are relevant. The (NN) test is also used as a
non-parametric classification and regression technique.
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Table 1: Probability of a document being relevant in the AOL dataset if it has rank k,
for two different click-based relevance interpretations, as calculated by [26]

ItemRank AllRel LastRel
≤ 20 0.4365 0.5702
≤ 120 0.5106 0.6278
≤ 300 0.5395 0.6493
> 300 0.4705 0.3507

Turning towards the cluster hypothesis, QDSM should provide
better effectiveness than S c if it is possible to find more relevant
documents per cluster. Each experiment was executed ten times,
and results are displayed as percentages of increasing or decreasing
of QDSM regarding S c. Specifically, F-measure was used giving
the same weight for precision and recall; meantime, The (NN) test
was instantiated with value three in all experiments. In addition,
the Student’s Paired t-Test (Two Samples test) was used to support
the results. Five algorithms Single Link, Complete Link, Average
Link, Bisection K-means, and Ward’s Method, were used in each
experiment.

All experiments were carried out on a server with: Intel Xeon
Processor E3-1220 3.00 GHz; 16 GB Ram memory of 2133 MHz;
1 TB 7200 RPM Hard Drive; and Linux Operating System Debian
Jessi 8.4.

5 Experimental Results
In this section, the quality of clusters (effectiveness) produced by
QDSM and S c is compared. To achieve this goal, the F-measure
and the (NN) test were used considering the Single Link, Com-
plete Link, Average Link, Bisection K-means, and Ward algorithms.
Effectiveness was obtained using the relevance models PartialRel,
AvRel, and LastRel. Note that the number of documents considered
in the (NN) test corresponds to 3, it means that the relevances of
the three closest documents with respect to the query were evalu-
ated. To do that, the similarities between documents are checked
alongside their relevance regarding the query. Overall, all results
presented in each Table corresponds to QDSM, which are expressed
in terms of percentages regarding the S c. In Table 2, the QDSM
effectiveness over the three relevance models was evaluated using
the Single Link Algorithm. Note that the three relevance models
were tested considering five sets of queries (# of q). From this
Table, it is possible to appreciate that there is not an improvement
of QDSM concerning S c. Furthermore, Single Link presents better
effectiveness for S c than QDSM; this is consistent with the p-value
obtained using The Student Paired T-test (two samples), which was
0.0029 for this Table. Generally speaking, Single Link exhibits the
best results considering the “AvRel” relevance model, following
by “LastRel” and finally “PartialRel” model. Continuing the same
trend, the results for F-measure are exposed in Table 3. Here S c

shows again better results than QDSM, which is in line with the
p-value: 0.00036, and notably the best results are presented by
“AvRel” relevance model.

Regarding the Complete Link algorithm, similar results to the
Single Link algorithm are presented in Tables 4 and 5, where S c

has better results than QDSM. In Table 4, the best results are pro-
vided by “LastRel” relevance model using the (NN) test, meantime
that the best results using the F - measure are given by “PartialRel”
model. The p-value for the (NN) test was 0.720, whilst the p-value
for the F - measure was 0.00003.

On the other hand, the Average Link algorithm displays different
results to Single Link and Complete Link algorithms, where QDSM
is better than S c. In Table 6, the best results are given by “Par-
tialRel”, followed by “LastRel” and “AvRel” respectively. Results
showed in Table 6 are in line with the p-value: 0.00041. Following
the same trend, in Table 7, QDSM presents better results than S c

for F-measure, which is in accordance with the p-value: 0.000002.
It should be noted that there is no substantial difference between
“AvRel” and “LastRel”.

In turn, the results for the Bisection K-means algorithm are
exposed in Tables 8 and 9. Both Tables provide conflicting results
since Table 8 two relevance models (“PartialRel and AvRel”) give
good results for QDSM, meantime these relevance models provide
opposing results in Table 9. These latter results are coherent with
their respective p-values. The p-value for Table 8 corresponds to
0.124, whilst p-value for Table 9 is 0.904. These values are not
significative due to they are not greater than 0.05.

Finally, in Tables 10 and 11, the results for the Ward’s method
are displayed. Both Tables provide excellent results for QDSM in
contrast to S c (except when the number of queries is 129, using the
relevance model “PartialRel”). Furthermore, the p-values associ-
ated with both Tables present the more significative value among
all algorithms. The p-value associated with Table 10 is 0.00007;
meanwhile, the p-value for Table 11 corresponds to 0.00001.

To sum up, considering both measures, the three relevance mod-
els, and the p-values obtained, the best results are provided by
Average Link algorithm and the Ward’s method.

Table 2: The (NN) test over Single Link Algorithm with PartialRel, AvRel, and
LastRel.

# of q
S ingle Link

PartialRel AvRel LastRel
123 -30.92% -33.73% -42.36%
666 -11.76% -106.36% -69.62%

1,145 4.29% -13.82% 4.36%
1,843 -14.70% -22.68% -32.44%
2,141 -40.20% -4.74% -11.20%

Table 3: F-measure test over Single Link Algorithm with PartialRel, AvRel, and
LastRel.

# of q
S ingle Link

PartialRel AvRel LastRel
123 -25.15% -12.23% -11.89%
666 -23.96% -44.88% -0.35%

1,145 -22.54% -25.10% -5.63%
1,843 -28.60% -43.90% -8.04%
2,141 -20.16% -17.20% -6.67%
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Table 4: The (NN) test over Complete Link Algorithm with PartialRel, AvRel, and
LastRel.

# of q
Complete Link

PartialRel AvRel LastRel
123 -20.97% 26.76% -41.72%
666 -14.90% 7.47% -8.79%

1,145 -33.38% 28.44% -29.72%
1,843 -30.80% 45.38% -45.34%
2,141 -27.41% 41.98% -55.13%

Table 5: F-measure test over Complete Link Algorithm with PartialRel, AvRel, and
LastRel.

# of q
Complete Link

PartialRel AvRel LastRel
123 -39.50% -11.94% -7.34%
666 -19.09% 7.48% -33.90%

1,145 -32.67% -47.29% -22.01%
1,843 -15.06% -14.54% -14.28%
2,141 -8.71% -15.88% -17.39%

Table 6: The (NN) test over Average Link Algorithm with PartialRel, AvRel, and
LastRel.

# of q
Average Link

PartialRel AvRel LastRel
123 48.36% 4.50% 5.17%
666 38.47% 7.70% 18.89%

1,145 47.37% 23.69% 28.59%
1,843 47.22% 26.17% 37.29%
2,141 43.38% 32.89% 30%

Table 7: F-measure test over Average Link Algorithm with PartialRel, AvRel, and
LastRel.

# of q
Average Link

PartialRel AvRel LastRel
123 8.35% 6.76% 17.37%
666 7.83% 25.27% 12.14%

1,145 2.06% 20.44% 13.39%
1,843 3.17% 11.61% 13.19%
2,141 7.38% 12.85% 22.52%

Table 8: The (NN) test over Bisection K-means Algorithm with PartialRel, AvRel,
and LastRel.

# of q
Bisection K − means

PartialRel AvRel LastRel
123 15.81% 41.97% -15.46%
666 31.73% 12.88% -1.31%

1,145 24.22% 15.26% -1.82%
1,843 29.48% 34.40% -4.75%
2,141 37.98% 24.00% -41.03%

Table 9: F-measure test over Bisection K-means Algorithm with PartialRel, AvRel,
and LastRel.

# of q
Bisection K − means

PartialRel AvRel LastRel
123 -5.86% -6.34% 5.25%
666 4.79% -16.31% -0.52%

1,145 -17.68% -13.87% 2.83%
1,843 -2.50% 8.45% 7.77%
2,141 -7.82% 13.51% 12.96%

Table 10: The (NN) test over Ward’s Method with PartialRel, AvRel, and LastRel.

# of q
Ward′s Method

PartialRel AvRel LastRel
123 36.47% 16.32% 39.44%
666 21.75% 8.09% 17.94%

1,145 30.61% 40.12% 28.12%
1,843 31.22% 29.21% 23.39%
2,141 21.62% 27.39% 18.80%

Table 11: F-measure test over Ward’s Method with PartialRel, AvRel, and LastRel.

# of q
Ward′s Method

PartialRel AvRel LastRel
123 -4.38% 15.04% 15.37%
666 7.78% 9.34% 4.81%

1,145 8.22% 5.68% 6.85%
1,843 10.86% 7.07% 8.66%
2,141 13.08% 17.97% 8.55%

6 Discussion
The main reason traditional IR datasets were not used; it was be-
cause autonomous queries build them. As mentioned early, a tradi-
tional IR dataset is made up of a set of documents D, a set of queries
Q, and a set of users’ judgments JU. In a strict sense, evaluating
the effectiveness considering similar queries (queries form part of
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the clusters) means having a set of similar queries (Q’) for Q. Note
that Q′ must consider a set of users’ judgments (JU′). Indeed, the
effectiveness of two similar queries should be different. Accord-
ingly, these datasets are not suitable for evaluating approaches based
on similar queries because they have neither Q′ nor JU′. On the
other hand, approaches based on log files employ subject matter
experts to extend and evaluate whether a document is relevant or
non-relevant given a query. In short, the extension of relevant doc-
uments is common in both types of collections. In this manner,
aiming to avoid using subject matter experts or extending document
relevances using relevant terms, three models of relevance have
been simulated in all experiments.

Concerning the effectiveness evaluation for both measures (S c

and QDSM), it is noteworthy that F-measure has been widely used
in several approaches, which deal with post-retrieval clustering.
Nevertheless, the use of this measure provides two drawbacks. The
first one is that the result associated with this measure comprises the
number of relevant and non-relevant documents related to recall and
precision in its mathematical formula. Thus, the initial effectiveness
changes its value once new documents are considered relevant in
the post-retrieval process. The second one refers to how the clusters
are conformed taking into account the different classes of objects
that these contain. Consider that objects can belong to predeter-
mine classes, and the ideal situation is given when the clusters are
formed only by objects of the same class. Two terms well-known
in the cluster evaluation reflect this situation, homogeneity and
completeness. The idea behind homogeneity is that each cluster
has few classes; meantime, completeness intends each class to be
contained in a few clusters. Thus, two-cluster forming using the
same objects and the same classes can have the same F-measure,
while their homogeneity and completeness are different. In turn,
like F-measure, the NN-test has been extensively used in several
approaches to assess effectiveness. Nevertheless, this measure is not
sensitive to homogeneity and completeness, since it contemplates
the direct search of the n-nearest neighbors. Hence, this test is more
appropriate to corroborate the cluster hypothesis, which considers
the relevant documents that form the clusters.

Regarding the results presented in section “Empirical Results”,
it is essential to point out that there is no significant difference be-
tween values provided by F-measure and the (NN) test, excepts for
the Complete algorithm (Table 4 and 5), in particular for “AvRel”
where for the (NN) test, Table 4 presents favorable results for QDSM
in contrast to Table 5. Besides, the p-values for both Tables differ.
On the other hand, exists a substantial difference with some results
presented by [1]. In particular, regarding the relevance models used
in that research. There, the relevance “AllRel” is used considering
the proposed by [26], meantime in this research “AllRel” has been
modified by “PartialRel” and ”AvRel”, it means that no all docu-
ments have been considered relevant such as occurs in [1]. It is
important to point out that it is unlikely that all recovered documents
are relevant, such as happens in the real world. Nevertheless, the
Average Link algorithm presents interesting results in both works.
Concerning the results provided by the algorithms in this research,
the best results are provided by Average Link and Ward algorithms
using both tests (F-measure and the (NN) test). The main Ward char-
acteristic is that it minimizes the variance of the objects belonging
to a particular cluster using the “error sum of squares”. In this way,

each cluster should tend to have objects of a few classes (relevant
and non-relevant ). Carried to the hypothesis cluster context should
have a clear separation between clusters of relevant documents and
clusters of non-relevant documents. Therefore, the nearest closest
neighbor of a relevant document should be relevant too. On the
other hand, the distance (S c or QDSM) between two clusters for
the Average Link Algorithm is determined as the average distance
between each object in one cluster to every object in another cluster.,
by which it is feasible to avoid extreme measures obtaining more
homogenous clusters. The latter is in contrast with the way to built
clusters in Single and Complete algorithms. Finally, Bisection K-
means is a hybrid approach between agglomerative and hierarchic
clustering. This algorithm exhibits favorable results in the (NN) test
except when the relevance is “LastRel”, recall that in this case, only
the last recovered document could be relevant.

Although the running times escape from the scope of this paper,
it is worth noting that most time complexities are not high. To obtain
the time complexities is necessary to consider visiting a distance
matrix (i.e., one matrix for S c and QDSM respectively) with the
aim to find the n nearest-neighbor. Furthermore, calculating LCS
implies to visit another matrix with M files and N rows. Note that
M corresponds to a list of retrieved documents for a query q, whilst
N is another list of retrieved documents for a query q′. Therefore,
LCS takes O(MN). Recall that LCS is used to evaluate QDSM. Ac-
cording to [32], the optimal implementation of Ward based on the
algorithms, nearest neighbor chain, and reciprocal nearest neighbor,
takes O(N2). In turn, the time complexity of Bisection K-means
algorithm is O(N2log2N). As for the implementation of Single Link
algorithm takes O(N2) in time complexity [33]. On the other hand,
Complete Link implies O(N2log2N) [34]. The time complexity for
the Average Link algorithm takes O(N2log2N) [35]. It is important
to mention that both matrixes of distances are previously built before
using each clustering algorithm.

7 Conclusion and Future Work

This paper is intended to check the quality of clusters (effective-
ness) built using Query-Document Similarity Measure (QDSM). To
achieve this goal, the F-measure and the nearest neighbor (NN) test
were used to evaluate clusters’ quality. The clusters of documents
were built using the AOL Query Logs Dataset. In order to provide
relevance to the documents, three variants related to the ItemRanks
over recovered documents were simulated. Extensive experimen-
tation was carried out using the algorithms Single Link, Complete
Link, Average Link, Bisection K-means, and Ward. According to
results obtained, applying the nearest neighbor (NN) test, QDSM
presents significant results using the Average Link, Ward, and Bi-
section K-means. On the other hand, in accordance with the results
obtained by the F-measure; Ward and Average Link algorithms pro-
vide better results using QDSM than Cosine Similarity (S C). The
best results are provided by the Average Link algorithm, followed
by Ward’s method using QDSM, considering the three variants
of relevance. Ideas for future research comprises the comparison
between QDSM and other state-of-art measures.
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 A new method of analysis and classification of rock acoustic emission signals is proposed. 
It is based on symbol description of signals and involves the following processing. First, 
signal segments containing pulses are detected. Second, noise of the detected pulses is 
reduced by the wavelet filtration method. Fourth-order symlets and adaptive threshold 
scheme based on empirical Bayes method are used. Application of wavelet filtration allows 
us to increase the signal-to-noise ratio by 9 dB, on the condition that initial SNR is 8.9 dB. 
Each pulse is described by a descriptive matrix which represents a square binary matrix 
reflecting pulse amplitude-phase structure and characterizing the positions of pulse 
extrema relatively each other. Based on the similarity degree of descriptive matrices, 
classes are formed. The proposed algorithm classifies correctly 78% of pulses. Each class 
is considered as a symbol and a set of obtained symbols forms an alphabet. Then, changes 
of alphabet parameters on subsequent fragments of the signal are studied. The developed 
method was realized in the form of an application program with the help of which acoustic 
emission signals were analyzed. The signals were recorded at “Karymshina” site (IKIR 
FEB RAS), located in a seismically active region, Kamchatka peninsula, in 2016–2019. It 
was discovered during the analysis that in case of an acoustic emission anomaly, alphabet 
content redistributed in favor of the symbols described by larger-size descriptive matrices 
(up to 350 extrema). At the same time, the number of such symbols increased. Analysis of 
alphabet averaged dynamics discovered a well exhibiting tendency of alphabet cardinality 
decrease relatively an average 10–18 days before earthquakes and recovery of the value 
over the period from 2 to 8 days after them. The obtained estimates of the pre-seismic 
anomaly occurrence periods are consistent with the results of early studies. The proposed 
method updates the existing methodology of short-term earthquake precursor formation. 
Thus, applying the developed method for analysis, it is possible to identify pre-seismic 
anomalies of acoustic emission that is topical in the creation of strong earthquake 
preparation warning system operating in automatic mode. 
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Pre-Seismic Anomaly 

 

 

1. Introduction 

Acoustic emission (AE) in solid bodies is elastic oscillations 
occurring in the result of dislocation changes in a medium. In such 
a case, the characteristics of generated pulse emission are directly 
associated with plastic process features. That determines the 
interest in the emission investigation with the aim to develop 
methods for medium acoustic diagnostics. 

AE is applied for different problems of diagnosis in 
seismology, geophysics as well as in non-destructive testing of 

objects and materials in industry. At the beginning of the XXI 
century it was shown that acoustic emission anomalies are 
observed before strong earthquakes and can be consider as their 
operative precursors [1-3]. In further investigations [4, 5] the 
nature of generation of pre-seismic acoustic anomalies and the 
features of their manifestations were considered. In the course of 
the research carried out at IKIR FEB RAS, it was shown that these 
anomalies are generated by the change of geomechanics stress 
field in earthquake preparation zone and appear as the result of the 
transformation, stress – near-surface rock deformation [6, 7]. The 
peculiarity of anomaly manifestation is geoacoustic emission 
intensity increase in the frequency range from hundreds of hertz to 
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the first tens of kilohertz. It usually lasts for to several hours and 
occurs 1–3 days before an earthquake.  

Statistics of pre-seismic acoustic anomaly observations in a 
seismically active region of Kamchatka peninsula, which is a part 
of the Pacific Ring of Fire, shows high efficiency and prospectivity 
of AE method to forecast catastrophic earthquakes [6]. Detailed 
analysis of AE signals shows that they a represented by a sequence 
of relaxation oscillation pulses with steep edge and smooth drop of 
different frequency filling [6]. In these circumstances, both 
separate pulses and their groups with significant overlapping are 
observed. In case of intensive emission, pulses merge into a 
continuous signal. 

During a background (seismically calm) period, acoustic 
pulses with the repetition frequency within 0.1–0.5 pulses per a 
second are usually observed. During the increase of stress and of 
rock deformation velocity before an earthquake, both pulse 
amplitude and their number per a time unit grow. Pulse repetition 
frequency reaches the value of tens and even hundreds per a 
second [6].  

At the present time one of the main and still unsolved problems 
is automation of search and operative detection of AE pre-seismic 
anomalies. Application of popular (widely spread in the world) 
methods for data analysis becomes complicated by several reasons, 
they are: 
• wide dynamic range of recorded data is associated with great 

volumes of recorded information requiring special methods 
for storage, transfer, processing and analysis;  

• strong irregularity of natural mediums and bad propagation of 
elastic oscillation causes signal significant distortion and 
attenuation which limits the capabilities 
of investigation methods;  

• strong noisiness both by natural and industrial noises makes 
the analysis of inner (morphological) structure 
of AE pulses more complicated;  

• wide variety of signal waveforms complicates the problem of 
classification and requires analysis methods adapting for a 
given signal.  

The paper proposes a new approach to analyze and classify 
rock acoustic emission signals in order to identify AE pre-seismic 
anomalies. The approach is based on the description of acoustic 
pulses from which a signal alphabet is formed. Then the changes 
of alphabet parameters of signal subsequent fragments are studied. 

2. AE signal model 

In a general case, acoustic emission signals can be represented 
by a classical adaptive model, i.e. as a sum of noise ε(t) and some 
function s(t), the analytical expression of which is unknown, 

 ( ) ( ) ( ),x t s t tε= +   (1) 

where ε(t) describes nonstationary background noise containing 
noises of natural and artificial origin and s(t) is a “useful” AE 
signal. It is a flux of pulses of different waveform, amplitude and 
frequency. Moreover, we accept the following constraint 
||s(t)|| > ||ε(t)||. Figure 1 illustrates an example of AE signal. 

Within the framework of the proposed approach, pulses  
of a “useful” signal s(t) can be described by the means of their 

singular points. As it is known from the functional analysis theory, 
when there are no fractures of the first and of the second kind, these 
points coincide with local extrema and local inflections. It is 
assumed that signal function intermediate values lying between the 
singular points are less informative and may be neglected in the 
course of the analysis. 

 
Figure 1: Acoustic emission signal: (a) – noise, (b), (c) – pulses 

In order to understand the essence of further transformations, 
we consider an acoustic emission pulse signal (its graph is 
illustrated in Figure 2). We fix the values pulse local extreme 
amplitudes {ai} = a0, a1, …, aN and the time intervals between 
neighboring extrema {τi} = τ0, τ1, …, τN-1. On the basis of these 
values we create a matrix of mutual relation of the fixed values (2). 
Matrices of A and T relation reflect pulse amplitude-phase 
structure. They characterize the positions of local extrema 
relatively each other and can be considered as a pulse model. 

 

0 0 0 1 0

1 0 1 1 1

0 1

0 0 0 1 0 1

1 0 1 1 1 1

1 0 1 1 1 1

/ / /
/ / /

/ / /

/ / /
/ / /

/ / /

N

N

N N N N

N

N

N N N N

a a a a a a
a a a a a a

a a a a a a

τ τ τ τ τ τ
τ τ τ τ τ τ

τ τ τ τ τ τ

−

−

− − − −

 
 
 =
 
 
 
 
 
 =
 
 
 

A

T





   







   



 (2) 

We should note that if one knows any one value ai, any one 
value τi and the relational matrix (2), it is possible to recover the 
initial waveform of a pulse more or less without loss. 

To compose signal symbol description, the obtained pulse 
diversity is classified by comparing the relational matrices (2), i.e. 
based on the pulse waveform similarity criterion. However, such 
selection should take into account two key points: firstly, 
amplitude attenuation and phase distortions of acoustic pulses 
occurring during the propagation from a source to a receiver point; 
secondly, the distortions caused by the interference of additive 
noise on pulse waveforms at a receiver point. These problems 
inevitably result in significant increase of the number of pulse 
classes (redundant classification). The following transformations 
and computing operations allow us to solve, to a large extent, the 
problems arising during the classification. 

When analyzing a pulse waveform, signal function numerical 
values at singular points often do not play the major role. In a 
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greater degree, to detect a pulse waveform, mutual position of 
these points is important [8]. In the framework of the applied 
approach, search for the differences in the observed pulse 
waveforms is of the main interest. Thus, relational matrices can be 
reduced to matrices of rank relation. In order to do that,it would be 
enough to transform matrices (2) into binary ones according to the 
following rule: 

 
Figure 2: Local extrema of AE pulse  
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where ri,j is the result of comparison of the i-th and j-th vales of 
extreme amplitudes; ωi,j is the result of comparison of the i-th and 
j-th values of the intervals between the extrema. We create binary 
matrices of the comparison (3) results for amplitudes R and time 
intervals W separately. 
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The obtained binary square matrices R and W (4) of the sizes 
N+1 and N, respectively (intervals between local extrema are less 
by 1) have redundant character since, owing to inequality 
asymmetry (if a > b, then b ≤ a), we have ri,j = ¬rj.i and ωi,j = ¬ωj,i, 
and all the elements lying on the main diagonal are equal to 0. In 
order to represent the pulse waveform more compactly, we join 
significant elements of both matrices. Transform the matrices R 
and W into upper triangular ones zeroing the redundant elements 
according to (5)  
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As the result we obtain triangular binary matrices RΔ and WΔ 
(6). 
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We reduce the matrix RΔ size to the value N by removing zero 
elements of the lower line and the left column. We make 
transposition operation of the matrix WΔ and as the result obtain 
the matrix WΔT. After summing up the matrices RΔ and WΔT, we 
obtain a square binary matrix D of size N (7). It can be used as a 
model of pulse amplitude-phase structure.  
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We call (7) a pulse descriptive matrix.  An example of a pulse 
and its descriptive matrix are illustrated in Figure 3.  

 
Figure 3: Representation of a pulse by descriptive matrix: (a) – pulse with 

detected extrema; (b) – pulse descriptive matrix 

Descriptive matrices have invariant character under time and 
amplitude transformations that is proved by the following 
properties:  

• invariance under time compression or expansion (if k > 0 
and τi > τj, then τi ∙ k > τj ∙ k); 

• invariance under amplitude compression or expansion (if 
k > 0 and ai > aj, then ai ∙ k > aj ∙ k). 

The invariance is retained, if the coefficient k is substituted by 
any monotone positive function f(x) > 0. Attenuation processes 
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and nonlinear amplitude-phase distortions, changing AE pulse 
signal waveforms during its propagation in heterogeneous 
anisotropic mediums from a source to a receiver, have the 
character of monotone functions in the majority of practical cases. 
Thus, descriptive matrix invariance is of great importance when 
creating algorithms for identification and classification of acoustic 
emission pulses. 

3. Model adequacy  

To verify the proposed model adequacy, we generated two 
artificial AE signals.  

It was shown in the paper [9] that AE typical pulses are 
described by modulated Berlage functions with a reasonable 
degree of accuracy 

 ),2sin()(exp)( 0
max

max)( max ϕπ +⋅







⋅

⋅
∆⋅

−⋅⋅= ∆⋅ ftt
tp

pntAtu
end

pn  (8) 

where A is the pulse amplitude; t is the time, 0 ≤ t ≤ tend; pmax is the 
pulse envelope maximum position defined relating to tend; n(pmax) 
is the minimum value of the parameter affecting pulse envelope 
slope which is chosen so that u(pmax · tend) ≤ 0.05·u(tend); Δ is the 
coefficient of pulse envelope slope variation, the more Δ value is, 
the steeper the envelope is, Δ > 1; f is the pulse modulation 
frequency; φ0 is the initial phase. To obtain different pulse 
waveforms, the parameter values pmax, Δ, tend, f, φ0 vary.  

The first artificial signal (Figure 4a) contains five pulsesof 
similar waveform and the second one contains five pulsesof 
different waveform (Figure 4b). As long as the model should be 
invariant under amplitude and time transformations of the signal, 
the length and the amplitude of each pulse were drawn at random. 
Instead of the frequency f, the number of periods k on the time 
interval from 0 to tend was defined. Parameters of the generated 
pulses are listed in Table 1.  

Table 1: Parameters of test pulses 

Wave-
form 

Number of 
periods, 

k 

Maximum 
position, 

pmax 

Steepness, 
Δ 

Initial 
phase, 
φ0 

I 10 0.2 1.5 0 
II 5 0.1 1.2 0 
III 15 0.25 2 0 
IV 11 0.01 1 π/3 
V 20 0.4 1.5 0 

Signal graphs and modeling results are illustrated in Figure 4a–
b. Pulses having similar descriptive matrices are shown by the 
same color. Thus, application of the proposed model allowed us to 
determine correctly the similarity/difference of pulse waveforms. 
We should note that the pulses of the first signal have different 
frequency-time structures (Figure 4c), and would be attributed to 
different classes when applying frequency-time methods. Pulses of 
the second signal have the same frequency (Figure 4d), but 
different waveforms and would be attributed to the same class 
when applying frequency-time methods. 

Figure 5 shows the real AE signal containing five pulses. Three 
pulse waveforms are distinguished visually. The suggested model 
describes real signals adequately. Pulses of the same waveform 
have similar descriptive matrices. 

 

Figure 4: Modeling results for two signals. Pulses described by the same 
descriptive matrix are of the same color: (a) – signal containing five pulses of the 
same waveform; (b) – signal containing five pulses of different waveform; (с) – 
Wigner-Ville transformations of the first signal pulses; (d) – Wigner-Ville 
transformations of the second signal pulses 

 
Figure 5: Modeling results for real AE signal. Pulses described by similar 

descriptive matrices are of the same color  

In the considered examples we analyze the signals in which 
noises are either absent or insignificant. Real AE signals often 
contain noises of artificial and natural origin, thus perturbing a 
signal. Distortion may result in a gap, false detection or amplitude 
change of some extrema. Then the size and some elements of pulse 
descriptive matrices differ (Figure 6). 

4. Classification of pulse diversity 

We define initial conditions for classification. We put bounds 
on the size of descriptive matrices detected during the analysis by 
the values Nmin and Nmax from the bottom and from the top, 
respectively. Analysis epoch is the length of the time window in 
which an AE signal is observed. In practice, this index should 
provide formation of stable classes. Nmin is determined by the 
minimum number of oscillations during pulse duration and cannot 
be set less than 3. Nmax is defined according to the capabilities of a 
computing device and the maximum run-time. 

Pulses are classified accorded to the results of calculation of 
descriptive matrix similarity coefficient. First, we restrict 
ourselves to descriptive matrices of the same size. In order to do 
that we divide descriptive matrices into groups D(Z) of matrices of 
the same size Z, Nmin < Z < Nmax. 

For the two descriptive matrices of the same size D1
(Z) and D2

(Z) 
the similarity coefficient g(D1

(Z), D2
(Z)) is determined as a ratio of 

elements, coinciding in value and taking the same positions, to the 
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total number of elements in the matrix. In case of exact identity, 
the similarity coefficient is 1. 

 
Figure 6: Examples of errors occurring during extreme detection 

 1 2( ) ( )
1 2 2

#( )
( , ) ,ij ijZ Z d d

g
Z
=

=D D  (9) 

where #(condition) is the operator for calculation of the number of 
elements satisfying the condition, d1ij are the elements of the matrix 
D1

(Z), d2ij are the elements of the matrix D2
(Z). 

The calculated similarity coefficient g(D1
(Z), D2

(Z)) is compared 
with the selected threshold value G0 (it is chosen empirically). If 

( ) ( )
1 2 0( , ) ,Z Zg G>D D  

then the pulses described by D1
(Z) and D2

(Z) belong to the same 
class. 

Classification is the comparison of descriptive matrices of the 
same size and selection of the empirical threshold G0 (0 < G0 ≤ 1) 
with which the similarity coefficient (9) is compared.  

The possibility that two pulses of the same source will have 
exactly the same number of local extrema is very low. So, the 
obtained classification is too restrictive. Thus, we developed a 
procedure to compare descriptive matrices of different sizes. It 
takes into account false extrema or gaps of some extrema and 
allows us to reduce the number of detected classes. However, when 
descriptive matrix sizes are widely scattered, they are compared in 
erratic manner that may cause random merging of classes 
described by descriptive matrices of smaller sizes. We put bounds 
on the possibility for merging of descriptive matrices of smaller 
sizes by the threshold coefficient S0: 

 0 0/ , 0 1L MN N S S≥ < ≤ ,  

where NL and NM are the sizes of smaller and larger descriptive 
matrices, respectively, S0 is the empirically defined threshold.  

Assume that there are two descriptive matrices D1 and D2 of 
the sizes N1 and N2, respectively (N1 ≥ N2). If N2/N1 ≥ S0 (N = 
S0 · N1), then the matrices are comparable. For the meaningful 
comparison, the matrices D1 and D2 are matched so that the latest 
N elements of the main diagonal D2 are overlapped on the first N 
elements of the main diagonal D1. Then we calculate the similarity 
coefficient (9) of matrices of size N in the domain bounded by the 
intersection. Elements are further compared after D2 shift along the 
main diagonal D1. The similarity coefficient (9) is calculated for 
each subsequent shift so far as the matrices in the domain bounded 
by the intersection have the size of not less than N (Figure 7). The 

comparison result is the maximum value of the similarity 
coefficient.  

If the maximum similarity coefficient (9) exceeds the 
empirically defined threshold G0 or is equal to it, the decision on 
sufficient closeness of descriptive matrices of compared pulses is 
made. In this case, the pulse with descriptive matrix of the smaller 
size is included into the class described by larger-size descriptive 
matrix (larger object absorbs a smaller one). 

 
Figure 7: Comparison of descriptive matrices of sizes 6 and 5 

In the result of classification many classes are formed. Each of 
them unites the pulses close in amplitude-phase structure with the 
accuracy up to the values determined by the coefficients G0 and S0. 
Each class can be considered as some symbol and the whole set of 
obtained symbols composes a signal alphabet.  

In order to estimate the classification algorithm noise immunity 
for different values of the thresholds G0 and S0, we realized a 
simulation experiment. We processed the data containing 100 
pulses of similar waveform (the alphabet cardinality is 1 symbol) 
with signal/noise ratio (SNR) from ∞ to 2.7 dB.   

At the first stage of the experiment we compared the 
descriptive matrices with sizes differing by less than 30% 
(S0 ≥ 0.7). Similarity coefficient threshold was chosen to be G0 = 1 
(case when a matrix of smaller size is the sub-matrix of a larger-
size matrix).  

Figure 8 shows the dependences of alphabet cardinality on 
SNR for different values of the coefficient S0 (0.7–1). Insignificant 
difference of the graphs proves that descriptive matrix element 
values significantly depend on local influence of noise on pulse 
waveform and are weakly sensitive to changes in the threshold S0 
at a high value G0. When SNR values are less than 30 dB, the 
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classification does not work since matrices do not match with 
100% agreement (G0 = 1).  

 
Figure 8: Dependence of alphabet cardinality on SNR for different values of the 

threshold S0 (0.7–1) and for a fixed valued of the threshold G0 =1 

At the next stage of the computational experiment, we 
investigated class formation during threshold G0 changes (from 0.6 
to 0.9). In this case, matrices of the same size (S0 = 1) were 
compared. The results of the second stage of the computational 
experiment are illustrated in Figure 9. The graphs show that 
decrease of the threshold G0 causes significant reduction of 
alphabet cardinality. Moreover, the number of detected classes 
reduces with G0 decrease. 

 
Figure 9: Dependences of alphabet cardinality on SNR for different values of the 

threshold G0 (0.6–0.9) and for a fixed value of the threshold S0 = 1 

At the third stage of the computational experiment we 
investigated the dependence of alphabet cardinality on SNR for 
S0 = 0.7 and different values of G0. The results are shown in Figure 
10.  

The experiment shows that the classification method is 
nonlinearly sensitive to the choice of threshold functions of G0 and 
S0: decrease of S0 causes pulse redistribution into classes with 
larger-size descriptive matrices and decrease of G0 makes it 
possible to compact classes. Based on the experiment results, the 
recommended values of the thresholds S0 (from 0.6 to 0.9) and G0 
(from 0.7 to 0.9) were selected. 

As long as the developed method of classification is expectedly 
sensitive to the performance quality of the algorithms for pulse 
detection and noise reduction, one of the important tasks in AE 
signal investigation is the improvement of methods for signal pre-
processing. 

Classical digital filtration, empirical mode decomposition 
(EMD), and wavelet filtration were considered as methods of noise 
reduction and detection of signal useful component. Digital 

filtration was not used because the AE pulses have short duration 
(100–400 samples per pulse). Problem of mode functions selection 
complicated the usage of EMD for signal denoising (for example, 
in [10]), since rejected modes are different for different pulses. So, 
the authors chose wavelet filtration technology with adaptive 
threshold scheme. Wavelets are widely used in various signal 
processing tasks [11], in particular in noise reduction tasks [12, 
13]. Denoising has three stages: direct wavelet transforms, 
application of a selected threshold scheme to every detailing 
component, inverse wavelet transforms. In order to choose a 
wavelet family, a threshold scheme and an algorithm for 
calculating threshold value, a computational experiment was 
carried out on model and real AE signals. The best results were 
obtained applying fourth-order symlets (maximum possible level 
of decomposition), median threshold scheme and empirical Bayes 
rule to calculate the threshold value [14, 15]. The selected wavelet 
filtration method allows us to increase the signal-to-noise ratio by 
about 9 dB, on the condition that initial SNR is 8.9 dB. 

 
Figure 10: Dependences of alphabet cardinality on SNR for different values of 

the threshold G0 (0.6–0.9) and for a fixed value of S0 = 0.7 

Figure 11a–b illustrates the process of detection of local 
extrema in a noised pulse and in a pulse with additive noise. Figure 
11c shows how the wavelet filtering algorithm recovers the 
waveform of a perturbed signal.  

 
Figure 11: Noise effect on detection of local extrema: (a) – initial pulse; (b) – pulse 
with overlapped white noise, SNR = 12.4 dB; (c) – pulse denoised by wavelet 
filtration, SNR = 22.7 dB 

Application of wavelet filtering with adaptive threshold 
schemes allows us to apply the proposed methods of analysis to 
perturbed and noisy signals.  

Figure 12 illustrates the results of classification of model signal 
pulses with the signal/noise ratio of 8.9 dB. The signal contains 50 
Berlage pulses described by three waveforms the parameters of 
which are listed in Table 3. Before being classified, each detected 
pulse was denoised by the selected method of wavelet filtering 
(after wavelet filtration, the SNR of a single pulse is about 20 dB). 
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When constructing descriptive matrices, we did not take into 
account the extrema the amplitudes of which were less than 15% 
from the maximum one. Classification algorithm thresholds were 
selected as S0 = 0.6 and G0 = 0.7. For a noisy signal (Figure 12а) 
we succeeded to define correctly the number of classes and to 
structure the pulses into classes (Figure 12b). In the course of 
multiple repetition of the experiment it was discovered that the 
obtained structuring into the classes is stable to the changes of 
initial conditions of white noise generator. 

 
Figure 12: Classification results: (a) – signal with overlapped white noise and 
initial structuring into classes; (b) – classification of S0 = 0.6, G0 = 0.7; 3 classes 
were defined 

Table 2: Waveform parameters  

Class 
Number of 
periods, k 

Maximum 
position, 

pmax 

Steepness, 
Δ 

Initial 
phase, 
φ0 

I 7 0.05 1.1 0 
II 20 0.35 3 π/3 
III 40 0.2 2 π/2 

The proposed algorithm classifies correctly 78% of pulses, on 
the conditions that thresholds are selected as S0 = 0.6, G0 = 0.7 and 
SNR is 8.9 dB before wavelet denoising. This estimate is based on 
the results of 100 experiments. 

Efficiency of the proposed classification method can be 
estimated by a contraction coefficient  

where |Ainput| is the alphabet cardinality (number of pulses) before 
classification, |Aoutput| is the cardinality of the alphabet obtained as 
the result of classification. 

Table 3 illustrates the classification results for 12 files 
containing 15-minute records of AE signals from IKIR FEB RAS 
archive data for January 1, 2018. The classification was carried out 
with the coefficients G0 = 0.8, S0 = 0.8. 

As the result of further processing of AE data for the period 
2016-2019, it was determined that contraction coefficient (10) 
varies from 50 to 200.  

The developed methods of pulse description and classification 
were realized in the form of software. Preprocessing procedures 
such as centering, normalization, and noise reduction were 
performed by MATLAB system. 

Table 3: Classification results   

File 
number  

Alphabet 
cardinality, 

|Ainput| 

Alphabet 
cardinality, 

|Aoutput| 
Contraction 

coefficient, b 

1 2864 37 77.4 
2 3233 36 89.8 
3 3581 46 77.8 
4 3986 43 92.6 
5 4593 45 102.0 
6 3132 46 68.0 
7 3778 43 87.9 
8 4424 38 116.4 
9 4836 36 134.3 

10 3968 39 107.7 
11 4734 36 131.5 
12 3475 44 78.9 

5. Examples of identification of pre-seismic AE anomalies 

The developed method of classification was realized in the 
form of an application program. It was used to process and to 
analyze acoustic emission signals recorded in 2016–2019 at 
“Karymshina” site of IKIR FEB RAS (52.83º N, 158.13º E). AE 
signals are stored in the database in the form of 15-minute sound 
files (WAVE format). In the course of processing of each file, 
signal alphabet was constructed. Then alphabet symbols were 
ranked according to the size of their descriptive matrices and 
frequency (number of pulses described by the symbols).  

Based on the conception of the relation of AE signal 
parameters with the state of a system generating a signal, we 
should analyze quantitative and qualitative parameters of symbol 
description of a signal for different time periods (from a day to a 
year) and to compare the defined anomalies with occurred 
earthquakes according to the data of regional seismic catalogue 
(Kamchatka Branch of the FRC GS RAS, Earthquake Catalogue 
for Kamchatka and Kuril Islands (1962 – present time), 
http://sdis.emsd.ru/info/earthquakes/catalogue.php). 

 
Figure 13: Anomalous dynamics of AE signal alphabet in October 2017  

input

output

A
b

A
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In order make the analysis, alphabets of each 15-minute AE 
signal were formed. Then three-dimensional images of a special 
type were drawn. Descriptive matrix size was measured on the 
vertical axis. Time (with 15-minute step) was measured on the 
horizontal axis. Color denotes symbol frequency.  

Examples of anomalies observed 1–12 days before earthquakes 
and 1–6 days after earthquakes are illustrated in Figures 13–15.  

 

Figure 14: Anomalous dynamics of AE signal alphabet in February 2019 

 

Figure 15: Anomalous dynamics of AE signal alphabet in October 2019 

Anomaly peaks in the Figures are marked by black arrows. 
Green lines indicate earthquake times. These anomalies are 
alphabet content redistribution in favor of the symbols described 
by larger-size descriptive matrices (up to 350 extrema). 
Simultaneously with that the number of such symbols increases. 
Alphabet cardinality also grows from 20 to 150. Assumed areas of 
anomalies associated with earthquakes are marked by rounded 
rectangles. Short-term changes of alphabet content (less than 305 
peaks) were not taken into consideration.  

We should note that not all the analyzed AE anomalies in the 
form of redistribution of alphabet symbol frequency are associated 
with earthquake preparation processes. In the experiment the 
acoustic emission is recorded in sedimentary rocks and is a 
sensitive indicator of their stress-deformed state. Both global 
tectonic processes (for example, earthquake preparation) and local 
deformations, associated with the impact of different natural 

factors, may influence that state. Thus, not all the recorded AE 
anomalies are pre-seismic.  

Figures 13–15 illustrate examples of AE anomalies observed 
during the periods when earthquakes occurred quite rarely, from 
one to four strong events per a month. Such a choice allows us to 
demonstrate the relation of detected anomalies with earthquakes. 
When earthquakes repeat quite frequently, the anomalous behavior 
is not so clear that may be explained by overlapping of fragments 
of evoked anomalous effects. Example of such behavior of 
alphabet content dynamics is shown in Figure 16. 

 
Figure 16: Anomalous dynamics of AE signal alphabet in April 2017  

 
Figure 17: Graphs of AE signal alphabet cardinality dynamics  

in September 2017  

Further analysis of the dynamics of AE signal alphabet 
parameters allowed us to find some regularities associated with the 
anomalies of the envelope of day-averaged alphabet cardinality. 
For the averaging we applied a sliding window of the width of 96 
values of alphabet current cardinality. As an example, Figures 17–
19 illustrate alphabet cardinality dynamics for one month, 
September 2017, December 2018 and September 2019. Thin gray 
line shows the result of alphabet averaging and the thick black line 
shows the result of approximation of the least square method. The 
graphs clearly show an oscillating process with small uncertain 
deviations of phase and amplitude the average period of which is 
from 2 to 3 days. The nature of this oscillating process was not 
determined and is under the study now. Blue dots on the graph are 
local maxima of detected oscillations. Red dots are their 

http://www.astesj.com/


M. Yury et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 894-903 (2020) 

www.astesj.com     902 

minimums. Vertical green lines show the earthquake times. Red 
arrows indicate alphabet transformation tendencies before a series 
of earthquakes. Green arrows indicate transformation tendencies 
after a series of earthquakes. We can clearly distinguish the 
tendency of decrease of alphabet cardinality relatively the average 
10–18 days before earthquakes and recovery of the value over the 
period from 2 to 8 days after them. This decrease is evidently 
determined by the fact that acoustic process before an earthquake 
becomes significantly more nonstationary. More pulses of similar 
waveforms appear and, consequently, alphabet set gets narrow. 

 
Figure 18: Graphs of AE signal alphabet cardinality dynamics in December 2018 

 
Figure 19: Graphs of AE signal alphabet cardinality dynamics  

in September 2019 

The obtained estimates of the pre-seismic anomaly occurrence 
periods are consistent with the results of early studies. It was 
shown in [1, 2] that AE intensity increases at the frequency of 
25 kHz 2–3 days before strong earthquakes. According to [16, 17], 
anomalies in the form of signal level increase appear in the 
frequency range of more than 6.5 kHz in the AE signals 
accumulated by 1 s. The results of time-frequency analysis of 
single AE pulses registered 1–7 days before earthquakes are 
presented in [18, 19]. According to these results, the number of 
pulses of a certain frequency increases before strong earthquakes. 
The above methods analyze signal frequency spectrum and, unlike 
the one described in the article, do not take into account waveform 
features. The proposed method of AE signals analysis updates the 
existing methodology and allows us to form more accurate short-
term precursors of strong earthquakes. 

Note that at all stages of the investigation, we had to face 
known nonlinear manifestations of the natural system under  
the study. These manifestations reflected in the chaotic character 
of AE signal dynamic characteristics. As it had been expected,  
the attempt of application of traditional methods for signal 
statistical processing, such as calculation of probability density 
function, ensemble averaging, estimation of statistic parameters  
of different orders, to nonstationary AE signals did not provide 
stable results. Thus, the attention was focused on the search for 
invariant transformations which would be applied to AE chaotic 
character properly. On the whole, we think that we are  
at the beginning of a perspective survey which, owing  
to the chosen approach and the developed computer tools for 
analysis, will allow us to investigate deeper and to extend general 
and personal knowledge on seismic process behavior and, 
consequently, to predict catastrophic effects of earthquakes  
at different stages and with more confidence. 

6. Conclusions 

A new method for analysis and classification of rock acoustic 
emission signals has been proposed. It is based on their symbol 
description. First of all, signal sections containing pulses  
are determined. Each of the sections is described by a descriptive 
matrix. Based on the similarity degree of the descriptive matrices, 
pulses are structured into classes. Each class is considered  
as a symbol and a set of obtained symbols composes an alphabet. 
Then we study the changes of alphabet parameters on signal 
subsequent fragments.   

The developed method allows us to:  

• distinguish informative features in AE signals based on their 
qualitative peculiarities;  

• solve the problem of processing of a large volume of data by 
unifying pulse description and systematization;  

• identify anomalies in AE signals distinguishing pre-seismic 
ones.  

The method was implemented as an application program  
by the means of which we analyzed acoustic emission signals 
which were recorded at “Karymshina” site of IKIR FEB RAS  
in the seismically active region, Kamchatka peninsula, in 2016-
2019. It was discovered during the analysis that in case of acoustic 
emission anomaly occurrence, alphabet content is redistributed  
in favor of the symbols described by larger-size descriptive 
matrices (up to 350 extrema). Simultaneously with that the number 
of symbols increases. Analysis of alphabet averaged dynamics 
detected a clear tendency of alphabet cardinality decrease 
relatively the average 10–18 days before earthquakes and recovery 
of the value over the period from 2 to 8 days after them.  

Thus, a new approach to the analysis of acoustic emission 
signals has been developed. The approach updates  
the existing methodology of short-term earthquake precursor 
formation. On the basis of it, a system for automatic identification 
of pre-seismic AE anomalies can be created. It is topical for 
prediction of strong earthquakes which are catastrophic natural 
phenomena. 
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 A nonlinear adaptive robust controller is proposed in this paper for trajectory-tracking 
control problems of robot manipulators. On one hand, to effectively approximate the 
systematic dynamics, a simple time-delay estimator is first adopted. On the other hand, to 
minimize the control error, the controller is designed based on a sliding mode structure 
using the obtained estimation results. A fast learning mechanism is then proposed for 
automatically tuning control gains. Another proper adaptation law is furthermore 
developed to support the nominal inertia-matrix selection of the time-delay estimation. 
Effectiveness of the closed-loop system is intensively discussed using Lyapunov-based 
constraints and extended simulation results. 
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1. Introduction 

Nowadays, robots play a crucial role in modern industry 
thanks to excellent performances in conducting complicated, 
repetitive, and dangerous tasks [1–4]. Day by day, high-precision 
intelligent robots are required to fulfill the given demands [2], [5]. 
To design such controllers, two important steps of the controller 
design are taken into account: nonlinearities and uncertainties in 
system models as well as unexpected effects of complex working 
environments have to be tackled to push the closed-loop system 
in a stationary state; in the second step, a driving robust control 
signal is generated to force the control objective stabilizing 
around origin [6–8]. 

Robot dynamics could be derived using Newton-Euler 
analyses, Lagrange formulations or virtual decomposition 
methods [6,9]. Although general systematic models could be 
obtained, but they contain lots of uncertainties due to particular 
structures of robots and disturbances [10,11]. To cope with the 
mathematical problems, soft-computing approaches are 
reasonable solutions [7,8]. Nonlinear uncertain dynamics could be 
well estimated by fuzzy-logic approximators and neural networks 
but heavy-computation burdens along with lots of tuning 
parameters are new obstacles in real-time applications. The time-
delay estimation (TDE) is increasingly adopted as one of the most 
effective tools to reckon unknown dynamics in modern control, 
owing to the simplicity in design and easiness in real-time 

implementation  [12,13]. This  technique  uses  measured 
information of the acceleration and control signals to result in 
offset terms of the dynamics based on predefined nominal values 
of inertia matrices [5,14]. Effectiveness of the TDE methods has 
been gradually confirmed in both theoretical proofs and 
experimental validations [15,16]. 

To effectively complete control objectives in industrial 
applications, a proper control strategy with impressive adaptation 
and robustness ability is next required [17–19]. The sliding mode 
control (SMC) technique has a special attraction to designers 
thanks to the simplicity, widespread applications, and robustness 
to unknown system dynamics [20–23]. However, excellent 
control performances of the SMC controllers may be hard to 
maintain in different working cases. As a solution, gain-adaptive 
SMC schemes have been recently noted for servo systems [18,24–
26]. Driving gains or robust gains were actuated by various 
learning mechanisms to effectively force the control objective to 
zero as fast as possible [25,26]. In these learning schemes, only 
one degree-of-freedom learning law is proposed, and the control 
error is stabilized to a bound around zero [17,24]. In another 
direction, intelligent approaches based on Type-2 fuzzy logic 
theory could be found as possible solutions of the gain adaptation 
[27,28]. Solving optimal problems of the closed-loop system 
under robustness constraints in a horizontal time yields the 
expected gains along with excellent control performances [29]. 
However, intensive behaviors of the gain variation that could 
judge the real-time control quality were ignored.  

This paper is an extension of work originally presented in 
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2019 International Conference on System Science and 
Engineering (ICSSE) [1]. In the previous work, both driving and 
robust gains of a conventional TDE sliding mode controller were 
actively self-tuned subjecting to a minimal control error. Its 
effectiveness was confirmed by intensive simulation results. The 
controller was operated with a fixed nominal value of the inertia 
matrix of the system dynamics. Improperly selecting this term 
could lead to instability of the closed-loop system [15]. An 
excellent control performance is obviously associated with a 
perfect value of the matrix [16]. Nevertheless, the best nominal 
matrix is not same for different running states. As a sequence, a 
dynamical learning mechanism for such the term is the main 
motivation of this research for maintaining high control precision 
in various working conditions. 

In this study, an adaptive TDE sliding mode controller is 
developed for trajectory-tracking control of serial robot 
manipulators with the following contributions:  

• The system behaviors are first approximated by a basic time-
delay estimator (TDE). To support selection of a proper 
inertia matrix in the estimation process, an adaptation rule is 
designed to search the optimal nominal one. 

• The control objective is then realized by a robust sliding 
mode control method. To provide the flexibility in tuning the 
control gains in divergent operation cases, a fast gain-
learning law is proposed. The adaptation mechanism is 
worked as a damping low-pass filter that could yield smooth 
responses of the closed-loop system. Different from the 
previous work [1], nonlinear leakage functions are employed 
to speed up the learning process. 

• Control performances of the overall system are analyzed by 
a Lyapunov-based approach and comparative simulation 
results. 

The rest of this paper is structured as follows. Section 2 
presents system modeling and problem statement. Section 3 
describes design of the proposed controller incorporated with the 
adaptation laws. Section 4 discusses validation results, and the 
paper is then concluded in Section 5 

2. System Dynamics and Problem Statement 

Dynamics of a n-joint robotic manipulator are generally 
expressed as follows [6,9,17,24]: 

( ) ( ) ( ) ( ) dM q q + C q,q q + g q + f q + τ = τ      (1) 

where n∈ℜq,q,q   are the joint angles, velocities, and 

accelerations, respectively, n∈ℜτ  is the joint torques or control 
inputs, n×n∈ℜM(q) is the inertia matrix, n∈ℜC(q,q)q  is the 

Centripetal/Coriolis vector, n∈ℜg(q)  is the gravitational term, 
n∈ℜdf(q), τ  is the frictional torque, and n∈ℜdτ denotes 

disturbances. 

The dynamics (1) could be simply rewritten in a following form:  

+M(q)q v(q) = τ                                (2) 

where n n×∈ℜM  is an proper nominal diagonal inertia matrix,
( ( ) ) n= + ∈ℜdv Cq + g + f + τ M -M q   is a lumped term that is 

defined as a combination of other dynamic terms such as the 
Centripetal/Coriolis, gravity, inertia variation, frictions, 
disturbances, modeling errors and unmodeled terms.  

Remark 1: Assume that the system outputs ( , )q q  are 

measurable and a desired trajectory ( )dq  is bounded and 
differentiable up to the second order. The main objective of this 
paper is to find out an appropriate control signal to drive a tracking 
error of the system output ( )q  and the given profile ( )dq  to zero 
or as small as possible. However, maintaining high control quality 
of the closed-loop system is a not-easy yet interesting work due to 
existence of the uncertain nonlinear dynamics and complicated 
working environments. Additional characteristics of the controller 
are required to be model-free, adaptive, and robust with high 
control performances. 

3. An Adaptive Time-delay Nonlinear Controller 

To accomplish the aforementioned features, the motion 
controller is built up based on a simple sliding mode framework 
incorporated with an adaptive time-delay estimator. Fast learning 
laws are then integrated to search proper control parameters. The 
proposed controller is sketched in Figure 1. 

3.1. Simple Sliding Mode Control 

The main control error is mathematically defined as 

de = q -q  (3) 

A sliding manifold is employed as an indirect control objective 
of the closed-loop system: 

= +s e Λe  (4) 

where Λ  is a selected positive-definite diagonal gain matrix. 

For obtaining high-precision control results, the controller is 
designed with a model-free compensator - that could cope with 
the systematic uncertain nonlinearities and disturbances - and a 
robust control signal, as follows: 

MOD SMCτ = τ + τ  (5) 

Here, MODτ  is a model-dynamical eliminator that is used to 
compensate for unexpected effect of the offset vector ( v ) on the 
control behaviors and other terms of the surface dynamics (4). The 
signal is thus selected as follows: 

( )ˆˆ= + −MOD dτ v M q Λe   (6) 

Note that the estimate ˆ( )v  of the offset dynamics ( v ) is computed 
using the basic time-delay estimator [15,22]: 

ˆˆ
s st -T t-T= −v τ Mq  (7) 
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where the subscript ( )st T−  is a time-delay value, sT  is the 

sampling time, and ˆ ˆdiag( ) n n×= ∈ℜM m  is estimate of the 
nominal matrix M . 

The remaining term SMCτ  is designed to drive the sliding 
manifold from the stationary state back to around zero and stabilize 
thereafter by dealing with a model perturbance δ : 

1 2 sgn( )= − −SMCτ K s K s  (8) 

where | 1,2 1diag( ) diag([ ;...; ])i i i i ink k= = =K k  is positive-definite 
diagonal gain matrices.  

Remark 2: With the robust sliding mode design, excellent 
control outcome can be resulted in by a proper selection of the 
control gains 1 2( , )K K  and nominal inertia matrix ˆ( )M  
regardless of the existence of the disturbances. It is however 
sometimes a challenge to perfectly tune the gains to achieve good 
transient performance and especially ensure high control 
accuracies for unpredictable execution conditions in the real-time 
control. 

3.2. Gain-adaptation Laws 

To treat difficulty of the gain selection, the strategy for gain 
tuning is proposed in that the control gains 1,2( | )i i=K  are 

separated into two terms: nominal gains 1,2( | )i i=K and variation 

gains 1,2( | )i i=K


. The nominal ones are chosen for stability of the 
closed-loop system. The variation ones are automatically tuned for 
the desired transient performance. 

A fast adaptation rule for the automatic control-gain tuning is 
designed as follows: 

( ) ( )( ) ( )

( )( ) ( ) ( )( ) ( )

12

12
2 2 2

diag( ) diag I+diag sat

diag sgn diag I+diag sat

k

k

−

−

 = −

 = −


1 1 1k Ξ s s η s k

k Ξ s s η s k

 

 

 (9) 
where ( ) ( )2,diag and diag1Ξ η η  are positive-definite diagonal 
constant matrices. 

On the other hand, properly choosing the nominal inertia 
matrix could reduce bound of the system perturbance ( δ ). To 
efficiently support this task, a new learning law is proposed as 
follows: 

( ) ( ) ( )2ˆ ˆdiag( ) diag diag
sm t T m−= − + −dm Ξ s q q Λe η s m        (10) 

where ( )and diagm mΞ η  are positive-definite diagonal constant 
matrices. 

3.3. Stability Analysis 

The theoretical effectiveness of the closed-loop system is 
investigated using the following theorem: 

Theorem 1: Employing the model-free sliding mode control 
signals (3)-(8) to the robot dynamics (2), in which the driving-
robust gains and nominal inertia matrix are automatically updated 
using the laws (9)-(10), asymptotic convergence of the closed-
loop system is resulted in if the following condition holds: 

( )( ) ( )( )
( )

1
1

2 | 1..

min eig max eig 0.25 diag( )

max

m m

i i n ik δ

−

=

 >

 ≥

K Ξ η MM
 (11) 

Proof: 

The time derivative of the sliding manifold (4) along the 
system (2) is expressed  

( )1−= − +ds M τ v -q Λe    (12) 

By substituting the control signal (5)-(8) into the dynamics 
(12), we have 

( )( )1
1 2 sgn( )

st T
−

−= + − − − −ds M δ M q q Λe K s K s     (13) 

where ( )1 2[ ; ;...; ]
s s

n
n t T t-Tδ δ δ −= = − = − − ∈ℜδ v v τ M(q)q v  is 

the system perturbance mentioned above, and 
ˆdiag( ) n n×= = − ∈ℜM m M M   is the estimation error of the 

nominal matrix .M  

Now, we consider a Lyapunov function: 

( )
2

1

1

0.5 0.5 0.5T T T
k i i k m

i

V −

=

= + +∑s MΞ s k k m Ξ Ξ m
 

   (14) 

Substituting (9), (10), and (13) into the time derivative of the 
Lyapunov function leads to 

( )

( )( )
( )
( )

1 2

2 12

1
1 2

1 2

sgn( )

diag( ) I+diag

diag( )diag
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T
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= − −
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−

+

∑

s Ξ δ K s K s
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m Ξ Ξ η s m

m Ξ Ξ η s m



 

 



 (15) 

From the condition (11), there always exist two positive constants 
andk mα α  such that 

( )( )
( )

2 12
1

1
1 2

diag( ) I+diag

diag( )diag 0

T T
k i i i

i
T

m k m m

V α

α

−

=

−

 = − −  
 

− ≤

∑s ΞK s k η s k

m Ξ Ξ η s m

 


 

 (16) 

Theorem 1 has been proven: 
Remark 3: As seen in Figure 1 as well as stated in Theorem 1, 

the controller is just designed under a simple TDE sliding mode 
control framework to ensure the stability of the overall system. 
However, control performance of the system is significantly 
improved by injecting excellent adaptation laws for the control 
gains and nominal inertia matrix. The proposed controller hence 
possesses strong robustness, model-free, and self-learnable ability. 
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4. Simulation Validation 

4.1. Setup 

To assess tracking performance of the proposed controller, 
extended simulations were carried out on a 2DOF robot. 
Configuration of the robot is depicted in Figure 2. The robot was 
selected to work in the vertical plane in which the gravity force 
was critically affected on the system performance. Dynamics of 
the robot are presented as follows [6,24]: 

( )

( )

2 2 2 2
2 2 1 1 2 2 2 1 1 2 2 1 2 2 2

2 2
2 2 1 2 2 2 2 2

2 1 2 2 2 2 1
2

2 1 2 2 1

2 2 1 2 1 1 1 2

2 2 1 2

1 1

( ) 2 cos( ) cos( )

cos( )

sin( ) 2

sin( )

cos( ) cos( )
cos( )

m l l l l m q m l m l l l m q

m l l l m q m l

m l l q q q q

m l l q q

m l g q q l g q m m
m l g q q

a q

 + + + +
=  

+  
− + 

=  
  

+ + + 
=  + 

=

M

Cq

g

f

  






2 2a q
 
 
 

 

where 1,2q  are the robot joint angles. The detailed parameters of 
the robot model are given in Table 1. 

Another robust-gain-learning TDE controller (RLTDE) was 
also applied to the same system as a benchmark for evaluating the 
effectiveness of the proposed controller.  

The design of the RLTDE controller was referred as in the 
previous work [24], as follows: 

( )
( )

( )

1
1 2

( )1
2

2
1
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( ) otherwise
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s s
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∞
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− + + − − −

  > = 

 
 = −

d

s e Λ e

τ = M q M τ q Λ e K s K s

s



  

  

The basic control gains of the two controllers were inherently 
selected as [24]: 

0.001, diag([10;10]);
[0.6;1.57], [4000;3000]; 0.015

s cT
ε

= =
 = = =

Λ
α φ  

For a pair comparison, the RLTDE controller was operated 
with four distinct parameter sets as given in Table 2, denoted as 
RLTDE1, RLTDE2, RLTDE3 and RLTDE4, respectively. 

Table 2: Different Control Parameters Selected for the RLTDE Controller 
Implementation 

Name 
Nominal Inertia Matrix 

( )M  
Control Gain 

1( )cK  

RLTDE1 diag([0.01;0.01])  diag([1;1])  

RLTDE2 diag([0.04;0.04])  diag([1;1])  

RLTDE3 diag([0.01;0.01])  diag([60;60])  

RLTDE4 diag([0.04;0.04])  diag([60;60])  
 

Besides, the additional parameters of the proposed controller 
were manually tuned as follows:  

2 1

4 4

0.001; diag([10;10]),
diag([0.5;0.5]), diag([1;1]);
diag([300;300]); [1;1]

diag([0.003;0.003]); [3 10 ;3 10 ].

s

k

m m

T

− −

= =


= =
 = = =
 = = × ×

1 2

Λ
K K
Ξ η η

Ξ η

 

4.2. Simulation Results 

In the first scenario, reference inputs of the robot joints were 
selected to be sinusoidal signals plotted in Figure 3. By applying 
the controllers to the system, the simulation results obtained are 
presented in Figures 4 and 5.  

As seen in Figure 4, the RLTDE1 provided very good control 
performances, 0.53 (RMS deg)  and 0.44 (RMS deg) of the control 
errors at joints 1 and 2, thanks to employment of the strong robust 
gain (K2) generated by a nonlinear learning algorithm [24]. 
Behaviors of the robust gain adaptation are demonstrated in 
Figure 5. The key purpose of using such the gain in the RLTDE 
control method was to attenuate effect of the incomplete TDE 
estimation. Figure 4 also reveals that the control performances 
were further improved if the more proper control gains were found 
out. When increasing only the nominal inertia matrix ( )M , or 
only the driving gain 1( )cK , or both of them 1( and )cM K , higher 

 
Figure 1: An overview of the designed controller. 

 

 
Figure 2: Configuration of a 2DOF manipulator. 

 
Table 1: Selected Parameters for the simulation model 

Description Parameters Values Unit 
Link length l1, l2 0.2, 0.1 m 
Gravitational 
Accel g 9.81 m/s2 

Friction 
coefficient a1, a2 1  

Mass of links m1, m2 10, 5 kg 
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control accuracies were exhibited such as:  the RLTDE2 
controller obtained 0.17 (RMS deg)  and 0.12 (RMS deg) of the 
control errors at joints 1 and 2, respectively;  the RLTDE3 
controller got 0.2 (RMS deg)  and 0.11 (RMS deg) ones; and the 
RLTDE4 controller provided 0.09 (RMS deg)  and 0.06 (RMS 
deg) ones. It seems larger the control gains would create better the 
control performance. In fact, structures of the RLTDE and 
proposed controllers are almost same.  

 
Figure 3: Reference inputs of the robot joints in the first simulation. 

 
Figure 4: Control errors obtained in the first simulation 

 
Figure 5: Comparative gains learning in the first simulation. 

The core difference is that the proposed controller adopts the 
adaptation rules for the driving-robust gains and optimal nominal 
inertia matrix. Properly searching an optimal set of the driving 
gain and nominal inertia matrix could effectively reduce bound of 
the gain (K2) that could be clearly observed in Figure 5. Hence, 
as shown in Figure 4, the highest control precision, 0.03 (RMS 
deg) and 0.014 (RMS deg) of the control errors at joints 1 and 2, 
was resulted in by the proposed controller. Also noted in Figure 
5, the optimal values did not need to be so large for the best control 

performance: the variation of the driving gain converged back to 
zero and the stationary nominal inertia matrix was found to be 
diag(0.062; 0.021). This implies the flexibility of the proposed 
controller over the previous one. 

In the second scenario, the robot joints were controlled to 
track smooth step signals. Applying the same controllers to the 
system, the simulation results are presented in Figure 6, 7 and 8. 

 
Figure 6: Reference signals of the robot joints in the second simulation. 

 

 
Figure 7: Control errors obtained in the second simulation. 

 

 
Figure 8: Comparative gains learning in the second simulation. 

 
Figure 9: Desired joint angles computed from the eclipse trajectory of the end-

effect in the third simulation. 
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Figure 10: Control errors obtained in the third simulation. 

 

 
Figure 11: Comparative gains learning in the third simulation. 

 

 
Figure 12: Control signal generated in the third simulation. 

 
As shown in Figure 7, the control performances of the 

RLTDE1, 1.1 (MA deg) and 0.73 (MA deg) of the control errors 
at joints 1 and 2, were degraded as comparing to those of the other 
controllers. An improper selection of the nominal inertia matrix 
would make the systematic perturbance ( )δ  become large. 
Meanwhile, the driving gain 1( )cK  was fixed with a small value, 
it means that the control performance was covered only by the 
robust gain 2( )cK . Another reason came from the special 
learning mechanism of the RLTDE: the robust gain 2( )cK  was 
respectively increased and decreased as the sliding surfaces were 
outside and inside of specific regions. It implies that the RLTDE 
control outcome in this case depended on the regions predefined. 
New features integrated in the proposed controller could make the 
system avoid the aforementioned problems: as observed in Figure 
8, the adaptation laws of the inertia matrix and control gains 
worked well to ensure the closed-loop system stabilize at origin 
or force the control error to be as small as possible. Hence, 
outperformance of the proposed controller, 0.005 (MA deg) and 
0.01 (MA deg) of the control errors at joints 1 and 2, over the 

RLTDE1, 2, and 3 has been exhibited in this simulation scenario. 
Interestingly, once the perfect values of the driving gain 1( )cK  
and nominal inertia matrix ( )M  were used, the RLTDE4 
obtained an excellent control accuracy: 0.002 (MA deg)  and 
0.0004 (MA deg) of the control errors at joints 1 and 2. 

 
Figure 13: Comparison of control results in Cartesian space 

In the third verification case, the end-effector of the robot was 
controlled to track an eclipse trajectory. By applying inverse 
kinematic computation for the testing robot, the desired joint 
angles are displayed in Figure 9. Tracking control errors of the 
controllers for the new trajectory are plotted in Figure 10. The 
control results indicate that the RLTDE controllers tried to 
automatically adjust their gains to minimize the control error. 
However, using only one degree-of-freedom adaptation of the 
control gains was not adequate to result in the minimal sliding 
manifold even though they were supported with various control 
gains and nominal inertia matrices fine-tuned. The best control 
quality, 0.024 (MA deg) and 0.015 (MA deg) of the control errors 
at joints 1 and 2, were accomplished by the RLTDE4 which had 
just shown the outstanding performance in the second simulation. 
The control accuracy was significantly improved, 0.004 (MA deg) 
and 0.005 (MA deg) of the control errors at joints 1 and 2, by using 
three degree-of-freedom in the gain learning proposed by this 
paper. 

Indeed, control input data generated by the controllers shown 
in Figure 12 reveal that sharing the robustness burden of the 
control mission into three learning spreads provided a faster 
response and a smaller control error. Its effectiveness and 
feasibility are demonstrated more clearly by plots of the 
comparative end-effector positions obtained by the proposed 
controller and a certain RLTDE one, as shown in Figure 13. 

4.3. Discussion 

The key properties of the proposed adaptation laws could be 
evidently expressed by data shown in Figure 5, 8 and 11: in 
transient time, the closed-loop system needed strong power to 
drive the control objective back to desired position regardless of 
uncertain nonlinearities and disturbances. To serve this mission, 
the driving and robust gains were promptly activated under the 
designed constraint (9), and the optimal nominal gain matrix was 
also searched according to the strategy (10). After that, the whole 
system would relax in steady-state time with the small-activated 
gains. By further considering these figures, much high-frequency 
oscillation could be observed in the learning gains of the RLTDE1 
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controller. In real-time operation with smooth control signals, the 
proposed controller could maintain the lifetime of the actuators. 

Table 3: Statistical Evaluation of the Control Performances in the Simulation 
Scenarios 

Control Error 
Joint 1 Joint 2 

MA RMS MA RMS 

Test 1 

RLTDE1 2.87 0.53 1.98 0.44 
RLTDE2 0.6 0.17 0.26 0.12 
RLTDE3 0.9 0.2 0.38 0.11 
RLTDE4 0.22 0.09 0.11 0.06 
Proposed 0.05 0.03 0.04 0.014 

Test 2 

RLTDE1 1.1 0.25 0.73 0.2 
RLTDE2 0.09 0.03 0.024 0.01 
RLTDE3 0.48 0.13 0.18 0.06 
RLTDE4 0.002 0.0004 0.0004 0.0001 
Proposed 0.005 0.001 0.01 0.007 

Test 3 

RLTDE1 2.02 0.4 0.47 0.09 
RLTDE2 0.39 0.08 1.17 0.2 
RLTDE3 2.2 0.27 0.13 0.03 
RLTDE4 0.024 0.01 0.015 0.009 
Proposed 0.004 0.0018 0.005 0.002 

 
Table 3 summarizes static values of the control errors using 

maximum absolute (MA) and root-mean-square (RMS) 
computation for a specific time (5s to 12s). As seen in the table 
and by recalling the second simulation results, if the optimal set 
of the control gains and nominal inertia matrix were known, an 
exceptional control performance would be achieved. However, 
the optimal one was not same in different working conditions. 
Instead of searching the optimal values with time consuming, the 
designed controller integrated an automatic gain-tuning algorithm 
for suboptimal ones. The statistical data in Table 3 show that the 
proposed controller yielded the excellent MA and RMS results as 
comparing to the RLTDE ones in most of the simulation cases. 
Hence, the influence of such the suboptimal gains and inertia 
matrices on the control performance was acceptable. Here, 
advantages of the proposed controller are confirmed throughout 
both the analytical and validation results. 

5. Conclusion 

In this paper, a new adaptive robust control method is 
developed for position tracking-control problems of robot 
manipulators. The controller design is mainly based on the sliding 
mode control framework. Effect of the systematic uncertain 
nonlinearities and disturbances are well treated by an adaptive 
time-delay estimator. The driving-robust control signal is then 
employed for realizing the control objective. Fast gain-learning 
laws are properly designed to increase flexibility of the controller 
in various working conditions. The control gains are 
automatically tuned to provide both the desired transient 
performance and the steady-state behavior. Effectiveness of the 
closed-loop system is intensively investigated by theoretical 
proofs and comparative simulations. 
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 Optical sensors exist in various forms and one of them is Fiber Bragg Gratings (FBG). 
Performance evaluation was simulated for FBG sensing. The simulation involves different 
grating profiles tested with complete optical sensing system. The system involves a 
broadband light source, FBG of various profiles and optical spectrum analyzer for data 
interpretation. Different profile of gratings imprinted on an FBG outputs wavelength 
spectra and simulated results satisfy this theory obtained from literatures. Temperature 
sensing was also simulated for the FBG at various temperature ranges that suit different 
industrial demands. At low temperatures FBG does give noticeable sensing capabilities. 
When reaching 400°C and above, the FBG was still capable of providing response, however 
when in real environments the fiber may suffer from thermal damage. FBG performance 
when integrated within a system with long distances of fibers were also simulated. Power 
attenuation was noticed at the reflectivity spectra. 
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1. Introduction 

This paper is an extension of work originally presented in 
“IEEE International Conference on Sensors and Nanotechnology 
2019” [1]. Environmental monitoring have been a main topic in 
most fields of study. Conventional sensors nowadays such as 
microelectronic mechanical sensors (MEMS) or probe sensors are 
vulnerable to electromagnetic (EM) interference and wiring 
complications. This phenomena prevents its use in long-range 
sensing applications [2]. Fiber optic sensors is a promising 
alternative to conventional sensors due to its compact nature, EM 
proofing and multiplexing capabilities [3]. The simplicity of 
optical based sensors allows various sensing configurations such 
as absorption based sensors (interferometers) and grating based 
sensors. Fiber Bragg Grating (FBG) sensor is an example of an 
optical sensor that operates by creating a periodic perturbation of 
light signals within the refractive index of its core. The gratings 
serves as wavelength filter that permits only light with 
wavelengths that dissatisfy the Bragg’s equation to permeate 
through while the light waves that satisfy the Bragg equation will 
be reflected back. Therefore, strains acting on the gratings with a 
set periodicity can induce a shift in the wavelength spectra. The 
shift in wavelength defines the condition of the parameter being 
sensed [4]. Commonly, FBG sensors are used for pressure and 
thermal sensing. However, FBG sensors can be modified to sense 

other forms of parameter such as humidity by introducing a 
sensitive coatings onto the sensitized regions of the sensor. 

Operations of FBG sensors require a source of propagated 
broadband light. In some cases, FBG sensors are positioned in 
remote areas where power input availability is scarce. Normally, 
the light source are powered by conventional batteries which could 
have a short lifespan and can be inconvenient maintenance wise. 
Hence, a sustainable power source is desired. A promising source 
of green energy is from ambient vibrations within the earth’s crust 
[5]. The concept of vibration energy harvesting involves 
converting amplified vibrations at resonance into useful electrical 
power by means of kinetic energy distribution. Ambient vibration 
frequencies generally fall below 100.0 Hz. However, in civil 
structures, the frequency can drop to less than 10.0 Hz [6]. The 
acceleration level of these vibrations are very low being less than 
1.0 g where g = 9.81 ms-2, making it more suitable for low-power 
electronic application such as powering a light source.  

This paper focuses on reporting simulated results of FBG tested 
with various different grating profiles, temperature sensing and 
transmission distance. Whilst simulating the FBG in different 
grating configurations, basis of the system which will be explained 
further sections will be tailored to a vibrational energy harvester 
power output. Since the proposed harvester design provides a low 
but steady power output to act as a light source, the whole FBG 
system will be run under low power to be simulated within various 
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conditions including thermal and attenuation. It is an opportunity 
to simulate how well the system of FBG can be run with sufficient 
power with different types of gratings which differs from most 
other closely similar articles involving FBG simulation [7-9]. 

1.1. Optical vs Conventional Sensor 

Environment sensors that are still in use comes in various 
types. Electrical based sensor types such as the resistive probes, p-
n junction diodes and MEMS sensors have been the staple sensor 
devices used over the years in monitoring various parameters [10]. 
Some sensors that have a very low power consumption of <1.0 
mW and are made to be self-sustained by equipping the sensor with 
a solar panel harvester [11]. However, the operation these 
conventional sensors require electrical flow on the active 
sensitized regions of the sensor. This will render the sensors to be 
susceptible to electromagnetic interference and damage due to 
short circuit. Besides having a high maintenance cost, the 
complexity of the sensing mechanism in electrical based sensors 
available in market limits its capability to be embedded within a 
structure [12]. These drawbacks propel researchers to find 
alternatives such as optical fiber sensors.  

Optical sensors alone can have many different configurations 
based on how the modification is formed on the surface, cladding, 
core or tip of the fiber. In addition to FBG sensors, other optical 
sensors include interferometers and absorption based sensors, 
which function based on the principal of the energy absorption 
spectrum and refractive index changes. However, grating based 
sensors possess an advantage over other optical based sensors in 
terms that they are more compact and ease of modification. In 
addition, FBG sensors have low noise, high sensitivity and a high 
multiplexing imprint capabilities via phase masking, which helps 
provide a large mapped sensing area within an environment [13]. 

1.2. FBG Sensing Principle 

FBG are made typically from phase masking, where periodic 
modulations of the refractive index are imprinted within the fiber 
core by intense UV laser, exposed perpendicularly to a single mode 
optical fiber. The modulated refractive indexes within the fiber 
core that has different refractive index values than the core and 
cladding acts as the wavelength filter for the incident propagated 
light. Based on Figure 1, light signals at wavelengths other than 
the Bragg wavelength would pass through whereas light signals 
with wavelength equal to the Bragg wavelength that would be 
reflected back. Therefore, the transmitted ray that passes the 
grating will have the Bragg wavelength absent in the main 
spectrum [14]. FBGs can be serially imprinted into one fiber at 
multiple sensitized regions (multiplexing). This allows the FBGs 
to have multiple functional sensor nodes along a fiber length which 
is essential for area mapping. 

On their own, FBGs are strain, pressure and temperature 
sensitive. In temperature sensing, different temperatures would 
impose axial strain upon the FBG fiber based on coefficient of 
thermal expansion of the FBG material (which would normally be 
silica). This would cause a change in the pattern spectrum of the 
reflected light, resulting in a shift in the reflected wavelength. This 
shift in wavelength can be calibrated to identify temperature 
change [15]. Detection of non-physical parameters requires the 
FBG to be modified by coating the sensitized region with a 
reversibly reactive material nanostructures that can induce 

mechanical strain or reaction to the FBG when exposed to a 
measurand [16]. Generally, it is possible for a FBGs to sense 
chemical parameters such as salinity concentration [8], chemical 
gas concentration [17] and relative humidity of the environment 
[18]. Ease of modification of FBG to suit various environmental 
sensing applications makes FBG a viable sensing device to be 
studied and optimized. 

Optical 
Power

 λ

Incident 
Spectrum

Optical 
Power

Reflected
Spectrum

Optical 
Power Transmitted

Spectrum

 λ  λ  
Figure 1: Principle of FBG. 

2. Methodology 

In this study, the behaviour of FBG fiber is simulated with 
different grating profiles. Different grating profiles can have an 
effect to the output transmission and reflectivity of the fibers. The 
behaviour of the FBG as a temperature sensor are simulated in 
temperature ranges that relates to certain industries. Connection of 
fibers in a long range fiber setup are also simulated to show the 
viability of FBG sensor array assembly in a long-range network. 

2.1. Overall System Description 

FBG sensors typically involve several components to be 
available for environmental monitoring. The following 
subsections explain each of the components in Figure 2 that are 
mandatory for FBG sensor implementation. Table 1 presents the 
constant parameters used in this study. 

Table 1: System Setting. 

Source Spec. Optical Fibers FBG Spec. OSA Spec.  
Broadband white 
light source 
 
Frequency: 193.1 
THz 
 
Power: 130 dBM 

Silica SMF 
 
Length: 10 cm 

Grating 
profile: 
Uniform 
 
Bragg 
wavelength: 
1550 nm 
 
IM: 0.0002 
 

Resolution: 
0.001 nm 

2.2. Source 

Optical based devices require sources in form of propagated 
photons. Light source of broad spectrum is preferred when using 
FBG. Broad spectrum light source examples include white light 
source, amplified spontaneous emission (ASE) source and 
broadband light source. 
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Figure 2: Arrangement of FBG setting. 

2.3. FBG 

The FBG component is the main component in the simulation 
that has variables manipulated. The Bragg grating wavelength 
chosen is 1550 nm since it is among the commonly used 
wavelength for FBG sensing. The grating length of fiber is set 
constant at 10 mm throughout the study. Index modulation is set at 
0.0002 for the FBG and is also a controlled parameter. The grating 
profile will be varied in order to observe the effects of different 
grating profiles on the transmission and reflectivity spectra in the 
simulation. 

2.4. OSA 

Optical spectrum analyser or optical receiver is mandatory for 
any optical based sensors including FBG as it detects the incoming 
light propagation. The optical receiver then sends the received light 
signals to be converted into readable data. In lab-based study, OSA 
typically combine these functions of receiving and signal 
conversion into transmission and reflectivity spectrum. The OSA 
settings used in this simulation is with resolution of 0.001 m. The 
resolution value allows for more data points to be recorded brings 
more accurate results. 

3. Results and Discussion 

3.1. Effect of Grating Profiles 

There are many different grating profiles of an FBG. These 
grating profiles may affect the spectrum of both the transmission 
and reflectivity. The grating profiles are made different with the 
periods or arrangement of the grating follows different model. 
Different phase mask can be used for the imprinting of different 
grating profiles. In this study, Uniform grating along with several 
other grating profiles is tested. 

3.1.1. Uniform Profile 

Uniform grating profiles is the most common imprinted FBG 
profiles that has seen its use in sensing. The uniform periodicity 

profile affects light modulation and follows the Braggs equation 
which is: 

𝜆𝜆𝐵𝐵 = 2𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒 ∙ 𝛬𝛬𝐺𝐺     (1) 

where, λB is the Bragg wavelength, 𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒 is the refractive index of 
the propagating light and ΛG is the index modulation periodicity 
[19]. In this study, light modulation across a uniform profile FBG 
has been simulated. In Figure 3 transmission and reflectivity of 
light propagated pass the profiles has been recorded. As predicted, 
the response have showed that the peak power exists on the 1550 
nm wavelength. This is the wavelength at which the grating was 
imprinted on. Figure 2(a) showed the transmission power trough 
occurring and on Figure 2(b), reflectivity spectra showed peaks at 
the same Bragg wavelength. This simulation has demonstrated the 
regular uniform FBG profiles connected with regular power 
source. There appears to be minor side lobes occurring on Figure 
2(b). These side lobes may not be favourable for FBG sensors that 
are tailored for high precision sensing. However, the side lobes 
does not hinder the uniform profiles from entering the market as 
region or array monitoring system. 

3.1.2. Chirped Profile 

A different profile than the typical uniform profile of FBG is 
the chirped FBG. The gratings in a chirped FBG varies in terms of 
periodicity along the grated regions depending on the chirp pattern 
on the phase mask. This produces spectrums that are different than 
the original, uniform and non-apodized FBGs. The wavelength 
spectrums produced via chirped FBGs are much broader than 
uniform profiled FBGs which can range between several 
nanometers or even thousands of nanometers depending on the 
chirp rate, grating length and phase mask used for writing the FBG 
in a fiber [20]. 

Based on Figure 4, chirped FBG with uniform apodization and 
follows similar Bragg wavelength, index modulation and grating 
length as table 1, has been simulated. It was seen that both Figure 
4(a) and Figure 4(b) showed broader spectrum that uniform FBG. 
No shifts of transmission peaks and reflectivity troughs was seen 
which is expected. The breadth of the peaks is observed to be 
approximately 4 nm. Both transmission power and reflectivity 
shows no deterioration when chirp profile is applied without 
altering other parameters. Figure 4 has successfully demonstrated 
a chirp profile via simulation that satisfy with other studies [21, 
22]. While having wider Bragg peaks in both reflectivity and 
transmission, chirped FBGs can have certain suitable purposes. 
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However, if high accuracy detection is preferred, chirped FBG 
may not be the best grating profile to be utilised. This is due to 
small shifts that occur upon detection may not be visible or 
detected and could lead to misinterpretation at the end signal-to-
data conversion. 

 
 

 

Figure 3: Optical power spectrum of uniform FBG (a) Transmission and (b) 
Reflectance. 

 
(a) 

 
(b) 

Figure 4: Optical power spectrum of linear chirped FBG (a) Transmission and 
(b) Reflectivity. 

 
(a) 

 
(b) 

Figure 5: Optical power spectrum of Gaussian apodized FBG  (a) 
Transmission and (b) Reflectivity. 
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3.1.3. Gaussian Apodized Profile 
Another variant of FBG profile other than chirped and uniform 

are apodized FBGs. These FBGs differ in terms of the way the 
gratings are imprinted on to the fiber. They are written in a manner 
that the grating intensities gradually change along the grated region 
until it becomes similar to the rest of the fiber. Specifically, in 
gausian apodized FBG, the grating intensity change along the 
grating length follows Gaussian modelling variant of the original 
Bragg wavelength equation. The emergence of this type of grating 
profile serves to reduce side lobes that may appear on uniform 
grated FBG [8]. Apodized FBG are also known to result in more 
narrow peaks of both reflectivity and transmission spectra. Besides 
gaussian model for index modulation and grating intensity 
determination, other models include Nuttal model and Pi (π) 
apodized model [23]. 
 In this study, Gaussian apodized profile was simulated based 
on table 1 properties of the FBG. Figure 5 shows the simulated 
transmission and reflectivity spectra of the aforementioned FBG. 
Side lobe reduction occured and is observable on both of the 
spectra when compared to a uniform FBG. The peaks reflectivity 
and transmission trough are slightly narrower if compared with 
uniform profiles. Reflectivity and transmission power however, 
does suffer loss of ~10 dbm in comparison with uniform profile 
FBG. With the presence of side lobe reduction and narrow Bragg 
peak, utilization of apodized FBG is favourable for accurate 

sensing. Even though Gaussian apodized FBG may have lower 
side lobe appearance and narrow peaks, the low transmission 
power may be a hindrance if the FBG system is to take part in 
longer distances. 

3.2. Effect of Temperature with FBG 

FBG type sensors are used in wide variety of temperature 
ranges depending on the type of industries that utilize it. 
Simulation of FBG in different range of temperatures is shown on 
Figure 6. When used in oceanography for monitoring ocean 
temperatures, a sensor should be at least sensitive at temperature 
ranges of 10˚C [24]. This posed no problem for FBG sensors array 
as simulated in Figure 6. At higher than ambient temperatures of 
around 60˚C, A notable shift of the spectrum from its original 
wavelength of 1550 nm is detectable. At the said temperature, is 
observed when an FBG sensor is used in conjunction of a surgical 
tool to ablate cancer cells [25]. Upon higher temperature use for 
nuclear reactor temperature monitoring, an FBG may require 
modifications or special temperature proof casing. As mentioned 
by Mohamed, et al. [26], temperatures can reach up to 1600˚C. 
When using normal SMF made of silica, melting point of 400C 
should be taken into account. This limits the use of FBG if it is 
grated within a standard SMF down to only ~380˚C. While 390-
400˚C is still possible to simulate, in reality, engineering 
constraints have to be considered for safety. 

 
(a) 

 
(b) 

Figure 6: Optical power Spectra of FBG when exposed to various temperatures (a) Transmission and (b) Reflectivity.  
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(a) 

 
(b) 

Figure 7: Spectra of FBG utilized within various system distance (a) Transmission spectra. (b) Reflectivity spectra. 

3.3. Effect of Transmission Power and Distance 

Transmission power is at its ideal value when it is simulated or 
close to its ideal value when tested within lab scale lengths (<1m). 
When incorporating FBG within an array where the source is 
further than 1km in distance, power attenuation will occur. The 
reason for simulating this is to show that at what distance will the 
transmission and reflected power will deteriorate. The chosen 
length was based on different uses in the industry. At a distance of 
10 km chosen due to most small and medium industries or 
premises require this distance of FBG array for environment 
monitoring [27]. For larger area coverage such as land and oceanic 
surveying applications, 50 km distance may be favourable 
therefore it is chosen as one of the simulation parameter for fiber 
distance [28]. For remote sensing in rural areas where the source 
and signal receiver has to be far from the area of monitoring due to 

power source availability, may require fiber length of up to 100 
km. 

Figure 7 (a) and (b) are the spectra of FBG sensor simulated 
within an optical circuit over various distances. The FBG used for 
simulation is a uniform profile variant due to it being the most 
stable in terms of providing low power loss due to attenuation. 
Furthermore, uniform FBGs are much easier to mass produce due 
to uniform phase mask availability. Within 10 km distance, there 
are hardly any power loss for both reflectivity and transmission 
spectra as shown on Figure 7 (a) and (b). Reflectivity on Figure 7 
(b) shown significant attenuation power loss when distance of FBG 
optical circuit is extended to distances of 50 km and 100 km. 
Transmission spectra in Figure 6 (a) shown a minimal and slightly 
noticeable power loss. This is due to that reflected power may 
experience loss when reflected by the Bragg gratings due to 
leakage of evanescent waves occurring on FBG grated regions. 
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3.4. Sustainable Power Source 

In environmental sensing, it is essential for light sources of 
sensors to have stable power input and output. While access to 
power may be available in established areas and urban 
environments, some other areas may not connected to main power 
grid. To remedy this issue, a light source powered by sustainable 
and renewable energy is favoured. A good candidate for powering 
light source can be a vibrational sensor which rely on the 
continuous minute vibration of the earth’s crust [1]. In powering 
light source for optical sensing applications, at least 25 - 50 mW 
power is required. Vibrational sensors that can resonate with 
frequencies of <10 Hz at acceleration level (g) by <1.0 can supply 
enough power to FBG sensors [1]. To achieve this, vibrational 
sensor proposed within our previous paper [1] was equipped with 
rectangular clamp-free cantilever beams with attached magnet at 
the tips. The magnets will vibrate at the low acceleration level 
causing change in magnetic flux and inducing voltage in the coil. 
This in turn can produce electrical DC power which can be use 
with various low power consumption devices.  By having a 
renewable energy source powering the FBG sensors, 
environmental condition mapping in remote locations is possible. 

4. Conclusion and Recommendation 

Several forms of FBG grating profiles has been reported via 
simulation of its transmission and reflectivity spectra. Temperature 
sensing of FBG has been simulated at various temperatures that are 
used in different industries ranging from as low as 10˚C to as high 
as 400˚C. Higher temperatures of >400˚C may require 
modifications that protects the FBG thermally and mechanically 
for certain rough applications such as monitoring greater nuclear 
reactor or volcanic core. When used within a high distance optical 
circuit, reflectivity was seen to suffer greatly with increasing 
distance and nearly not usable at distances spanning >100 km. 
Therefore, it is advisable to rely on remote optical source that is 
powered by renewable energy source within a FBG sensing system 
or array that spans greater distances. Multiple FBG of 50 km length 
should be optimal for use with one remote optical source. For 
greater coverage, multiple system of FBG and power source each 
with only 50 km distances between each other may be required for 
monitoring over a very large area. Furthermore, when an 
independent and self-powering optical broadband source is used, 
more remote areas can be monitored such as in vast open seas or 
subterranean regions. It has been demonstrated that FBG sensor 
can is capable to operate in power as low as 130 dBm but still 
maintains proper functions as shown in the obtained results. 
Although power loss due attenuation was apparent, it does not limit 
the sensing capability of the FBG to other environmental 
parameters such as temperature to some extent. This paper  
provided performance evaluation for FBG of various grating 
profiles and satisfied the theory of each grating performance. 
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 Previous research has found that first-years in college is challenging due to changes in 
academic demands and the adaptation process. In addition to this, research on career 
development has found that barriers and supports may influence career interest, motivation 
to continue and student retention. This study explores the influence of specific supports and 
barriers among first-year engineering college students. To reach this goal, a case study 
was conducted with 425 engineering students at three universities in Lima, Peru. Based on 
Social Cognitive Career Theory (SCCT), we performed a Structural Equation Model (SEM) 
to assess effects of contextual factors such as barriers and supports on self-efficacy, coping 
self-efficacy, and goals. Results showed that certain supports and barriers influence self-
efficacy, cope self-efficacy and goals. Effects of these factors in first-year students and 
possible strategies for retention in STEM careers are discussed.  
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1. Introduction  

Science and technology are critical subjects for the 
advancement in societies because they create prosperity, wellbeing 
and more opportunities [1, 2]. Despite its increasing importance in 
daily life, the necessary number of science, technology, 
engineering and mathematics (STEM) workers is not being 
produced [3]. As a result, this gap has become a major problem, 
especially in developing countries, given the pressure to become 
competitiveness in the global economy. Therefore, increase and 
retention of STEM students, graduates, and workers have vital 
importance for Latin-American organizations, governments and 
educational institutions. 

Accordingly, Peru showed an increase in higher education 
enrollments, however, this tend to vary significantly in specific 
careers. A recent report showed that between 2008 and 2019, 771 
900 and 1’509 400 students were registered at national level [4]. 
Although, the same report showed that in 2017, more than a half 
(52%) were in social sciences and only 27.8% were in engineering 
and technology. Nonetheless, the rates of registered students in 
STEM fields indicated that there was a decline between 2018 and 
2019 [4]. Besides, previous official reports indicated that 
economic issues (31%), job responsibilities (28%), and family 
issues (14%) [5] were the main reasons to suspend higher 
education in STEM. Based on the above-mentioned reports, it 
seems that several factors are involved in Peruvian STEM students' 

choice to stay or leave university. In addition to this, these rates 
and factors may contribute to the gap in STEM careers in Peru. As 
a result, this may have economic and social consequences for the 
country development.  

 Therefore, exploring how environmental and behavioral 
process interact in engineering career behavior may help to 
understand the STEM gap and first-year Peruvian students 
experiences in STEM careers. What is more, research on these 
factors is scarce in Peruvian STEM careers. Therefore, by using a 
survey design, the present study aims to explore how specific 
barriers and supports may influence self-efficacy, cope self-
efficacy and goals. 

1.1. Who leaves and who stays? 

First-years in higher education are critical for students due to 
changes in study style and the time that it takes to adapt from high 
school to college. Previous research suggested that it is critical to 
focus on factors related to students retention in early years of 
STEM careers [6–9]. This advice is particularly relevant especially 
in certain areas of Peru where a lack of knowledge from parents 
about higher education constitute an additional challenge for 
students. Moreover, lack of support in first-year students may 
generate a biased perception of higher education that may result in 
withdrawal. Therefore, it is crucial to get insights based on theory 
and evidence to understand first-year engineering career 
development in the Peruvian context.  
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Consequently, the literature on engineering career behaviors 
has highlighted several factors involved in career progression. 
Previous studies identified that lack of enjoyment, interest in 
engineering courses, demotivation and unpreparedness were the 
main reasons to leave engineering careers [8, 10]. In addition to 
this, Snyder and colleagues [7] found that self-perception, beliefs 
and motivations may influence competence and expectations for 
achievement in engineering career. Based on this, psychological 
factors seems to have effects in how students behave and take 
decisions as well as their drive to continue engineering careers.  

1.2. Self-efficacy, coping self-efficacy and goals 

 One particular theory that has been useful in the explanation of 
career development is Social Cognitive Career Theory (SCCT) 
[11]. SCCT model hypothesizes the association between self-
efficacy, outcome expectation, interest, goals, barriers and 
supports [11, 12]. SCCT proposed that when someone feels 
competent concerning a specific activity (self-efficacy), they will 
anticipate positive results (outcome expectation) and will develop 
interest in that particular domain. As a result, subjects will set goals 
that later will become in actions, however, these will be affected 
by barriers and supports. However, this study will focus in how 
specific barriers and supports affect certain variables of the model. 
For instance, several models have been constructed in order to 
explore in more detail specific SCCT variables [13, 14].  

 The term self-efficacy is defined as beliefs that people has 
regarding their capabilities to achieve successfully a specific task 
[15, 16] whereas goals is defined as student's intentions to persist 
in their career. The term cope self-efficacy is defined as beliefs 
about one’s ability to manage environmental obstacles in a 
particular domain [12]. In this regard, previous reports have found 
that specific contextual factors may influence student’s self-
efficacy, career goals and cope self-efficacy [6, 17, 18]. In addition 
to this, relationships between barriers and supports may be 
indirectly related through coping self-efficacy [19]. Similarly, 
recent reports indicated that goals may affect determination to 
engage in career behaviors and that it is mediated by barriers and 
supports [11, 17, 20]. Taken together, these studies support the 
notion that certain individual variables of SCCT are suitable to 
understand career progress. Therefore, using certain core variables 
from SCCT seems suitable to understand in more detail how 
specific barriers and supports (e.g. Economics, Institutional and 
Family) interact with self-efficacy, cope self-efficacy and goals. 

1.3. Barriers 

Much of the current literature on contextual factors in career 
development pays particular attention to barriers and supports. 
Barriers refer to negative contextual influences that hinder 
different aspects of career progress [12, 21]. In addition to this, 
previous research identified that barriers are associated with 
career-related behaviors, engineering college student's progress 
and attrition [22–24]. Moreover, recent studies found that barriers 
associated with family, social networks and lack of social support 
may influence career choice and decision to stay or leave current 
careers [25, 26]. These studies suggest that there is an interaction 
between internal and contextual factors that may affect student’s 
decision to continue engineering degrees and possible 
consequences such as withdrawal. Besides, specific differences in 
culture and context may change how these barriers are expressed 

in the Peruvian context. Therefore, exploring in more detail how 
these barriers interact could provide useful insights into Peruvian 
universities and possible interventions to reduce possible dropouts 
in engineering college students.  

1.4. Support 

On the other hand, support is defined as an environmental 
variable that facilitates the formation and pursuit of an individual’s 
career choice [12]. Previous research has established that parents 
or family support have a critical role on vocational behavior and 
educational outcomes in undergraduate students [22]. In addition 
to this, peer social support was also positively associated with 
higher levels of aspiration and expectation in high school students 
[27]. Furthermore, Lent et al. [28] proposed that certain supports 
such as teaching staff or family are relevant in career decision-
making and expectancies of career success. Therefore, by 
identifying specific supports, we could explore to what degree 
these may affect students career behavior (e.g. self-efficacy, 
coping self-efficacy and goals). In addition to this, by exploring 
these factors, Peruvian educational institutions may minimize the 
pre-existent barriers that exist in state engineering faculties such as 
the lack of resources, materials, equipment and quality standards. 
Moreover, it may contribute to develop strategies for education as 
a whole and increase student’s retention.  

 Therefore, the present study aimed to explore the relationship 
between self-efficacy, cope self-efficacy and goals and how they 
interact with specific barriers and supports. Based on previous 
research [21–23, 29], the following hypotheses are proposed:  

• H1. Social acceptance support have a direct effect on self-
efficacy, goals, and cope self-efficacy. 

• H2. Family support have a direct effect in self-efficacy, goals, 
and cope self-efficacy 

• H3. Economic support have a direct effect on self-efficacy, 
goals, and cope self-efficacy. 

• H4. Teacher support has a direct effect on self-efficacy, goals, 
and coping self-efficacy. 

• H5. Social barriers have negative effects on engineering 
student’s self-efficacy, goals, and their cope self-efficacy. 

• H6. Economic barriers have negative effects on self-efficacy, 
goals, and cope self-efficacy. 

• H7. Gender barriers have negative effects on self-efficacy, 
goals, and cope self-efficacy. 

• H8. Teacher barriers have negative effects on self-efficacy, 
goal, and cope self-efficacy. 

• H9. Racial barriers in have negative effects on self-efficacy, 
goal, and cope self-efficacy. 

2. Methodology 

2.1. Data collection  

 This research was carried out by contrasting the reference 
sample universe (N=40962; Male=77%; Female=23%) in students 
population enrolled at three university campuses in the North of 
Lima, Peru. This information was obtained from government 
public information [30]. To calculate the sample size, we used the 
finite population analysis formula which is considered to have a 
95% confidence level. The final sample was composed of 425 
engineering students (77.4% males; 22.6% females) from ten 
engineering fields. The mean age of participants was 21 years 
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(SD=4.02; Min=16; Max=38). As mentioned before, female 
students in this sample were low (< 23%) and this was aligned with 
national reports for female engineering students (25%) [30]. 
Before data collection, ethical standards were considered such as 
the right to withdrawal, inform consent and anonymity protection. 

2.2. Survey characteristics 
 The Spanish version from the Engineering Field Questionnaire 
[31] was used from the original version of  Social Cognitive Career 
Theory proposed by Lent, Brown & Hackett [11,12]. This study 
employed the following SCCT core variables to model the multiple 
relationships in the hypotheses mentioned before. 

 The first construct  was designed to test participant’s self-
efficacy. This scale had 4-items with a 9-point Likert scale that 
ranges from 0 (no confidence at all) to 9 (complete confidence). 
Example items included: “How confident are you about 
performing well in your training over the next two courses?” To 
find out participants goals, 4 items were used to measure student’s 
intention to persist. Each item was scored on a 5-point Likert scale 
(strongly disagree, disagree undecided, agree, strongly agree). An 
example item included: “I expect to remain enrolled in this course 
for the next year”. To assess coping self-efficacy, a 7-item scale 
was used with a 9-point Likert scale that ranges from 0 (no 
confidence at all) to 9. Some of the questions were: “I feel 
confident to be able to continue my studies, even if I feel that the 
classroom environment was not welcoming”.  

To explore specific supports, a 5-item scale was used. These 
items were related to positive environmental cues that students 
received from friends, family, teachers as well as economic factors 
that facilitate their career. The response format was a 4-point 
Likert that ranges from 1 (No at all likely) to 5 (Extremely likely). 
Example items included: “During the first year, did you get 
financial support to continue your studies?” To identify barriers, a 
6-item scale was used. This scale described obstacles that students 
receive during their career such as discrimination, lack of teacher 
support and issues with peers. The response format was in Likert 
format that ranges from 1 (No at all likely) to 5 (Extremely likely). 
Example items included: “During the first year, have you felt 
discouraged by the lack of social support?”. This questionnaire 
was adapted using specific procedures to adapt psychological tests 
[32].The engineering field questionnaire has shown good 
psychometric properties and it has been used in engineering 
students [21,33]. 

2.3. Statistical analysis 
Since the study aim was to confirm and explore effects from 

supports and barriers in first-year students, we designed a 
Structural Equation Model (SEM) [34]. In addition to this, data 
were analyzed in SPSS© IBM 23 and modelling was executed in 
AMOS© 21 [35]. 

3. Results 
3.1. Independent Variables 

Barriers and supports were tested as independent variables, 
individual scores were obtained through exploratory factor 
analysis (Table 1). 

Table 1: Independents variables from barriers and support in first-year 

Factors Independent variable Number of 
categories Estimate 

 
First-year 
Support 

 

Social Acceptance 
Support 

4 

0.705 

Family Support 0.716 
Economic Support  0.632 
Teacher Support 0.620 

 
First-year 
Barriers 

Social Barriers 

5 

0.606 
Economic Barriers 0.420 
Teacher Barriers 0.367 
Gender Barriers 0.870 
Racial Barriers 0.843 

       Estimate > 0.50. 

3.2. Confirmatory Factor Analysis 

A confirmatory factor analysis (CFA) was implemented in 
order to confirm correlation relationships between the three 
factors proposed (self-Efficacy, goals & cope self-efficacy). A 
maximum likelihood (ML) estimation method was performed, 
providing acceptable model fit to the data: X²= 216.806; df = 83; 
p<0.001; CFI = 0.963; TLI = 0.954; RMSEA [90% CI] = 0.062 
(0.052; 0.072); SRMR = 0.059.  

As shown in Table 2, validity measures and the internal 
consistency were explored through Cronbach’s alpha (α), 
Composite reliability (CR) and the Average Variance Extracted 
(AVE). These were confirmed in reliability and convergent 
validity measures. 

Table 2: Cross-construct correlation and validity measures 

Factors α CR AVE Goal Self-
Efficacy 

Cope Self-
Efficacy 

Goal 
 

0.800 
 

0.834  0.568  0.754    

Self-
Efficacy 

 
0.878 

 
0.866  0.624  0.406  0.790   

 
Cope Self-
Efficacy 

 

0.896 0.887 0.531 0.365 0.540 0.728 

   Reliability measures: α > 0.7; CR > 0.7; Convergent validity: AVE > 0.5.  

3.3. The validity of the causal structure 

When CFA was confirmed, the path diagram modelled was 
tested in this phase. In order to determinate the predictive effects 
of barriers and supports on cognitive variables (self-efficacy, 
goals & cope self-efficacy), a SEM analysis was conducted using 
ML estimation. The SEM estimation including ML produced the 
following goodness of fit indices: X²= 405,946; df = 193; 
p<0.001; CFI = 0.957; TLI = 0.938; RMSEA [90% CI] = 0.051 
(0.044; 0.058); SRMR = 0.079.  

The results of path relationships confirmed the model 
proposed (Fig. 1), indicating a significant standardized regression 
coefficient and a positive relationship between family supports 
and self-Efficacy (SE), goals (GL) and cope self-efficacy (CSE), 
thus, confirming H2a (β=0.192; ρ<0.05), H2b (β=0.166; ρ<0.05), 
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and H2c (β=0.135; ρ<0.05); at the same time, a relationship 
between teacher support and CSE was identified, confirmed H4c 
(β=0.186; ρ<0.05).  

Accordingly, negative effects were found on individual 
variables because barriers were perceived during first year; social 
barriers on SE & CSE was established as a significant negative 
condition, confirming H5a (β=-0.185; ρ<0.05) and H5c (β=-
0.129; ρ<0.05). Also, teacher barriers had negative effects on SE 
& CSE, confirming H8a (β=-0.161; ρ<0.05) and H8c (β=-0.300; 
ρ<0.001); while racial barriers had negative effects on Goals, 
confirming H9b (β=-0.212; ρ<0.05). In relation to economic 
barriers, although effects on CSE were identified as significant, 
the effects were not recognized as negative, thus, rejecting H6c 
(β=0.11; ρ<0.05). 

 

Figure 1: Path relationships confirmed the model proposed. *** p < 0.001; **p < 
0.01; *p < 0.05 

 
4. Discussions and Conclusions 

The present research aimed to generate insights into 
contextual factors that may hinder or promote Peruvian 
engineering student's career progress during their first-year. The 
present study identified that family support was the major factor 
that contributes to self-efficacy, goals and cope self-efficacy. A 
possible explanation for this is that family support may represent 
acceptance among students because it guarantees economic 
support for other family members. This study confirms the 
findings from Peña-Calvo and colleagues [21], who found that 
family has a strong direct and indirect influence on SCCT factors 
in undergraduate engineering students. This finding reflects the 
importance of the effective role that family play in student’s 

college life. For instance, parents may need to understand that 
students not only face academic challenges but also social and 
personal challenges (making friends, extracurricular activities, 
take own responsibility, time management, etc.). Future studies 
should assess and intervene family dynamics (e.g. authoritarian, 
permissive parenting style) and misconceptions that parents of 
first-year students may have about college life. 

One interesting finding was the positive and negative effects 
of teacher’s support on cope self-efficacy. This result may be 
explained by the fact that most of the students in our sample came 
from families who only had basic education and low income. In 
addition to this, Peruvian national state universities lack 
specialized online resources for engineering students, thus, 
making the role of teacher support critical for students coping and 
success.  These conditions may limit students to find extra 
academic support and make the role of teachers critical to 
influence student’s capacity to solve issues during their career. 
These results further support the idea that contextual factors 
among Peruvian students may influence the decision to continue 
or dropout higher education [4]. This finding also accords with 
earlier reports that identified that poor quality in teaching and 
advice influenced the decision to leave engineering careers [9]. 
These results have practical implications for Peruvian engineering 
faculties and teachers because first-year courses are challenging 
and there are high expectations of academic performance among 
students [9,10]. Teachers may have the potential to boost self-
efficacy on students by providing adequate supports such as 
positively interpreting their failures, reduce career biases and 
minimize possible withdrawal. 

Another interesting finding was the effect of social barriers 
(e.g. family, friends) on self-efficacy and coping self-efficacy. It 
seems possible that negative comments, a sense of not belonging 
to that particular group and family pressure may diminished 
students repertoire to cope with adverse situations as well as their 
judgment on their own capabilities. This result was also reported 
by Peña-Calvo and colleagues [21] who concluded that peer 
barriers is a predictor of  self-efficacy and goals, which may be 
determinant for students career development. This finding further 
support the idea of Wilcox and colleagues [25] who showed the 
importance of family and friends support in first-year students. 
This finding highlights implications for student’s social 
relationships and family dynamics. With intention or due to a lack 
of knowledge, family members and students may negatively 
influence in the decision to continue engineering degree. As a 
result, this situation may increase engineering career gaps in 
Peruvian engineering faculties. Therefore, strategies to enhance 
positive student’s relationships and provide training to families on 
how to support first-year students may be beneficial.   

In this study, racial discrimination had effects on goals. One 
possible explanation is that racial discrimination may be 
perceived as a long-term issue and this may affect student’s 
determination to continue engineering career. Another possible 
explanation is the lack of policies related to race/ethnicity 
discrimination in student’s universities. This finding is consistent 
with previous studies that found that racial discrimination 
influence student's decisions to leave engineering career [14, 36, 
37]. Further research should be undertaken to investigate other 
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types of aversive interactions among students such as bullying, 
sexual orientation and sexual harassment. 

The aim of the present research was to examine specific 
barriers and supports and possible effects on self-efficacy, coping-
self efficacy and goals among first-year Peruvian engineering 
college students. This study may lay the foundation for further 
exploration in college dropouts, teacher support, racial 
discrimination and the role of peers in continuing engineering 
careers. For instance, further studies may explore these issues 
using qualitative research or longitudinal designs.  

A limitation of this study is the low number of women, which 
may biased results. However, this gender proportion was aligned 
with national statistics reports [4]. The major limitation of this 
study is the low number of items to explore specific barriers and 
supports. Despite its exploratory nature, this study offers some 
insights into environmental factors that influence engineering 
career development in the Peruvian context. Further research 
might explore these weaknesses by using robust psychometric 
questionnaires and/or conducting multi-group analyses. These 
findings suggest several courses of action at many levels in 
Peruvian universities with engineering careers. For instance, 
policies that systematically assess these specific barriers and 
supports among students may be helpful to promote engineering 
persistence in first-year students. In addition to this, economic 
incentives from government agencies to universities who 
minimize these barriers (e.g. by creating students unions) may be 
useful and beneficial to students and society as a whole. In 
addition to this, training psychologists and tutors with SCCT 
framework may boost the quality of staff and student’s 
relationships.  
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 Dynamic positioning, a system to maintain vessel position and heading, is a technology that 
is used in many vessels and being intensively used as research topic in marine engineering. 
In order to make this system work properly, an accurate parameters value is needed. This 
research focuses on finding several parameters needed in this control system, which are 
resistance and added mass. These parameters are identified using CFD simulation. The 
method has an advantage of being fairly high accuracy and has a lower cost than the 
experimental method. The results released from this simulation verified by several 
empirical methods, namely Holtrop and Mennen for resistance and Ellipsoid for added 
mass. Baruna Jaya III is used as an implementation object for the simulation. The 
simulation resulted in a small error compared to the verification method. So, this 
computational fluid dynamics simulation can be an alternative method for obtaining 
resistance and added mass values on ships. 
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1. Introduction 

This paper is an extension of work originally presented in 
ICEVT 2019 [1]. Vessel is still considered as one of the most 
important vehicles for transportation as it is the largest vehicle for 
transporting objects in the world. Although it maneuvers at a slow 
speed, shipping transportation is the most effective mode for 
moving objects in large quantities and masses. In terms of cost, 
freight transport by sea also known to be efficient. Not only 
moving objects, several jobs, such as oil refineries, cable planting, 
system checking, and welding on the seabed, to monitoring marine 
areas; require underwater vehicles to facilitate. Recent research in 
this field has led to a vessel that is more efficient, sustainable, and 
reduces many human errors while working. 

Research that is being intensively currently in progress is the 
autonomous control system, a control system that allows a vehicle 
to operate automatically without human intervention. One of the 
control systems that currently being developed is dynamic 
positioning. Dynamic Positioning (DP) is a computer-controlled 
system that automatically maintain the position and the direction 

of vessel using existing thrusters. It takes many components that 
must be considered to create a DP control system, such as:  
computers, sensors, drivers, etc. The determination of the 
hydrodynamic parameters of the vessel is considered to be 
important in designing the DP control system. 

When talking about vessel, certainly it is necessary to also 
discuss hydrodynamics. Hydrodynamics is the study of fluid 
motion with media/substances in the form of a liquid, where the 
substance cannot be pressed (incompressible), which are 
influenced by external and internal forces. In the DP control 
system, there are two important parameters that must be extracted 
from hydrodynamics, which are drag and added mass. These 
hydrodynamic forces values can be obtained in several ways, 
including analytical, experimental, and numerical. 

Computational fluid dynamics is the commonly used 
numerical to obtain the hydrodynamic forces that occur in a vessel. 
This method is used because it has a fairly high accuracy for initial 
predictions compared to analytics, but it doesn’t require much cost 
than experiments. To be able to use this method, it is necessary to 
do some modeling from the real problem to the equations that can 
be understood by the computer system that will calculate the model. 
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This paper presents the work of CFD simulation that composed 
into 8 sections. Section 1. Introduction, talking about the review of 
the CFD simulation research. Section 2. Literature Reviews, 
mentioning some literatures that support the work. Section 3. 
Materials and Methodologies, containing some materials like the 
system, equation, parameters, vessel dimension, and methodology 
to conduct the simulation. Section 4. Result and Analysis, 
presenting the simulation result and analyze it. Section 5. 
Conclusion and Future Works, presenting the conclusion of the 
work and review what needed to be developed on next research. 
Section 6. Conflict of Interests, statement from the author for 
submitting the paper. Section 7. Acknowledgements, gratitude 
from the authors to whom revise or give any critics to this work. 
And last Section 8. Reference, presenting the list of reference used 
in this work. 

2. Literature Reviews 

There are several literatures that serve as references and 
paradigms in this research and paper. Basically, this work is 
referring to [1], which discuss the use of computational fluid 
dynamics on a barge to find dynamic positioning control system 
parameters. This publication is the continuation and the expansion 
of reference [1]. 

Vessel modeling and control system design is explained further 
in [2]. This thesis discusses the equation of motion of a ship, where 
there are several basic parameters that affect the moving ship, 
namely: mass, Coriolis, and drag/resistance. These parameters will 
be sought from a ship design to design its dynamic positioning 
control system [2]. 

One of the parameters to obtain is added mass. Paper that 
discuss further about added mass identification is found on [3]. The 
method to design using computational fluid dynamics to obtain the 
added mass value is also stated on the reference. The other 
parameter is drag or resistance. The presence of ship resistance is 
caused by a combination of several factors. These factors are 
heavily influenced by a dimension of the ship [3]. 

Validation is carried out to ensure that the simulation that has 
been done correctly. The validation uses the empirical calculation 
of Holtrop and Mennen's Method described in [4]. The calculation 
for the parameters needed. For added mass calculation, validation 
uses the ellipsoid and/or strip theory method. These methods 
explained well in [4], [5]. 

For the basic theory of computational fluid dynamics and the 
additional theory are explained well in [6], [7].  

Another reference used is the proceedings "Preliminary 
Computational Fluid Dynamics (CFD) Simulation of EIIB Push 
Barge in Shallow Water". This paper describes a method for 
finding the resistance of a ship using computational fluid dynamics. 
The formation of ship geometry to support the method discussed 
is described in "Analysis of Hull Resistance of Pushed Barges in 
Shallow Water". Then, the required mesh is discussed in "Viscous 
Drag Calculations for Ship Hull Geometry" [8]-[10]. 

This research main goal is to obtain the hydrodynamic 
parameters from a vessel through CFD simulation. The detailed 
parameters can be found from mentioned reference above which 
are in [1], [2]. The parameters are added mass and vessel drag, 

where the calculation explained in [3]. This simulation result needs 
to be verified with the others method. The verification can be done 
by a method mentioned in [4], [5]. The correct way to do a proper 
CFD simulation can be found in [8]-[10]. 

3. Materials and Methodologies 

3.1. Dynamic Positioning Control System  

DP System consists of the position reference system, 
propulsion system, and computer control at the deck room. 
Position reference system acting as a navigation and guidance 
system for DP. The sensors commonly used for this subsystem are 
GPS and gyro-compasses. This will inform the vessel position and 
heading and act as state feedback for control calculation as well. 

The control calculation is conducted on the DP computer, 
which generates a thrust command to each thruster every defined 
sampling time. The signal from feedback control calculation is 
converted through a certain allocation algorithm. The full block 
diagram of the control system shown in Figure 1. 

 
Figure 1: Dynamic Positioning Control System 

A wind feedforward control is a common algorithm 
implemented on DP nowadays. It prevents a bigger deviation of 
position earlier. The wind signal is filtered with low pass filter to 
prevent a big oscillation of the control signal. Feedback, 
feedforward, control allocation, and full control system 
implementation are explained in [2]. 

In order to design or implement the controller, a vessel model 
is required. The model is derived from its dynamic equation of 
motion which consists of mass, Coriolis, and drag. The equation is 
can be found in equation 1 with a further detail explanation of the 
equation can be found in [2]. 

𝐌𝐌�̇�𝐯 +  𝐂𝐂(𝐯𝐯)�̇�𝐯+  𝐃𝐃(𝐯𝐯)�̇�𝐯 =  𝛕𝛕 + 𝛕𝛕𝐞𝐞 (1) 

M, C(v), and D(v) stand for mass, Coriolis, and Drag. While 𝜏𝜏 
and 𝜏𝜏𝑒𝑒  are internal force and external force respectively. DP 
controls the 3 DoF motion of the vessel, surge, sway, and yaw. 
Equation 1 is modeled with respect to the motion so the fixed 
variable, mass, drag, and Coriolis are 3x3 matrix while the rest is 
a 3x1 matrix.   

Mass and Coriolis consist of a rigid body and added mass. 
While there are linear and nonlinear drags. The variable of the 
parameters is shown in equation 2 to 10. 
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𝐌𝐌 = 𝐌𝐌𝐑𝐑𝐑𝐑 + 𝐌𝐌𝐀𝐀𝐌𝐌 (2) 

𝐌𝐌𝐑𝐑𝐑𝐑 = �
m 0 −m yg
0 m m xg

−m yg m xg Iz
� (3) 

𝐌𝐌𝐀𝐀𝐌𝐌 = �
−Xu̇ 0 0

0 −Yv̇ −Yṙ
0 −Nv̇ −Nṙ

� (4) 

𝐂𝐂(𝐯𝐯) = 𝐂𝐂𝐑𝐑𝐑𝐑 + 𝐂𝐂𝐀𝐀𝐌𝐌 (5) 

𝐂𝐂𝐑𝐑𝐑𝐑 = �
0 0 −m(xG𝑟𝑟 + 𝑣𝑣)
0 0 −m�𝑦𝑦𝑔𝑔𝑟𝑟 − 𝑢𝑢�

m(xG𝑟𝑟 + 𝑣𝑣) m�𝑦𝑦𝑔𝑔𝑟𝑟 − 𝑢𝑢� 0
� (6) 

𝐂𝐂𝐀𝐀𝐌𝐌 = �
0 0 Yv̇v + Yṙ+Nv̇

2
r

0 0 −Xu̇u
−Yv̇v − Yṙ+Nv̇

2
r Xu̇u 0

� (7) 

 

𝐃𝐃(𝐯𝐯) = 𝐃𝐃𝐥𝐥𝐥𝐥𝐥𝐥𝐞𝐞𝐥𝐥𝐥𝐥 + 𝐃𝐃𝐥𝐥𝐧𝐧𝐥𝐥−𝐥𝐥𝐥𝐥𝐥𝐥𝐞𝐞𝐥𝐥𝐥𝐥 (8) 

𝐃𝐃𝐥𝐥𝐥𝐥𝐥𝐥𝐞𝐞𝐥𝐥𝐥𝐥 = �
Xu 0 0
0 Yv 0
0 0 Nr

� (9) 

𝐃𝐃𝐥𝐥𝐧𝐧𝐥𝐥−𝐥𝐥𝐥𝐥𝐥𝐥𝐞𝐞𝐥𝐥𝐥𝐥 = �
Xu|u| 0 0

0 Yv|v||v| + Yv|r||r| Yr|v||v| + Yr|r||r|
0 Nv|v||v| + Nv|r||r| Nr|v||v| + Nr|r||r|

� (10) 

where 

 MRB : mass of constant variable (rigid body)  

 MAM : mass of mass dependent variable (added mass) 

 CRB : coriolis of constant variable (rigid body)  

 CAM : coriolis of mass dependent variable (added mass) 

 Xu̇ : surge added mass dependent to surge acceleration 

 Yv̇ : sway added mass dependent to sway acceleration 

 Nṙ : yaw added mass dependent to yaw acceleration 

 Yṙ : sway added mass dependent to yaw acceleration 

 Nv̇ : yaw added mass dependent to sway acceleration 

 Xu : surge drag dependent to surge velocity 

 Yv : sway drag dependent to sway velocity 

 Nr : yaw drag dependent to yaw velocity 

 Xu|u| : surge drag dependent to surge velocity 

 Yv|v| : sway drag dependent to sway velocity 

 Nr|r| : yaw drag dependent to yaw velocity 

The rigid body of the vessel could be measured. While the 
added mass and drag parameters should be derived from a 
computational simulation through Computational Fluid Dynamics 
(CFD) simulation. Therefore, further hydrodynamic analysis is 
required to generate an exact model of the vessel. 

3.2. Hydrodynamic Forces on a Ship 

Hydrodynamic forces on ships can be classified into two forces, 
which are drag or resistance and added mass. Cited from [3], for 
an object which moves through a surrounding fluid, the force 

balance would be denoted by the equation of motion as equation 
11. The separated component of hydrodynamics forces can be seen 
in equations 12 and 13. 

M𝐥𝐥 = 𝐅𝐅 − 𝐅𝐅𝐇𝐇 (11) 

where 

m = Mass of the object 

a = Acceleration of the object 

F = Driving forces of the object 

FH = Hydrodynamic forces acting on the object 

𝐅𝐅𝐇𝐇 = 𝐅𝐅𝐃𝐃 + 𝐅𝐅𝐀𝐀 (12) 

𝐅𝐅𝐀𝐀 = mA𝐥𝐥 (13) 

where 

FD = Drag forces acting on the object 

FA = Hydrodynamic reaction forces 

mA = Proportionality constant (added mass) 

a = Acceleration of the object 

The main idea was to accelerate the fluid that surrounds the 
body and measures the forces that are acting on the surface of the 
body. By subtracting the drag FD from the total forces, we could 
obtain the hydrodynamic reaction forces FA that is proportional to 
the acceleration of the fluid (i.e. the body). [3] 

• Resistance of a ship 

As the ship moves through the water, the ship would 
experience opposing forces which are often referred to as drag or 
resistance. The presence of the drag is caused by a combination of 
several factors. Some major components of the total drag can be 
denoted as written in equation 14.  

RT = RV +  RW +  RAA (14) 

where 

𝑅𝑅𝑇𝑇 = Total hull resistance 

𝑅𝑅𝑉𝑉  = Viscous (friction) resistance  

𝑅𝑅𝑊𝑊 = Wave making resistance  

𝑅𝑅𝐴𝐴𝐴𝐴 = Air resistance caused by ship moving through calm air 

 

As portrayed in Figure 2, the effect of the wave making 
resistance tends to dominates as the speed of the vessel increases. 
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In order to quantify this effect, a dimensionless parameter, “Froude 
number” (Fn) is used. The Froude Number defined as equation 15. 

Fn = V/�gL (15) 

where 

V = Velocity 

g = Gravity 

L = LPP, LBP or LWL of the ship 

Sketch of LPP, LBP and LWL of ship can be seen on Figure 3. 

 
Figure 3: Ship Parameter  

LPP or LBP is the length between perpendicular, a longitudinal 
distance between the forward and aft perpendiculars, and LWL is 
the length of the hull that is intersecting with the surface of the 
water. The relation between this Froude number and the effect of 
the generated wave can be seen in Figure 4. Typically, at service 
speed, the effect of surface dynamics on the vessel cannot be 
ignored. 

 
Figure 4: The Effect of Vessel’s Speed on Generated Wavelength 

The drag or resistance of the ship can be calculated using 
analytical, computational, and experimental method. Each method 
has its own advantages and disadvantages. One of the analytical 
methods that commonly used is Holtrop and Mennen’s method. 
This method used a regression analysis of a vast range of model 
tests and trial data. However, recommended that, in order to obtain 
reasonable results from Holtrop’s method, the ship should fulfill 
the following criteria, written in equation 16 to 18. [4] 

Fn ≤ 0.45 (16) 

0.55 ≤ Cp ≤ 0.85 (17) 

3.9 ≤ L/B ≤ 9.5 (18) 

where 

Fn = Froude number 

CP = Prismatic coefficient 

L/B = Length to breadth ratio 

The prismatic coefficient is a dimensionless number from the 
ratio of the volume of the ship to the volume of the prism, a sketch 
of the picture can be seen in Figure 5. The equation can be written 
as in equation 19. [4] 

 

Figure 5: The Prismatic Coefficient  

Cp = V
AmL

 (19) 

where 

V = Submerge volume of the ship 

Am = Maximum cross-sectional submerge area of the ship 

L = LPP, LBP or LWL of the ship 

Holtrop method computes the total drag by dividing it into 
several components that can be calculated easily. Equation 20 
provides the components contained in the Holtrop calculation. The 
calculation for each component is shown in equation 21 to 44. [4] 

RT = (1 + k)RF + RAPP + RW + RB + RTR + RA + RAA (20) 

where 

RF = frictional resistance 

RAPP = appendage resistance 

RA = model–ship correlation resistance 

RW = wave resistance 

RB = resistance due to bulbous bow near the water surface 

RTR = pressure resistance due to immersed transom 

http://www.astesj.com/


N.A. Maliky et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 926-936 (2020) 

www.astesj.com   930 

RAA = air resistance 

RF = 1
2
ρv2SCF (21) 

CF = 0.075
[log10(Re)−2]2 (22) 

Re = ρvLWL

μ
 (23) 

 

k = −0.07 +  0.487118 c14 [a1 a2 a3 a4 a5] (24) 

a1 = � B
LWL

�
1.06806

 (25) 

a2 = � T
LWL

�
0.46106

 (26) 

a3 = �LWL

LR
�
0.121563

 (27) 

a4 = �LWL
3

V
�
0.36486

 (28) 

a5 = (1 − CP)−0.604247 (29) 

 

RAPP = 1
2
ρv2(1 + k2)eqCF ∑ SAPPii + ∑RTH (30) 

(1 + k2)eq =
∑ (1+k2i)SAPPii

∑ SAPPii
 (31) 

RTH = ρv2πd2CDTH (32) 

 

RW(Fr) = �
RWa

(Fr) if Fr ≤ 0.4
RWa,b

(Fr) if 0.4 < Fr ≤ 0.55
RWb

(Fr) if Fr ≥ 0.55
 (33) 

RWa = c1c2c5ρgV exp�m1Frd + m4 cos(λFr−2)� (34) 

RWb = c17c2c5ρgV exp�m3Frd + m4 cos(λFr−2)� (35) 

RWa,b = RWa
(0.4) + 20Fr−8

3
�RWb

(0.55) − RWa
(0.4)� (36) 

 

RB = 0.11ρg��ABT�
3 Fri3

1+Fri2
e−3.0PB−2 (37) 

PB = 0.56 �ABT
TF−1.5hB+hF

 (38) 

Fri = v

�g�TF−hB−0.25�ABT+hF+hW�
 (39) 

 

RTR = 1
2
ρv2ATc6 (40) 

 

RA = 1
2
ρv2(CA + ∆CA)[S + ∑ SAPP] (41) 

CA = 0.00546(LWL + 100)−0.16 − 0.002 +

           0.003�LWL

7.5
 CB4c2(0.04− c4) (42) 

∆CA = �
0 if ks = 150 μm

0.105ks
1
3−0.005579

LWL
1
3

if ks > 150 μm (43) 

RAA = 1
2
ρv2AVCDA (44) 

where 

ρ = density of the fluid 

μ = viscosity of the fluid 

v = ship velocity 

LWL = length in waterline 

B = beam 

T = mean draft 

TA = draft at aft perpendicular 

TF = draft at forward perpendicular 

V = volumetric displacement 

CP = prismatic coefficient (based on LWL) 

CM = midship section coefficient 

CWP = waterplane area coefficient 

Cstern = stern shape parameter 

ci, mi = specific coefficient, detail explanation in [4] 

AV = area of ship and cargo above waterline 

AT = immersed transom area 

ABT = transverse area of bulbous bow 

hB = height of center of ABT above basis 

D = propeller diameter 

S = wetted area of the hull 

SAPP = wetted surface of appendages 

• Added mass of a ship 

As the vessel accelerates through the surrounding fluid, the 
vessel would experience an opposing force that is proportional to 
the magnitude of acceleration. Recalling the general equation of 
motion for the vessel is on equation 1, The matrix M could be 
separated into 2 components; the inertia matrix of the rigid body, 
and the added mass, can be seen in equation 2 to 4. 

The computational fluid dynamics simulation can be a solution 
for obtaining the value of added mass. Another approach to 
calculate the added mass is explained in [5]. The paper compared 
the ellipsoid and Lewis transformation method to the experimental 
value and gives recommendations on which method to use. 

The equivalent ellipsoid method is used to estimate the amount 
of added mass on the ship by modeling the ship as an ellipsoid form. 
The modeling sketch can be seen in Figure 6. Thus, the added mass 
value in the surge direction can be calculated using equation 45 to 
equation 48. [5] 

 
Figure 6: The ship is modeled as an ellipsoid 
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m11 = mk11 (45) 

k11 = A0
2−A0

 (46) 

A0 = 2(1−e2)
e3

�1
2

ln �1+e
1−e

� − e� (47) 

e = �1 − b2

a2
 (48) 

 

 

Meanwhile, the strip theory method divides the ship into 
several pieces that resemble the hull shape of the ship. The sketch 
of this method can be seen in Figure 7. Due to the complexity of 
each hull cut to shape on the ship, the Lewis transform is used to 
simplify calculations. However, to simulate the added mass of 
ships in the surge direction, it is recommended to use the ellipsoid 
method. [5] 

3.3. Computational Fluid Dynamics 

Computational Fluid Dynamics is a method that uses numerical 
analysis and data structures to analyze and solve problems 
involving fluid flow. Computers are used to carry out the 
calculations needed to simulate fluid flow and fluid interactions 
with surfaces determined by boundary conditions. Analysis using 
the CFD method requires some modeling which is the conversion 
of physical data in the real world to a property understood by the 
software. Therefore, a technical approach is needed for each 
variable to be analyzed. Figure 8 shows the process of the 
computational fluid dynamics method [6]. 

Turbulence in CFD can be modeled with several governing 
equations. Each model has advantages and disadvantages. The 
choice of turbulent models is determined by the flow phenomenon 
to be simulated or analyzed. For obtaining the resistance and added 
mass, this research is using k-epsilon for the turbulence model. 
This model was chosen because it has the advantage of being 
robust and good for getting initial values based on what ANSYS 
has written. It also tends to require less computer memory [7]. 

Because the effect of surface dynamics on the vessel cannot be 
ignored, in order to obtain the whole value of drag force on the 
ship, it is necessary to conduct a two-phase simulation. The two-
phase simulation consists of water on the bottom and air on the top 
of the computational domain. To perform a two-phase simulation, 
a computational domain that can capture the phenomena is needed. 
A suitable domain for the simulation described in [8], the sketch 
can be seen in the Figure 9. 

 

 
Figure 8: CFD Simulation Flowchart 

 

The model of the ship should also be created in a way that 
would reflect the original ship. Oversimplification of the hull shape 
may result in a significant difference in the CFD results. For 
simulations in shallow water, the results might be significantly 
different from the ones that are conducted in the deep-water 
computational domain. As a rule of thumb, for barge ship, there 
exist several types of ship hulls discussed in [9]. These types of 
hulls can be seen on Figure 10. 
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For free surface flows, the meshing process needs to be able to 
discretize the boundary layer and the free surface. Scaling and the 
usage of structured mesh might be used to save computational time 
[8]. The computational domain for two-phase simulation could be 
created based on flat-plate boundary layer theory and setting the 
parameter y+ = 1. Y+ can be approached by using equation 49 [10]. 

y+ = 0.172 �y
L
�Re0.9 (49) 

where 

y = Distance from wall surface 

L = Body length 

Re = Reynold numbers 

3.4. Methodology 

The methodology is divided into two parts: obtaining the value 
of resistance and added mass. Although using the same method, 
computational fluid dynamics, these two components have quite 
different steps for obtaining them because of the unique 
characteristics of each component. Flowcharts can be seen in 
Figure 11 and Figure 12 respectively. 

 
Figure 11: Drag Simulation Flowchart [8] 

 
Figure 12: Added Mass Simulation Flowchart [3] 

The CFD was conducted by using ANSYS FLUENT software. 
Both obtaining value of resistance and added mass use the same 

simulation settings and boundary conditions. Simulation settings 
and boundary conditions are listed in Table 1 and Table 2 
respectively. The boundary condition for resistance is similar to 
the one that is listed in [8] and for added mass is similar to [3]. For 
the calculation of added mass, it is necessary to define the speed 
change of the ship in the simulation. 

Table 1: Simulation Settings 

Parameters Settings 
Solver Pressure based, steady/transient 
Model Multiphase, VOF 
Vol. Fraction Parameters Open channel flow - implicit 
Interpolation method Presto! QUICK 

Table 2: Boundary Condition 

Region Settings 
Ship Wall 
Top/Side/Bottom  Wall 

Inlet Pressure inlet, open channel, vessel speed, 
free-surface and bottom level defined. 

Outlet Pressure outlet, open channel, free-
surface and bottom level defined. 

Symmetry Symmetry 

Air (FLUENT database) and sea water (user defined, ρ = 1025 
kg/m3, μ = 0.00109 Pas) were used as the fluids in the analysis. 
The choice of viscous model such as k-epsilon or SST would 
significantly affect the result as demonstrated in [8]. As the 
symmetry method were used in the analysis, the results obtained 
to describe forces must be multiplied by two for the full-scale 
result. The value of coefficient might result in wrong amount if the 
references values were not defined. The simulation should be 
iterated until convergence criteria are achieved. Typically, the 
criteria for convergence are as follow.  

 RMS residual values are below 10-4 

 The solution imbalance is less than 1% 

 Quantity of interest shows a steady value 

To make sure that the result obtained is mesh independent, the 
simulation above should be repeated several times with multiple 
number of mesh. The solution is considered to be mesh 
independent if the increase on number of mesh doesn’t affect the 
result by significant values. 

The result should be validated with data in order to make sure 
that the simulation reflect the actual situation. The easiest method 
would to compare the results with experimental data obtained from 
the vessel. However, the experimental data is unavailable, so, this 
research will use Holtrop and Mennen’s method [4] for the 
validation of the drag and approximation for added mass. 

3.5. Implementation 

This particular research used ship called Baruna Jaya III as the 
geometric model and calculation references. Baruna Jaya III is one 
of the former TNI-AL warships built in 1990. This ship is used for 
mapping tasks for areas in Indonesia. Figure 13 shows the photo 
of the Baruna Jaya III ship. Technical drawings of Baruna Jaya III 
can be seen in Figure 14 to Figure 17. 
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Figure 13: Baruna Jaya III: Ship Photo 

 
Figure 14: Baruna Jaya III: Outboard Profile 

 
Figure 15: Baruna Jaya III: Wheelhouse deck dan Forecastel deck 

 
Figure 16: Baruna Jaya III: Upper deck dan lower deck 

 
Figure 17: Baruna Jaya III: Tank Top 

Table 3: Baruna Jaya III Dimension 

Dimension Value 
LOA 60.40 m 
LBP 52.39 m 
Breadth 11.60 m 
Draft Mean 5.70 m 
Speed 8 knots 

The pictures and dimensions listed in Table 3 will be used as 
references for modeling the ship to be carried out the simulation 
and calculating the analytical solution. 

Geometry 

The geometry of the ship was modelled to be able to represent 
its original shape while considering the approximation as 
discussed earlier. The geometry of the ship made must be able to 
represent its original shape. Therefore, the approximation 
discussed earlier is needed. Figure 19 shows the CAD of the 
Baruna Jaya Ship which has been approximated from its original 
form and ready for further processing. Detailed approximations are 
required on the bottom of the vessel which is subject to the 
seawater phase. This section needs to be quite detailed because 
even a few changes will affect the final result. 

 
Figure 18: CAD for CFD Simulation of Baruna Jaya III 

Meshing 

After obtaining a suitable geometry to represent the ship, the 
next process is meshing the ship's far-field. The computational 
domain must be defined here. Figure 19 gives the computational 
domain used by this implementation. 
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Additional geometry in the form of blocks was added in the 
computational domain to form a body of influence in the 
computing domain. This is done to form a body of influence in the 
computing domain. Thus, the mesh will be smoother on that part. 
The computational domain for body of influence can be seen on 
Figure 20. 

 
Figure 20: Computational Domain for Baruna Jaya III 

The meshing process or discretization of the model is done 
using face sizing on the surface area of the ship with the 
dimensions of the mesh is 0.84 m. Meanwhile, for other computing 
domains, body sizing with a size of 1.2 m is used with the choice 
of the body of influence activated. The total number of mesh is 
1,701,030 elements. The result mesh can be seen on Figure 21 and 
Figure 22. 

 
Figure 21: Mesh for Baruna Jaya III 

 
Figure 22: Symmetry and Hull Mesh of Baruna Jaya III 

Simulation Setting 

As mentioned before, simulation settings will follow [8] for 
resistance and [3] for added mass. Time setting should be steady 

for resistance and transient for added mass. Figure 23 shows the 
simulation settings, the other settings will follow the default one. 

  
Figure 23: Simulation Settings on Fluent: General and Solution Method 

The multiphase model used is the volume of fluid (VOF). The 
formulation is set to implicit form and the open channel flow 
option is activated. For the turbulence model, the simulation uses 
Realizable k-epsilon. These settings can be seen on Figure 24. 

 

Figure 24: Simulation Settings on Fluent: Multiphase and Turbulence Model 

The inlet portion of the computational domain is defined as the 
pressure inlet. In the inlet, the open channel option is activated and 
defined based on the entry speed and the location of the bottom 
and free surface in the compute domain. Based on measurements 
in the model, -62.5 m refers to the lower part of the computational 
domain and 2.2 m is equivalent to a draft height of 5.7 m. The input 
settings are listed in Figure 25. 

The simulation is carried out until the convergence criterion is 
reached. Based on previous experiments, the simulation will 
converge before 900 iterations. The timestep is set to automatic 
with a scale factor of 0.2. The convergence criterion is set to obtain 
loose convergence, or the value of each residue is below 10-4. 
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Figure 25: Simulation Settings on Fluent: Inlet Input 

For the added mass, there is one simulation setting that has to 
be defined, which is the function of velocity magnitude to get the 
effect of added mass. The simulation setting should be defined as 
Figure 26. 

 
Figure 26: Simulation Setting Addition for Added Mass 

 
Figure 27: Visualization of CFD Simulation 

4. Result and Analysis 

The results obtained from the simulations that have been 
carried out are the value of drag in Newton units and the value of 
added mass in kilograms which is derived from the force by the 
acceleration. Visualization of both can be seen in Figure 27. 

The validation of the drag simulation results on the ship is done 
by comparing the values obtained from CFD, with the theoretical 

values proposed by Holtrop and Mennen. The geometric 
parameters of the ship are calculated first to check whether this 
method is valid for use on the ship that is tested. The geometric 
model parameters of the ship that obtained from the CAD can be 
seen in Table 4 and the prerequisite geometry table can be seen in 
Table 5. 

Table 4: Geometric Model Parameters 

Parameter Symbol Value Unit 
Waterline Length LWL 57.576 m 
Length Overall LOA 60.4 m 
Beam/Breadth B 12.379 m 
Depth d 6.5 m 
Draft/Draught T 5.7 m 
Displacement ∇ 2580.207 m3 

Wetted Surface Area S 1170.01 m2 
Cross Section Area AM 61.23 m2 
Immersed Transom Area AT 38.819 m2 

Table 5: The Geometric Prerequisites for the Holtrop and Mennen Method 

Parameter Symbol Value 
Froude Number Fn 0.084 
Prismatic Coefficient Cp 0.732 
Length to Breadth Ratio L/B 4.651 

Because the values obtained are based on the calculations in 
Table 5 in correspondence with the criteria, Holtrop and Mennen’s 
method is suitable for use as a verification method. Calculation of 
Froude number used equation 15 and prismatic coefficient using 
equation 19. The ship parameters used for this calculation use the 
specifications previously given. 

In this verification, the components that are considered to have 
a large contribution to the total drag on the ship are drag due to 
friction, drag due to wave generation, and additional pressure drag 
due to the submerged transom area of the ship. The other 
components are considered to have no significant effect on the total 
drag, so they are assumed to be zero. Based on the calculation 
method written in [4], equation 21 to 44, it is found that the value 
of each component is listed in Table 6. 

Table 6: Resistance Component of Baruna Jaya III 

Resistance Components Value 
Friction 7003.9 N 
Wave Generation 0.012 N 
Submerge Transom Area 14830.2 N 
Total 21834.14 N 

For added mass, validation uses the ellipsoid method. The 
calculation can be done by substituting the ship dimension 
parameters into equations 19 to 20. From these calculations, the 
results are shown in Table 7. 

Table 7: Surge Added Mass (Ellipsoid Method) 

Parameter Symbol Value Unit 

Ellipticity 
e 0.9850246   
A0 0.0907254   
k11 0.0475182   

Surge Added Mass m11 123547.40 kg 
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Recaps for the simulation results of resistance and added mass 
data can be seen in Table 8 and Table 9, combined with the method 
values for validation. 

Table 8: Result for Drag Simulation 

Method for Resistance Result 
CFD Simulation 21030.37 N 
Holtrop and Mennen 21834.14 N 
Error -3.681% 

Table 9: Result for Added Mass Simulation 

Method for Added Mass Result 
CFD Simulation 115719.91 kg 
Ellipsoid 123547.40 kg 
Error -6.764% 

The simulations carried out can capture the phenomena that 
occur well and have a value that is quite close to the analytical 
results. The error has a value below 5% for resistance or drag 
simulation and has 6% error for added mass simulation. It means 
this CFD simulation method is accurate in analyzing a ship, 
especially Baruna Jaya III. 

The difference between the simulation and analytical results 
could occur due to modelling and analytical result value. Error in 
modelling could happen due to simplification of the original shape 
that was modelled into 3D Model, the convergence of the mesh, or 
the simplified equations used. If the modeling of the CFD 
simulation is the problem, it is necessary to check the step-by-step 
modeling to be able to trace what went wrong. In terms of 
analytical result value, further comparison with experimental 
results must be done do verify the results. Further research should 
be taken to solve this problem. 

5. Conclusion and Future Works 
Drag and added mass estimation using computational fluid 

dynamics has been carried out and gives a drag simulation result 
of 21030.37 N, verified using the Holtrop and Mennen method, 
and added mass value of 115719.91 kg, verified by the Ellipsoid 
method. These estimated values have a very low error compared 
to the verification value. This means that the CFD simulation can 
be an alternative method to obtain drag and added mass. The 
methodology can be used to capture the hydrodynamic forces that 
occur on the ship, especially Baruna Jaya III, and complete the 
parameters required for a dynamic positioning control system. 
With a cost lower than the experimental method, computational 
fluid dynamics could be considered as the best option for getting 
the hydrodynamic parameters of the dynamic positioning control 
system. 

In the future, it is necessary to investigate the added mass 
method in the CFD simulation further so that it can have a value 
closer to the analytical solution. Validation also needs to be 
compared with the experimental results so that values are more 
convincing because they are compared with actual values. The 
values of drag and added mass that occurs in the sway and yaw 
direction of the ship also will be further investigated in order to 
complete all the parameters needed to create a dynamic positioning 
control system. 
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 According to IEC 61805 and ISO 26262 standards requirement inclusion of LBIST (Logic 
Built in Self-Test) became mandatory to achieve safety critical application such as 
automotive field. In such systems, once device is switched ON LBIST (Logic Built in Self-
Test) is activated and testing of digital logic is performed. After safety subsystem says that 
the LBIST passed, the SoC (System on Chip) moves into the functional mode otherwise, the 
SoC moves into a safe state. In this entire start-up sequence the LBIST interacts extensively 
with the safety sub-system of the SoC. Startup sequence remains un-verified at RTL 
(Register-Transfer Level) leading to painful ECOs (Engineering Change Orders) and post 
Silicon issues in some cases. LBIST verification can only run if scan chains are present in 
design which is not the case at RTL. The paper describes design of a Design-for-Testability 
(DFT) technique to enable LBIST based system verification with different test approaches 
at RTL which eliminates the possibility of ECOs by catching most of the issues at RTL level. 
Simulation results are demonstrating the feasibility of the approach with emphasizing the 
benefits obtained on significant computational modules. 
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1. Introduction 

LBIST became alternative approach for ATPG (Automatic 
Test Pattern Generation) due to increased complexity and test cost 
requirement for functional blocks [1]-[3]. Electronic component 
general safety-critical applications [4] are referenced in IEC 61805 
[5] and Automotive Safety Integrity Level (ASIL) for automotive 
domain is referenced in ISO 26262 standard [6]. 

Latent faults (LFs) detection for automotive systems using 
power on self-test (POST) based on logic built in self-test (LBIST) 
is executed during engine start -up to test safety – critical devices 
before staring any functional operations [7]. POST is having 
limited test application time in automotive systems [8]. Getting 
required LF coverage (>90%) within less test application time is 
primary requirement [9]. 

 the pass/fail comparison of the unit [10], [11]. PRPG (Pseudo 
Random Pattern Generator) is used for generating input stimulus 
for the design, and MISR (Multiple Input Signature Register) to 
capture the compact the response. Test patterns which is supplied 

to internal scan chains are output of PRPG block and response is 
the input to the MISR compaction. Signature is the compacted 
response for that cycle of operation [12], [13]. The LBIST 
implementation is as shown in Figure 1.   

LBIST is based on 'scan' methodology to test digital logic [14], 
this suffers from limitation – The design cycle will be delayed by 
the time the netlist is ready with Scan insertion, X-bounding [15] 
and Test-point insertion done [16]  to perform LBIST verification. 
Performing LBIST patterns gate-level simulations early in the 
design cycle will take weeks to complete since execution is 
performed in series and are large number [17].  

In this paper, we propose an innovative strategy for the in-field 
testing of automotive devices. Methodology to perform parallel 
verification of sub-modules of System on Chip (SoC) is described. 
Section 2 describes proposed design methodology to per-form 
Logic BIST verification at RTL level with dummy netlist. Section 
3 describes implementation details such as scan chain insertion 
steps, dumpy netlist creation and direct mode entry. Simulation 
results with debugging analysis details are discussed in section 4 
and in section 5 conclusion of the work is described. 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Nagaraj Vannal, Email: nagaraj.vannal@gmail.com  
 
 
 

          
        

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 937-943 (2020) 

www.astesj.com 

Special Issue on Multidisciplinary Innovation in Engineering Science & Technology 

 

https://dx.doi.org/10.25046/aj0506111  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj0506111


N. Vannal et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 937-943 (2020) 

www.astesj.com     938 

 
Figure 1: Standard LBIST Implementation 

2. Proposed Design Methodology 

Logic Built-In Self-Test (LBIST) is implemented by several 
LBIST controllers which operate independently on different 
partitions of the device as shown in Figure 2. This is needed to 
fulfil safety requirements about the independence and diversity of 
replicated IP, helps in physical flow and helps to avoid exceeding 
power limits. For applying traditional external scan patterns, 
LBIST controllers are put into trans-parent mode. Typically scan 
chains used for LBIST are shorter than scan chains used for 
compressed ATPG (Automatic Test Pattern Generation). 
Therefore, in LBIST transparency mode, the short LBIST chains 
are concatenated during to longer pro-duction scan chains which 
then are connected to the EDT (Embedded Deterministic Test) 
scan compression IP. 

 
Figure 2: LBIST Architecture 

LBIST controller IP itself will become part of the scan chains 
used for external scan patterns. Certain registers may not change 
value during LBIST operation but should be part of regular ATPG 
scan. These registers are put into one or more separate scan chains 
which are not shifted during LBIST. During LBIST their values 
are not influenced by shifting. These special scan chains are only 
used for ATPG. These registers will be identified during 
implementation. Each of the LBIST controllers is connected 

independently to the STCU (Self-Test Control Unit). The STCU 
can either start all LBIST controllers at the same time in parallel 
or in a sequence defined by the STCU. Only for debug reasons it 
is possible to access and operate each LBIST controller separately. 
This is done via JTAG (Joint Test Action Group) and a path 
through TCU (Test Control Unit) to the selected LBIST controller. 

2.1. LBIST Partitioning  

According to the safety concept eight LBIST partitions are 
implemented. They are numbered A0, A1, B0, B1, C0, C1, P0, P1. 
Each LBIST partition is contained in a separate LBIST island or 
lake as shown in Table 1. List of blocks where LBIST 
implementation is exempted: 

• JTAG Controller 
• TCU 
• IO_top level ((Input-Output) / Pad ring 
• PMU (Power Management Unit)/ PMU-Controller 
• STCU  
• PLL (Phase Locked Loop) 
• XOSC (Oscillator) 

Table 1: Characteristic data of LBIST partitions 

 Characteristics 
Partition Size LBIST 

chains 
PRPG 

size 
Clock 

domains 
Chain 

overhead 

A0 77K 1600 46 System, 
tck 10% 

A1 60K 1100 36 System, 
tck 10% 

B0 24K 500 24 System, 
tck 10% 

B1 60K 1100 36 System, 
tck 10% 

C0 45K 1000 34 System, 
tck 10% 

C1 60K 1100 36 System, 
tck 10% 

P0 26K 600 26 System, 
tck 10% 

P1 60K 1100 36 System, 
tck 10% 

 
2.2. LBIST Integration   

The design is split into several LBIST islands, where each 
LBIST island contains the actual LBIST partition, i.e. the logic to 
be covered by LBIST, a dedicated LBIST controller, dedicated 
clock and reset control blocks as shown in Figure 3. LBIST 
Controller:  

Essential features of the LBIST controller IP used are: 

• External clock control. 
• Serial and parallel interface (to simplify communication, both 

functional and test/debug). 
• Neg-edge lockup registers after PRPG and before MISR (to 

simplify LBIST scan chain timing) 

With the introduction of lockup registers after PRPG and 
before MISR all LBIST scan chains must begin and end with a 
pos-edge flop. With this architecture all LBIST clock domains 
with less than half a cycle clock skew can be handled safely. 
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LBIST Controller Hierarchy: The controller needs to be generated 
with the following parameters: 

set rtl hierarchy -Clk_mux Out -external_clk_enables 
set lbist Controller -programmable_shift_rate ON 

set shift_rate Divisor 8 

This generates the LBIST controller IP in a hierarchy. The 
LBIST clock controller is entirely based on clock enable rather 
than the clocks generated by the LBIST IP in order not to generate 
a new clock path. Figure 4 gives an overview of the generated 
Controller IP and its hierarchy. 

 
Figure 4: LBIST Controller IP Hierarchy 

2.3. LBIST Controller Clocks   

The LBIST controller operates on three different clocks, the 
LBIST engine clocks, bist_clk, and slow_clk, as well as the STCU 
communication clock bist_tck. The LBIST engine clocks bist_clk 
and slow_clk must fulfill the following requirements:  

• The clock source for ‘bist_clk’ and ‘slow_clk’ must be 
identical. 

• The clock source for ‘bist_clk’ and ‘slow_clk’ must be the 
fastest clock used inside the LBIST partition. 

• The clock source for ‘bist_clk’ and ‘slow_clk’ must be the 
clock with the highest clock insertion delay used inside the 
LBIST partition. 

2.4. LBIST Interface Dummy 

The LBIST interface dummy propagates a standard LBIST 
interface into the LBIST partition, to ensure, that all relevant 
signals are present and preserved through synthesis and scan 
insertion. The LBIST interface dummy combines the following 
interfaces / features: 

• LBIST controller IP interface 
• LBIST clock interface 
• LBIST clock gating control (‘ipt_cg_bypass’ and 

‘ipt_se_gatedclk’) 
• Test points that can be connected by the physical team to 

improve coverage if required 
• Production Scan: Launch-Off-Shift (LOS) per clock domain 

and blocking of LBIST control signals for at-speed scan. 

The LBIST interface dummy is protected during synthesis 
because connections to the module are created during scan chain 
stitching and automatic clock gate insertion only. 

2.5. LBIST Interface Dummy 

For direct execution of LBIST, the optional parallel interface 
of Mentor’s LBIST controller is used. It provides the following 
interface signals: 

• bist_run_input- triggers LBIST run 
• bist_done - flags a finished LBIST run 
• misr_value - vector output providing parallel read access to 

MISR value 

Debug and diagnosis require access to LBIST control 
registers. It is done through LBIST’s serial interface. Writing and 
reading control registers happens in a JTAG-like serial mode. The 
LBIST serial debug interface is used by the STCU to con-figure 
LBIST run parameter, such as pattern count. Full debug and 
diagnosis are performed through the TCU only. The interface is 
based on a JTAG-like protocol with shift- and update-DR states. 
Both TCU and STCU share the interface to the LBIST controller 
IP, where the muxing between TCU and STCU is performed 
inside the STCU controlled by ‘tcu_lbist_direct_ctrl’. The actual 
TCU access is performed though the TCU external TDR 
mechanism based on the register selection through the LBIST 
TDR (LTDR). Expected LBIST signatures are kept in the Non-
Volatile Memory (NVM). Through STCU programming the 
required signature is fetched from the NVM for comparison. 

2.6. LBIST Clock and Reset Control  

LBIST Clock Control: All LBIST clocks are controlled 
through the Magic Carpet Clock Gating Logic (MC_CGL) 
associated with each LBIST partition. The clock control by the 
MC_CGL is purely based on clock enables rather than the clocks 
generated by the LBIST IP. Figure 3 shows the modules relevant 
for LBIST clock control for one LBIST partition ‘C0’. 
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The LBIST controller, as well as the blocks 
lbist_clock_control, lbist_cgl_control, and cgl_lake exist local to 
all eight LBIST partitions. The LBIST controller with its modified 
co_clock_control block is connected to the main 
lbist_clock_control module, that combines the shift and capture 
enable signals. The lbist_cgl_control block switches between the 
clock enables generated by the TCU and by the LBIST controllers 
depending on the mode setting. The clock gate inside the 
MC_CGL will generate the slow bist clock based on the enable 
provided by the LBIST IP. The LBIST clock control will provide 
punch out clocks, not 50% duty cycle clocks. 

Slow Clock Generation: The LBIST slow clock 
(‘slow_clock’) is a punch out clock divided down from bist_clk 
(== fast_clk) using a programmable clock divider inside the 
‘sg_slow_clock_gen’. It is used to control several key LBIST 
functions, such as PRPG, MISR, pattern counter etc. The same 
slow clock divider is used to program the shift clock frequency. 
The default divider ratio of the ‘sg_slow_clk_gen’ module is set 
to 8 but can be reprogrammed via the LBIST control registers. 

LBIST Reset Control: To control all resets within the LBIST 
partition, all resets must be routed through the LBIST reset control 
block. The block allows reset control for LBIST, while the system 
resets are not gated. This is to make sure, that a system reset is not 
blocked during device startup. 

LBIST reset requirements are: 

• All asynchronous resets of an LBIST partition must be routed 
through the LBIST reset control block. 

• All functional resets must be in off state during LBIST 
execution. 

• No LBIST partition output to MC_RGM/MC_RSL must have 
an influence on self-test / LBIST execution. 

The original reset control logic provided by the LBIST 
controller IP is an active-high reset (clock) signal multiplexed into 
the functional reset path. With the non-blocking reset control, 
where the functional reset is not blocked by LBIST a new reset 
control is introduced replacing the original one. To pre-vent reset 
glitches from propagating into the LBIST partition in scan mode, 
the LBIST reset control must be bypassed by a scan mode reset. 
The non- blocking reset control dictates, that all functional resets 
are off during LBIST execution, otherwise the LBIST MISR 
becomes invalid. 

2.7. Making the LBIST Partitions LBIST Ready 

The interface of the LBIST partitions need special attention 
to ensure that there is no X poisoning into the LBIST partition. 
All critical signals causing problems in the standard X-bounding 
flow will be X-bound in RTL. Mentor Testkompress fault 
simulation is used to identify missing X-bounds. The decision on 
whether an input is to be X-bounded is taken based on the partition 
input signal categories shown in Table 2. 

The X-bounds inserted in RTL will instantiate a MUX 
controlled by lbist_en from the LBIST controller IP. Whenever 
possible the partition outputs are used as inputs to the MUX. This 
increases coverage as it provides toggling and not constant inputs 
to the MUXes, while at the same time adding observability to the 
partition outputs. 

 
Figure 5: X-bounding to avoid multi-cycle path generation 

Figure 5 shows a concept used to avoid multi-cycle path 
generation on known critical input – output combination. The 
LBIST interface dummy module will include several XOR gate 
FF combinations as shown below. The RTL X-bounding flow 
uses and connects these structures. In a later stage the automatic 
RTL x-bounding flow might also include instantiation of these 
structures instead of using predefined ones. 

Table 2: LBIST partition input categories 

Category LBIST Control Bound 
Reset input Via LBIST reset control No 
Clock input Via LBIST clock control No 

Clock gate control Via LBIST interface 
dummy No 

Common Digital Input  Yes 
Selected Tied Digital Input  Yes 
Unconnected Digital Input None required No 

Digital Input from TCU – no 
influence on LBIST  yes 

Digital Input from TCU – 
influence on LBIST Constant from TCU No 

Bidirectional NA No 

Analog/Special Nets All hard IP in LBIST 
mode No 

LBIST Controls From LBIST control IP No 

3. Implementation Details  

LBIST scan chain insertion and concatenation to top level 
LBIST chains including lockup-FF insertion followed these basic 
steps in the DFT and physical flow. 

1. DFT flow - Generated EDT controllers everything pos-edge 
based w/o lockup-FFs 

2. DFT flow - Generated LBIST Controller and connected 
internal LBIST chains at the BIST controller to form ATPG 
scan chains. Modified LBIST controller to provide ATPG 
chain outputs with LBIST controller interface. Connecting 
ATPG chain inputs and outputs of LBIST controller to EDT 
controllers using IPXACT flow. (Assigned fixed value to 
EDT controller pins for remaining chains outside LBIST to 
protect them in synthesis) 

3. Physical flow -One step scan insertion: Building LBIST 
chains, connecting them to the LBIST controller. Building 
ATPG chains for logic outside LBIST, connect-ed them to the 
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EDT controller using the pins with fixed value assigned by 
IPXACT. 

4. Physical flow - Post processing step to insert lockup FFs, 
including required lockup-FFs in concatenated LBIST chains. 

5. Checked for missing lockup-FFs on 
a. change of clock name or clock polarity in scan cell report - 

DFT flow 
b. clock hierarchy change - Physical flow 

Figure 6 depicts concatenation of four LBIST scan chains to 
form one production chain with input and output available at the 
LBIST controller boundary for hook up to the EDT controller. 
Also shows where lockup FFs are placed by the physical flow. 

 
Figure 6: LBIST chain concatenation and lockup latch insertion 

3.1. LBIST Dummy Netlist Integration at RTL 

Integrating a dummy netlist in the design at RTL level with 
the same number of scan chains, scan clocks and scan resets is 
done.  This dummy netlist should only be visible to the 
verification environment, in the LBIST testcases expect the MISR 
calculated for the dummy netlist. 

Flow: Generate a dummy netlist (with scan chains)  
Generate the MISR value for the same dummy netlist Integrate 
this dummy netlist into the actual design RTL  run the testcases 
for verifying the complete start-up sequence. Details of each step 
are described below: 

Step1: Generate a dummy netlist using “skeleton design creation”. 
create_skeleton_design -o lbist_for_verif -i 

skeleton_design.txt 
Step2: Generate MISR for dummy netlist by doing fault simulation 
using LBIST Architect 

lbistarchitect -fault_simulation \ 
lbist_for_verif.v -verilog \ 
-lib skeleton.fslib -nogui \ 

-dofile lbist_for_verif.dofile 
Step3: Integrate the dummy netlist into the lbist partition using 
“ifdef” 
Step4: Perform RTL simulations for LBIST based start-up 
sequence using the com-pilation argument:   

+define+LBIST_DUMMY_SIM 

3.2. LBIST Direct Control Mode 

For LBIST debug purposes there is a ‘LBIST direct control’ 
mode, where the different LBIST partitions can be run stand alone 

or in parallel. Which LBIST partitions are run, as well as LBIST 
parameters like pattern count, MISR start value etc., are 
programmed via JTAG. The LBIST Direct Test Mode Entry uses 
the LBIST Test Data Register (LTDR) to select the LBIST 
controllers, start the LBIST run. The following sequence shown 
in Table 3 is used in the Teskompress setup as well is in the 
Verilog stimuli for LBIST direct mode verification and pattern 
generation. 

Table 3: LBIST direct mode entry 

Step Description 

1 Common steps to TCU based mode entry 
2 Load and update the Generic TCR 
3 Load and update the RGMTDR to disable gating reset phase 3. 

4 Load and update the CLK TDR to program the PLL0 clock 
source for LBIST execution 

5 
Set LBIST direct control: Load and update LTDR 
LBIST direct mode: tcu_lbist_testmode=1; 
tcu_lbist_direct_control=1; 

6 Turn TEST mode on to be able to program LBIST Controllers 

7 

Program LBIST controllers 
Select the LBIST controllers: Load and update the LTDR: 
ipt_lbist_sel[4:0]=<controller id>Program controller settings like 
pattern start/end counter using the steps in Table V. 

8 Deassert RESET and apply EXTAL clock pulses to get rgm state 
machine to stabilize. 

9 
Start LBIST run on selected controllers: Load and update  
LTDRipt_lbist_sel[3:0]=<selected  controllers> and 
ipt_lbist_run=1. 

10 2 cycles for LBIST finder PRPG and MISR recognition 
11 Deassert RESET_B 

The following Table 4 describes the sequence of Writing to / 
Reading from an LBIST controller register in LBIST direct test 
mode and Table 5 describes the sequence to read out the MISR 
values after completion of an LBIST run in LBIST direct test 
mode. 

Table 4: Writing to / reading from an LBIST controller register 

Step Description 

1 

Write register address to LBIST controller dselect register: 
a. Load and update the LTDR to select dselect register: 

ipt_lbist_reg_sel=1 
b. Send JTAG instruction 6’d5 to access external LBIST 

controller register. 
Write value to LBIST controller dselect register. E.g. ‘0110’ to map 
pattern count end value into data register. 

2 

Write value to / read value from an LBIST controller data register 
a. Load and update the LTDR to select data register: 

ipt_lbist_reg_sel=0. 
b. Send JTAG instruction 6’d5 to access external LBIST 

controller register. 
Write value to / read value from LBIST controller data register 

Table 5: Reading out MISR values 

Step Description 

1 Read the LTDR to observe LBIST done flags lbist_done [3:0] 
2 Turn off EXTAL before switching from bist_clk to TCK 

3 Load and update LTDR: ipt_lbist_run=0. This switches from 
bist_clk to TCK 

4 

Read MISR registers 
a. Select the LBIST controller: Load and update the LTDR: 

ipt_lbist_sel[3:0] 
b. Read the MISR value using the steps in Table V. 
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4. LBIST verification results at RTL 

Verification of all different partitions are carried out with four 
different testcases listed below running parallelly with respective 
MISRs generated during LBIST Fault simulation using LBIST 
Architect tool [18].  

1. Testcase with PLL clock 
2. Testcase with EXTAL clock 
3. Scan chain mask decoder 
4. MISR exposed on PADs 

4.1. Testcase with PLL clock frequency 

LBIST controller logic/integration reset and clocks of the 
respective partitions, mode entries are verified at lbist_fast_clk = 
320MHz & lbist_slow_clk = 80 MHz frequencies. Figure 7 shows 
one of the issues identified for a partition.  

• MISR mismatching is observed after pattern count value 237, 
expected MISR value is 415B3579F4B1C0DA, simulation 
result MISR value is DE2F87E1C111F4D1. 

• Analysis: Capture window for pattern count value after 237 is 
as below but from waveform we can see along with below 4 
clk_domain clk_domain_58 is also pulsed which is causing 
the MISR mismatch. 

clk_domain_1        pulse '10000000' 
clk_domain_18      pulse '00100000' 
clk_domain_39      pulse '00001000' 
clk_domain_30   pulse '00000010’ 

 
Figure 7: MISR mismatch issue caught during RTL verification 

4.2. Testcase with EXTAL clock Frequency 

LBIST controller logic/Integration reset and clocks of the 
respective partitions, mode entries are verified at EXTAL = 
100MHz frequencies.  As shown in Figure 8 MISR is observed 
after pattern count value 260, expected MISR value is 
B8D5_F506_668B_F517, simulation result MISR value is 
B8D5_F506_668B_F517. 

 
Figure 8: LBIST Verification with EXTAL clock frequency 100MHz 

4.3. Scan Chain Mask Decoder Testcase  

LBIST controller logic/Integration, reset and clocks of the 
respective partitions, verified at lbist_fast_clk = 320MHz & 
lbist_slow_clk = 80 MHz frequencies. As shown in the Figure 8 
chain_0 is masked for every LBIST partition and pattern 
lbist_si[980:0] toggles for mask decoder lbist_si[980:1] and 
lbist_si[0] will be static 1.  

 
Figure 9: Scan chain mask decoder testcase result 

4.4. MISR Expose at PAD Testcase 

LBIST controller logic/Integration, reset and clocks of the 
respective partitions, verified at lbist_fast_clk = 320MHz & 
lbist_slow_clk = 80 MHz frequencies along with MISR value is 
exposed at PAD during end of the pattern count using 
lbist_misr_word_sel bit to expose 1st 32 -bit and later 32 -bit 
values respectively. As show in Figure 10 MISR value 
DCCF_7DA6_225C_9279 at program counter value 272 is 
exposed on PAD pins using lbist_misr_word_sel (0/1). 

 
Figure 10: MISR exposed at PAD testcase result 

5. Conclusion 

The proposed methodology for verifying LBIST 
implementations at RTL in SoCs is not a replacement for gate 
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level verification of LBIST implementations, with this approach 
a significant effort and design cycle time can be reduced by 
moving the verification process early into the SoC design cycle. 
The results are proven with measurable improvements on real 
design where the flow/methodology was implemented and helped 
in identifying the bugs & fixing them before logic freeze, thereby 
avoiding ECOs. 
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 Empathy is an attribute of importance between the nursing professional and the patient, 
where it influences the recovery of their health. Several studies carried out have shown 
worrying results where they reflect a great decrease in empathy during the formative 
academic years. The objective of the study is to determine empathy in nursing interns from 
three university institutions in Lima, 2019. The study is a quantitative approach, with a non-
experimental, prospective, descriptive and cross-sectional design. The application of the 
Jefferson Medical Empathic Scale instrument for students in Spanish version S is proposed, 
where the data was entered into a matrix in the Microsoft Excel 2013 program, then the IBM 
SPSS Statistics version 24.0 is subsequently analyzed obtaining the percentage of empathy 
of the internal, also take actions to improve these variables. 216 nursing interns from three 
universities in Lima participated. 51.4% are from Universidad Norbert Wiener, 89.4% (n = 
193) were women, 56.4% (n = 123) are from the ninth cycle, 42.4% (n = 91) they study and 
work, 58 nursing interns from Universidad Norbert Wiener representing 52.3% have a 
medium level, 34 nursing interns from the Universidad de Ciencias y Humanidades, 
representing 30.6% have a medium level and finally 19 nursing interns from the Universidad 
Privada del Norte representing 17.1% have a medium level. Universidad Norbert Wiener 
obtained a higher score prevailing the medium level. 
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1. Introduction 

The definition of empathy over time has been modified and 
expanded, coming to recognize it more than a static trait, also a 
state or ability that flows, being susceptible to change according 
to personal experiences and cultural interventions [1]. Empathy 
in the nurse-patient relationship should be used on a day-to-day 
basis, since it may affect their work of caring for patients, the 
decrease of it may lead to the loss of ability that allows better 
communication in the opinion of the patient since this is 
considered a relevant factor in the recovery process [2]. 

The comparison of the three universities is very important 
since it is going to differ in the type of teaching that each 
university offers to nursing interns, in turn the ability of nursing 
interns to function in the clinical field, where His training will 

stand out depending on each intern willing to improve and be a 
successful professional. 

These circumstances may be due to the educational system 
because it must be oriented to the service of society and the 
individual, which should be based on the needs and demands that 
are important for development and competent from the 
professional point of view [3]. 

To carry out a relationship between nurse and patient, health 
personnel provide empathetic treatment to the patient to not worse 
the situation of the patient's disease, thereby also giving the staff 
the development of attitudes, capacities and skills, giving a care 
of quality, that’s why, different causes of the deficit are visualized 
in its application. 

The health personnel with the longest service time and high 
hierarchy level are those that present the greatest decrease in the 
level of empathy [4].  
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In a study on health students, “Evaluation of empathy in 
human medicine students from the private university of Peru” [5], 
they found that those students who think that their specialty is 
linked to Patient Care presented greater empathy with 66.9%, the 
same as those who reported having a professional model in patient 
contact with 72%. 

In a research work  [6] studies carried out in nursing and 
medical students, indicate that students have found variations in 
empathy in terms of specialty and clinical competence, being 
worrying because some of them reflect a decrease in empathy 
over the years of training, the score is from 0.0 to 140.0; the 
women with 118.7 obtained a higher level of empathy score than 
the men with 110.4 points, differences that were statistically 
significant. 

In the research work "Concepts on empathy: development of 
an instrument for formative evaluation based on a teaching 
experience with pediatric residents of the Universidad de 
Antiquía” [7], indicates that a deficit in student training on the 
basis and practice of empathy, because the participants had 
misconceptions about empathy, where they adopted universal 
criteria for all their patients, believing that they had to make the 
patient's wishes come true, make the patient or family feel that are 
important in the decisions of health personnel, among others. 

Currently, professionals who can work normally in the socio-
labor context that allows them to function interpersonally are 
required, the variable empathy is essential in the deployment of a 
professional in different medicine and social fields that its 
performs, its importance is appreciated in the development of 
professional skills [8]. 

The objective of the research work is to determine empathy in 
nursing interns from three University Institutions in Lima, 2019 
according to their three dimensions of compassionate care, 
perspective taking and putting themselves in the other's place. The 
implementation of empathy on a daily basis will help, also the 
mental state of the patient and the health personnel, to recognize 
and identify mental problems that could be going unnoticed, 
being a national research priority 2015-2021 established by the 
Instituto Nacional de Salud [9]. 

The technique to be used is the survey that will be through the 
questionnaire and data collection instrument the Jefferson Scale 
of Empathy (JSE) for students in Spanish version S, created by 
the Jefferson group, led by Mohammadreza Hojat, consisting of 
20 evaluated questions on a 7-point Likert-type scale, the score 
ranges from a minimum of 20 to a maximum of 140 points, there 
are 10 items written in a positive sense and 10 in a negative sense, 
whose items explore the dimensions of perspective taking, 
compassionate care and ability to put yourself in the other's place. 
Permission has been offered to use the Jefferson Empathy Scale 
in 85 countries. The JSE has been translated into 56 languages[10]. 
After this, the data will be entered into a matrix in Microsoft Excel 
2010, and then exported to the IBM SPSS Statistics Base 22 
statistical package, in which it will be analyzed. 

The following research work is structured as follows: In 
section II, the development of the used data processing will be 
presented. In section III, the results of the tables and figures of 
sociodemographic agreement, institution and dimensions will be 
shown. In section IV, it will present the discussions of the 
research work and finally in section V, the conclusions, as well as 
the future work that is intended to be wanted with the research 
work. 

2. Methodology 

2.1. Research type and design 

The present research is of a quantitative approach because the 
variables were measured, statistical data was used generalizing 
the hypothesis, the methodological design is a non-experimental, 
prospective research because according to the planning of data 
collection, they are primary, cross-sectional because the measure 
is non-experimental, it was for a single occasion, descriptive 
because it consists of a single variable. 

2.2. Population and sample 

The study population is made up of 216 nursing interns from 
three private universities in Lima, enrolled in 9th and 10th 
semesters, who carry out their pre-professional practices and are 
in contact with the patient, during the period of 2019, according 
to the Population type are non-probabilistic type, selected 
according to the inclusion and exclusion criteria. 

Inclusion criteria 

University students of both sexes who are studying nursing at 
the time of data collection, nursing interns enrolled during the 
academic semester 2019 who are taking the 9th and 10th semesters 
who voluntarily participate in the interview or fill out the data 
collection questionnaire, nursing students who agree to sign the 
informed consent. 

Exclusion criteria 

Nursing students who are from the 1st semester to the 8th 
semester and nursing interns who have not signed the informed 
consent to carry out the study. 

 
2.3. Technique and instruments 

The technique used was the survey, in the form of the 
Jefferson Scale of Empathy in Spanish for students, containing 
general student data such as: sex, age and year of training that will 
be used to obtain information of the students who participate in 
the survey, specially designed to measure empathy in the context 
of patient care, whose items consist of 3 dimensions of 
perspective taking, compassionate care and ability to put yourself 
in the patient's place. It consists of 20 items which are evaluated 
on a 7-point Likert-type scale ranging from: Strongly Agree (7 
points) to Strongly Disagree (1 point). The score is from a 
minimum of 20 points to a maximum of 140 points, the highest 
scores correspond to a high level of empathy. There are 10 items 
written in a positive sense and 10 in a negative sense (inverted 
score) [10]. 

"Jefferson Scale of Empathy" has been validated in many 
countries around the world, including Latin American countries 
and previously applied in Peru, it has construct validity; 
convergent, parts that comprise are related to each other; and 
discriminating, its parts are not related to topics different to 
empathy. In addition, it has the Chi X2 that is 0.5 in its various 
versions and translations, which is a reliable measurement scale 
and each of the questions are correlated with each other and with 
the entire instrument [11]. 
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2.4. Data collection procedure 

• An authorization was presented to the Nursing faculty 
for the execution of the project in order to obtain the 
respective permission. 

• Subsequently, the nursing faculty provided facilities for 
the execution of this research, also will provide a cover 
letter. 

• Once obtained, it was presented to teachers and delegates 
of the ninth and tenth semesters informing the objectives 
of the project and the informed consent, in order to 
obtain their acceptance, support and collaboration in the 
application of the instrument. 

• The evaluators met teachers and delegates of ninth and 
tenth semester to discuss the date and time of application 
of the instrument. 

 
2.5. Application of data collection instruments 

• The evaluators attended the classrooms of each semester, 
ninth and tenth, on coordinated dates and times. 

• The students were informed of the importance of their 
participation, a brief explanation about the instrument. 

• The informed consent form was distributed to be signed 
for the student and then the questionnaire. 

• The questionnaire development lasted approximately 10 
to 15 minutes. 

• Then the instrument was collected, verifying that all 
questions are answered. 

• In closing, the students were thanked for their 
participation and collaboration in the research. 

As shown in Figure 1, nursing interns were presented and 
explained how to carry out the survey. The protection aspects of 
the research participants and bioethical principles were taken into 
account, likewise informed consent was applied after clear 
information given to the participants, the application of the 
instrument is important, it will help especially in the mental state 
of the patient and the health personnel themselves, to recognize 
and identify mental problems that could be going unnoticed, being 
a national priority, which asks them to collaborate in providing 
with certain data that will allow to get the study objective . 

 
Figure 1: Teacher permission and approval to apply the survey to students. 

After obtaining the approval of the teacher of the classroom, 
the survey was applied, where advice was given before and during 
the application because questions were raised by the students, 
most of them were just to clarify questions, as shown in Figure 2. 

 
Figure 2: Advice before and during the survey application 

2.6.  Data analysis and processing techniques 
The data collection process was carried out during May 2020, 

the data was initially entered into a data matrix designed in the 
Microsoft Excel 2010 program, then exported to the IBM SPSS 
Statistics version 22.0 program. There, they were analyzed, 
obtaining tables and graphs that were later described and 
interpreted in the results and discussion sections, respectively. 

For the statistical analysis of each main variable involved in 
the study, descriptive statistical tests such as absolute frequencies, 
relative frequencies, and measures of central tendency were 
applied, in addition to some correlational tests to verify the study 
hypothesis. 

3. Results 
A summary table of the surveys carried out following the 

guidelines corresponding to the research work will be shown, in 
the study participants were 216 nursing interns of 9th and 10th 
semester from the three University Institutions, in the following 
table, it will present results of the sociodemographic data of the 
study participants. 

Table 1: Sociodemographic data of empathy in nursing interns from three 
University Institutions in Lima, 2019 (N = 216) 

Participant Information 
Total 

N % 
Total  216 100 

University   
Universidad de Ciencias y 
Humanidades 64 29,6 

Universidad Norbert Wiener 111 51,4 
Universidad Privada del Norte 41 19,0 
Gender   
Female 193 89,4 
Male 23 10,6 
Study semester   
9th Semester 123 56,9 
10th Semester 93 43,1 
Occupation Status   
Study 61 28,2 
Study and eventually work 64 29,6 
Study and work 91 42,1 

Regarding the university, 111 nursing interns representing 
51.4% are from Universidad Norbert Wiener, 64 nursing interns 
representing 29.6% are from the Universidad de Ciencias y 
Humanidades, and finally 41 nursing interns representing 19% are 
from the Universidad Privada del Norte. 
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Regarding gender, the female sex predominated with 193 
students representing 89.4%, followed by the male with 23 
students representing 10.6%. 

Regarding the study semester of nursing interns, the ninth 
semester is 123 representing 56.9%, and the tenth semester, 93, 
representing 43.1%. 

Regarding the occupation status of nursing students, 91 with 
(42.1%) cases study and work, followed by 64 with (29.6%) cases 
study and eventually work and 61 with (28.2%) cases only study. 
Table 2: Empathy in nursing interns from three University Institutions in Lima, 

2019 (N = 216) 

  Univers
idad de 
Ciencia

s y 
Human
idades 

Unive
rsidad 
Norbe

rt 
Wiene

r 

Univer
sidad 

Privad
a del 
Norte 

Empat
hy 

Low N 
% 

0 
0,0 

0 
0,0 

1 
100,0 

Medium N 
% 

34 
30,6 

58 
52,3 

19 
17,1 

High N 
% 

30 
28,8 

53 
51,0 

21 
21,2 

 
In Table 2, it can see Empathy in nursing interns from three 

University Institutions in Lima, 58 nursing interns from 
Universidad Norbert Wiener representing 52.3% have a medium 
level, 34 nursing interns from the Universidad de Ciencias y 
Humanidades, representing 30.6% have a medium level and 
finally 19 nursing interns from the Universidad Privada del Norte 
representing 17.1% have a medium level. Universidad Norbert 
Wiener obtained a higher score prevailing the medium level. 
Table 3: Empathy in relation to gender of nursing interns from three universities 

in Lima, 2019 (N = 216) 

 

Empathy 

Total Low Medium High 
Student 
gender 

Female Count 0 98 95 193 

% 
within 
Student's 
gender 

0,0% 50,8% 49,2% 100,0% 

Male Count 1 13 9 23 

% 
within 
Student's 
gender 

4,3% 56,5% 39,1% 100,0% 

Total Count 1 111 104 216 

% 
within 
Student's 
gender 

0,5% 51,4% 48,1% 100,0% 

Chi-square tests 

 Value df 

Asymptotic 
significance 
(bilateral) 

Pearson's Chi-
square 

8,958a 2 ,011 

Likelihood ratio 5,069 2 ,079 

Linear by linear 
association 

1,649 1 ,199 

N of valid cases 216   
a. 2 cells (33.3%) have expected a count less than 5. The minimum 
expected count is ,11. 

In Table 3, empathy is related according to sex, where women 
present a higher level of empathy (49.2%) than in men (39.1%), 
in which it was determined with the chi-square test of Pearson 
(X2). The level of significance of the test obtained a value of 0.11 
(p> 0.05) (X2 = 8.958; d.f = 2). Therefore, an association 
hypothesis is not rejected, for which there are statistical data that 
verify the relationship between empathy and the sex of nursing 
interns from three universities in Lima. 

In Table 4, we can observe the relationship between the 
dimension of perspective taking with the Universities of the 
nursing interns, in which it was determined with Pearson's chi-
square test (X2). The level of significance of the test obtained a 
value of 0.95 (p> 0.05) (X2 = 3.512; d.f = 4). Therefore, an 
association hypothesis is not rejected, for which there are 
statistical data that verify the relationship between the perspective 
taking dimension and the universities of the nursing interns in the 
research. By which, we can interpret that the interns of the 
Universidad Nolbert Wiener have a high perspective taking 
(79.3%).

Table 4: Empathy in its perspective-taking dimension in nursing interns from three universities in Lima, 2019 (N = 216) 

 

Institution 

Total 

Universidad de 
Ciencias y 

Humanidades 
Universidad 

Nolbert Wiener 

Universidad 
Privada del 

Norte 
Perspective taking Low Count 1 3 1 5 

% within Institution 1,5% 2,7% 2,5% 2,3% 
Medium Count 19 20 8 47 

% within Institution 29,7% 18,0% 19,5% 21,8% 
High Count 44 88 32 164 

% within Institution 68,8% 79,3% 78,0% 75,9% 
Total Count 64 111 41 216 

% within Institution 100,0% 100,0% 100,0% 100,0% 
Chi-square tests 
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 Value df 
Asymptotic significance 

(bilateral) 
Pearson's Chi-square 3,512a 4 ,476 
Likelihood ratio 3,398 4 ,494 
Linear by linear association ,981 1 ,322 
N of valid cases 216   
a. 3 cells (33,3%) have expected a count less than 5. The minimum expected count is ,95. 

Table 5: Empathy in its compassionate care dimension in nursing interns from three universities in Lima, 2019 (N = 216) 

 

Institution 

Total 

Universidad de 
Ciencias y 

Humanidades 
Universidad 

Nolbert Wiener 
Universidad 

Privada del Norte 
Beware with compassion Low Count 8 16 6 30 

% within Institution 12,5% 14,5% 14,6% 13,9% 
Medium Count 26 54 16 96 

% within Institution 40,6% 48,6% 39,0% 44,4% 
High Count 30 41 19 90 

% within Institution 46,9% 36,9% 46,4% 41,7% 
Total Count 64 111 41 216 

% within Institution 100,0% 100,0% 100,0% 100,0% 

Chi-square tests 

 Value df 
Asymptotic significance 

(bilateral) 
Pearson's Chi-square 2,278a 4 ,685 

Likelihood ratio 2,285 4 ,684 

Linear by linear association ,138 1 ,710 

N of valid cases 216   
a. 0 cells (0,0%) have expected a count less than 5. The minimum expected count is 5,69. 

In Table 5, we can observe the relationship between the 
dimension of compassionate care with the Universities of nursing 
interns, in which it was determined with Pearson's chi-square test 
(X2). The level of significance of the test obtained a value of 5.69 
(p> 0.05) (X2 = 2.278; d.f = 4). Therefore, it is not possible to 

reject an association hypothesis, in which there is no statistical 
evidence in a significant relationship in the compassionate care 
dimension with the universities of nursing interns. By which we 
can interpret that the interns of the Universidad de Ciencias y 
Humanidades have a high compassionate care (46.9%).

Table 6: Empathy in its dimension, ability to put oneself in the place of others in nursing interns from three universities in Lima, 2019 (N = 216) 

 

Institution 

Total 

Universidad de 
Ciencias y 

Humanidades 
Universidad 

Nolbert Wiener 

Universidad 
Privada del 

Norte 
Ability to put oneself in the 
place of others. 

Low Count 17 41 12 70 
% within Institution 26,5% 36,9% 29,2% 32,4% 

Medium Count 41 54 25 120 
% within Institution 64,1% 48,6% 61,0% 55,6% 

High Count 6 16 4 26 
% within Institution 9,4% 14,5% 9,8% 12,0% 

Total Count 64 111 41 216 
% within Institution 100,0% 100,0% 100,0% 100,0% 

Chi-square tests 

 Value df 
Asymptotic significance 

(bilateral) 
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Pearson's Chi-square 4,581a 4 ,333 
Likelihood ratio 4,607 4 ,330 
Linear by linear association ,068 1 ,794 
N of valid cases 216   
a. 1 cells (11,1%) have expected a count less than 5. The minimum expected count is 4,94. 

 
In Table 6, we can observe the relationship between the 

dimension ability to put oneself in the place of others with the 
Universities of nursing interns, in which it was determined with 
Pearson's chi-square test (X2). The level of significance of the test 
obtained a value of 4.94 (p> 0.05) (X2 = 4.581; d.f = 4). Therefore, 
an association hypothesis cannot be rejected. In which, there is no 
statistical evidence in a significant relationship in the 
compassionate care dimension with the universities of nursing 
interns. By which it can be interpreted that the interns of the 
Universidad de Ciencias y Humanidades have a medium level of 
empathy (64.1%). 

This dimension was the most affected, it makes understand 
that being nursing interns where the work of a professional is 
being carried out having a great responsibility, the first thing the 
hospital prioritize is the technological or the material and forget 
the emotional, the feelings; this makes understand that during 
academic training, it does not have a good empathetic training 
where it must be emotionally prepared and not as professional 
competitiveness among University institutions. 

These results will be used as antecedents for future researchers 
to give greater emphasis to humanized treatment and improve the 
level of empathy at first base that are the students. 

4. Dicussion 

In the present study, an increase in medium empathy was 
found in nursing students where the level of empathy occurred 
more in women than in men, this is because women, because they 
are more emotionally sensitive, feel a more empathic concern, 
personal discomfort where concern for the care of the child, adult 
and older adults perceive themselves based on their 
understandings and at the same time on non-verbal language. Our 
findings are similar to the results of the authors M. Montilva and 
her collaborators in their study "Empathy according to the 
Jefferson scale in students of Medicine and Nursing in Venezuela", 
the average score of the EMed was 120.3, and the EEnf was 117.9; 
found a non-significant difference in the score with a higher level 
of empathy in women than in men [6]. The presence of empathy 
in the Peruvian population of three universities was 111, also have 
a medium empathy. 

According to the study, empathy in nursing students according 
to their compassionate care dimension, it found with a high 
frequency, regarding the author M. Mejía and her collaborators in 
their study "Empathic behavior in science students of the health 
from Universidad de los Andes ”, it is observed that there is not 
as much relationship since the students of the Universidad de los 
Andes are less compassionate [12]. 

In the found findings, it can observe that empathy in nursing 
students who carry out the non-medical internship, in its 
dimension perspective taking is high, which is related to the study 
of the author R. Lorch and his collaborators “a phenomenological 
study of nature of empathy ”, which leads to the importance of 
developing empathy as an aspect of emotional competence, this 

study is related to the understanding that nursing students perceive 
and experience [13]. 

Another findings of empathy in health students, elaborated by 
J. Huancaya and his collaborators in their study "Evaluation of 
empathy in human medicine students of the private university of 
Peru", they found that those students who think their specialty was 
linked to patient care, they showed greater empathy, like those 
who reported having a professional role in patient contact, a 
higher percentage of the level of empathy in women was also 
found [5]. 

In the study by J. Blanco and collaborators in their study 
“Medical empathy in residents and medicine tutors of family and 
community. The vision of the professional and the patient ”found 
that the health personnel, who have the longest service time, 
presented low levels of empathy compared to other professionals 
[14]. Regarding nursing students, it is observed that the majority 
have medium empathy, comparing with the mentioned study, the 
difference between them was that in the non-medical internship, 
there is a decrease in empathy. 

It can be seen that there is a similar relationship in terms of 
gender, empathic levels in women are high, which indicates that 
women are superior to men. 

5. Conclusions 

It is concluded that empathy in nursing interns from three 
university institutions in Lima, 2019, medium empathy 
predominates. Regarding the dimensions of the three universities, 
the most affected dimension was putting themselves in the place 
of others the low level predominates, according to their 
compassionate care dimension, the medium level empathy 
predominates and, in the perspective, taking dimension the high 
level predominates. 

In the bibliographic reviews of the national and international 
scientific databases, it was determined that there is not an 
adequate number of national scientific articles that involve this 
type of subject: Empathy in nursing interns and the comparison 
between different universities. Knowing that these students of the 
new generation must be prepared not only with scientific aspects 
but also with the human part. For this reason, the present research 
wants to complete this research gap. 

The study contributes to the development and consolidation of 
the topic of research in empathy, and also introduces the concept 
of empathy in nursing interns through an instrument, which its 
new version is adapted to the field of nursing-patient. The results 
will contribute to the improvement of the humanized treatment of 
the patient. 
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 The results investigated in this work are toward the optimization of the photonic crystal 

structures in 1D and 2D scale. One-dimensional distributed Bragg reflectors (DBRs) have 

demonstrated substantial potential in various optoelectronic applications, due to the 

observed tunable optical band-gap. Herein, the use of DBRs in light trapping solar cells 

was simulated and validated, representing its effect as a back reflector structure. In terms 

of the layer thickness, material selection and number of layer, the optimized DBR structure 

was modeled and evaluated with respect to previously published numerical and 

experimental data. The proposed model is capable of designing photonic crystal structures 

with tunable band-gap varies from 400 nm to 700 nm while controlling the pass-band in 

both Visible and Near Infra-red regions. On the other hand, 2D grating structure has been 

simulated where the transmission spectra under various design dimensions have been 

investigated. Finally, thin film deposition is utilized for experimental validation to our 

proposed optical model.  
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1. Introduction 

This paper is an extension of the work originally presented at 

the IEEE Conference on Power Electronics and Renewable Energy 

(CPERE) in 2019 [1].  

Nowadays, new techniques of solar cells have shown a perfect 

solution to provide low cost alternative compared with 

conventional methods that used in solar cells [2-10]. These 

methods depend on using low cost active layer with less than 1 μm 

thickness and also minimizing the fabrication cost [2, 11-14]. By 

observing the literature, the reported structures showed low 

absorption in the active layer [15]. Based on that, the researchers 

began to find method to avoid the limitation in the absorption layer 

by using light trapping structures [8, 16, 17] (cf. Figure1). The light 

trapping structures can be divided into two main classifications, 

either by function or composition of the structure. The composition 

of the light trapping structure can be in the form of photonic crystal 

(PCs) [18] or plasmonics structures [1, 16, 17, 19-23]. The 

fabrication of PCs structures depends on the contrast between 

dielectric materials and semiconductor materials (refractive index 

contrast) which influences the optical properties of the structure 

[24]. This paper will discuss 1D PCs [25] as well as 2D grating 

structure for solar cells utilization 

Additionally, other new generations of solar cells, namely dye 

sensitized solar cells and perovskites solar cells, showed enhanced 

performance with embedding two-dimensional colloidal crystal 

structures [26-29]. Such colloidal crystal structures are not only 

acting to enhance the photon capturing of the active layer of solar 

cells, but can be integrated for decorative purposes [29]. Over and 

above, light trapping techniques can have a positive role while 

harvesting diffused light in underwater applications [30, 31] 

Light trapping structures can be applied in new technologies of 

solar cells, by trapping the light in the active layer through 

embedding nano-structures either above or below the active layer 

[8]. The technique of applying light trapping in the active layer 

depends on minimizing the reflected light in the upper layer by 

using anti-reflecting coating (ARC) while maximizing the 

reflected light in the back layer. The angle of reflection in the back 

reflector must exceed the critical angle, targeting total internal 

reflection in the active layer, which attributes to the absorption [8] 

(see Figure 1). 

Additionally, other new generations of solar cells, namely dye 
sensitized solar cells and perovskites solar cells, showed enhanced 
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performance with embedding two-dimensional colloidal crystal 
structures [26-29]. Such colloidal crystal structures are not only 
acting to enhance the photon capturing of the active layer of solar 
cells, but can be integrated for decorative purposes [29]. Over and 
above, light trapping techniques can have a positive role while 
harvesting diffused light in underwater applications [30, 31]. 

The demonstrated optical model introduces an advanced 
optimization tool for 1D/2D PCs, seeking for maximum absorption 
in the active layer utilized in new generation of solar cells. Using 
Matlab scripting, the developed tool was essentially deployed and 
proved using a free optical simulator platform called “Open-Filter” 
[32], while absorption profiles were simulated numerically using 
Comsol multi-physics. The optimization procedure was applied on 
particular parameters such as the number of layers constricting the 
PC structure, the difference in refractive index and the layer 
thickness. The output results showed complete consistency with the 
literature data previously measured [20] and simulated  [8, 17].  

 

Figure 1: Schematic diagram of sandwiched light trapping structure for solar 

cells. 

2. Optimization Model 

2.1. Analytical modeling   

The thin film optical modeling represented by characteristics 
matrix analytical method [33] is utilized in this paper. This method 
depends on Maxwell's equations which describe by electric field 
that cross continuously from medium to another. When the 
incidence of layer was given by electric and magnetic field, the field 
of both electric and magnetic can derived by matrix that given above  
[33]: 

[
𝐸1

𝐻1
] = 𝑀 [

𝐸2

𝐻2
]                                                                                  (1)  

 
where the intensity of electric and magnetic fields in the input 
medium are 𝐸1 and 𝐻1, while the electric and magnetic fields in the 
output medium are 𝐸2 and 𝐻2. Herein, 𝑀 is given by: 

𝑀 =  [
𝑐𝑜𝑠 𝑘𝑜ℎ 𝑖 𝑠𝑖𝑛 𝑘𝑜ℎ/𝛾1

𝛾1𝑖 𝑠𝑖𝑛 𝑘𝑜ℎ 𝑐𝑜𝑠 𝑘𝑜ℎ
]                                                (2) 

 
and  γ1 is given by: 

γ1 =  √
εo

μo

n1

cos θi

                                                                                (3) 

 

where ℎ  is thickness of thin film, 𝑘𝑜  represented as propagation 
coefficient (𝑘𝑜 = 2π/λ), 𝜀𝑜 and 𝜇𝑜 are represented as air permittivity 
and permeability, refractive index of material called n1 , angle of 
incidence called 𝜃𝑖. 

A concatenation of layers can be referred to as a system matrix, 
represented by the multiplication of individual layer matrices. This 
matrix used to calculate the overall coefficients of reflection and 
transmission. Open-filters [32] is used as open source of analytic 
thin film optical modeling where we can validate our 
characterization matrix results. 

Distributed Bragg Reflector (DBR) is a one-dimensional 
structure of simple photonic crystal. Optical band-gap is formed for 
Distributed Bragg Reflector as observed by solving Maxwell's 
equation (more detailed analytical solution for 1D and 2D photonic 
crystals can be accessed in [16]). The angle of incident and 
polarization should directly affect the width of band-gap. By 
incrementing the incidence angle to oblique, the TE modes band-
gap becomes wider, while the band-gap of TM mode becomes 
narrower. This finding leads us to the independence of the band-gap 
from the polarizations and angle of incidence, as presented later in 
the discussion section. The photonic band-gap would exist, when 
contrast of dielectric occurred. In this manner, DBR could be shaped 
by layers of silicon with thickness 550 nm (n = 3.48)   and SiO2 of 
thickness 550 nm (n =1.46). The Lorentzian-Drude (LD) model 
introduced in [9] is used, which explain the absorption and 
dispersion of silicon as a wavelength dependent function. 

2.2. Material modeling   

The coefficient of dispersion should be calculated to modal 
dispersive and absorptive materials. Herein, Lorentzian-Drude (LD) 
model through FDTD simulations are enrolled [34]. The LD modal 
divided into two models. The Drude model is defined as the first 
model that, due to intra-band transitions, directly affects 
background absorption and dispersion. The second modal that 
represents dispersive media by multiplying resonant frequencies is 
the Lorentz model. 

The model of semi-quantum reflects the electronic inter-band 
transitions. A material using the LD model’s complex permittivity 
could be expressed by: 

 𝜀(𝜔) = 𝜀⋈ + ∑
𝜎𝑛𝜔𝑛

2

𝜔𝑛
2 − 𝜔2−𝑖𝜔𝛤𝑛

𝑛                                                  (4) 

where ε⋈ is the instantaneous dielectric response (DC), Γn and ωn 
are the LD coefficients and σn is a position function that defines the 
power of the nth resonance. Figure 2 shows the optical model for the 
DBR structure to be optimized. The optimization process is 
considering the number of DBR layers, reflective index (n1– n2), and 
the thickness of the layer (h1, h2). 

2.3. Structure optical modeling using FDTD   

The finite difference time-domain (FDTD) algorithm is used to 
make simulation of light interaction with various structure of layers 
[35]. The (FDTD) algorithm is considered as a standard numerical 
technique in classical electromagnetism. To simulate (FDTD) 
algorithm, open source algorithm is used called MEEP [36].The 
simulated volume is reflected on the required simulation time and 
RAM that required to make simulation on MEEP. A runtime of 
nearly 10 ns per pixel per time step of time is needed with RAM of 
almost 100 bytes per pixel [37].  

MEEP was used to implement simulation of reflection and 
transmission of light by using different structure of light trapping. 
10 μm × 10 μm is volume that used in simulation with unit step and 
resolution of 10 nm and 10 respectively. The wavelength is set as 
550 nm to simulate sun irradiance for TM and TE modes. Figure 3, 
shows the modal with two detectors integrated for the calculation of 
transmitted and reflected field. 
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The maximum intensity of AM1.5G is determined to be 1000 
W/m2.  Two identical Gaussian light sources with a width from 200 
nm to 1500 nm and a mean wavelength of 550 nm, were utilized to 
represent TE and TM modes. It is important to model and integrate 
in MEEP the wavelength dependent variation in the real and 
imaginary parts of the refractive index for different materials used. 
Here, we integrate the published LD model to illustrate the complex 
refractive indices using the Lorentzian-Drude (LD) coefficients for 
the chosen materials with specific focus on Si as a semiconductor 
material. The compatibility of the  LD model with MEEP is 
considered as the main reason for selecting it [38]. 

 
Figure 2: Schematic diagram of the structure of the DBR under test. 

 
Figure 3: Schematic diagram used for the calculation of transmission and 

reflection spectra for the MEEP model.  

2.4. 2D optical modeling using Comsol Multi-physics   

Using the commercial simulator Comsol Multiphysics 5.0 [37],  
optoelectronic modeling is carried out. Comsol utilize finite element 
method (FEM) solver such that a tetrahedral mesh is selected based 
on the minimum feature length in the geometry under investigation. 
Various 2D optical structures devices could be simulated by optical 
and electromagnetic libraries and are modeled by the continuity, 
Poisson, drift-diffusion and Maxwell’s equations assuming 2D 
solution. The targeted solar cells with light trapping structure are 
described as a p-i-n junction [39]. Consideration is also provided to 
the bulk, surface recombination, and contact effects. The primary 
governing equations are given by [8]: 

−∇. (
εoεr

q
 ∇ V) =  −n + p + ND( 1 − fD) − NA(fA)

+ ∑ Ntj(δj −  ftj)                                          (

j

5) 

∇. Jn − ∑ Rn
tj

− Rsp − Rst − Rav + Gopt (t)

j

=  
∂n

∂t
+ ND

∂fD 

∂t
                                               (6) 

∇. Jp − ∑ Rp
tj

− Rsp − Rst − Rav + Gopt (t)

j

=  
∂p

∂t
+ NA

∂fA

∂t
                                                (7) 

where p and n are the excess hole concentration and minority-
electron concentration with respect to equilibrium,  NA and ND are 
the doping levels of acceptors and donors, Jp and  Jn are the current 

density for holes and electrons, Rp and Rn represent the bulk 

recombination of holes and electrons, Gopt  is the term for optical 

generation, Rsp  represents the recombination of surfaces, and  Rav 

and Rst  are trapping recombination. The required optoelectronic 
parameters per each layer are captured from the simulation tool 
library and the optical generation term is calculated using an Matlab 
based optical model, taking into confederation a doping level of 1018 
cm-3 in both the n and p sides [10].   

Herein, the optical generation parameter Gopt plays a critical 

role in investigating the optical impact of the proposed photons 
management structure in enhancing the performance of the solar 
cell. The expected enhancement can be attributed to the elongation 
of the optical path length inside the active materials under 
simulation. This elongation is directly reflected on the generation 
term.     

3.  Simulation Results 

3.1. Optimizing number of layer in DBR structure   

Si-SiO2 DBR structures have been simulated following the 
characteristics matrix analytical approach defined in the section 
two. Based on our previous work, these DBR structures were taken 
into account as an initial model to be optimized [8]. Firstly, the 
influence of the DBR layers on the presence of the optical band-
gap was originally discussed in Figure 4. The spectra showing the 
reflectance are plotted and the structures of two, four and six DBR 
layers have been simulated. Here, the ratio between the the 
reflected light and the incident light is termed as the optical 
reflectivity (dimensionless unit), cf. Figures 2 and 3.  

 

Figure 4: Si-SiO2 Reflectivity of DBR for different layer numbers. 

It is evident from Figure 4 that the occurrence of the optical 
band-gap is associated to the number of layers constructing the one 
dimensional photonic crystal structure. 550 nm optical band-gap 
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(from 550 nm to 1100 nm) was formed with reflectively of around 
0.95, while utilizing six DBR layers structures. In contrast, 
attention should be given to the trade in parameters concerned to 
the overall DBR dimensions and to the fabrication procedure 
sophistications. For instance, a sharper optical band-gap is 
anticipated by increasing the number of layers, more than six, 
however the complicity and fabrication cost will increase as well. 
Thus, the optimal structure in terms of layer count for such Si-SiO2 
DBR structure is the six layer DBR structure. It is worth noting 
that this layer number is not a global optimum, as the observation 
of the optical band-gap depends not only on the DBR layers count, 
but also plays the refractive index contrast plays an critical role.  

3.2. DBR thickness optimization  

Following the first optimization stage demonstrated in section 
3.1, Figure 5 shows the influence of the thickness variance on 
reflectivity. The DBR structure of six layers optimized in section 
3.1 is used. To reduce the variables included in the optimization 
problem under investigation, the thickness of both layers, SiO2 and 
Si, are considered equal. Figure 5 examined 550 nm, 250 nm, and 
125 nm reflectivity spectra. The nominated wavelengths are 
selected to fit the peak wavelength for the input source at 550 nm. 
Consequently,  λo , λo/2  and  λo/4 thicknesses have been 
simulated. As shown in Figure 4, the presence of the photonic-gap 
is associated at thin film thickness of λo/4. This is attributed to the 
maximum local point at which the maximum reflection occurs. 
The thin film thickness is nominated to be a 1/4 of the optical 
wavelength where maximum reflection is observed [14]. In view 
of the projection of a quarter wavelength layer of Si with a 
refractive index of n1  and light on a wavelength layer of λo, the 
thickness h1, which induces maximum reflection, is determined by 
[14]: 

ℎ1 =    
𝜆𝑜

4 𝑛1
                                                                                            (8) 

 

Figure 5: Six Si-SiO2 DBR reflectivity layers with various layer thicknesses.   

3.3. Refractive index contrast optimization  

Finally, Titanium dioxide is integrated as a direct substitution 
for Si, in order to examine the impact of refractive index contrast 
variation on the photonic-gap. TiO2 is chosen as an easily prepared, 
low-cost and efficient n-type semiconductor material, knowing 
that we have already investigated its refractive index 
experimentally in [28]. Manual as well as automated Dr Blade 
screen printing can be utilized, as a sol-gel method, to deposit thin 
film of TiO2 layer in micrometer range as previously discussed in 
[28]. In such context, diluted paste with isopropanol can be 
managed to tune the thin film thickness [27]. The large variation 
between the refractive index of TiO2, nearly 1.78, and that of Si, 

around 3.9 [26], negatively contribute to the detected width of the 
band-gap. This narrowing can be observed in Figure 6, as a 
reduced, less sharp optical band-gap with maintaining the number 
of layers in both DBRs under test.  

 

Figure 6: 125 nm, six layers Si-SiO2 and TiO2-SiO2 DBR reflectivity. 

3.4. Absorption profile simulation  

Towards more optical investigation in the DBR structure 
optimized in the previous versions, Comsol Multi-physics was 
utilized. Herein, six layers Si-SiO2 DBR modeled in the previous 
section were simulated. The electric field components are used to 
describe the absorption profile following the Poyting vector 
method illustrated in [8]. The demonstrated optical absorption 
profile shown in figure 7, at 550 nm, illustrates the trapping 
functionality of the DBR structure to trap light inside the active 
material seeking for optical path length elongation. Accordingly an 
enhancement of nearly 38% is recorded in the optical generation 
term. The simulation has been conducted over an optical 
wavelength range from 200 nm (UV-range) to 2000 nm (IR-range) 
with a peak at 550 nm.  

   

Figure 7: 125 nm, six layers Si-SiO2 absorption profile. 

3.5. Two-dimensional grating light trapping structure  

As shown in figure 8a, a 2D grating is characterized as 
structures that are periodic with a periodicity L in two-dimensions, 
(e.g. x-direction and y-direction), and are uniform in only one 
dimension (z-direction). We consider the propagation of incident 
light in the xz-plane. Since the structure considered is two-
dimensional, the reaction of the structures can be separately 
considered for the s-polarization, which has its electric field 
polarized along the y-direction, and for the p-polarization, which, 
as shown in figure 8b, has its magnetic field polarized along y-
direction. 
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With a periodicity L of 1 µm, SiO2 thickness d2 of 100 nm, and 
an aspect ratio (a/b) of 1 (figure 8b), a 2D Si/SiO2 grating structure 
is simulated. The minimum x-direction dimension b = 500 nm is 
used to allow such a device to be fabricated in an area of 200 µm 
x 200 µm. Furthermore, another experiment was carried out in 
order to simulate the same structure but with aspect ratio of 2.4. 
The reflectance of this structure is shown in Figure 9 in the near 
infrared region with an optical band-gap. With respect to the DBR 
structure, this shifting in the optical band gap structure is due to the 
scaling up of the minimum dimension length from 50 nm to 500 
nm.                

 

 

Figure 8: (a) 3D schematic for the structures of 1D grating. (b) X-Z cross section 

for 1D grating structure. 

 

Figure 9: 1D grating structure with aspect ratio of 1 (red curve) and 2.4 (blue 

curve). 

4. Fabrication Process  

As mentioned in the introduction, one of our targets here is to 
fabricate thin film to validate our proposed optical model. Herein, 
thermal evaporator and spin coater are suggested to be used for this 

process, while UV-Vis spectrometer is used for the optical 
characterization purposes. 

The thermal evaporator consists of different subsystems. One 
of the subsystems is the vacuum chamber, the control valves, the 
vacuum pumps are integrated to satisfy the vacuum itself, and the 
gauges is utilized to evaluate the pressure level in the chamber. 
Another obvious subsystem is the filament and the current source 
required to heat the filament and to control its temperature. 
Another subsystem measures the thickness of the deposited film so 
that we can know when the targets are evaporating and when the 
film deposition is complete. A more trivial subsystem is the 
framework used physically to hold the substrates and to control 
whether the evaporated material reaches the substrates. 

The Spin coater is equipment enrolled in deposing thin films to 
flat surfaces substrates. A coating material, usually called 
suspension, is drooped in the center of the sample before starting 
the spinning process.  The sample is then rotated either in one step 
or multi-steps with a certain rotating speed and acceleration. This 
rotation produces the thin film with the aid of centrifugal force.   

The speed and the acceleration chosen play an important role 
in adjusting the thickness of the produced film. The used 
suspension is usually chosen to be easily evaporated and volatile. 
It is also worth to mention that not only the speed and acceleration 
of rotation tune the thickness but also the viscosity and 
concentration of the suspension. However, in principle, the faster 
the rotation speeds, the thinner the produced film. Typically, spin 
coater are used in deposing thin films of few nanometers thick to 
micrometers range such as the photoresist materials. 

For optical characterization, the UV-Vis spectrometer used to 
scan the ultraviolet to near infrared regions including the visible 
portion of spectrum. The basic setup of the UV-VIS spectrometer 
is consisting of a light source which includes two lamps. The first 
is a tungsten-halogen lamp for the visible and the near infrared 
(NIR) region.  For the UV region, the deuterium lamp is used A 
NIR and a visible light detector are used in detecting light. Finally, 
fibers optics cables are used to connect the source detectors and 
sample holder (cf. Figure 10). 

 
Figure 10: (a) Measuring reflectance using three terminals fibres cable. (b) 

Measuring reflectance using source/detector setup. (c) Measuring the transmission 

5. Experiential validation  

In order to validate order optical proposed model, experimental 
validation take place using thin film based samples. A thermal 
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evaporation process is used to evaporate a 70 nm of Ag on a highly 
P-doped Si wafer. The highly P-doped Si wafer is chosen to 
maintain its optical characteristics during the fabrication process. 
The thermal evaporation process is done under a current rate of 12% 
where the tooling factor was previously determined using a dektak 
profilometer and it was found to be 0.551. The output evaporation 
rate is 0.1 nm/sec. Then a characterization process takes place 
using UV-VIS spectrometer to measure the reflectance of the 
sample in the desired portion of the spectrum as shown in figure 
10. The effect of adding the collimating lens is also considered here 
showing a more accordance with the simulation results than the 
without collimating lens results. The simulation results shown here 
are based on our optical numerical model described in the previous 
section.   

The results shown in figure 11 is not only considered as a new 
validation step to our optical model but it can also be considered 
as a validation to the new suggested measurement setup of the UV-
VIS spectrometer with adding collimating lens. The results show 
that the adjusted lens doesn’t cause any undesirable effect in the 
wavelength portion of interest making it possible to use such a 
setup in measuring the reflectance of small area samples.      

 
Figure 11: Comparison between the simulated and the measured reflectance of a 

70 nm Ag thin film. 

A 40 nm thin film of SiO2 is deposited on a Si <100> wafer 
using thermal evaporator. The tooling factor is calculated and it 
was 0.1812 while the current rate is set to be 35%. It is observed 
that the current needed to evaporate SiO2 is much higher than that 
used for Ag, this is due to the high evaporating temperature of SiO2 
with respect to that of Ag. The evaporation rate is varying around 
0.01 nm/sec. The Reflectance of the thin film is measured using 
the UV-VIS spectrometer as observed in figure 12. The figure 
shows a high accordance between the numerical simulated and the 
measured reflectance. It was found that due to the high evaporating 
temperature of SiO2 (about 1800 oC); it is not efficient to evaporate 
thin film of SiO2 using thermal evaporation technique. As 
deposing thin film of SiO2 must be done by more than one iteration, 
due to the very low evaporating rate, which causes a poor 
uniformity of the surface. 

 

Figure 12: Comparison between the simulated and the measured reflectance of a 

40 nm SiO2 thin film. 

It’s worth to mention here that the optical validation process 
implemented on two sample of thin films behaving as optical filter 
showed perfect agreement with the data captured from our 
proposed optical model. However, the validation process 
demonstrated in this paper is limited to thin films samples due to 
constrain associated with photonic crystals fabrication. 
Accordingly, we consider the validation step with fabricated 
photonic crystal structure as a future extension of the current work.  

6. Discussions 

After the iterations used to optimize DBR structure the output 
for three steps of optimization that shown in section 3 and also take 
in consideration the previous measurement in [8], shown in figure 
13. By our requested of optimization modal, it is shown the 
suitable match. Our represented structure is suggested structure to 
back reflector of thin film of solar cells. This model of structure 
lead to optical band-gap in near infrared and far visible region, 
(from 800 nm to 1100 nm) the low absorption occurred at the layer 
of Si. We attribute such extended band-gap to the refractive index 
contrast with respect to the DBR shown in figure 5. This structure 
showed below describe the performance of non-absorbed photons 
which cannot escape from active layer, after that the light trapping 
occurred inside material. It is worth to mention that the height (y-
axis reflectance value) is inversely proportional to the optical band 
gap-width [16]. The higher the reflectance the lower the band-gap. 

 

Figure 13: 125 nm, six layers Si-SiO2 DBR verification with previously 

published data in [5]. 

A primary downside within the proposed silicon-slica DBR 
structure is that the nonappearance of metal which may act as a 
counter electrode. Consequently, another altered DBR structure 
with Indium tin-oxide (ITO) rather than Si can be suggested. 
Though, the proposed planned structure will lack of a condensed 
optical band-gap because of the less index of refraction distinction 
with the ITO-SiO2   DBR with respect to the optimized Si-SiO2 
DBR structure. Additionally, the proposed ITO-SiO2 DBR 
structure will show more refined fabrication process, particularly 
within the deposition of SiO2 layer the thin ITO layer. Regularly 
the SiO2 deposition is achieved by chemical vapor deposition 
(CVD) at moderately high temperature. Such testimony conditions 
might influence the ITO electrical properties yet as morphology. 

Fundamentally, Nano-lithography technology can be 
essentially used to fabricate higher dimensions (2D and 3D) 
photonic crystal structure.  In this manner, more refined 
manufacturing processes and costs would be expected. This 
specifically influences the cost of delivered energy (Wh/$) by 
TFSCs. An inclusive analysis showing the effect of the 1D, 2D, 
and 3D PCs structure in terms of cost versus increase in conversion 
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efficiency can be carried out as a future task. In principle, 
alternative low-absorption solar cells can be upgraded using the 
same light trapping process.  

7. Conclusion 

The optimization in DBR structure that represented in the paper 

depends on thickness of layers, refractive index contrast and 

number of layers. The optimization of DBR structure implement 

in two step, firstly analytical implantation by MATLAB and 

secondly verification by using Open-filter. In order to simulate the 

solar spectrum (AM1.5G), Gaussian sources and FDTD were used. 

By using 6 layers of Si-SiO2 of DBR as result of optimization, 

the band-gap occurred in 550 nm. This band-gap represents a 

massive potential in Si as reflected near-infrared of photonics and 

this reflection avoid light from escaping from material. After 

comparing between previous data that published and our 

simulation results, the suitable match was chosen. On another hand, 

TiO2 was examined as alternative of Si to observe the effect of 

changing refractive index in the optical band-gap. At the end the 

effect of adding metal layer of ITO on Si as substitution was 

discussed in this paper and released the effect of it on the optical 

band-gap. Additionally, 2D grating structure was also examined 

based on the developed optical mode, where transmission spectra 

were simulated. Fabricated thin films were utilized to validate the 

optical model while a perfect matching was recorded.  

The proposed optical model has showed a great potential in 

designing optimal 1D and 2D photonic crystal structures with a 

tunable optical band-gap varying from 400 nm to 700 nm capable 

of integrating in various solar cells applications. Moreover, the 

study investigates the optical absorption profile for various 

photonic crystals seeking for minimum parasitic absorption.   
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 In this paper, a modified configuration of Single-Phase Seven-Level Packed U-Cell (PUC) 
Multilevel Inverter for solar photovoltaic system is presented & investigated for standalone 
operation. The Seven-Level MPUC Inverter comprises of six semiconductor switches & two 
DC links which generates seven voltage levels at the inverter output. The maximum 
amplitude of inverter output voltage is more than that of available maximum DC link value 
(i.e. sum of two DC link values). The voltage levels generated in the MPUC inverter is more 
with reduced number of components counts as compare to conventional multilevel inverter 
topologies like Cascaded H-Bridge (CHB) and Neutral Point Clamped (NPC). The 
proposed inverter finds application in PV System where green power is derived from two 
PV panels with different power rating and voltage rating connected to DC links. Several 
design considerations viz. the RMS value of inverter output voltage, switching frequency & 
voltage rating of semiconductor switches are taken into consideration to prove the 
advantages of the MPUC inverter. The simulation results of the MPUC inverter shows the 
appropriate operation of multilevel inverter. 
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1. Introduction 

Owing to growing number of consumers in addition to large 
scale power industries, the power grid has experienced large 
energy demand from last decade. Traditional bulky transformers 
are significantly replaced by power electronic devices because a 
lot of research work is happening in power electronic field these 
days resulting in advancement of semiconductor device 
technology. Power converters are utilized as a conversion medium 
for transferring green power either for grid or a standalone load. 
Economic pricing of power semiconductor devices makes it 
beneficial to produce and allow them in competitive market. 
Recently, the use of a greater number of switches in the converter 
causes no significant rise in pricing. This is the reason that the 
traditional two-level converters having high harmonics and power 
losses are   being interchanged by the   multilevel inverters having 
less switching frequency [1, 2]. 

Now, the focus of researchers has moved towards developing 
various topologies of multilevel inverters and their control 
strategies. So, the foremost attention is to reduce the component 
counts in these inverters. Fewer the component counts, lower the 

cost and power loss [3]-[5]. The two most popular commercially 
available multilevel inverter (MLI) topologies are CHB and NPC 
inverter topologies [6].             

Recently, the flooding of green power into the grid has become 
a prime concern [7]. Most of the countries have initiated to 
implement the solar power panels at broad scale to cater the local 
energy need. With the use of power electronic converters, the DC 
power is converted into AC power which is further transferred to 
the grid or a standalone load.  

Thus, the improvement in conversion efficiency and reduction 
in power loss of these converters are tackled in several reports [8-
9]. Conversion of DC voltage of PV system into AC waveform 
with low harmonics to be used by the grid or standalone load with 
high conversion efficiency and small size filtering requirement can 
be fulfilled by single-phase multilevel inverters (MLI) [10]. 

The key problem with most of the topologies are to use 
numerous isolated DC sources which makes it difficult for its 
practical implementation. An isolated DC source can be made by 
an AC transformer and diode bridge rectifier which is a costly 
affair and become bulky for manufacturing. Consequently, 
topologies having single DC source i.e. NPC (Neutral Point 
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Clamped) inverter and five-level PUC (PUC5) inverter [11] are 
commercially more viable than other new topologies. 
Nevertheless, some topologies e.g. CHB are utilized for very high-
power applications owing to necessity of large number of DC 
sources.  

In latest survey, seven-level PUC inverter topology was 
introduced which has many advantages like low component counts 
and numerous output voltage levels [12]. The key problem with 
PUC inverter is its maximum output voltage level which is actually 
the maximum available DC link value of the topology. In recent 
times, a seven-level modified PUC inverter topology has been 
presented which provides an alternative for those applications 
where several Photovoltaic panels are available for connecting it 
to isolated DC links. In [13], the authors demonstrated that 
Photovoltaic panels having different voltage rating & power rating 
can be coupled with two DC link of modified PUC inverter 
topology.  

In this paper, modification of Seven Level Packed U-Cell 
inverter is done for solar PV systems. MPUC inverter topology is 
similar to CHB inverter having unequal DC sources where two 
cells produces seven voltage levels. The introduced inverter has a 
smaller number of semiconductor switches than the CHB inverter 
with equivalent performance. In MPUC inverter, two unequal DC 
sources (i.e. two PV panels with different power rating) are 
required to generate seven output voltage levels by means of 
reduced harmonic and uniformly distributed voltage levels. The 
maximum inverter output voltage level is sum of amplitudes of two 
dc sources. So, authors call it as Modified PUC Inverter (MPUC).  

The seven-level PUC inverter is elaborated in section II. 
Subsequently, seven-level MPUC topology is described in section 
III. The rms value of seven level inverter output voltage for 
standalone operation is discussed in section IV. The results 
obtained from simulation of MPUC inverter has been given in 
section V. Conclusion is specified under section VI. 

2. Seven-Level Packed U-Cell Inverter 

The template is used to PUC inverter topology was first 
introduced by Al-Haddad in 2010 & later it was advanced by Hani 
Vahedi in 2015 [14]. PUC inverter is among the most promising 
multilevel inverters which takes advantages of both Flying 
Capacitor Converter (FCC) & CHB inverter. This topology is 
known as Packed U-Cell as the shape of each inverter unit is in U 
form. In Each U Cell, it contains two semiconductor switches & 
one DC voltage source. PUC topology work only with one DC 
source & a smaller number of active and passive components. Six 
semiconductor switches with anti-parallel diodes are used to 
achieve seven voltage levels which is evident from figure 1. 

These 6 switches are divided into two legs having three 
switches in each leg. In one leg, there are three main switches (Q1, 
Q2 & Q3) and in another leg, there are three complimentary 
switches of main switch (Q1’, Q2’ & Q3’). 

Various voltage levels are achieved either through DC voltage 
sources available or through their series opposition   provided the 
amplitude of second DC source (V2) is equal to one third of 
amplitude of first DC voltage source (V1) i.e. V1= 3V2. Thus, 
inverter output voltage has seven-voltage levels i.e. 0, ±V2, ±2V2, 
and ±3V2. From the Table I, it can be concluded that there are 3 

positive voltage levels, 3 negative voltage levels and 2 zero voltage 
levels (viz. state 4 and 5). All eight switching states are shown 
graphically in Figure 2. Zero voltage level can be achieved only 
when the load is either shorted through main switches or through 
complimentary switches. Redundant zero voltage states are 
utilized by appropriate means just for reduction in switching 
frequency at the time when there are changeover in between 
positive & negative half cycles of AC signal. 

 
Figure 1: Packed U-Cell (PUC) Inverter Topology 

Table 1: Complete Switching States & Voltage Levels 

Switching 
States 

Q1 Q2 Q3 Q1’ Q2’ Q3’ Vinv = 
VL 

1 1 0 0 0 1 1 V1 
2 1 0 1 0 1 0 V1 - V2 

3 1 1 0 0 0 1 V2 
4 1 1 1 0 0 0 0 
5 0 0 0 1 1 1 0 
6 0 0 1 1 1 0 - V2 
7 0 1 0 1 0 1 V2 - V1 
8 0 1 1 1 0 0 - V1  

From above switching states Table I, it can be concluded that 
irrespective of change in switching frequency and carrier 
frequency of adopted PWM technique, the switches Q2 & Q2’ 
operate at line frequency (i.e. 50 Hz). This results in significant 
reduction of switching losses. Thus, the switches produce flow of 
current in the DC bus resulting in the use of a series diode for 
blocking the reverse voltage. To overcome this problem, an energy 
storage element i.e. Capacitor is used as a second DC source. The 
voltage across capacitor must be one third to that of V1 which can 
be achieved by various voltage balancing techniques. The current 
through the capacitor is in positive and negative parts which shows 
that there is charging and discharging in the capacitor [15]-[19]. 
Thereby achieving the desired voltage level for generating 
constant desired inverter output level. The biggest issue in using 
PUC inverter topology is its low maximum voltage level i.e. the 
maximum amplitude of the PUC inverter topology is maximum 
value of amplitude of the two voltage sources. Thus, the PUC 
inverter can’t generate voltage more than the maximum value of 
the two voltage sources. So, it doesn’t get application in medium 
or high-power applications [20]-[23]. 

AC
  L

O
A

D

Q1

Q2

Q3

Q1'

Q2'

Q3'

VL

V1

V2

http://www.astesj.com/


K.B. Sahay et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 959-966 (2020) 

www.astesj.com     961 

STATE 1  STATE 2 

 STATE 3  STATE 4 

 STATE 5  STATE 6 

 STATE 7  STATE 8 

 

 Figure 2: Switching States for PUC Inverter Topology 
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3. Seven-Level Modified Packed U-Cell Inverter 

Due to recent advancement in solar panels and its economic 
cost, it becomes feasible to use number of PV panels as DC 
sources. Hence multilevel inverters using large number of DC 
sources are justified economically. The maximum output voltage 
in PUC inverter is not more than that of maximum DC voltage 
source magnitude. To solve this issue, the MPUC inverter topology 
is proposed as shown in figure 3. The DC source (V2) is attached 
in reverse direction when compared to PUC inverter. So, the lower 
switches viz. Q3 & Q3’ have also been reversed to hinder current 
through diodes. Thus, with appropriate use of gate pulses, the path 
of current flow can be allowed or hindered. Various Switching 
states & output voltage levels for MPUC inverter is shown in Table 
II. From table II, it can be concluded that maximum inverter output 
voltage of MPUC inverter is nothing but total addition of two DC 
voltage sources i.e. V1+V2 which can be obtained by joining two 
voltage sources in series. Thus, we are getting more voltage 
amplitude by this proposed topology. It is evident that seven 
uniform voltage level is produced by MPUC inverter provided the 
second DC source (V2) amplitude is two times the first DC source 
(V1) amplitude i.e. V2 = 2V1. So, the output voltage levels have 
following levels: 0, ±V1, ±2V1, ±3V1. Thus, the maximum output 
voltage amplitude will be 3V1 while maximum DC source is equal 
to 2V1. The voltage level 3V1 is obtained by joining two DC 
voltage source V1 & V2 in series which appear on load. The voltage 
level 2V1 can be achieved by making second DC voltage source V2 
to be appear on the load. The voltage level V1 can be achieved by 
making first voltage source V1 to be appear on the load [24]-[26].  
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Figure 3: MPUC Inverter Topology 

Table 2: Complete Switching States & Voltage Levels 

Switching 
States 

Q1 Q2 Q3 Q1’ Q2’ Q3’ Vinv = VL 

1 1 0 0 0 1 1 V1 + V2 

2 1 0 1 0 1 0      V2 

3 1 1 0 0 0 1 V1 

4 1 1 1 0 0 0 0 

5 0 0 0 1 1 1 0 

6 0 0 1 1 1 0 - V1 

7 0 1 0 1 0 1 - V2 

8 0 1 1 1 0 0 - V1 - V2  

Eight switching states are presented graphically in figure 4. 
Here are two redundant zero voltage states viz. state 4 and 5 which 

is used in the reduction of switching frequency. When zero voltage 
level is required to be generated at the output, the modulation 
technique selects the appropriate state in state 4 and 5 to give gate 
pulse to switches which gives less change in Turn-On & Turn-Off 
mode of operation resulting in significant reduction in switching 
frequency. From the switch states shown in table II, it can be 
concluded very clearly that irrespective of change in switching & 
carrier frequency, the two switches viz. Q2 & Q2’ operate at the line 
frequency i.e. 50 Hz. 

4. Design Consideration of Standalone Operation 

A mathematical analysis has been done for the standalone 
application of MPUC inverter supplying power to single-phase 
load. Here we aim to determine general expression for output 
voltage waveform of seven-level MPUC inverter based on figure 
5. 

The general expression for determining RMS voltage is given 
by: 

( )2

0

0

1 T

r
V v t dt

T
= ∫                                  (1) 

where Vr  is RMS voltage, 0v  is time function of voltage and T 
is time period of the periodic function.  

Thus equation (1) can be rewritten as follows: 
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      = 1
2 8 9V α β γ

π
+ +

                               (3) 

whereα , β and γ are angles at which reference signal crosses 
voltage levels as fixed lines between the carriers. The RMS value 
of output voltage can also be determined in term of modulation 

index ( am ) and maximum output voltage level ( max 12V V= ) 
which is given as follows: 

max0.725r aV m V= × ×                               (4) 
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Figure 4.   Switching States for MPUC Inverter 
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Figure 5: Seven-Level Inverter Output Voltage Waveform 

5. Simulation & Results 

The introduced MPUC inverter topology is simulated in 
standalone mode of operation to validate the above analysis. Six 
IGBT switches are taken in the simulation model. The switching 
algorithm adopted is elucidated in [16] where four level shifted 
carriers are used for modulating the reference signal. Thus, gate 
pulses are given to all the six pulses. Table III gives complete view 
of simulation parameters.  

Here two DC sources viz. V1 and V2 are joined to different 
DC links of PV panels having different power & voltage rating 
and standalone load has been taken at the output. At higher 
switching frequency, passive components size reduces 
significantly.  

Here the MPUC inverter is connected to RL load because 
most of the AC loads are inductive in nature. The parameters of 
RL load is specified into table III and results obtained from 
simulation has been given in figure 6.  

The inverter output voltage waveform i.e. Vinv has seven 
uniform voltage levels having maximum of 120 Volt i.e. the total 
addition of two DC sources. The uniformly distributed & 
symmetric structure of inverter output voltage & current shows 
proper selection of modulation technique. THD of inverter output 
voltage waveform with no use of any filter is 23.96 % which is 
evident from figure 7. THD for output current waveform is 1.24 % 
which is evident from figure 8. Thus, the current THD is less than 
5 % which is as per IEEE STD 519. Thus, the filtering requirement 
will be small and economical for MPUC inverter applications 
especially renewable energy.  

For determining switching frequency of MPUC inverter 
topology, the inverter output voltage as well as gate pulses for 
switches Q1, Q2 & Q3 has been shown for one time period of 
output voltage which is given in figure 9. Based on number of 
switching pulses for one cycle, we can determine the switching 
frequency of MPUC inverter switches which is given in table IV. 
Since each switch in one U cell operate in complimentary, so both 
the switches in a U cell will have same frequency. During 
switching time, the upper switches viz. Q1 & Q1’ have to block 
voltage V1 & lower switches viz. Q3 & Q3’ have to block voltage 
V2. So, the voltage rating of upper switches and lower switches are 
V1 and V2, respectively. The two middle switches viz. Q2 & Q2’ 
have to suffer higher voltage than other switches i.e. V1+V2. So, 
the voltage rating of two middle switches are V1+V2.   

The middle switches operate online frequency i.e. 50 Hz. So 
middle switches operating online frequency and high power are 

placed into middle U cell. Thus, a comparative study based on 
component counts is performed among popular Cascaded H-
Bridge (CHB) inverter & MPUC inverter. The main limitation of 
MPUC inverter is that the unequal shading of Photovoltaic panels 
may cause deterioration of power balance between two DC links 
which may lose voltage control.  

 
Figure 6: MPUC Inverter Output Voltage & Current Waveform 

 
Figure 7: FFT Analysis for Inverter Output Voltage 

Table 3: Parameters Used in Simulation 

Parameters Values 

First DC Source (V1) 40 Volt 
Second DC Source (V2) 80 Volt 

Frequency (f) 50 Hz 
Switching Frequency 

(fPWM) 
1 KHz 

Resistance (R) 2 ohm 
Inductance (L) 15 mH 
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Figure 8: FFT Analysis for Inverter Output Current 

 
Figure 9: One Complete Cycle of (i) Inverter Output Voltage (ii) Q1 Gate Pulse 

(iii) Q2 Gate Pulse (iv) Q3 Gate Pulse 

Table 4: Switching Frequency of Inverter Switches 

Q1 & Q1’ 1250 Hz 

Q2 & Q2’ 50 Hz 

Q3 & Q3’ 500 Hz 

Table 5: Comparative Study of Component Counts 

Topology Number of 
Switches 

DC Sources 

7-level CHB 
(Equal DC Sources) 

12 3 

7-level CHB 
(Unequal DC 

Sources) 

8 2 

7-level MPUC 
Inverter 

6 2 

6. Conclusion 

In this paper, the modified form of Packed U-Cell inverter 
topology has been presented and validated on MATLAB 
Simulink. The proposed MPUC topology can generate seven 

levels of inverter output voltage with acceptable harmonic 
contents. Unlike PUC topology, the proposed topology is capable 
to produce maximum output voltage level which is more than the 
available maximum voltage source. In this topology, the DC 
source amplitudes gets added so that it can supply more power at 
the output. The switching algorithm adopted in MPUC inverter is 
such that it can operate at less switching frequency. Furthermore, 
this topology is targeted for PV applications for delivering power 
from different voltage rating PV panels. To show this, simulation 
results are given to verify THD for inverter output voltage & 
output current. Likewise, the comparison of MPUC inverter & 
CHB inverter proved the suitability of proposed inverter for 
advantages like fewer component counts, economical 
manufacturing cost and compact package owing to reduced filter 
size. 
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Recognizing the human behavior and gesture has become important due to the increasing
use of wearable devices. This study classifies hand gestures by creating sound in the inaudible
frequency range from a smartphone and analyzing the reflected signals. We convert the sound
using Short-Time Fourier Transform to magnitude and phase. We trained two types of data
on Convolutional Neural Network model. And then we propose a method applying soft voting,
an ensemble technique, to improve classification accuracy taking the average of two models’
result. In this paper, the classification accuracy of the Mag model is 96.0% and the classification
accuracy of the Phase model is 90.0% for 8 hand gestures. While the ensemble model showed
96.88%, which is better than Mag and Phase models.

1 Introduction

With the advancement of IT technology, the use of wearable devices
such as smartwatches and IoT-based devices is becoming more pop-
ular. However, as devices become smaller for portability, there are
some limitations, including the difficulty of controlling these devices
using buttons or touches. To date, lots of studies are being conducted
to overcome this limitation. Most studies collect and recognize data
from sensors like cameras and controllers [1]–[4]. However, it is a
fatal flaw that requires a sensor or product to recognize movement.
Therefore, in this study, we propose a hand gesture classification
using a smartphone without a separate sensor.

When the smartphone’s speaker makes an inaudible sound, the
microphone records this sound. A subject performs a hand gesture
while recording is in progress, the signal hit by the subject’s hand
and reflected changes in frequency domain because of the Doppler
effect. There are several methods to analyze a signal into time and
frequency domain, among them, we analyzed the signal using the
Short-Time Fourier Transform (STFT) [5]. This is because STFT
converts the data into a 2D grid-like topology with time and fre-
quency domains. It can be easy to input in 2D Convolutional Neural
Network (CNN) [6]. In this way, the sound signal is transformed
into magnitude and phase. We propose a method to increase the
classification accuracy of the independently trained magnitude and
phase CNN models by applying soft voting, an ensemble technique.

As a result, the proposed method showed a classification accuracy
of 96.88% for 8 hand gestures.

The rest of this paper is organized as follows. It introduces the
hand recognition and classification research using ultrasound and
ensemble technique in Chapter 2, describes the method proposed
in Chapter 3, evaluates its performance in Chapter 4, and finally
concludes this paper in Chapter 5.

2 Related Work

In this chapter, we briefly introduce how hand gesture recognition
and classification are being used, and studies using ultrasonic signals
and studies to improve the performance of a model using multiple
CNN models are described.

First, the current status of research on hand gesture recognition
and classification is introduced [7]. Data for hand gesture recog-
nition and classification are collected from various sensors, for
example, mount-based sensors, multi-touch screen sensors, vision-
based sensors, and ultrasonic-based sensors. The collected data are
trained on machine learning models used in various fields, such as
human-robot interaction, virtual manipulation, sign language, and
gaming.

Second, studies on recognizing or classifying hand motions us-
ing ultrasonic signals will be described. There is a study called
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FingerIO that uses smartphone and smartwatch to find fingers using
the microphone and speaker [8]. In this study, they use sound in
a inaudible frequency range and track the fingers’ position by Or-
thogonal Frequency Division Multiplexing (OFDM). Other study
proposes a deviceless gesture tracking scheme. This is called LLAP
(Low-Latency Acoustic Phase) [9]. In this study, they use micro-
phones and speakers that built-in on mobile devices to track hands
and fingers. This study measures the phase changes that is formed
by movement and converts the changes into the distance of the
movement. There is a paper that classifies hand gestures using two
smartphones [10]. One used as a microphone, while the other used
as a speaker. In this paper, they used STFT. These window size is
500, and overlapped size is 475. The frequency resolution is 2,048.
As a result, their proposed CNN model classified 8 hand gestures
with a classification accuracy of 87.75%.

Finally, studies using multiple CNN models will be described.
These two papers [11, 12] explained ensemble method. In paper
[12], the performance of the model for classifying hand gestures
was improved using the ensemble technique. They ensembled three
types of classifiers: a polynomial classifier, a multi-layer perceptron,
and a support vector regression. So, they obtained median recogni-
tion rates per moment in time of more than 86%. Another paper [13]
is a paper that improves performance by fusion of GoogLeNet, VG-
GNet, and ResNet. The performance was improved by extracting
feature layers (100-dimensional and 40-dimensional fully connected
and softmax) to each model and attaching them. This paper imple-
mented a model that recognizes the motions of a person in an image,
and performance improved in order when only one of the three
models mentioned above was used, when two were used, and when
all three were used.

3 Proposed Method

Our system can be divided into three steps (data acquisition, data pre-
processing and model training) like Figure 1. First, we collect sound
data using our own application. Then, the data are pre-processed by
STFT on MATLAB. Lastly, We train the pre-processed data on the
proposed CNN model.

Figure 1: Overall system architecture.

3.1 Data Acquisition

We collected data with a smartphone application developed in
Android Studio. This application produces a single frequency of
20 kHz on the smartphone’s speaker. At the same time, the applica-
tion starts recording on the smartphone’s microphone. The speaker
and microphone are activated for 3 seconds, and a subject makes
a hand gesture within that time at a distance of 1–5 cm from the
smartphone. The application stores the sound reflected by gestures.

When collecting data, only one subject in the office performing hand
gestures to reduce the noise.

3.2 Data Pre-processing

We have used STFT to convert sound data because STFT informs
the change of frequency over time. A window size of 5,000, an
overlap size of 4,750, and a frequency resolution of 2,048 are de-
tailed information of STFT we used. The microphone recorded for
3 seconds, but the speaker only produced up to 2 seconds. So, we
cut off the last second of the data. We also trimmed the data around
20 kHz to suppress the background noise and reduce the number
of data. As shown in the Figure 2, the raw data graph represents
amplitude value only, however the STFT spectrogram represents
the signal intensity using color. STFT data contain magnitude and
phase parts. Figure 3 shows magnitude of STFT data, and Figure 4
shows phase of STFT data. So, we pre-processed the sound data to
magnitude and phase data.

Figure 2: Recorded raw data amplitude graph.

Figure 3: STFT spectrogram (magnitude).

Figure 4: STFT spectrogram (phase).
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Figure 5: The structure of Mag and Phase models.

Mag Data

Voting

(average)

Phase Data CNN model

CNN model Classification result

Classification result

Figure 6: The structure of ensemble model.

3.3 Model Training

We propose two CNN models which called Magnitude (Mag) model
and Phase model. Mag and Phase models have the same architecture.
The models trained with one part of pre-processed data (magnitude
or phase). The data were trimmed to the specific frequency range of
19.8–20.2 kHz through STFT. The models are largely composed of
5 parts: convolution layers, max pool layers, an average pool layer,
a fully connected layer and a softmax function. There are 8 pairs of
a convolutional layer and a max pool layer in the models to extract
data feature. The filter size of the convolutional layer is 1 × 3, and
the filter size of the max pool layer is 1 × 2 and 2 × 2. The output
of pairs of the convolutional layer and the max pool layer passes
through an average pool layer of 3 × 2 and then through a fully
connected layer. Figure 5 shows the structure of our CNN models.

After that, the models were ensembled by taking the average of
the softmax function outputs (soft voting). When Mag and Phase
models train, the ensemble model not affected training but is only
used when testing. Two results of softmax function are calculated
by inputting magnitude data and phase data for one hand gesture
into each model. The size of the softmax result of each model is the
same as the number of classes, and a new softmax result is created
by averaging two softmax results corresponding to each hand ges-
ture. The operation is as (1). In this equation, S means the result of
softmax funcion.

S ensemble =
S mag + S phase

2
(1)

Figure 6 shows how to progress the ensemble model. The mag-
nitude part of the STFT is input to the Mag model and the phase part
is input to the Phase model to calculate the average of the softmax
matrix outputs from each model. The class that has the largest value
among the values of the average matrix is the predicted class of the
ensemble model.

4 Evaluation

4.1 Experiment Setup

In the experiment, we have collected the data to TG&Co.’s LUNA
smartphone in an office where only one subject performed hand
gestures. The application was developed in the Android Studio en-
vironment. The UI of developed application is as Figure 7. The
smartphone was placed on a flat desk and recording started when
the REC-START button was pressed. The application activated the
speaker to produce a single frequency at 20 kHz and the microphone
to start recording. After 3 seconds, recording stopped automatically.

The saved sound data were transferred from the smartphone
to the computer. The data were converted to STFT on MATLAB
R2019b. The models were implemented using the Tensorflow 1.6.0,
and Python 3.4.8 for running the Tensorflow. Training and test were
performed on a GPU server which operates CentOS 7.5 and uses
Intel Xeon Silver 4114 CPU. The learning progressed about 4,000
epochs. Besides, a 5-fold cross validation technique was used to
increase the reliability of the models.
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Figure 7: UI of developed application.

4.2 Gesture Dataset

In this study, 8 hand gestures were classified. Figure 8 shows 8
hand gestures that were used as a dataset. The subject gestured at
a distance of 1–5 cm from the phone without touching the screen.
This action was performed within 3 seconds and repeated 100 times
per gesture. Through this process, we have collected a total of 800
data. The data were divided into training data and test data at a ratio
of 8:2.

• Do nothing : Do not move the hand while recording.

• Block : Block the microphone with palm while recording.

• Move : With the palm open, record perpendicular to the screen.
Place the hand at the beginning of the arrow and move it in
the direction of the arrow while recording (to right, to bottom,
to left, to top).

• Draw : Stretch only index finger and draw on the screen once
in the direction of the arrow (circle and triangle).

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 8: Used hand gestures.

4.3 Experiment Result

When performing STFT, the STFT result value also changes de-
pending on the window size, so that we evaluated this. We tested the
classification accuracy by increasing the window size from 2,000
to 8,000 in steps of 1000 using only magnitude data. In all window

sizes, the frequency resolution and overlap size were unified to
2,048 and 95% during the evaluation. The classification accuracy
by window size is shown in Figure 9. Therefore, the evaluations of
the Phase and ensemble model were proceeded when window size
is 5,000.

Figure 9: Classification accuracy by window size.

In conclusion, we presented the ensemble model that classified
8 hand gestures as 96.88% classification accuracy. We estimated
Mag, Phase, and the ensemble model when window size is 5,000.
Mag model showed 96.0% classification accuracy, and Phase model
showed 90.0%, slightly lower than Mag model. However, when
these two models were ensembled with our method, the perfor-
mance improved, showing a classification accuracy of 96.88%. Not
only classification accuracy but also various evaluation indicators
were tested. Figure 10 shows precision, recall, F1-score, and accu-
racy of each model. It can be seen that the ensemble model better
than the two models in all evaluation indicators.

Figure 10: The performance comparison of each model.

We plotted the confusion matrices to also check the accuracy
corresponding to each class. The confusion matrices are shown in
figures 11– 13. Comparing the confusion matrices, it can be seen
that the Mag and Phase models differ in the class that predicts well.
For example, in Mag model, ’do nothing’ gesture shows the highest
accuracy, but not in Phase model. Since the accuracy of Mag model
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is higher than that of Phase model, the ensemble model shows a
similar pattern to Mag model. Also, almost classes of the ensemble
model show better accuracy than Mag and Phase models.

Figure 11: The confusion matrix of Mag model.

Figure 12: The confusion matrix of Phase model.

Figure 13: The confusion matrix of the ensemble model.

5 Conclusion
This study classified hand gestures using inaudible sound using a
smartphone’s speaker and microphone. We used our own application
to produce and record 20 kHz sound while gesturing. The sound
data were converted to STFT as magnitude and phase data. These
data used for training and test in our CNN models. We proposed
Mag and Phase models, and also suggested ensemble method using
soft voting to improve classification accuracy. As a result, our model
showed 96.88% classification accuracy for 8 hand gestures.
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This article proposes a cost-aware autoscaler for microservices-based applications deployed
with docker containers. This autoscaler decreases the cost of the application deployment
as it reduces computing resources. In elastic treatment, microservice resources are scaled
when the used metric as the central processing unit (CPU) exceeds the threshold. In
case of threshold exceeding, an autoscaler adds many instances of docker containers in
order to satisfy the need of the application. In many studies, the autoscaler adds many
containers without selecting the appropriate microservices for scaling and without in
advance calculation of the adequate number of containers. This may lead to allocating
additional resources to inappropriate microservices and a non optimal number of containers.
For this reason, we propose our autoscaler ”Docker-C2A” which identifies the adequate
microservices to add resources. It also calculates the optimal number of needed containers.

”Docker-C2A” analyses the state of the application, uses the execution history and uses
a Particle Swarm Optimization (PSO) algorithm to identify the adequate microservices
for scaling resources and to determine the optimal number of containers. As a result,

”Docker-C2A” helps to reduce computing resources and to save extra costs. Experimental
measurements were conducted on a microservices-based application as a concrete use-case
demonstrating the effectiveness of our proposed solution.

1 Introduction
Microservices is an architectural style of development consisting of
a collection of small independent and loosely coupled components
[2]. Nowadays, several companies like Amazon, Linkedin, Spo-
tify and Netflix have migrated towards microservice architecture
in order to increase the efficiency and the scalability of computing
resources.

Currently, the most of microservices-based applications are de-
ployed in docker containers [3] and orchestrated with kubernetes
tool [4]. Docker is a container technology designed for creating,
deploying and running applications using containers. The latter
allow developers to package up an application with all needed parts
such as libraries and deploy it as one package. Each instance of
a microservice is a docker container. They are orchestrated and
deployed in a cluster of VMs (Virtual Machines) configured by
kubernetes, an open-source container orchestration system created
by Google for automation of application deployment, scaling and

management.

When there is a rise on the workload, microservices resources
are overloaded and thus additional resources should be allocated.
One of the most important stakes in Cloud environment is to mini-
mize computing resources so as to reduce the deployment cost of
the application. We can resolve this issue and optimize comput-
ing resources using autoscaling techniques. Over-provisioning of
computing resources leads to allocating unused resources. Whereas,
under-provisioning causes performance degradation of the appli-
cation. Thus, an autoscaling technique should identify the needed
resources for the application in order to allocate quasi-exact needed
computing resources.

In literature, few autoscalers are proposed for containers and
microservices-based applications, and most existing solutions have
the same treatment as kubernetes autoscaler. The autoscaler of ku-
bernetes is called Horizontal Pod Autoscaler HPA [5]. HPA scales
the number of containers based on CPU usage. CPU threshold is
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specified by the user. When the application receives high work-
load due to the increase of requests number, many microservices
are overloaded and the CPU threshold is exceeded. Consequently,
kubernetes HPA adds one container instance to each overloaded
microservice. If the threshold is still exceeded, the autoscaler con-
tinues adding other containers until reaching the normal state of
the CPU or the maximum number of containers. This autoscaling
process has several issues that allocate many resources and thus
charge a high deployment cost.

The first issue is the usage of CPU metric. In fact, using CPU
metric in autoscaling is not effective and may lead to allocating
unnecessary resources. Indeed, it was proved in [6] that a high
CPU usage means that the container instance is fully utilized, but
it can still provide acceptable response time without adding more
resources. So, it is possible to execute further requests and to have
acceptable response time even if we have high CPU and high work-
load. This is also why many elastic solutions tend to use response
time metric instead of CPU usage to benchmark their autoscaler.
Moreover, it is highly recommended to use response time metric
instead of resource metrics as CPU when launching autoscaling
actions.

The second issue is that existing autoscalers do not select the
adequate microservices for adding resources. In fact, the microser-
vices of an application are in relationship, and an issue in a given
microservice may be propagated to other ones. Similarly, if this
issue is resolved for a microservice, it is automatically resolved for
related microservices. Thus, an autoscaler should select and find the
eligible microservices for scaling. To do that, the autoscaler should
analyze the whole application with an overview of all microservices.
Also, it should use the execution history of the application to find
eligible microservices.

The third issue is that existing autoscalers do not calculate the
needed number of containers for each microservice and do not react
fast. For example, the autoscaler of kubernetes adds containers one
by one until reaching the normal state. In this case, the normal state
is recovered after a period of time, while in Cloud applications, the
time constraint is critical and fast scaling actions are requisite. Then,
the autoscaler should calculate and estimate the needed number
of containers for each microservice from the beginning to launch
fast actions. To do this, the autoscaler should analyze the appli-
cation and its microservices to estimate the adequate number of
containers for each microservice. Moreover, it should consider the
execution history and the architecture of the application as the re-
lationship between microservices to estimate the adequate number
of containers. As a result, the autoscaler calculates precisely the
needed number of container and launches fast actions. This leads to
optimize computing resources and deployment cost.

This paper proposes ”Docker-C2A” a Cost Aware Autoscaler
for microservices-based applications deployed with docker contain-
ers. This autoscaler focuses on existing issues in order to optimize
computing resources and reduce deployment costs. Firstly, ”Docker-
C2A” is based on response time metric instead of CPU metric. Also,
it selects eligible microservices for scaling and calculates the op-
timal number of containers to be added to each microservice. To
do this, during autoscaling treatment, ”Docker-C2A” considers
the architecture of the application and the relationship between
microservices. In addition, it uses the execution history of the

application and executes a PSO algorithm. As a result, ”Docker-
C2A” selects appropriate microservices for scaling and calculates
the needed number of containers for each microservice. Experi-
mental results conducted on a concrete use case demonstrates that
we can satisfy high workload with minimum computing resources
by allocating a small number of containers. Thus, ”Docker-C2A”
optimizes computing resources and reduces the deployment cost.
And that is the main purpose of this autoscaler.

This paper is organized as follows: Section 2 presents the related
work. Section 3 presents the motivating example of our autoscaler.
Section 4 presents in details Docker-C2A autoscaler. Section 5
details the PSO algorithm in Docker-C2A. Section 6 discusses the
experimentations. We conclude the paper in Section 7.

2 Related Work

Autoscaling is dedicated for optimizing resource allocation in or-
der to avoid allocating unused resources and to reduce the cost
of deployment. Few studies were proposed for the autoscaling of
microservices-based applications focusing on containers. As it was
explained in section 1, these solutions have many issues. In fact,
most of these solutions focus on CPU metric. Also, the resource
allocation is not accurate as many resources are allocated without
selecting the adequate microservices for scaling and without previ-
ous calculating the needed amount of resources. This may lead to
allocating unused and unnecessary resources and thus charging the
user extra costs. In this section we review these studies and explain
the shortcomings of each one.

In [7], the author designed a container-based autoscaling policy
with a mathematical model dedicated for Iot applications based
on containers and microservices. This autoscaler uses two main
metrics, number of requests and resource related metrics as CPU
or memory usage. Also, it uses the history of the application to
take adequate actions for similar cases recorded in the history. After
each scaling action, the autoscaler waits for a cooling period defined
by the user to avoid launching other scaling actions until the appli-
cation becomes stable. The main objective of this autoscaler is to
minimize computing resources and the deployment costs. Using the
history, this autoscaler calculates and estimates the optimal number
of containers used to scale each microservice. Although this solu-
tion estimates the needed resources for allocation, it does not select
the eligible components for scaling.

In [8], the author presented a message queue as a specific use
case in IoT context. They considered metrics related to message
queue mi- croservices. Two classes of microservices were consid-
ered, compute-intensive and I/O-intensive. In [9], the author aimed
to adjust computing resources to the incoming load. In scaling
process, a new container is added when the response time exceeds
1000 ms in a 15 s window. A container can be removed if it uses
less than 10% of cpu. These two studies neither select containers
and components for scaling nor calculate the adequate quantity of
resources to be allocated.

In [10], the author proposed a genetic algorithm for resources
allocation and elasticity management dedicated for microservices-
based applications deployed on a containerized environment. The
main objectives of the proposed solution is the container allocation
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in VMs and elastic treatment of containers. This study models the
whole system such as applications, microservices, the relationship
between microservices, the required resources of each microservice,
containers, the needed resources, physical machines and the net-
work. Then, it optimizes this model using a meta heuristic genetic
algorithm to get optimal results for resource allocation of containers
and the number of containers for each microservice. This autoscaler
considers the architecture of the application and the relationship
between microservices in scaling process. However, it does not
calculate the needed amount of resources for scaling.

In [11], the researchers developed an autoscaler called Mi-
croscaler for microservices-based applications which identifies the
scaling-needed services using a customized metric called Service
Power. When detecting a response time violation, Microscaler
launches the process of detecting services that should be scaled
using the customized metric Service Power. This metric is based on
response time and used to identify the microservices that need to be
scaled with additional resources. Besides, this autoscaler calculates
the adequate number of containers to be added for each selected
microservice. This autoscaler uses a Bayesian Optimization (BO)
and an heuristic approach to determine the optimal number of in-
stances for selected services. Although this autoscaler selects the
appropriate microservices to be scaled and calculates the number
of additional containers, it is strongly related to applications based
on service mesh that make this approach not applicable in other
contexts.

In this paper, we propose ”Docker-C2A” autoscaler for
microservices-based applications using docker containers. We focus
on docker container technology because it is the most used in the
context of containerization and microservices-based applications.
This autoscaler is based on response time metric. Also, ”Docker-
C2A” selects eligible microservices for scaling and calculates the
optimal amount of resources to be allocated. This autoscaler uses
the execution history of the application and a PSO heuristic algo-
rithm. The execution history helps to determine which of application
microservices need to be scaled. Then, the PSO algorithm calcu-
lates the optimal number of containers to be added to each selected
microservice.

”Docker-C2A” can be distinguished over existing solutions as it
allocates the optimal amount of resources to the adequate microser-
vices. ”Docker-C2A” is a fast and accurate autoscaler that gives
more precise scaling actions. This leads to optimizing application
resources and deployment costs.

3 Motivating Example

To illustrate existing issues, we detail the behavior of kubernetes
autoscaler on a concrete microservices-based application. We take
the example of kubernetes autoscaler as most existing autoscalers
have the same treatment. In fact, we consider Bookinfo [12] a
microservices-based application. Figure 1 illustrates Bookinfo ap-
plication composed of four microservices.

This application displays the data related to each book. It is simi-
lar to a unique catalog entry of an online book store. It displays book
details as ISBN, number of pages, and book reviews. Bookinfo ap-
plication is composed of four separate microservices: Productpage

microservice calls details and reviews microservices to get the book
data. Details microservice gives the book information. Reviews mi-
croservice contains the book reviews and calls ratings microservice.
Ratings microservice contains ranking formation deducted from
the book review. Reviews microservice has three versions as three
types of instance : Reviews v1 does not call Rating microservice.
Reviews v2 invokes Rating microservice and displays rating stars
as 1 to 5 black stars. Reviews v3 invokes Rating microservice and
displays rating stars as 1 to 5 red stars. This application is deployed
with docker containers and deployed on a kubernetes cluster.

Figure 1: Bookinfo Application

Kubernetes is the most known and efficient orchestrator for
docker containers. In the following, we use the pod concept of
kubernetes. A pod in kubernetes is considered as a single docker
container of a microservice. A microservice is composed by a set
of pods (a set of containers). The elasticity controller of kubernetes
is called Horizontal Pod Autoscaler HPA [5] and is based on CPU
metric. It adds pods when the CPU threshold is exceeded. CPU
threshold is specified by the user. If the maximum number of pods
(containers) is reached, HPA autoscaler cannot add any more pods.

Many types of workload can be launched in this application.
For example we can manage a workload that routes all incoming
requests to Reviews v3 of microservice Review. Another example
of workload routes incoming requests in 50% to Reviews v2 and
50% to Reviews v3. Technically, it is difficult to route requests flow
to a specific container of a microservice. However, it is easy to
manage the request flow with Istio [13] service. Istio is based on
service mesh which facilitates the creation and management of the
network of deployed services. Istio allows to manage network com-
munication between microservices as well as the traffic of requests.
In fact, it helps to create configuration rules for traffic routing in
order to control the traffic flow between microservices.

In this paper we consider a workload that routes all incoming
requests of microservice review to reviews-v3 instances. This work-
load launches a flow of 70 Req/s. It is not a very high workload but
it saturates resources and generates overloaded microservices. This
section presents the behavior of kubernetes HPA autoscaler using
this workload.

Figure 2 shows the behavior of kubernetes HPA autoscaler using
the presented workload with a request flow of 70 Req/s. Many
pods were saturated and Kubernetes HPA launches autoscaling ac-
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tions. Kuberenetes HPA adds 4 pods for productpage microservice
resulting in a total of 5 pods. It adds also 1 pod to reviews-v3
microservice. From t=70, we have a total of 12 pods of reviews-v3.
Ratings and details microservices were not saturated and we have
no additional pods. The curves of ratings and details are superim-
posed as they have 1 pod all the time. The total number of pods
required for this workload is 19 pods as 5 pods for productpage, 12
pods for reviews-v3, 1 pod for ratings and 1 pod for details. This
autoscaler is based on CPU. If the CPU usage of a microservice
exceeds threshold, the autoscaler adds many pods until recovering
of the normal state.

However, as explained in section 1, using CPU usage in autoscal-
ing treatment is not effective and may lead to allocating unnecessary
resources. Therefore, we should also analyze the behavior of ku-
bernetes autoscaler towards the response time. The red curve in
Figure 2 illustrates the evolution of the response time in kubernetes
autoscaler.

Figure 2: Kubernetes HPA Autoscaler behavior

Figure 3: EPMA : Elastic Platform for Microservices based Application : Autoscal-
ing Engine

Approximately, the response time starts with 1300 milliseconds
(ms). At time t=25, we have 5 pods for productpage microservice
and 2 pods for reviews-v3 microservice. We can notice a con-
siderable evolution of the response time with approximately 1100
milliseconds. From t=37 to t=100, kubernetes autoscaler adds pods
for the microservice reviews-v3 until reaching 12 pods. Following
this addition, we notice no improvement in response time, but we

can see a slight increase starting from t=43. It is concluded that
during this interval of time, kubernetes autoscaler added 10 pods for
reviews-v3 microservice, while the response time is not improved.
So the added pods for reviews-v3 are not useful and kubernetes
allocates unnecessary resources without any benefit.

With our autoscaler Docker-C2A, based on response time met-
ric, we aim at optimizing the addition of resources and avoid al-
locating unnecessary resources. Docker-C2A uses PSO heuristic
algorithm and the execution history of the application to optimize
resource allocation. Using Docker-C2A, we can satisfy the same
workload used in kubernetes example with a very small number of
pods and with a better application performance.

4 Docker-C2A Autoscaler

4.1 EPMA platform

Docker-C2A is part of our EPMA platform (Elastic Platform for
Microservices based Applications) illustrated in Figure 3. This plat-
form is based on the autonomic MAPE-K loop proposed by IBM
[14]. MAPE-K loop is composed of four components that share the
Knowledge: Monitor, Analyze, Plan and Execute. EPMA manages
the entire system with all levels: VM level, container level and
microservice level. The analyze component DockerAnalyzer was
previously presented [1] while this paper details the plan component
Docker-C2A.

The monitor component collects data from different levels: VM,
container and Microservice. This component collects metrics related
to resources as CPU usage and memory usage and metrics related
to the application performance as the response time. These param-
eters are filtered and correlated in order to determine symptoms
that should be analyzed. As example of a symptom, an overload
state caused by the CPU violation. If the monitor detects a symp-
tom, DockerAnalyzer, the analyze component, is invoked to check
whether this symptom is caused by a normal behavior as resource
saturation or by an abnormal behavior as VM problem. If an abnor-
mal behavior is detected, the analyzer had to check the root cause
of the problem. Then, the plan component Docker-C2A generates
the appropriate change plan describing the desired set of changes,
and deliver the change plan to the execute component. The execute
component applies the change plan and executes adequate actions
for each layer. These four components share the knowledge contain-
ing particular data as policies and symptoms. This paper explains
deeply the plan component Docker-C2A of EPMA platform.

Docker-C2A is based on the execution history of the application
and a PSO heuristic algorithm. When the application state needs
additional resources, Docker-C2A selects the best microservices
for scaling and calculates the optimal amount of needed resources
for each microservice.

4.2 Execution History

The main purpose of the execution history is to identify the microser-
vices that should be scaled, and those that should not be scaled as
there is no need to add resources. To do that, we attribute a score
value for each microservice. The score value is a number varying
from 0 to 5 depending on the utility of adding resources to the
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microservice. For example, if we have a microservice that the ad-
dition of pods (containers) improves greatly the response time, the
attributed score will be 5. If we have a microservice where adding
pods will not improve the response time, the attributed score will
be 0. As a result of the execution history, we generate the score
value for each microservice. This helps to scale the appropriate
microservices.

We account for the score attribution using bookinfo application
with the same workload explained in section 3 which routes the
incoming traffic of reviews microservice to reviews-v3 instances
and uses a flow of 70 Req/s. Bookinfo application is composed
of 4 microservices. We present in the following an extract from
the history related to two microservices in order to demonstrate the
score attribution.

Figure 4: An extract of Productpage history

In Figure 4, we change the number of pods in microservice
productpage and we keep the same number of pods for other mi-
croservices. In the second row in this table of Figure 4, we have
5 pods of productpage and the response time has been improved
considerably compared to the first line with 1 pod. The response
time decreased effectively with 155 milliseconds. So requests are
much faster with 5 pods than if we had 1 pod of productpage. In
this case, we notice that adding pods to productpage microservice
improves greatly the response time. We attribute the high score with
value 5 for this microservice.

Figure 5: An extract of Reviews-v3 history

In Figure 5, we change the number of pods in microservice
reviews-v3 and we keep the same number of pods for other mi-
croservices. There is no remarkable difference in response time
between 1 and 5 pods. There is a very small increase in response
time with 3 milliseconds, which is not profitable when we add 4
pods. In this case, we notice that adding pods to reviews-v3 mi-
croservice has no effect on the response time. Then, there is no
change in the result. So we attribute the lowest score to reviews-v3
with value 0.

With the same process, we analyze the evolution of the response
time when we add pods to ratings and details microservices. In
fact, there is a weak improvement of the response time when we
add pods to these two microservices. Then, we attribute the score

value of 1 for ratings and details microservices while adding pods
improves the results slightly.

As a conclusion for the execution history, we can admit that
adding more resources to productpage microservice can effectively
improve the response time of the application. Adding pods to
reviews-v3 microservice has no effect on the response time. So
adding pods to this microservice is unnecessary. Adding pods to
ratings and details microservices improves the results slightly. They
are not privileged in autoscaling treatment.

We illustrate the score values for each microservice in Figure 6.

Figure 6: Score value for each microservice

The execution history is very helpful when adding resources in
scaling actions. In fact, it helps to select the appropriate microser-
vices for scaling which leads to optimize resource allocation. After
selecting eligible microservices for scaling, Docker-C2A calculates
the optimal number of pods to be added to each microservice. To
do this, Docker-C2A uses PSO algorithm to estimate the needed
amount of resources for each microservice.

4.3 PSO Algorithm

Particle Swarm Optimization (PSO) is a computational technique
based on the behavior of herds of animals that optimizes a given
problem. It tries iteratively to improve candidate solutions with
regard to a given quality measure. It was developed by Kennedy and
Eberhart [15] in 1995 and widely used and researched ever since.

In PSO algorithm we define a particle which is analogous to a
bird in a flock of birds. The flock of birds forms the search space.
The movement of each particle is guided by the velocity vector.
Each particle moves according to its best position pbest and the best
position of the swarm gbest.

In this algorithm, we use a fitness function to measure the per-
formance of each particle. In each iteration, the algorithm changes
the velocity of each particle towards pbest and gbest positions. The
algorithm stops when a stopping criterion is met or the number
of iterations is reached. The velocity and positions equations are
represented with Eqs. (1) and (2), respectively. The pseudo-code of
the algorithm is presented in Algorithm 1.

Vk+1
i = wVk

i + c1r1(pbesti − Xk
i ) + c2r2(gbest − Xk

i ) (1)

Xk
i+1 = Xk

i + Vk+1
i (2)

where

• w : inertia weight
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• c1 and c2 : acceleration coefficients

• Xk
i : position of particle i at iteration k

• Xk+1
i : position of particle i at iteration k+1

• Vk
i : velocity of particle i at iteration k

• Vk+1
i : velocity of particle i at iteration k+1

• pbesti : best position of particle i

• gbest : best position of the swarm

Algorithm 1 PSO Algorithm

1: Initialize a population of particles with random values positions
and velocities from D dimensions in the search space

2: while Termination condition or Number of iterations not
reached do

3: for Each particle i do
4: Update the velocity of the particle using Equation 1
5: Update the position Xi of the particle using Equation 2
6: Calculate the fitness value f (Xi)
7: if f (Xi) < f (pbesti) then
8: pbesti ← Xi

9: end if
10: if f (Xi) < f (gbest) then
11: gbest ← Xi

12: end if
13: end for
14: end while

5 Docker-C2A : PSO Algorithm

Docker-C2A uses PSO algorithm to calculate the optimal number
of pods (containers) to be added to each microservice. Two main
objects should be defined in PSO algorithm: particle and fitness
function.

5.1 Particle definition in Docker-C2A

In PSO algorithm, a particle represents a solution candidate of the
problem. In our context, a solution is a particle that contains the
adequate number of pods for each microservice. The dimension
of the particle is defined by the number of microservices of the
application. We consider the same example and workload explained
in section 3. In this example, we use bookinfo application composed
by 4 microservices: productpage, reviews-v3, ratings and details. In
this case we define particles of 4 dimensions. Each microservice is
referenced by an index. For example, we consider the productpage
microservice with index 0, reviews-v3 with index 1, ratings with
index 2 and details with index 3. We illustrate the particle model
for bookinfo application in Figure 7.

Figure 7: Particle model of bookinfo application

In Figure 8. below we present an example of two particles.
Particle 0 contains 3 pods for productpage microservice, 1 pod for
reviews-v3 and ratings microservices, 3 pods for details microser-
vice. Particle 1 contains 1 pod for productpage microservice, 5 pod
for reviews-v3 microservice, 1 pod for ratings details microservices.

Figure 8: Example of Particles

The PSO algorithm 1 evaluates each particle using the fitness
function. The fitness value helps to decide about the best and which
one is better than another by searching pbest and gbest positions as
described in the algorithm.

5.2 Fitness function in Docker-C2A

The fitness function helps to evaluate particles and update pbest and
gbest positions. We aim to minimize the fitness value to get the best
solution. In Docker-C2A, the fitness function depends on the score
based on the execution history as depicted in section 4.2 and the
cost of the particle. We aim to maximize the score of particles in
order to improve the response time and to minimize the cost of the
particles to save deployments charges.

The fitness value of each particle Pi is calculated following
equation 3 which is the cost of the particle divided by the score of
the particle.

f itness(Pi) =
Cost(Pi)
S core(Pi)

(3)

If we reduce the cost and increase the score then we minimize
the fitness value and obtain a better solution. The particle with
the lowest fitness value is the best particle, while it has a low cost
with high score. The high score reflects a great improvement of the
response time.

The score value of the particle is calculated following equation 4
which is the sum of the score of each microservice MS k multiplied
by the number of pods of the microservice.

S core(Pi) =
∑

S core(MS k) ∗ NB Pods(MS k) (4)
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The cost of the particle is calculated according to equation 5
which is the sum of the cost unit of each microservice MS k multi-
plied by the number of Pods of the microservice.

Cost(Pi) =
∑

Cost(MS k) ∗ NB Pods(MS k) (5)

5.3 PSO Example

In this section, we explain a concrete example of executing PSO
algorithm. We consider the bookinfo application with the same
workload presented in section 3 which routes requests of reviews
microservice to reviews-v3 pods. In this example, we use 3 particles
and 3 iterations. We follow the algorithm 1.

Figure 9: Summarize of the execution treatment

In the first step, the algorithm initializes the number of pods
needed to the 3 particles randomly. Initially, the best position of
each particle pbest is the particle itself. The fitness value of each
particle is calculated following the equation 3. When we calculate
the cost in fitness function, we consider that all pods have the same
cost as 1 unit of cost. In the first step, the fitness values of particles
0, 1 and 2 are ”0.75”, ”0.538” and ”0.714” respectively. The particle
with the lowest fitness value is the best particle which is Particle 1
with a fitness value of ”0.538”. PSO algorithm selects Particle 1 as
the best particle having the best position gbest in the swarm.

In each iteration, the algorithm calculates the fitness value for
each particle, selects the gbest position and moves particles to new
positions in order to ameliorate particle positions with better fitness
values.

Figure 9. summarizes the execution treatment in this example.
This figure illustrates the best position gbest after each iteration

and its fitness value. We remember that we use 3 iterations in this
example. It is clear that the fitness value of the best solution gbest
is improved in each iteration, as the purpose of the algorithm is
to minimize this value. In fact, if we minimize the fitness value,
we guarantee that the particle position has the minimum cost with
significant gain in response time.

At the beginning, the fitness value of gbest was ”0.538”, this
value was decreased after each iteration, so our algorithm is improv-
ing the solution correctly with the decrease of fitness value. The
lowest value of fitness ”0.357” is presented in the final iteration
and it is the output of the algorithm. This particle has 5 pods for
microservice 0 which is productpage, 2 pods for microservices 1
and 2 which are reviews and ratings microservices respectively, and
1 pod for microservice 3 which is details microservice.

In the next section, we discuss the results of our autoscaler
Docker-C2A based on PSO algorithm and execution history using
this example and we discuss the difference and the contribution
compared to Kubernetes HPA autoscaler.

6 Experimentations

In this section, we discuss the impact of our autoscaler Docker-C2A
compared to Kubernetes HPA autoscaler.

In our experimentations, we use a cluster Kubernetes composed
by 4 virtual machines (VMs). Each VM runs on Ubuntu OS and
contains 4 cores CPU, 8GB memory and 100 GB for disk storage.
We use the same microservices-based application bookinfo detailed
in section 3 composed by 4 microservices: productpage, reviews,
ratings and details. Each microservice is deployed in Kubernetes
cluster as a deployment containing a set of similar pods. We use the
same workload used previously which routes the incoming traffic
of reviews microservice to reviews-v3 instances with a flow of 70
Req/s.

Figure 10 illustrates the difference between Kubernetes HPA
and Docker-C2A behaviors. At the time t=24, we launch these
two autoscalers. Kubernetes behavior is illustrated in Figure 10a.
We detailed the behavior of Kubernetes HPA in section 3 using the
workload of bookinfo application. When Kubernetes HPA detects a
high load it waits 15 seconds to launch autoscaling actions. In each
period of 15 seconds, it calculates and launches the needed number
of pods. Every period, it updates the number of needed pods and
monitor the situation. Kubernetes HPA stops adding pods when the
state of the application becomes stable or it reaches the maximum
number of pods. As a result, HPA autoscaler launches 5 pods for
productpage microservice, 12 pods for reviews-v3 microservice
and 1 pod for both details and ratings microservices. So for this
workload Kubernetes HPA launches 19 pods.

Whereas, with Docker-C2A autoscaler, based on the execution
history and the PSO algorithm, we can manage the same workload
with reduced number of pods. Docker-C2A behavior is illustrated
in Figure 10b. When it detects a high workload, it waits 15 seconds
and launches the action plan issued by PSO algorithm. In this exam-
ple, the output of PSO algorithm is presented in Figure 9. The output
is the gbest particle of the last iteration. This particle contains 5 pods
for productpage microservice, 2 pods for both reviews-v3 and rat-
ings microservices and 1 pod for details microservice. Docker-C2A
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a
(a) Kubernetes HPA Autoscaler behavior

b
(b) Docker-C2A autoscaler behavior

c
(c) Kubernetes HPA Response Time vs NB of Pods

d
(d) Docker-C2A Response Time vs NB of Pods

Figure 10: Kubernetes HPA autoscaler vs Docker-C2A autoscaler

launches in total 10 pods.
If we consider the response time of requests which is presented

with red curves in Figures 10a and 10b, we notice that the response
time is almost the same in Kubernetes or Docker-C2A autoscalers.
While Docker-C2A launches only 10 pods which is 9 pods less than
Kubernetes HPA that launches 19 pods. We summarize the number
of pods and the response time of these two autoscalers in Figure 11.
The response time of requests with Docker-C2A is 9 milliseconds
higher than the response time with Kubernetes. This difference is
negligible and is not considerable as the difference is appreciated
if it is in the order of tens or even hundreds of milliseconds. So,
we have certainly reached our goal with Docker-C2A using the
execution history and the PSO algorithm which gives an optimized
amount of resources with good performance.

Figure 11: Kubernetes HPA autoscaler vs Docker-C2A autoscaler

Also, Docker-C2A takes in average 60 milliseconds to generate
the decision of scaling, which is a short period of time that does not
disturb the elastic treatment. However, Docker-C2A uses a high

amount of resources of about 1.2 cores of CPU to process the PSO
algorithm. The high resource usage is the cost of problem optimiza-
tion and among the weak points of our autoscaler. Moreover, to
run our algorithm, it is recommended to execute up to 4 iterations
as a maximum. Indeed, in our context, PSO algorithm generates
erroneous results from 5 iterations.

7 Conclusion and Future Works

In this paper, we presented our autoscaler Docker-C2A a cost
aware autoscaler for microservices-based applications deployed
with docker containers. Docker-C2A is based on response time
metric. It uses the execution history of the application and PSO
algorithm. Docker-C2A selects appropriate microservices for scal-
ing and calculates the optimal number of containers for each mi-
croservice. We clearly presented the effectiveness of our autoscaler
compared to Kubernetes HPA autoscaler using bookinfo application
as a real case study. We compared with Kubernetes autoscaler as
most of existing autoscalers have the same issues. They neither
select appropriate microservices for scaling nor calculate the op-
timal number of additional containers. As a result, Docker-C2A
optimizes computing resources and reduces deployment cost. And
that is the main purpose of our autoscaler. However, there are some
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limitations of Docker-C2A. In fact, it consumes a high amount
of resources to generate the solution. This fact is caused by the
PSO algorithm which requires high resources and this is the case of
several optimization algorithms.

In future work, we improved Docker-C2A to consume less
resources, either by proposing another particle definition in PSO
algorithm, or by integrating another optimization algorithm instead
of PSO that consumes less resources and generates good results.
Also, in future work, we improved the execution history using other
performance metrics and more execution data in order to analyze
the application behavior in each workload. This greatly helps to
estimate the needed resources with more precision and allows better
optimization of computing resources.
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[9] G. Toffetti, S. Brunner, M. Blöchlinger, J. Spillner, T. M. Bohnert, “Self-
managing cloud-native applications: Design, implementation, and expe-
rience,” Future Generation Computer Systems, 72, 165–179, 2017, doi:
10.1016/j.future.2016.09.002.

[10] C. Guerrero, I. Lera, C. Juiz, “Genetic Algorithm for Multi-Objective Op-
timization of Container Allocation in Cloud Architecture,” Journal of Grid
Computing, 16(1), 113–135, 2017, doi:10.1007/s10723-017-9419-x.

[11] G. Yu, P. Chen, Z. Zheng, “Microscaler: Automatic Scaling for Microservices
with an Online Learning Approach,” in 2019 IEEE International Conference
on Web Services (ICWS), IEEE, 2019, doi:10.1109/icws.2019.00023.

[12] “Kubernetes Autoscaler,” https://istio.io/latest/docs/examples/
bookinfo/, august 2020.

[13] “Istio,” https://istio.io/.

[14] IBM, “An architectural blueprint for autonomic computing,” 2005.

[15] J. Kennedy, R. Eberhart, “Particle swarm optimization,” in Proceedings
of ICNN'95 - International Conference on Neural Networks, IEEE, doi:
10.1109/icnn.1995.488968.

www.astesj.com 980

https://martinfowler.com/articles/microservices.html
https://martinfowler.com/articles/microservices.html
https://www.docker.com/
https://kubernetes.io/
https://kubernetes.io/docs/tasks/run-application/horizontal-pod-autoscale/
https://kubernetes.io/docs/tasks/run-application/horizontal-pod-autoscale/
https://istio.io/latest/docs/examples/bookinfo/
https://istio.io/latest/docs/examples/bookinfo/
https://istio.io/
http://www.astesj.com


Advances in Science, Technology and Engineering Systems Journal
Vol. 5, No. 6, 981-987 (2020)

www.astesj.com
Special Issue on Multidisciplinary Sciences and Engineering

ASTES Journal
ISSN: 2415-6698

NPC five level inverter using SVPWM for Grid-Connected Hybrid Wind-
Photovoltaic Generation System
Elamri Oumaymah*,1, Oukassi Abdellah1, Bouhali Omar2, El Bahir Lhoussain1

1Systems and Applications Engineering Laboratory (LISA), National School of Applied Sciences, Cadi Ayyad University, Marrakech,
40000, Morocco
2Mechatronic Laboratory, Jijel University, Jijel, 18000, Algeria

A R T I C L E I N F O A B S T R A C T

Article history:
Received: 16 September, 2020
Accepted: 26 November, 2020
Online: 08 December, 2020

Keywords:
Wind power generation
Solar power
PMSG
Five-level NPC inverter
SVPWM
Grid injection

This paper covers a new topology, a synchronous wind turbine generator, and a solar
photovoltaic generator. The Permanent Magnet Synchronous Generator is linked to the grid
by back-to-back voltage source converters (BtB VSC), consisting of a two-stage rectifier
and a five-stage Neutral Point Clamped inverter, operated by the Space Vector Pulse Width
Modulation technique. A solar photovoltaic system has a direct interface with the capacitor
of the DC link of the BtB VSCs, with no additional DC/DC conversion stage, while the
efficiency of the system is maximized. This work features a Perturb and Observe algorithm
Maximum Power Point Tracking for to extract the optimum power from both wind turbine
and solar PV generator. The application of Space Vector Pulse Width Modulation control
scheme is used for harmonics compensation THD. A proportional integral regulator is used
to regulate the DC link voltage. A prototype is tested under various conditions, wind velocity
variations as well as under several photovoltaic solar isolations. The present work has
been treated using Matlab/Simulink. Simulation results proved efficiency provided by this
controlling approach: reduced distortion of harmonic and increased power factor.

1 Introduction

Today, the major energy sources used for generating electricity are
fossil fuel resources [1]. To reduce the dependency on fossils based
energy it necessary for power generation to move towards the renew-
able resources including solar energy, wind power, hydroelectricity,
and biomass. In literature, most of the distributed production sys-
tems are uniquely focused on one type of sustainable resource, e.g.,
a wind power like in [2] or solar power like in [3].

The combination and the penetration of the renewable resources,
face considerable challenges due to growing power industry. The
injection into the grid of the energy yielded by wind and solar photo-
voltaic generators, is proven to be one of the technological solution
[4, 5]. Their combination offers additional benefits such as increas-
ing the overall operational efficiency and power reliability, optimal
use of lands resources, and improves the capital investments [5].
Grid-connected wind/Photovoltaic (PV) cogeneration is not largely
discussed [6]–[7], whereas in literature, most of wind-PV hybrid
systems are proposed for standalone off-grid applications [5]. The
optimization method of generation of power using hybrid system
used for battery charging is developed in [8], to increase the stability

and efficiency. In [9], the author have proposed a small scale hybrid
solar- wind power generation system to reduce Electricity shortage
in Egypt.

Much research was conducted to track maximum power point
(MPP) of the wind using methods based on Perturb and Observe
(P&O) algorithm [6], neural network technique, or other approaches
based on fuzzy logic. Due to the nonlinear voltage-current proper-
ties of PV solar panels, the necessity of MPP tracking has become
apparent. MPP tracking schemescan be accounted for as perturb and
observe (P&O), incremental conductance method, Fractional Open-
Circuit Voltage, Neural Network, Fuzzy Logic Control, Current
Sweep [10]. The combination of multilevel inverter and renewable
energy sources are advantageous. In [11], the authors have proposed
a hybrid cascaded nine level inverters for photovoltaic applications.
The proposed system in [12] are based on Maximum Power Point
Tracking (MPPT) combined with multilevel inverter to achieve the
maximum power. In [6], the system comprises back-to-back voltage
source converters with no extra dc/dc conversion stages to connect
wind and photovoltaic generators to the power grid. Moreover, the
control of the currents on the machine- and grid- side are carried out
using hysteresis regulators, introducing higher harmonic contents
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from the variable switching frequency. The objective in [13] is to
realize a photovoltaic system with a MPPT linked to the 11 KV grid
by employing a new control technique in order that it is possible
to transfer maximum active power from the PV to the grid without
injecting harmonics. The study proposes in [14, 15] a control strat-
egy for a single-phase, three-phase photovoltaic system connected
to a distribution network. The proposed technology is based on the
modification of the conventional control in current mode to adjust
the power factor of the photovoltaic system and control the voltage
of the converter link.

This paper extends the work originally presented in ICEIT’4 [2],
where the modeling and simulation of a wind turbine string, based
on a vector-controlled five-level inverter, was presented. Its objec-
tive was the optimization of the energy produced, adjust the DC link
and control power transferred into the grid. Motivated by advan-
tages of hybrid production systems, presented paper covers a new
topology to interface both is Permanent Magnet Synchronous Gen-
erator (PMSG)-based wind energy and PV generators with power
grid. Note a blocking diode is series connected with each PV string
to avoid reverse flow of current. Two P&O algorithms, namely P&O
Wind and P&O PV, are used to optimize the energy extracted by
turbine and solar system, respectively. Note that perturbations could
impact correct operation of the receivers attached to the grid if the
voltage output wave is not sinusoidal. To avoid this problem, we
have implemented in this chain a two-stage rectifier followed by a
five-stage Neutral Point Clamped (NPC) inverter regulated by the
Space Vector Pulse Width Modulation (SVPWM) technique, with-
out additional DC/DC conversion stages[16]. The converter control
strategy is detailed in which the presented study was treated using
Matlab/Simulink. Simulation results proved efficiency provided
by this controlling approach: decrease distortion of harmonic and
increased power factor.

2 Wind Photovoltaic Generator Side
Model

2.1 Wind turbine model

Mechanical energy absorbed by a wind turbine is defined by [2]:

Pm =
1
2
.ρ.Cp(λ, β).V3

v .R
2.π (1)

where: Cp is the coefficient of the rotor that is a non-linear function
of the tip speed ratio λ and the pitch angle of blades β, R and Vv are
the radius of blades and the wind speed, respectively.

2.2 PMSG model

PMSG in the dq marker is modelised using these equations [2]:

Vd = −Rs.Id −
dϕd

dt
+ ω.(Lsq.Iq + ϕ f ) (2)

Vq = −Rs.Iq −
dϕq

dt
− ω.(Lsd.Id + ϕ f ) (3)

The mechanical equation is as shown below:

J.
dΩ

dt
+ fc.Ω = Cr −Cm (4)

Where: Rs and Ls are stator-winding resistance and inductance, re-
spectively, Id and Iq are the stator currents, Ω is Rotational speed of
the PMSG, ϕ is stator phase magnetic flux, fc and J are the friction
coefficient and motor inertin, respectively. ϕ f : the flux generated by
the permanent magnets across stator windings, Cm is the mechanical
torque .

2.3 Photovoltaic Generator

The model of the PV generator is presented in Appendix whereas it
is modeled as following:

Vpv = −Rdc.Ipv −
d Ipv

dt
.Ldc + Vdc (5)

The Iop-Vop characteristics of the PV array, there is an optimal
operating point (Iop-Vop) corresponding to the maximum generated
PV power, at any solar irradiance level.

3 Control Strategy
The suggested wind-PV system appliances two appropriate con-
trol techniques for machine-side Voltage Source Rectifier Control
(VSRC) and grid-side Voltage Source Inverter Control (VSIC).The
proposed system operates efficiently despite solar insolation changes
and wind speed variability. The next section deals with control
strategies.

3.1 Voltage Source Rectifier Control (VSRC)

Figure 1 visualizes the VSRC schema. Momentary torque is regu-
lated through the application of the vector control schema. Vector
Control technology treats the technique of control of AC machines.
This control is based on eliminate the coupling between the inductor
and the induced by dissociating the static current into two com-
ponents (isd,isq). So that, the reference direct axis current (isd) is
controlled relative to desired flux, while reference quadrature axis
current (isq) is adjusted according to the desired torque. Which
allows for a function comparable to a dc machine, with separate
excitement [4].

The Voltage Source Rectifier (VSR) equivalent circuit is pre-
sented in Figure 1. The control of the VSR is split over two parts.
The first is the direct and quadrature reference current generation
(isdre f and isqre f ) and generation of switching signals for VSR.

3.1.1 Generation of isdre f and isqre f

In proposed system, the electromagnetic torque is controlled by
controlling the current isqre f while the current isdre f is set to zero.

For each wind speed, the speed of the rotor has only one value
for maximum wind power. Using MPPT P&O algorithm, the refer-
ence speed Ωre f is generated.

Speed is regulated by the proportional integral (PI) speed con-
troller, as illustrated in Figure 1, and its output is considered as
isqre f .
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Figure 1: The proposed Wind-PV System Configuration


isdre f = 0
isqre f =

2.Tere f

3.p.ϕ

Tere f = Kp.(Ωre f −Ω) + Ki.
∫

(Ωre f −Ω) dt

(6)

With: Kp and Ki are the proportion and integral coefficients of PI
speed controller.

3.1.2 Generation of switching signals for VSR

The PI current controller is employed to ensure stator currents gen-
erated by PMSG correspond to references in (6), as shown in Figure
1 and (7).


Vsdre f = Kp.(isdre f − isd) + Ki.

∫
(isdre f − isd) dt−

Ω.Ls.isq

Vsqre f = Kp.(isqre f − isq) + Ki.
∫

(isqre f − isq) dt+
Ω.Ls.isd + Ω.ϕ

(7)

With: Kp and Ki are proportion and integral coefficients of PI current
controller.

Three phase reference stator voltages (Vsare f , Vsbre f , Vscre f ) are
generated from Vsdre f and Vsqre f using inverse Parks transform.
They fed the SVPWM controller.

Voltage reference is determined using:

Vre f =
2
3

(Vsare f + e− j2 π
3 Vsbre f + e− j4 π

3 Vscre f ) (8)

The rectifier delivers eight states, consisting of two zero vectors
and six active vectors. The complex diagram is split by the active
vectors in six sectors with 60 degrees forming each hexagon, with
voltage reference vector corresponding to a pair of two active adja-
cent vectors (Ta, Tb) and a zero vector (T0) of commutation time Ts

[17].
Commutation times are determined by the equations below:

Ta = Ts.m.sin(
π

3
− θ)

Tb = Ts.m.sin(θ)
T0 = 1 − Ta − Tb

(9)

With: m =
(
√

3)
Vdc
|Vre f | modulation index (10)

3.2 Voltage Source Inverter Control (VSIC)

Figure 9 shows the Voltage Source Inverter (VSI) commutation
configuration, uses the SVPWM strategy. VSI control is structured
in two sections. The first section is the active power component
idgre f generation, the second is the VSI switching signal generation.

3.2.1 Generation of idgre f and iqgre f

VSI system is regulated by using vector control scheme in which a
phase locked loop (PLL) is applied to converter to synchronize it
with power grid. Active and reactive power regulation are expressed
by: P = 1.5(Vdg.idg + Vqg.iqg)

Q = 1.5(Vqg.idg − Vdg.iqg)
(11)

This control has the advantage of decoupling active and reactive
control, whereas to regulate DC bus voltage Vdc, current idg is used
and to regulate reactive power transited Q, current in quadrature iqg

is used. . P = 1.5Vdg.idg

Q = −1.5Vdg.iqg
(12)
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Figure 2: Decomposition of the five-level inverter vector diagram

We can therefore, through the imposition of reference currents,
provide referencing for active power Pre f and reactive power Qre f

fixed in zero that maintains a unity power factor (PF), we have:idgre f =
Pre f .Vdg−Qre f .Vqg

V2
dg+V2

qg

iqgre f =
Pre f .Vqg+Qre f .Vdg

V2
dg+V2

qg

(13)

The DC link reference (Vdcre f ) is obtained by the PV P&O
MPPT algorithm as shown in figure 1, corresponding to its max-
imum PV power output voltage at various irradiation levels. The
regulation of DC bus voltage is performed by PI regulator and its
output is considered as the active power component idgre f . The idgre f

is given as,

idgre f = Kp.(Vdcre f − Vdc) + Ki.

∫
(Vdcre f − Vdc) dt (14)

With: Kp and Ki are the proportion and integral coefficients of
DC-bus voltage controller PI, respectively.

3.2.2 Generation of switching signals for VSI

The idgre f and iqgre f are compared with idg and iqg, respectivly, to
obtain the currents error and are given as,idge = idgre f − idg

iqge = iqgre f − iqg
(15)

The currents error are fed to PI controllers and the output of
decoupled controller is given as:

Vdgre f = −Ki.
∫

idge dt − Kp.idge+

Ωg.L f .iqg + vdg

Vqgre f = −Ki.
∫

iqge dt − Kp.iqge+

Ωg.L f .idg + vqg

(16)

The three phase reference grid voltages (Vagre f , Vbgre f , Vcgre f )
are generated from Vdgre f and Vqgre f using inverse Parks transform.

This approach is founded on geometrically splitting of a vector
diagram to several hexagons that represent low-level vector dia-
grams, as shown in figure 2 [18].

To attain this objective, two actions need to be completed:
- Depending of voltage reference vector position Vre f , one of six
referenced hexagons is chosen;
- Vre f is moving to center of the hexagon selected in the first action.
Following these actions two times would reduce the five-level in-
verter’s vector diagram to the two-level inverter’s vector diagram.
Next, we will employ the classical method of vector modulation of
the two-level inverter, discussed in the section 3.1.2.

4 Simulation results

For the hybrid system, a simulation model shown at figure 1 has
been modulated with Matlab/Simulink R© in order to validate and
evaluate system performance. Simulation parameters are as shown
in the appendix A. Penetration of wind and PV energy is studied
under different weather conditions.As shown in Figure 3 and 4, the
wind speed increases from 20 to 8, and finally drops to 5 m/s, at t=
0.3 and 0.7s, respectively. Solar irradiance level increases from 400
to 1000, than drops at 500, and increases to 300 W/m, at t= 0.3, 0.5,
and 0.7s, respectively.

Figure 3: Cp(λ,β)curves typical for different inclination angles
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Figure 4: Ipv Vpv photovoltaic characteristics at different irradiation levels

Figure 5: Generator rotation speed

Figure 6: DC-link voltage

Optimal Ωre f and Vdcre f are generated by Wind and PV MPPT
P&O, respectively. As depicted in Figure 5 and 6, the corresponding
variables are then regulated.

Under these conditions, Ωre f and Vdcre f are both refracted on
the corresponding PV and wind powers, as shown at figures 7 and 8.

Figure 7: wind power

Figure 8: PV power

Three-phase grid voltages before filtering are shown in figure 9,
representing five-level inverter output voltage waveform obtained
from capacitors. Economically, it is not interesting to use a rectifier
for each capacitor, so it is necessary to ensure the balance of the
continuous bus, as depicted in Figure 10 .

Figure 9: Output voltages of the three-phase inverter at five levels
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Figure 10: Capacitor voltage

Figure 11: Grid current

Figure 12: Reactive power

Figure 13: THD of grid currents injected

The AC current injected into grid is indicated in Figure 11. Dur-
ing entire operating range, the reactive power is set to zero, then a
unity PF is maintained, as shown in in Figure 12.

The figure 13 illustrates the THD currents injected in the grid.
According to THD analysis above, the total harmonic distortion at
Fc=1KHz given THD=0.80%. Therefore, as the number of levels
is increased, THDs are minimized in comparison with classical
multi-level inverters [19].

5 Conclusion
In this paper, the modeling and simulation of wind-power hybrid
systems connected to the grid, using vector control systems were
presented.A hybrid system based on wind and photovoltaic energy
was set up with a five-level inverter. The VSRC’s purpose consists
of extracting the maximum wind power, and the VSIC is respon-
sible for extracting maximum PV power, and balance of dc-link
capacitor in order to transfer produced power to utility-grid. This
way, reactive power is fixed at zero, then a unity Power Factor PF
is maintained. The proposed system has enhanced efficiency and
reliability via a hybrid renewable energy system, the maximum
power is extracted from independent MPPT using P&O algorithm,
and reduces current THD. The results of the simulations showed
the correspondence of the quantities assessed with the reference
quantities and allowed the validation of the mathematical models.
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A Appendix
The system Parameters: Wind turbine: p = 122 Kg/ m3, R = 412 m, J =

0.0002 Kg.m; PMSG: P= 2 kW, Rs = 12 m, Lsq = 0.0125 mH, Lsd = 0.0057 mH,P
= 4; Solar PV :Ns = 40, Np = 2, Iphc = 3.45 A, Gre f = 1000 W/m2, Open circuit
voltage = 20.1 V, Saturation diode current = 4.05e-7 A, Reference temperature = 24
◦C; DC link: Uc = 50 V , C = 2200 pF; Grid connection: L f = 1 mH, R f = 0.1 Ω;
Grid: U= 338 V and f =50 Hz.

www.astesj.com 987

http://www.astesj.com


Advances in Science, Technology and Engineering Systems Journal
Vol. 5, No. 6, 988-994 (2020)

www.astesj.com
Special Issue on Multidisciplinary Sciences and Engineering

ASTES Journal
ISSN: 2415-6698

Mobile Money Wallet Attack Resistance using ID-based Signcryption Cryp-
tosystem with Equality Test
Seth Alornyo*,1, Mustapha Adamu Mohammed1,2, Francis Botchey 1,3, Collinson Colin M. Agbesi 1

1Koforidua Technical University, Computer Science Department, KTU, Koforidua, Ghana
2Kwame Nkrumah University of Science and Technology, Computer Science Department, KNUST, Kumasi, Ghana
3University of Electronic Science and Technology of China, School of Information and Software Engineering, UESTC, Chengdu, China

A R T I C L E I N F O A B S T R A C T

Article history:
Received: 18 September, 2020
Accepted: 17 November, 2020
Online: 08 December, 2020

Keywords:
ID-based encryption
Signcryption
Equality test

This paper is an extension of a research work presented at ICSIoT 2019. An attack continuum
against the insider attack in mobile money security in Ghana using a witness based crypto-
graphic method proposed by Alornyo et al. resisted the service provider from peddling with
users data for economic gains. Our improved scheme achieves a simultaneous benefit of digital
signature in public key encryption (PKE). The adoption of signcryption cryptosystem in our
scheme achieved a desired security property of EUF-CMA using the random oracle model.

1 Introduction
Ghana and other African countries have seen a tremendous growth
in mobile money service patronage in recent times. The use of the
mobile money services platform requires the use of a less-resource
constraint mobile devices that do not require access to internet or
mobile app for mobile payment. Thus, any mobile device that does
not have access to internet but can access the mobile money service
provider cellualr network can perform financial transactions and
other utility payments. This and many other reasons has lead to the
high patronage of mobile money services in Ghana. However, the
mobile money system is not immune to data forgery and re-play
attacks. The system model of our scheme is depicted in 1

Our research work is an extension of a publication presented
at ICSIoT 2019. The construction presented at ICSIoT 2019 [1]
considered the service provider as the adversary who could launch
the insider attack. The service provider had access to users token
information and transaction details and was possible for the service
provider to peddle with users data via the following:

• The mechant receives valid transaction details such as trans-
action ID, tdID and finds out the content M1 as well as the
token information tdID from the transaction details TS D.

• The adversary (insider) attains the ciphertext CT1 of a guessed

message M
′

1 and token tdkID.

• The adversary checks if the test Test(CT1,TS D, td
′

ID) = 1

In the above scenario, the insider wins the game if it succeeds
in deriving the token information from the transaction details. How-
ever, the scheme utilized the witness based cryptographic primitive
with an added pairing operation to resist the insider attack contin-
uum.

In spite of their construction, there were a possible attack during
data transmission such as forgery and re-play attacks in mobile
money payment systems. To solve the problem, we propose a
scheme using a signcryption cryptographic primitive to achieve the
simultanoeus benefit of digital signature and PKE in mobile money
systems deployed in Ghana (West Africa). This approach resist data
forgery and re-play attacks.

The first generic construction of identity-based signcryption
was unveiled [2]. Their work fulfilled a dual function of digital
signature and public key cryptosystem (PKE). Other traditional
approaches that employed signature-then-encrypt had a high cost
computations as compared to [2]. However, the scheme [2] adopted
data encapsulation method instead of key encapsulation method
[3]–[6] to achieve confidentiality and unforgeability instantiation in
the standard model.

Signcryption scheme unveiled in [7] did not propose a secu-
*Corresponding Author: Seth Alornyo, Koforidua Technical University, Computer Science Department, +233 554936729 & sabigseth@ktu.edu.gh
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rity proof even though their construction were based on discrete
logarithm assumptions. In view of this, several research in signcryp-
tion and signature schemes have been unveiled [8]–[15] with other
functional extensions [16]–[19]. In 2011, a survey of identity-based
signcryption cryptosystem was examined by Li et al.[20] to examine
the security models as well as a comparative study of their security
properties and efficiency. Analysis of other flavours of signcryption
constructions [4], [11]–[13], [21]–[24], threshold signcryption [25]–
[30], proxy signcryptions [31]–[37] and ring signcryption [38]–[42]
have been proposed and constructed. Subsequently, Xiong et al.
[43] did a cryptanalysis on the scheme [21]. The security notion of
CPA in their work was diffused by Xiong et al. [43]. Hence, [43]
showed that their scheme did not achieve chosen plaintext attack
(CPA) security as they claimed.

Due to the need to resist the cloud server from peddling users
outsourced data, efficient signcryption cryptosystem was unveiled
in [44]. According to him, some existing signcryption schemes in
[45]–[55] had certain lapses such as lack of data integrity, authenti-
cation and non-repudiation. Hence the need to construct a scheme
to deny the insider adversary in the cloud from data peddling and
modification for economic gains became paramount. Furthermore,
the emergence of distributed computing and interconnected systems
propelled [56] to unveiled a signcryption scheme in heterogeneous
systems. Although in [57], the author earlier discussed the above
problem, they could not construct a scheme to solve the problem of
signcryption in heterogeneous systems. However, the constructions
in [57, 58] and [59] achieved insider and outsider attack resistant
respectively.

Recently, secure identity-based cryptosystem has been unveiled
in [60]. Their security improvement was based on certain proposed
signcryption algorithms [11]–[14], [61] constructed using the ran-
dom oracle, and as well as schemes designed using the standard
model [21, 23, 24, 62] with certain deficiencies such as IND-CCA2
and existential unforgeable chosen message attack (EUF-CMA).
However, an attack was launched in [63] to unveil a new functional
secure identity-based signcryption cryptosystem in [60]. A scheme
to curtail an attack continuum in mobile money wallet system in
Ghana to prevent message forgeability and re-play attack is still an
open problem.

1.1 Our Contribution

By considering that the integrity, authentication and non-repudiation
of the data in mobile money wallet system in Ghana, we proposed
the mobile money wallet attack resistant scheme using the ID-based
signcryption cryptographic primitive with equality test (known as
MWAR-ID-SET) to achieve a simultaneous benefit of digital signa-
ture with public key encryption, and with equality test. Concretely,
the formal definition, security model and concrete construction of
MWAR-ID-SET are proposed in this paper. Further, our proposed
scheme was shown to achieve the security property of existential un-
forgeable chosen message attack (EUF- CMA) by using the formal
security proof.

1.2 Paper Organization

The rest of this work is organized as follows; In Section 2, our
scheme outlines preliminaries for the construction and formulate
the definitions of MWAR-ID-SET. In Section 3, the definitions of
our scheme are outlined, section 4 outlines the security model of
MWAR-ID-SET. Section 5 details the construction of our scheme,
and proof the security in Section 6. Section 7 compares our work
with existing schemes. Section 8 concludes our work.

2 Preliminaries
Definition 1: Bilinear Map. Let G and GT be two multiplicative
cyclic groups of prime order p. Suppose that q is agenerator of G.
A bilinear map e : G ×G → GT satisfies the following properties:

1. Bilinearity: For any g ∈ G, and b ∈ Zp, e(ga, gb) = e(g, g)ab .

2. Non-degenerate: e : (g, g) , 1.

3. Computable: There is an efficient algorithm to compute e(g, g)
for any g ∈ G.

Definition 2: Bilinear Diffie-Hellman (BDH) problem. Let
G and GT be two groups of prime order q. Let e : G × G → GT

be an admissible bilinear map and let q be a generator of G. The
BDH problem in (q,G,GT , e) is as follows: Given (q, qa, qb, qc), for
random c, d, f ∈ Z∗p, for any randomized algorithm. A computes the
value e(q, q)cd f ∈ GT with advantage:
ADVBDH

A Pr[A(q, qc, qd, q f ) = e(q, q)cd f ].
We say that the BDH assumption holds if for any polynomial-

time algorithm A, its advantage ADVBDH
A is negligible.

Mobile money subscriber

Cellular network provider

Private key generator (PKG)

Mobile money service provider

Unsigncryption keys

Signcrypted(CTa, CTb,  CTc, CTd)

Output

Signcrypted(mrk(tdk1ID))

Figure 1: System model of our scheme

3 Definitions
In this section, the formal definition of our proposed scheme is
outlined. MWAR-ID-SET achieves a formal security property
of EUF-CMA. The construction specifies six(6) steps: S etup,
MW − Extract, TokenGen, MW − S igncrypt, MW −Unsigncrypt,
MW − Test. MT and CT are considered as the plaintext space and
ciphertext space respectively.
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1. S etup: The construction on input a security parameter k,
output public parameter K with MS K as master secret key.

2. MW − Extract: The scheme on input MS K, ID ∈ {0, 1} arbi-
trary and gives out a message recovery key mrk corresponding
to an identity.

3. TokenGen: With the input message recovery key mrk, arbi-
trary ID ∈ {0, 1}∗ and it return token tdk1 corresponding to an
identity (ID1).

4. MW − S igncrypt: The scheme on input ID ∈ {0, 1}∗, random
witness w ∈ W, a chosen plaintext m1 ∈ M1, and output ci-
phertext CT1 = (x1, c1) where x ∈ X from generated witness
WInsGen(w) = x with the relation R satisfied [1].

5. MW − Unsigncrypt: On input the ciphertext CT1, message
recovery key mrk with a random chosen witness w ∈ W, the
plaintext m1 ∈ M1 is uncovered provided CT1 is deemed as a
valid ciphertext derived from a witness relation R.

6. MW − Test: The scheme on input the ciphertext CTA ∈ CT1
with its corresponding receiver IDA derived from the token
tdk1A with its corresponding IDA, the ciphertext CTA ∈ CT1
with its corresponding receiver IDB derived from the token
tdk1 with its corresponding IDB. The scheme respond 1, pro-
vided CTA and CTB have same message. Otherwise it respond
as ⊥.

4 Security Model
We assume u = {S etup,MW − Extract,TokenGen,MW −

S igncrypt,MW−Unsigncrypt,MW−Test} as the scheme and poly-
nomial time algorithm adversary A. MWAR − ID − S ET achieves
two main security notion of IND −CCA2 and EUF −CMA. How-
ever, our scheme adds the security notion of ID-based indistinquisha-
bility to IND-CCA2 and is coined as IND-ID-CCA2, similarly pre-
sented in [55] via the standard model..

1. S etup: The challenger A executes the security parameter k
and outdoors K with a randomly chosen witness w ∈ W and
generates x ∈ X of the relation R. It gives out the relation R
to the adversary A.

2. Phase 1: The mobile merchant adversary A then issues
(f1,f2, ...,fn−1). It is assumed that such query is of:

• MW−Query(IDi): The merchant executes H(.) and gen-
erates mrki which corresponding to IDi as the identity.
The recovered mrki is forwarded to A.

• TokenGen(IDi): The merchant executes the MW −
Unsigncryption to generates tdki via the witness rela-
tion R. The algorthm then forwards tdki to A.

3. MW − Challenge: When the phase comes to an end, two
messages (m1,m2) with equal-length and ID∗ is submitted
by A to the challenger and wishes to be challenged. But
(m1,m2) were both not issued during signcryption and ID∗

was never extracted during phase 1 section. Given this,

the challenger randomly chooses t ∈ {0, 1} and returns
CT1 = MW − S igncrypt(mt, ID∗,w∗). Again, a challenge
ciphertext token mrk∗ = (ID∗, x∗) is issued by the execution
of TokenGen phase mrk∗ ← mrk(tdk,mt, x∗) and it output
mrk∗ to A.

4. MW − Unsigncrypt: The merchant executes an unsigncryp-
tion algorithm to unsigncrypt CT1. The merchant obtains
mrk1 which corresponds to a public key of IDi. The plaintext
mi is forwarded to A.

5. Phase 2: The merchant adversary issue the query
(f1,f2, ...,fn). The query is of the form:

• MW − Query. A similar response as in phase 1 is given
because IDi , ID∗.

• TokenGen(ID1). Given x , x∗, the merchant respond
same as in phase 1.

6. Result. The adversary A does a guess v
′

of v. Since v
′

= v,
then the adversary will win the game.

The adversary advantage in breaking the scheme is noted as:

ADVMWAR−ID−S ET (k) = Pr[v
′

= v] − 1
2 as a negligible proba-

bility.

5 Construction
A detailed construction of our proposed scheme is outlined as fol-
lows:

1. On input a secured parameter k, the algorithm output public
parameter K, with MS K as master secret key.

• Two multiplicative group G and GT are generated by
the system with the same order of lemgth θ bits with
a bilinear map e : G × G → GT . The group generater
P ∈ G is selected.

• The algorithm exploits keyed permutation F : {0, 1}s ×
{0, 1}n → Z∗p with a positive interger D = k(i) and
L = b(i), it then activate a random value r1 from {0, 1}L.
Message authentication code (MAC), MAC = GS V .
Thus, generate, sign, verify (GSV). After executing
G(i), it obtains r2. It then set master token key as
MT K1 = (r1, r2).

• A hash functions Ha : {0, 1}τ → Z∗p, Hb : {0, 1}∗ → G,
Hc : A×G×GT → {0, 1}τ+r1 , where r1 represent random
numbers and τ as length of message. (τ1, τ2) ∈ Z2

p is ran-
domly chosen and Rv = Pτ1 , Rm = Pτ2 . The paramrter
K = (A, τ,G,GT , P,Rv,Rm,MAC,Ha,Hb,Hc) is made
public (published)

2. MW−Extract: With an ID ∈ {0, 1} as string, the system com-
putes QID = Hb(ID) ∈ G and private key mrkID = (Qτ1

ID,Q
τ2
ID).

It should therefore be noted that (τ1, τ2) are secret value ran-
domly chosen by the algorithm.

3. TokenGen: The algorithm with an input string ID ∈ {0, 1}∗,
the computation QID = Hb(ID) ∈ G is executed and the token
tdk1ID = (Qτ2

ID) is generated.
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4. MW − S igncrypt: The algorithm with an input public pa-
rameter K, string ID, it executes QID = Hb(ID) ∈ G
and a signcryption m1 ∈ G is triggered by choosing two
random values (q1, q2) ∈ Z∗p. The ciphertext is set as
CT1 = (CTa,CTb,CTc,CTd) as :

CTa = Hb(e(QID,Rm)q1 ) · mq1
1 , CTb = Pq1

CTc = Pq2 CTd = (m1||w)⊕Hb(CTa||CTb||Z||e(QID,Rv)q2 ).

The signature Z ← S (r2,CTc) is used to signcrypt the cipher-
text of the employed MAC. The signcrypted tag Z is used to
verify signcrypted ciphertext CTc

5. MW − Unsigncrypt: To unsigncrypt, the algorithm with
an input the ciphertext CT1, private unsigncryption key
mrk = (Qτ1

ID,Q
τ2
ID) with CT1 = (CTa,CTb,CTc,CTd) corre-

sponding to an identity ID. The algorithm executes (m1||w
′

) =

CTb ⊕ Hb(CTa||CTb||CTc||e(CTc,Q
τ1
ID)). The algorithm do a

check of CTa = (m
′

1)||x
′

and CTb = Pq
′

1 to determine whether
they are equal. If they are equal, the algorithm returns m1,
contrarily, it returns ⊥.

6. MW − Test: With a given signcrypted ciphertext CT1A with
trapdoor tdk1A and a different signcrypted ciphertext CT1B

with a trapdoor tdk1B . The algorithm determines whether
m1A = m1B is equal or not. The algorithm does this by execut-
ing:

T DA =
CTaA

Hb(e(CTaA ,RmA ))
, T DB =

CTaB

Hb(e(CTaB ,RmB ))
.

If the above equation holds, the algorithm then output 1 on
success and 0 on failure.

Construction Correctness.
We assume that CT1 = (CTa,CTb,CTc,CTd).). Test algorithm
executes:

CT1A =
CTaA

Hb(e(CTaA ,RmA ))
, CT1B =

CTaB

Hb(e(CTaB ,RmB ))

CT1A =
Hb(e(QID, Pτ2 )q1 ) · mq1

1A

Hb(e(QID, Pτ2 )q1 )
, CT1B =

Hb(e(QID, Pτ2 )q1 ) · mq1
1B

Hb(e(QID, Pτ2 )q1 )

CT1A = mq1
1A

, CT1B = mq1
1B

Hence, mq1
1A

= mq1
1B

From the above, the algorithm output 1 on success and 0 on
failure.

Therefore:
e(CTbA ,RmB ) = e(CTbA ,RmB ).

e(CTbA ,RmB ) = (Pq1 , Pτ2 ) = e(P, P)q1τ2 ,

e(CTbA ,RmB ) = (Pq1 , Pτ2 ) = e(P, P)q1τ2 .

This implies that if, m1A = m1B , then

e(CTbA = RmB ) = e(CTbA = RmB ).

6 Security Analysis

In this section, we consider a formal security property of IND-CCA2
and EUF-CMA [60]. Our scheme adds the notion of ID-based in-
distinquishability to IND-CCA2 and referred to as IND-ID-CCA2.

6.1 IND-CCA2 Security

Our MWAR-ID-SET is (S ETε, ts, qks, qns, qus)-IND-CCA2 secure
if (εmdbdh, ts) − mDBHDH assumption holds. Thus, H1 and H2
serves as (εH1 ) and (εh2 ) are both collision resistant hash functions,
such that:

εS ET ≤ εmdbdh + εH1 + εH2 +
qks+qus+3

p +
qns
p2 .

Where ts refers to index period time, qks refers to number of
extraction key queries, qns represent number of signcryption queries
and qus represents number of unsigncryption queries. Therefore, the
security analysis with a collission resistant hash function proves our
scheme secured.

6.2 EUF-CMA Unforgeability

Proof Theorem: This section outlines the security proof of un-
forgeability against adaptive CMA derived from the security con-
structions in Chow[41] ID-based signcryption cryptosystem. Thus,
it is expected that the adversary can forge a ciphertextof a mes-
sage m1, if the assumption CT1 = (CTa,CTb,CTc,CTd) corre-
sponding to a user identity ID holds. Thus, CTd = (m1||w) ⊕
H3(CTa||CTb||CTc||e(QID,Rv))q2 is regarded as the signature of the
message m1||w, where e(QID,Rv)q2 is regarded as the pairing of
a corresponding user with secret signcryption key Rv. It is how-
ever noted that the difficulty of CDH problem makes the scheme
unforgeable via the random oracle model.

6.3 Security Analysis of Token Key

Further details on the token security analysis can be accessed in [1].
The token security analysis experiment to our scheme is defined as:
EXPIND−ID−CCA2

MWAR−ID−S ETA
(k).

With a security parameter k, a master token key MT K1 = (r1, r2)
and A adversary against token security. According to [1], the adver-
sary A win the game if b

′

= b, which shows that the output of the
experiment is 1 on success and 0 on failure. Adversary A advantage
in the experiment is defined as:

AdvIND−ID−CCA2
MWAR−ID−S ET (w) = |Pr[ExpIND−ID−CCA2

MWAR−ID−S ET ] − 1
2 |

However, the probability for the adversary to win the game is
negligible, hence proves our construction secured.
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7 Comparison
A security strength comparison computations with existing sign-
cryption schemes are outlined in Table 1. Constructions in ID-
based Signcryption cryptosystem in [21, 23, 60, 64] are compared
to with respect to security strength. The parameters for our compar-
ison includes group multiplication, group exponentiation, inverse
computations, pairing operation, test for equality, and support for
EUF-CMA.

Table 1: The performance computational cost and Communication overheads

Scheme GMult GExpa GTMult GTExpa
GTInv Pr IND-CCA2 EUF-CMA ET

[21] 2nua + 2nma + 1 3 5 1 1 7(+2) �
√

No
[23] 2nua + 2nma + 1 3 5 1 1 7(+2) � � No
[60] 2nua + 2nma + 1 7 5 1 1 7(+2)

√ √
No

[64] 2nua + 2nma + 3 7 5 1 1 7
√ √

No
Ours 2nua + 2nma + 1 7 3 2 2 8

√ √
Yes

Legend: ′′GMult”: multiplication in group G, ′′G′′Expa
:

exponentiation in group G, ′′G′′TExpa
: exponentiation in group GT ,

GTInv : inverse computation in group GT , ′′nm, n′′u : length of identity
in bits string, ′′Pr”: pairing operations in the form x(+y) as in [23],
′′ET ′′: equality test, ′′�′′: not supportive, ′′

√′′: supportive .

Table 2: Running Times with Symbols

Symbols Description Times
GExpa G exponentiation operation 6.3937
GTExpa

GT exponentiation operation 1.9518
Tpa Operation with pairing 11.4173
Tha Hash functions 000853

GMult Multiplication operation in G 0.047
GTMulta

Multiplication operation in GT 0.0119

The Pairing-Based Cryptography (PBC) Library [65] is used
to quantify the time consumption of signcryption, unsigncryption
and test operations. We use the code of a program in VC++ 6.0
and executed on a computer (Windows 10 Pro, operating system),
Capacity of Intel(R) Core (TM) i5-4460 CPU with 3.20GHZ and
4Gb RAM. The code was executed several times and average time
of execution extracted (see Table 2 ). With respect to the scheme
in [66], and other pairing-based constructions with a security level
of 1024-bit RSA, a supersingular curve z2 = x3 + x with an em-
bedded degree of 2 is adopted. Also, q = 2159 + 217 + 1 noted as a
160 bit Solinas prime noted as a 512 − bit prime. With regards to
ECC-based schemes, an equivalent security level of Koblitz elliptic
curve of y = x3 + ax2 + b defined on a F2163 is used to provide the
same security level in the ECC group. The computational units are
in millisecond (ms) and bytes respectively. The execution times of
each respective algorithm were calculated and Matlab program was
used to generate Table 1 and computational results in Table 2.

Therefore, it is clear that our scheme support equality test as
compared with other schemes without equality test. The compu-
tation of trapdoor and trapdoor delegation to the tester is equally
achieved in our scheme. In terms of computational cost, our scheme
has a lower computation cost as compared to existing schemes.
Also, the support for IND-ID-CCA2 is featured in our sccheme as

compared to other existing scheme with IND-CCA support. How-
ever, the inverse compuatation to recover the message achieves a
ligh computational cost as compared to others in Table 1. This is
pardonable due to the additional trapdoor computations featured in
our scheme.

8 Conclusion
The construction MWAR − ID − S ET achieves a security improve-
ment in mobile money service security in Ghana via the adoption
signcryption cryptosystem. Data forgery and re-play attack is cur-
tailed in our construction and the simultaneous benefit of PKE and
digital signature is achieved in our scheme using the random oracle
model. A desirable security property of EUF-CMA is achieved
in our construction. In spite of other applications and extentions
of identity based cryptosystem [67]–[70], our scheme achieves a
remarkable achievement in indentity based cryptosystem.
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 Ant Colony Optimization (ACO) algorithm, a well-known robust technique to solve easily 
both a simple and multiple objective optimization problems. This article presents an 
application of the ACO in order to achieve the optimal sizing of analog circuit. The 
proposed technique is employed to optimizing the sizing of a positive second-generation 
current conveyor (CCII+). Results show better objective functions than previously achieved 
by other optimization procedure. PSPICE simulations are used to confirm the validity of 
the reached optimal results and the accuracy of the proposed procedure. 

Keywords:  
Ant colony optimisation 
Analog circuit design 
Positive second-generation 
current conveyor 

 

 

1. Introduction  

Current Conveyor (CC) represents the first construction block 
developed for current signal processing [1]. Two years later, in 
1970, another variant of a CC, namely, Second Generation Current 
Conveyor (CCII) was published [2].  

Recently, a Current Conveyor is seen as a good alternative for 
the voltage-mode. CC can be widely employed in different 
applications. The CCII is the most popular configuration [3]. 

Despite the number of positive proprieties ensured by the CCS 
[4], it seems that designing integrated CC circuits with high 
performance is in effect still open particularly in CMOS 
technology [5]. 

Currently, an important interest has been devoted to achieve 
the best sizing of the analog component efficiently and with high 
accuracy. Some (meta) heuristics were used in the scientific 
publications such as Genetic Algorithms (GA) [6, 7], Ant Colony 
Optimization (ACO) [8, 9], Particle Swarm Optimization (PSO) 
[10], Differential Evolution algorithm (DE) [11], Simulated 
Annealing (SA) [12] and Artificial Bee Colony Algorithm (ABC) 
[13, 14].  

ACO algorithm is proposed in this work, with view to get an 
optimal design of positive second-generation current conveyor 
(CCII+). To this end, we applied three of the most important 

variants of ACO, specifically, the Ant System (AS), the Min-Max 
Ant System (MMAS) and the Ant Colony System (ACS). In fact, 
the ACO has already efficiently been used to treat real optimization 
problems, particularly in the analog circuit area. 

A high performance CCII+ depends on the high-end cut-off 
frequency for the current waveform (Fci) and the input impedance 
at port X. Hence, two objectives functions are taken into 
consideration: achieve a low input resistance RX and a very high 
cut-off frequency Fci. However, the suggested technique is a mono-
objective one, to this end; the optimization process is treated using 
two distinct manners; firstly, each objective function is solved 
separately. In the second way, a mono-objective problem is 
considered by using a weighting technique. 

This paper is organized in the following manner: The second 
section is about a detail description of the ACO technique. The 
third section proposes an example for the optimal sizing of CCII+. 
Then, a comparison with some similar works and simulation 
results are represented in the fourth section. Through the fifth 
section, the optimized CCII+ is exploited in order to form a current 
mode filter. Finally, the sixth section is the conclusion. 

2. The ACO Technique Presentation 

 Ant Colony Optimization (ACO) is a nature-inspired 
algorithm, used to resolve various hard problems. The use of ACO 
has proved a capacity to deal with complex optimization problems 
successfully, for instance we can cite the traveling salesman 
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problem (TSP) [15], vehicle routing problem [16], the quadratic 
assignment problem (QAP) [17]. 

The ACO takes inspiration from the real ant colonies behavior. 
The fundamental idea of this metaheuristic consists in simulating 
the social intelligence of ants in searching the shortest road from 
the nest and a source of food. In fact, real ants communicate 
indirectly through trails of chemical pheromone. Concretely, the 
agents of the colony deposit pheromone on the road to determine 
certain favorable route to be pursued by other ants [18]. 

2.1. Ant System 

« Ant System » (AS) is the basic variant of the ACO. The 
modelling approach to resolve a given optimization problem is 
established as follows: 

Ants choose the vertex to travel to by applying the state 
transition rule [19, 20]. Ant k in node a will move to vertex b 
according to the probability offered by (1):                                                                     

       

( ) ( )
( ) ( )















∉

∈
⋅

⋅

=

∑∈

 J a if                                0
 

                       J a if  
ητ

ητ

k
a

k
a

Jl
β

ab
α

ab

β
ab

α
ab

k
ab

k
a

P
     (1) 

while  Jk
a corresponds to the list of possible moves, which are 

possible for ants starting form vertex a, abτ represents the intensity 
of the trace associated to brink (a, b). α and β identify the relative 
impact of the trace intensity and the visibility value, ηab . 

where  
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=η                                                   (2)                                                                 

The dab represents the distance between nodes a and b 

The pheromone is updated by means of formula (3), when all 
agents of the colony construct their path: 
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While 𝜌𝜌 corresponds to the pheromone decay parameter, m 
represents the number of ants, and Δτab

k is the amount of 
pheromone deposited by ant k on brink (a, b): 
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Q is a constant; Lk represents the tour length built by ant k. 

2.2. Min-Man Ant System 

The Min-Max Ant System is an adjustment of the AS [21]. 

Min-Max Ant System (MMAS) is designed to attain the best 
result. To this end, only the optimal result is authorized to intensify 
the pheromone quantity. In fact, MMAS uses an instrument to 
border the trace intensity, and so that avoid the premature 
stagnation. 

MMAS presents some new features and they are as follows: 

• Only the ants that produced the best solution are allowed to 
update trails;                                    

• To avoid stagnation, MMAS introduces upper and lower 
bounds so that the pheromone intensities lie inside the interval 
[τmin, τmax]; 

• In each brink, the trail strength is initialized to τmax. 

2.3. Ant Colony System 

The Ant Colony System (ACS) algorithm incorporates three 
main differences with respect to the AS algorithm: 

• ACS algorithm uses a parameter q0 (0≤q0≤1), which controls 
the tuning between exploitation and exploration. thus, the 
probability that ant moves to node b is given by  this rule: 

    ( ) ( )( )[ ]
( )



 ≤=

= ∈

0

0

qq if                                             1

qq if  *maxarg



βητ aBauBu
t

b k
a                         (5) 

where q is a random variable evenly distributed in [0, 1] 

• The global pheromone update is applied only to edges that 
form part of the best solution,  as in the following: 

         ( ) ababab τρτρτ ∆⋅+⋅−= 1                                                     (6) 

where  

      
( )





 −−∈

=
otherwise      0

ba, if   1 tourglobalbestL
abτ           (7) 

• The updating of local pheromone is applied when each ant 
produce a solution: 

       ( ) intabab τρτρ1τ ⋅+⋅−=        (8) 

The procedure of the ACO technique can be illustrated by 
means of the flowchart bellow: 

3. Application of the ACO to the optimal sizing of CCII+ 

CCII is the most popular configuration of CCs; it replaces the 
conventional OPAMP in different applications as for example 
active filters, oscillators, and analog signal processing. 

The CCII is three terminal devices; the current conveyor’s 
response is illustrated by expression (9) [22]: 

 

 

                                (9) 

 

The voltage at node X is duplicated from the voltage applied at 
node Y. Similarly, the current at Z port is copied from the current 
flowing through node X. A positive Z output current conveyor is 
considered when 1+=β  and it is denoted CCII+. For optimal 
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circuit performance, it is desirable to have very high impedance on 
Y and Z nodes and small Rx, i.e. the resistance on X [22]. 

Random initialization of the 
pheromone value

For each 
iteration

For each ant

Compute of the probability P

Determine the Pmax

Compute the Objective Function OF

Deduce the best Objective Function 
OF

Update pheromone values

Report the best solution

T= Number of iterations
M= Number of ants

Ant= M?

Iteration= 
T?

Yes

Yes

NoNo

 

Figure 1: Flowchart of ACO 

In this work, the ACO is used to optimize the performances of 
a positive second-generation CMOS current conveyor (CCII+) 
(figure2). Optimizing the most affecting parameters of the current 
conveyor is highlighted: 

This optimization problem is resolved using two   methods; in 
the first one, two mono objective function are considered. The 
objective functions are: 

• Minimize the Rx, which represents the X-port input 
parasitic resistance 

42

1
gmgmxR

+
≈                                                                  (10) 

• Maximize the Fci, which represents the current high cut off 
frequency 

)(
)(

2
1

4654
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+
Π

=                                    (11) 

 
Figure 2: A positive second generation current conveyor 

In the second method, the proposed objective function allows 
simultaneously minimizing Rx and maximizing Fci, and it is 
configured as: 

X
ci

obj R
F

f +=
1                                                                    (12) 

The MOS transistors size represents the geometric variables 
that will be considered: the gates widths (WN and WP) and 
channels lengths (LN, and LP). The binding functioning conditions 
require that all the transistors of CCII+ must function in the 
saturation mode. So that, the main constrain of the optimization 
problem are presented by expressions (13) and (14):  
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where Cox, μN, and μP are MOS technology parameters. VTN and 
VTP denote threshold voltages of NMOS and PMOS transistors 
respectively. The employed supply voltages are Vss/VDD= -
2.5V/2.5 V and a bias current, Ibias=100 μA. 

4. Results and Discussion 

The proposed variants of the ACO technique were applied to 
deal with the optimal sizing of CCII+. The optimization 
technique works on C++ codes. 

4.1. Optimization problem result using tow separated objective 
functions 

The optimal values for the parameters of CCII+ achieved by 
the ACO algorithms and the circuit’s performances linked with 
these values are indicated in tables 1 and 2. 
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Table 3 presents the performances provided by the AS, the 
MMAS and the ACS techniques versus to the ones ensured by 
Particle Swarm Optimization (PSO) and the Genetic Algorithm 
(GA) algorithms. 

Table 1: the obtained results for RX 

 LN 

(µm) 

WN 

(µm) 

LP 

(µm) 

WP 

(µm) 

RX-min (Ω) 

Opt. Sim. 

AS 0.59 36.60 0.35 58.64 333.01 315.89 
MMAS 0.60 36.34 0.35 59.00 335.63 318.69 
ACS 0.59 36.68 0.35 59.00 332.65 315.19 

Table 2: the obtained results for Fci 

 LN 

(µm) 

WN 

(µm) 

LP 

(µm) 

WP 

(µm) 

Fci-max (GHz) 

Opt. Sim. 

AS 0.55 5.48 0.35 9.52 1.795 1.739 
MMAS 0.55 5.60 0.35 9.60 1.775 1.731 
ACS 0.55 5.44 0.35 9.50 1.801 1.754 

The results of the simulation under SPICE for Rx and Fci 
employing the optimal results acquired by the suggested 
techniques for CCII+ are exposed in figures 3 and 4. We can 
observe that simulation results are in good correspondence with 
theoretical values achieved by the ACO technique. 

 
Figure 3: Variation of  resistance (ohm) versus frequency (Hz) employing 

AS,MMAS and ACS 

 

Figure 4: Current gain (dB) versus  frequency (Hz) employing AS,MMAS and 
ACS 

Table 3: Comparison results 

 ACS PSO[23] GA[23] 
RX-min (Ω) 332.65 464 510 
Fci-max 
(GHZ) 

1.801 1.751 1.541 

It is shown that the three variants of the ACO algorithm offer 
similar results. The comparison with two techniques belonging to 
metaheuristics indicates that the ACS accomplished the greatest 
results with regard to objectives compared to Particle Swarm 
Optimization (PSO) and the Genetic Algorithm (GA) algorithms.  

4.2. Optimization problem result using weighting approach: 

The optimal physical parameters values of MOS transistors 
achieved employing the three variants of ACO algorithm are given 
in table 4. The comparison of the acquired results with those 
obtained by another metaheuristic namely, particle swarm 
optimization (PSO) algorithm, shows that ACS could reach a 
greatest Fci value. However, PSO could achieve a smaller RX value. 

Table 4: Optimal parameter values and optimization results for RX and Fci 

 LN 

(µm) 

WN 

(µm) 

LP 

(µm) 

WP 

(µm) 

Fci-max 

(GHz) 

RX-min 

(Ω) 

AS 0.58 7.95 0.35 13.00 1.446 711.42 

MMAS 0.59 8.08 0.35 13,00 1.420 708.75 

ACS 0.55 7.53 0.35 12.97 1.531 721.08 

PSO-2S 
[24] 

0.52  14.30 0.35 23.62 1.358 444 

The following table presents the simulation results: 
Table 5: The optimal results for Rx and Fci 

 Fci_max 

(GHz) 

RX_min 

(Ω) 
Opt. Sim. Opt. Sim. 

AS 1.446 1.495 711.417 825.896 

MMAS 1.420 1.479 708.75 825.896 

ACS 1.531 1.552 721.085 827.704 

 

 
Figure 5: Current gain (dB) as a function of frequency (Hz) employing 

AS,MMAS and ACS 
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The figure 5 gives the SPICE simulation for current gain (in 
dB) as a function of frequency, and the figure 6 presents the SPICE 
simulation results for RX (in ohm) as a function of frequency and 
this by employing the acquired optimal values by the three 
proposed variants of ACO algorithm for CCII+. 

5. A Current Mode Filter based on the CCs 

A second order filter can be implemented based on the use of 
simulated inductance [25]. In fact, Current conveyors present the 
basis of simulated inductance topology. Figure 7 shows a current 
mode active filter constituted of 4 current conveyors and two 
capacitors [26]. 

 

 
Figure 6: Variation of Rx (ohm) as a function of frequency (Hz) employing 

AS,MMAS and ACS 

 
Figure 7: Current- mode pass-band filter 

The quality factor and the resonance frequency of this filter are 
respectively presented by: 
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RX1, RX2, RX3 and RX4 represent the parasitic resistances on port 
X of the considered CCII+. 

The considered filter is simulated using SPICE, and it is 
designed based on the optimized CCII+ with optimal sizes 
determined by ACS for this cases: 

a. Firstly, it is designed by employing the obtained CCII+ 
offering the maximum Fci. 

b. Secondly, it is designed by employing the obtained CCII+ 
offering the minimum RX. 

c. Finally, it is designed by employing the obtained CCII+ 
offering simultaneously maximum Fci and minimum RX. 

The optimal parameters values of MOS transistors for the three 
cases are summarized in the table 6. 

Table 6: Optimal physical parameters values of MOS transistors 

 Minimum 
RX 

Maximum 
Fci 

Minimum RX and 
Maximum Fci 

WN/ LN (µm) 36.68/0.59 05.44/0.55 7.53/0.55 

WP/ LP (µm) 59.00/0.35 09.50/0.35 12.97/0.35 

Figure 8 shows the SPICE simulation of the filter gain, where 
C1=C2=0.1pF. 

 
Figure 8: Resonance frequency of the second order current mode band-pass filter 

The resonance frequencies reached by the ACS are presented 
in the following table; we can observe that the best resonance 
frequency of the current mode second order band pass filter is 
recorded in the third case. 

Table 7: The obtained resonance frequencies 
 

RX-min Fci-max 
RX-min and 

Fci-max 

fo 
(MHz) 497.896 641.389 647.781 

6. Conclusion 

In this work, the Ant System (AS), the Min-Max Ant System 
(MMAS) and the Ant Colony System (ACS), which are the most 
important variants of Ant Colony Optimization technique, are 
applied in order to optimize the sizing of conventional CMOS 
CCII circuit. The performances of a CCII+, especially the current 
high cut off frequency and the X-port parasitic resistance are 
optimized. The acquired results prove that the ACO algorithm 
offers a competitive optimizing capability for the design of CCII+. 
Then, the improved CCII+ structure was utilized as an elementary 
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block to build current mode band -pass filter. SPICE simulations 
and comparison with already published works were highlighted. 
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Computer vision is a technique used for processing images and videos which are increasingly
becoming ubiquitous day by day. Technologies developed are revolving around human needs and
demands high computational power as volume of data increases. The extraction of the necessary
information for processing, that is independent of various scene complexity is a challenging
task. Computation visual attention methods channelize a way to select the information using
psychological studies on the human visual system. This work aims to develop a computational
visual attention method to select the target in a scene. Feature Gate Top-Down model is proposed
to filter the significant region of a target in the scene. The proposed model is extended as a
choice-based system to detect target or salient movement in surveillance videos. Experimental
analysis is performed on various scenes for detecting human as a target followed by the analysis
on surveillance videos is evaluated. The metrics such as Kullback-Leibler divergence (KL
div), Normalized Scanpath Saliency (NSS), Correlation Coefficient (CC) and similarity reveals
that the proposed model is more adaptive in identifying the target region by suppressing other
dominant objects.

1 Introduction

In this era of technology, many human activities largely demand on
various kind of information processing by machines. The simplifica-
tion and accessibility of devices make the accumulation of data that
is increasing day-by-day. Consequently, modern computing meth-
ods focus on processing such voluminous data especially images
and videos. The demand is to manipulate and maintain the data in
an intelligent way and to extract the information whenever required.
The computer vision methodologies provide a solution to the prob-
lem in terms of image labelling, classification and compression etc.
Many applications focus on human-centric technology especially
detecting the target in the image or video for further manipulation.
Target detection is a challenging problem, due to variations in natu-
ral factors like background, illumination and posture of object. So
the thrive for the robust target detection algorithm is continuing as
an active area of research. In this work, the effectiveness of adapting
visual attention technologies in target detection is proposed. Visual
attention methods are derived by analyzing the behaviour of the
human eye while processing the information that is in form of image
or video. The computational models devised from the hypothesis
of the visual system have often helped to improve and simplify the
task of many vision applications. Visual attention model has been
developed and studied through two approaches viz. Bottom-Up

(BU) and Top-Down (TD) approach. BU approaches detects the
salient region in the image and TD approaches detects the regions
based on intention. As target search as intention in the scene, object
may or may not be salient in the scene. Hence the proposed work is
on TD computational model that identifies the significant regions of
target in an image. The organization of the paper is as follows: Sec-
tion 2 presents the preliminaries of the visual attention mechanism
and human detection system. Section 3 proposes computational
Top-Down model. Section 4 discusses experimental design and
simulation results. Conclusion is given in section 5.

2 Related Work

The proposed method is demonstrated to detect the human as a
target in the scene. In [1] surveyed many models that detect all mov-
ing objects and classified humans using features like shape, texture
etc. The state-of-the-art human detection methods were analyzed in
[2] and the advantages of each method with a guide to the choice
for applications were briefly discussed. The proposed visual atten-
tion techniques detect both target in the scene as well as moving
object. In psychological attention theories, the BU is handled by
early vision regions where the component is fast and instantaneous.
There are models developed to extract BU component by extending
theories and image-based techniques. Saliency detection based on
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regional contrast that can simultaneously evaluate global contrast
differences and spatial coherence was discussed in [3]. Histogram-
based Contrast(HC) method [4] was used to define saliency values
for image pixels using colour statistics of the input image. The
method extended to Colour Co-occurrence Histogram (CCH) that
captures saliency based on location information and statistics of
image pixels were composed into a visually perceivable image. It
was inspired by the behaviour of the human visual system and the
fact that visual attention was driven by the low-level stimulus. The
images were analyzed in various resolutions, then the maps were
computed on multiple low-level features like intensity, colour, orien-
tation, and texture. The top-down component was highly dependent
on the task, the human visual system, attention could be focused
volitionally to cues determined by the current task (e.g., looking
for something). In [5], the author derived the TD (Top Down) map
generated using the decision tree classifier on the test date. A fuzzy
rule-based system was used in [6], [7] and [8], where the feature
is used for the specific image property (Intentional features) in-
troduced in fuzzy inference system on learned features. A Visual
Attention System for Object Detection and Goal-Directed Search
(VOCUS) [9] model derived the TD map by tuning the features of
the target region in the map. The weights were calculated from the
ratio of mean value between the Region of Interest (RoI) and the
surrounding region. The contextual information of the object was
used in many works as TD component. The method in [10] method
used spatial information on global context information to detect the
target. The gist of the scene was determined to categorize as indoor
and outdoor and to perform the task based on that. In [11] learned
the behaviour of human eye fixations while playing a video game
mapped to scene as TD model. Natural Language Processing (NLP)
and then interfaced with vision using Language Perceptional Trans-
lator (LPT) for parsing the sentence and to extract the corresponding
properties of an object like location, colour, size and shape for the
object. Few features that influence the visual search task were con-
text, features and background [12]. Context was unimportant for
the detection of human due to its dynamic behaviour in surveillance
scenes. Features that are highly related to the target was elicited
other than the distractor feature. Brain system had functional areas
as a pre-attentive stage where the parallel processing of basic vi-
sual cues were performed and subsequently followed by the region
where complex-operation such as recognition was performed [13].
In Top-Down model the location that satisfied the target features
from inhibiting the other distracting region was favoured. Boolean
map model [14] divided the region as selected and not selected
by sequentially producing Boolean map considering one feature
at a time. It combined the result of one feature that becomes the
input for searching the other feature. The main contribution of this
work is the development of computational visual attention method
to select the target in a scene. We have proposed a model namely
feature gate model using biological theories, that makes use of the
influence of target features and integrates the distinctive features
for filtering the target. Then the model is extended to video by
integrating with moving object detection algorithm. The method
is analysed with map generated without intention and prominence
of a target concerning surrounding environment complexity. The
proposed method is also compared with other existing models to
evaluates its performance.

3 Feature Gate Top Down Model
Feature gate model [15], terms derived from visual attention system
as gate control the flow of information from each level of the hierar-
chy to the next. The gating of each location depends on the features
present. It is a fast and efficient method for inhibiting distractor
locations in the search task. The specific aim of the work is:
1. Implement the Feature Gate model concept for effective feature
combination of target detection.
2. Evaluating the influence of pre-learned feature extending to video
processing. The results are analysed for visual target search appli-
cation, where the choice for selecting the target region in frames is
also included.

The system architecture is presented in Figure 1. The sequence
of ‘k’ frames(fr) from fri−k, fri−k+1,. . . fri are considered to be en-
titled as processed in the system. The ith frame (fri) in the video
sequence is considered for finding static TD map. The low-level
features like colour, orientation and intensity are tuned to pops out
the target or salient region as static map. The proposed Feature Gate
Top-Down model (FGTD) is discussed in subsection 3.1 and pop
out the probable location of the target(human) as TD map. The ’k’
frames are used for finding the potential region of moving target in
the scene by entropy-based moving object detection discussed in
section 3.2. The saliency map is calculated from low-level feature
by procedure discussed in [16]. The model has the flexibility to
select a specific target in the video or it can detect the potential
salient moving object. Hence, the weights Wm and Ws is help to
increase or decrease the proposition of selecting the target. The final
map generated as discussed in subsection 3.3.

Figure 1: Overview of Proposed model

3.1 TD Map Generation

The human brain fires the neurons based on the task that need to
be coordinated. In case of developing a TD model, it requires to
enable the relevant low-level feature information. The feature re-
lated and necessary for the target passes through the open gate and
other features are inhibited by the closed gate. The features that
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are passed through the open gate will be kept in the output and
others are restricted from appearing in the output. Some of the
pre-defined set of local features are learned in the model. Color,
intensity, and orientation play a significant role in determining the
salient regions in images. The architecture for FGTD model is
given in Figure 2. The details of the target and environment to be
searched are given as input to the system. The visual feature and
salient features are considered for evaluation of TD Information.
These features are well suited for target search concerning various
background. Features are expressed as a feature map and then com-
bined to form conspicuity maps. Feature map is mapped to form
a sub-conspicuity map. The features are learned from low-level
features in different scales. The input image is broken down into
intensity, colour and orientation maps. Four broadly-tuned color
channels Red(R), Green(G), Blue(B) and Yellow(Y) are created.
Gaussian pyramids R(s), G(s), B(s), and Y(s) are created from these
four colour channels. Centre-surround differences (Θ) between a
“centre” fine-scale c and a “surround” coarser scale s yield the fea-
ture maps as represented in equation 1. Scales are obtained from
pyramid with center c= {2,3,4} and surround scale S= {3,4}. Feature
maps across color, orientation and intensity are computed using Itti
model [16]. Conspicuity feature map of intensity, color opponent as
Red-Green (RG) in (1) and orientation in (2) of target region are also
calculated. Three-level orientation feature for θ={0◦,45◦,90◦,135◦}
of target region are calculated. Gabor filter is used to obtain differ-
ent orientation features. The mean of features is extracted from the
selected target region of the image to create training samples.

RG(c, s) = |(R(c) −G(c)) 	 (G(s) − R(s))|) (1)

O(c, s, θ) = |O(c, θ) 	 O(s, θ)| (2)

Figure 2: Architecture of FGTD map generation

In the learning phase, each feature is observed across different
environments. The proposed FGTD Model combines the few rele-
vant feature of the target as selecting weight as ‘1’ (open) and other
as weight ‘0’(close). Thus the features that are relevant to object
are given uniform weightage and irrelevant features are removed.
The target-specific local features are learned and used as cues while
searching. The details of the target as features are given as training

data to the system. The target features are learned and stored based
on the dominancy as TD Information. Relief algorithm[17] is a
successful attribute ranking method, which has been well studied
and adopted for classification problems. The experimental analysis
is performed by having the target as human in various scene from
other background region. The mean value of the features are used to
classify target from non-target. The algorithm used in this method is
proposed in [17] as ReliefF to rank the features. Rather than single
hit and miss while detection, the approach relies on parameter k
that specifies the use of k-nearest hits and misses in the scoring
update for each target instance. The features rank and weights are
calculated based on scores. TD map has been generated based on
combining the first ‘n’ ranked features. There are mathematical
operations for combining the feature map. The summation is used
to combine the feature from TD candidate map. Further the TD map
on static images is combined with movie object map to extend to
videos.

3.2 Moving Object Map

Visual saliency helps the human brain to select the most salient
region in real-time. In human vision system apart from the static
salient region, the moving object attracts attention in a sequence
of images. To extend the method for video analysis, motion is an
added feature required to process by analyzing the set of sequence
of images, which gives moving object map. The map is obtained
by the method in [18] that uses entropy calculation to detect the
moving object map from every instance. It also eliminates the
background noise like the movement of the tree, flag, elevator, fan,
etc based on processing location information. The same proce-
dure adopted to detect the moving object map(M) is given below,

Input:‘k’ successive frames(fr) in the video (fri−k, fri−k+1 . . . . . . ..fri)
Output:Detection of moving object in ith frame as ’M’.

Step 1: Convert f ri to gray scale and quantize into ‘L’ levels.
Step 2: Normalize the frame to the range [0, L-1].
Step 3: Calculate entropy by designing probability mass function
for ‘k’ frames.
Step 3.1: Obtain the histogram integer values.
Step 3.2: Let R(x, y) is a local region in coordinate (x, y). The
information content M(x,y) is calculated as (3)

M(x, y) =
∑
∀k

p(R(x, y), k)log2 p(R(x, y), k) (3)

Step 3.3: Eliminate the static elements by analyzing M(x, y).
Step 4: Continue the step 1 to 3.3 for the entire video sequence.

3.3 Final Map Generation

Regions related to TD Knowledge have higher saliency value than
other regions. The contribution of features in the field is not uni-
form and its weights are varied between the targets. Assigning
the appropriate weight to the feature channel pops out the target
region. The weights help to determine the amount of feature that
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Table 1: Metrics used for analysis

Evaluation method Equation Significance of value
Similarity: closeness between maps
ground truth S h(i) and predicted values
S s(i)

n∑
i=1

min(S s(i) − S h(i))))

‘1’ determines the results are same; 0 de-
picts it is different

Normalized Scan path Saliency (NSS):
Average response value of human eye po-
sition in a model’s saliency map

NS S =
1
n

n∑
i=1

S (xi
h, y

i
h) − µs

σs

Score>1 saliency map shows significantly
higher value than the human fixated
location map

Kullback–Leibler(KL) Div.: KL diver-
gence predicts the distance Between two
distribution S(x) and h(x).

D(s, h) =
∑

x

s(x)log
s(x)
h(x)

It is non negative value, the score is 0 if
distribution s=h

Correlation Coefficient (CC): Mea-
sures the strength of linear relationship
between the model and human saliency
map

D(s, h) =
∑

x

s(x)log
s(x)
h(x)

CC varies between -1 to 1. Positive values
shows the better correlation in prediction
than -ve values

Table 2: The Ranking of features by ReliefF

Features R G B Y I RG GR BY YB 0◦ 45◦ 90◦ 135◦
Ranking 10 8 6 12 13 11 3 1 9 4 5 2 7

helps to separate the target region from other regions. In this work,
weights for moving object map (Wm) and static map (Ws) is used
to fine-tune the result. Each intermediate feature map is multiplied
by its corresponding weight to form the final map as in (4). The
weight stands for the amount of information that is decided based
on the required property on output. The weight can be within the
range of [0-1], and according to the probability theory the sum of
weight is ‘1’. To summarize, the FGTD model that uses biological
inference to select the salient location of target pixels is given by,

Finalmap = Wm ∗ (M) + Ws ∗ (BUorT DMap) (4)

4 Results and Discussion
In this section the experiments done on proposed FGTD model on
static images followed by combining it with movie object map is dis-
cussed. The dataset is taken from various sources on internet having
the target with different illumination and scale complexities. Exper-
iments are done with the aim to find the influence of TD knowledge
compared with map generated by without intention. The application
of computer vision domain namely human detection having target
as human are evaluated using metrics like similarity, NSS, KLdiv
and CC of visual attention models. In Table 1, S (xi

h, y
i
h) saliency

value of human fixation at ith position, mean µs and variance σs

of saliency region, Cov(s,h) covariance of saliency(s) and human
map(h). In Figure 3 gives the comparison of FGTD with BU Map.
First Column is input image, followed by result obtained by BU
model and proposed FGTD model and region of human target in
the scene.

The FGTD model in section 3.1 is evaluated to detect the human
target with dataset consisting of more than 200 images that were
collected under varying illumination, scale and background. The

features discussed in section 3.1 are learned, and relief method is
used to rank the features. The ranking of features for human as
target is given in Table 2. The TD map is generated for test image
by combining first ‘5’ features according to ranking starting from
Blue-Yellow(BY), orientation 90◦ e.t.c. The sample result obtained
for 6 images are presented in Figure 3. The first column shows test
image and second column gives the result map without intention
[16]. The result obtained by proposed FGTD is highlighted with red
color square box and finally the expected target region is highlighted
with red color oval shape.

Figure 3: Comparison of FGTD with BU Map
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A comparison between Map [16] and FGTD Map with target
has been carried out to measure how the model helps to pop out
the relevant region as it decreases in prominence in image. Hence
the performance is compared with human perception without in-
tention measures like similarity, Normalized Scan path Saliency
(NSS), KL div and Correlation Coefficient (CC) in Table 1 used for
analysis. Hundreds of image samples were collected under various
environments, illumination and scaling conditions. In Figure 4, KL
Div score is minimized in the variation of 0 ∼ 10. NSS, CC and
similarity score is maximized compared with map[16] Model. The
scores improved especially in case of target in cluttered background.
Observation shows that FGTD model helps to move closer to target
region even if it uses minimum feature of the target object to filter
out the irrelevant information from image. But, it shows similar
performance of saliency map when the entire test image has the
same feature as target. In Figure 4 the performance Analysis of
FGTD model with map[16] metrics are compared with NSS, KL
div, Similarity and CC, where the X-Axis in the graph is the image
samples arranged according to the background clutter.

(a) (b)

(c) (d)

Figure 4: Performance Analysis of FGTD model with map[16](a)NSS, (b)KL
div,(c)Similarity and (d) CC , where X-Axis in the graph images arranged according
to the background clutter

The static map is further combined with moving object map to
extend in video. The dataset consists more than 100 video clips
collected from surveillance video of varying outdoor and indoor
scene. The model can select Most Salient Region (MSR) as human
or it can directly consider as salient region by BU model. The
impact of selection between TD Map or salient map are analyzed
by varying the weight parameter Wm and Ws are represented in
Figure 5. The result obtained for indoor and outdoor scene with
and without human presences are evaluated. The sample results
obtained for 6 video frames are presented in Figure 5.

Figure 5: Comparison of BU model with TD map where First row weight parameters
are given,second row has TD map with moving target and third row has BU map
combined with Moving target

Hence the background distraction is minimum in indoor scene,
the outdoor scene sample are highlighted. The first column rep-
resents an indoor scene, where other represent outdoor scene. In
order to analyze the result, the result by selecting as human region
(TD map) and saliency region (without intention) are presented. A
comparison with Map [16] and FGTD Map with target Evaluated by
factors prescribed in Table 1 are presented in Figure 6. Performance
Analysis of proposed model with map[16] of NSS, KL div, Simi-
larity and CC is represented. The X-Axis in the graph has samples
arranged based on increasing complexity of scene.

(a) (b)

(c) (d)

Figure 6: Performance Analysis of proposed model with map[16] (a)NSS, (b)KL
div,(c)Similarity and (d) CC , where the X-Axis in the graph has samples arranged
on increasing complexity of scene

In Figure 6, KL Div Score is minimized in the variation of 0.2
∼ 5. NSS, Similarity and CC Score is maximized in the variation
of 0.02 ∼1. The score shows reliable performance even in case
of moving object that is not salient. The model is also compared
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with moving object detection algorithms like optical flow [19] and
dynamic background subtraction [20] methods. The existing algo-
rithm detects all the movie objects in the scene. So, the evaluation is
performed on the scene where the pedestrians or vehicle is present
in the video. The analysis done more than 30 video sequence with
frame rate of 30 to 45 frames per second. The average pedestrians
speed varied from 3 km/hour to 5 km/hour and vehicle speed in
the video varied from 40 km/hour to 80 km/hour. The performance
metrics like True Positive Rate(TPR), False Positive Rate(FPR),
True Negative Rate(TNR) and False Negative Rate(FNR) are listed
in Table 3. It gives the average detection rates on all video clips.
The proposed model shows better performance in compared with
other methods.

Table 3: Comparison of FGTD method with existing techniques

Model TPR FPR TNR FNR
Optical flow
method

80.56 % 15.11 % 82.89 % 17.44 %

Background
Subtraction
method

69.19 % 15.75 % 82.25 % 32.81 %

Proposed
Model

85.75 % 73.19 % 26.81 % 24.25 %

5 Conclusion
The main contribution of this work is a TD model that binds the low-
level features and pops out the target region. The FGTD model com-
bines the features-based rank order derived by relief method. Further
the model is combined with moving object map for analysing the
performance in video processing. The weight based final map gen-
eration provides the significance of weight modulation in region
detection. The method is evaluated with the computer vision prob-
lem to detect a human in a scene. The procedure has been extended
to detect the target in videos and compared with existing methods.
As compared with the scene perceived without intention, the pro-
posed approach shows the capability of suppressing the dominant
region of the image to pop out the target. The methods can be
further extended to detect different targets in a real-world scene. It
can be further extended to simultaneously detect multiple targets in
the scene. The features like depth and texture can be included for
better robotic navigation in the scenarios.

Conflict of Interest The authors declare no conflict of interest.

References
[1] M. Paul, S. M. Haque, S. Chakraborty, “Human detection in surveillance videos

and its applications - a review,” 2013, doi:10.1186/1687-6180-2013-176.

[2] D. T. Nguyen, W. Li, P. O. Ogunbona, “Human detection from images and
videos: A survey,” Pattern Recognition, 51, 148–175, 2016, doi:10.1016/j.
patcog.2015.08.027.

[3] M.-M. Cheng, N. J. Mitra, X. Huang, P. H. Torr, S.-M. Hu, “Global contrast
based salient region detection,” IEEE transactions on pattern analysis and ma-
chine intelligence, 37(3), 569–582, 2014, doi:10.1109/TPAMI.2014.2345401.

[4] S. Lu, J. H. Lim, “Saliency modeling from image histograms,” in Lecture
Notes in Computer Science (including subseries Lecture Notes in Artifi-
cial Intelligence and Lecture Notes in Bioinformatics), 2012, doi:10.1007/

978-3-642-33786-4 24.

[5] J. Amudha, K. Soman, P. S. Reddy, “A Knowledge Driven Computational
Visual Attention Model,” International Journal of Computer Science Issues
(IJCSI), 8(3), 134, 2011.

[6] E. M. De Almeida Neves, J. E. Borelli, A. Gonzaga, “Target search by bottom-
up and top-down fuzzy information,” in Brazilian Symposium of Computer
Graphic and Image Processing, 2000, doi:10.1109/SIBGRA.2000.883895.

[7] J. Amudha, K. V. Divya, R. Aarthi, “A fuzzy based system for target search
using top-down visual attention,” in Journal of Intelligent and Fuzzy Systems,
2020, doi:10.3233/JIFS-179712.

[8] W. S. Lin, Y. W. Huang, “Intention-oriented computational visual attention
model for learning and seeking image content,” in 2009 4th IEEE Confer-
ence on Industrial Electronics and Applications, ICIEA 2009, 2009, doi:
10.1109/ICIEA.2009.5138402.

[9] S. Frintrop, “VOCUS: A visual attention system for object detection and goal-
directed search,” Lecture Notes in Computer Science (including subseries
Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics),
2006.

[10] N. Bergboer, E. Postma, J. Van Den Herik, “A context-based model of attention,”
in Frontiers in Artificial Intelligence and Applications, 2004.

[11] R. J. Peters, L. Itti, “Beyond bottom-up: Incorporating task-dependent influ-
ences into a computational model of spatial attention,” in Proceedings of the
IEEE Computer Society Conference on Computer Vision and Pattern Recogni-
tion, 2007, doi:10.1109/CVPR.2007.383337.

[12] J. Amudha, R. K. Chadalawada, V. Subashini, B. Barath Kumar, “Optimised
computational visual attention model for robotic cognition,” in Advances in In-
telligent Systems and Computing, 2013, doi:10.1007/978-3-642-32063-7 27.

[13] A. M. Treisman, G. Gelade, “A feature-integration theory of attention,” Cogni-
tive Psychology, 1980, doi:10.1016/0010-0285(80)90005-5.

[14] J. Zhang, S. Sclaroff, “Saliency detection: A boolean map approach,” in Pro-
ceedings of the IEEE International Conference on Computer Vision, 2013,
doi:10.1109/ICCV.2013.26.

[15] K. R. Cave, M. S. Kim, N. P. Bichot, K. V. Sobel, “The feature gate
model of visual selection,” in Neurobiology of Attention, 2005, doi:10.1016/

B978-012375731-9/50094-X.

[16] L. Itti, C. Koch, E. Niebur, “A model of saliency-based visual attention for
rapid scene analysis,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, 1998, doi:10.1109/34.730558.

[17] R. J. Urbanowicz, M. Meeker, W. La Cava, R. S. Olson, J. H. Moore, “Relief-
based feature selection: Introduction and review,” 2018, doi:10.1016/j.jbi.2018.
07.014.

[18] R. Aarthi, J. Amudha, K. Boomika, A. Varrier, “Detection of Moving Objects
in Surveillance Video by Integrating Bottom-up Approach with Knowledge
Base,” in Physics Procedia, 2016, doi:10.1016/j.procs.2016.02.026.

[19] H. S. P. DGT, K. J. Udesang, “A survey on object detection and tracking
methods,” International Journal of Innovative Research in Computer and Com-
munication Engineering, 2(2), 2014.

[20] R. D. Sharma, S. L. Agrwal, S. K. Gupta, A. Prajapati, “Optimized dynamic
background subtraction technique for moving object detection and tracking,” in
2nd International Conference on Telecommunication and Networks, TEL-NET
2017, 2018, doi:10.1109/TEL-NET.2017.8343526.

www.astesj.com 1006

http://www.astesj.com


www.astesj.com   1007 

 

 
 

 
 

Design of a Remote Real-time Groundwater Level and Water Quality Monitoring System for the Philippine 
Groundwater Management Plan Project 

Carlos M. Oppus*,1, Maria Aileen Leah G. Guzman2, Maria Leonora C. Guico1, Jose Claro N. Monje1, Mark Glenn F. Retirado1, John 
Chris T. Kwong1, Genevieve C. Ngo1, Annael J. Domingo1 
1Ateneo de Manila University, Electronics, Computer, and Communications Engineering Department, Quezon City, 1108, Philippines 
2Ateneo de Manila University, Environmental Science Department, Quezon City, 1108, Philippines 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 30 August, 2020 
Accepted: 21 November, 2020 
Online: 08 December, 2020 

 Recent technological advances allow us to utilize remote monitoring systems or real-time 
access of data. While the use of remote monitoring systems is not new, there are still numerous 
applications that can be explored and improved on, one such is groundwater level and quality 
monitoring. In the Philippines, the extraction of groundwater for both domestic use and 
industrial use are manually monitored by the government’s concerned agency and is done at 
least once per year. With this current setup, the real and significant state of the groundwater is 
not reflected in a way that is most valuable to the government and to the community. This project 
aims to design and develop a remote real-time groundwater level and quality monitoring 
system. It is intended to provide quantitative data for policy makers in addressing recurrent 
water shortages in the Philippines. This paper discusses the designed system composed of three 
modules: power module, sensors and control, and data visualization. These three modules 
provide real-time data from far-flung locations while being energy-sustainable. Dry runs of the 
system in a controlled environment yielded excellent results — average data accuracy of 
96.63% for all six (6) groundwater quantity and quality parameters namely: pH, temperature, 
electrical conductivity, total dissolved solids, salinity, and static water level (SWL), and 90.63% 
data transmission reliability. Initial deployment of the system on one of the groundwater 
monitoring well in Metro Manila, Philippines returned a 91.16% data transmission reliability. 
The system is currently installed in 20 groundwater monitoring sites all-over the Philippines 
and is scheduled for more installations. 
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1. Introduction 

In the Philippines, the main freshwater sources are inland 
surface water and groundwater.  These water sources are used by 
the agricultural, industrial, and domestic sectors [1].  For the 
domestic sector, the ideal setup utilizes the surface water as the 
main source and the groundwater as a reserve during a water crisis 
[2]. But in the current recurring water shortage crisis, it is 
inevitable that these groundwater reservoirs are tapped as 
additional water resources. 

The monitoring of water supply and water quality using 
observation wells is paramount. There are calls for deployment of 
sensor systems for monitoring wells for dense communities with 
high water usage and industrial areas producing wastes and 
contaminants [2]. If the rate of potential groundwater recharge is 
lower than the rate of extraction, the extraction well could dry up. 

Additionally, water contamination will harm the consumers, 
including agricultural farms and livestock located downstream 
[3]. 

Regular monitoring of the water is crucial. There is a need for 
automated water quality monitoring systems that regularly gather 
data from observation wells at designated and crucial times of the 
day. This lessens manual collection of samples, particularly in 
hard-to-reach and dangerous areas [4]. The use of wireless sensor 
networks (WSNs), deployed on-site to transmit data back at 
specified intervals, has been found to be an efficient way of 
regularly monitoring and ensuring that water quality remains 
consistent and compliant with standards [5]-[7]. This setup 
provides needed information to relevant agencies that allow them 
to make well-informed decisions and guidelines for water 
conservation. 

In full, this paper focuses on the design of the sensor system 
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composed of three modules, namely: the power supply, sensor and 
control, and data visualization. 

2. Overall System Overview 

Figure 1 shows the overall framework of the groundwater 
monitoring system which is composed of: (A) Power Supply, (B) 
Sensor and Control, (C) Data Visualization, and (D) Monitoring 
Well. While the block diagram of the whole system and 
components for each sub-system are shown in Figure 2. 

The power supply sub-system provides power to the sensor 
and control sub-system through a rechargeable battery. The 
battery and solar panel are both managed by the solar charge 
control to prevent unwanted voltage or current discharges during 
low sunlight or nighttime. 

The sensor and control sub-system uses a microcontroller to 
fetch data from the sensor units.  The sensor data collected are pH 
level (pH), temperature, electrical conductivity (EC), total 
dissolved solids (TDS), salinity, and groundwater level (static 
water level). These water parameters are listed under the water 
quality monitoring guidelines for groundwater from the 
Philippines’ Department of Environment and Natural Resources 
Administrative Order No. DAO-2016-08 [8]. This set of sensor 
data is consolidated and sent to the cloud server using a 
GSM/GPRS module [9], [10]. This sub- system uses an on-site 
micro-SD card for data back-up in case of remote communication 
loss. 

 
Figure 1: GMP System Framework 

Figure 2: GMP System Block Diagram 

Once the data is received by the cloud server, they are 
processed by the data visualization sub-system. The processed 
visualized data can be accessed through a dedicated website. The 
website includes a presentation of the project with its goals and 
partner institutions; a map showing the monitoring well sites with 
sensor systems; a view of available data; and a page on helpful 
information regarding water level and water quality parameters. 
3. Design Implementation 

3.1. Power Supply 

It is essential that the system has a reliable power supply to 
operate and transmit data at required intervals. The system’s 
power supply is composed of the solar battery, the solar panel, and 
the charge controller. Actual components used are shown in 
Figure 3. 

The solar battery acts as the main source of power for the 
sensor system. It provides power while being rechargeable by 
harnessing solar energy. 

 
Figure 3: Solar charge controller (left), Solar panel (center), Deep cycle battery 

(right) 

The solar panel charges the battery to keep it above the cutoff 
voltage.  The solar panel harvests energy from the sun and 
converts it to electrical energy. To replenish the energy 
consumption of the system, the solar panel is located and 
properly positioned to be directly exposed to sunlight for at least 
3 hours a day. Unable to meet the minimum exposure time might 
not guarantee full recharge of the solar battery. In this case, the 
sensor system will only work until the energy of the solar battery 
is depleted. The specification of the solar panel is shown in Table 
1. 

Table 1: Solar Panel Specifications 

Type Mono Crystalline 
Power 50W 

Open-Circuit Voltage 22.5V 
Current at Max 

Power 2.75A 

Material Weatherproof Tempered Glass 
Aluminum Frame 

Dimensions 70x54 cm2 

The solar charge controller maintains the proper recharging 
and disconnection of the solar panel and the battery.  The solar 
charge controller disconnects the solar panel when the solar panel 
output voltage does not meet the minimum requirement for 
charging the battery.  Also known as a solar charge regulator, it 
protects a solar battery’s life by limiting the electric current 
allowed to the connected solar battery when charging, and from 
the solar battery while used to power a device.  

The solar charge controller in the setup has 3 pairs of positive 
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and negative terminals where three types of devices can be 
attached: a solar panel, a battery, and a load. The load in this case 
is the sensor control box. A cutoff voltage is set to prevent the 
battery from fully draining itself. This allows the system to work 
for roughly two (2) weeks without sunlight exposure.  

3.2. Sensor and Control 

A Bluno Mega microcontroller is the central unit of the sensor 
system. It features enough serial ports to accommodate the various 
sensors and can be managed via Bluetooth communications for 
the calibration method. It collects sensor data before sending it 
using a GSM/GPRS module. 

 

 
Figure 4: pH sensor probe (left), Submersible pressure sensor (center), and 

EC sensor probe (top right) 

The sensor system measures groundwater quality by 
collecting the parameters pH, temperature, electrical conductivity, 
total dissolved solids, and salinity. A sixth parameter, static water 
level (SWL), is included to measure groundwater quantity relative 
to the ground level. The sensor system uses off-the-shelf 
environmental sensors from Atlas Scientific and a pressure 
transducer from Sendo Sensors. The sensor components are 
shown in Figure 4. The sensors used with the corresponding units 
are summarized in Table 2.   

Table 2: Water Level and Water Quality Sensors 

Sensor Parameter Unit 
Atlas Scientific 

Industrial pH Sensor 
pH, 

Temperature 
pH 

°Celsius 
Atlas Scientific 

Industrial 
Conductivity K 1.0 

Sensor 

Conductivity, Total 
Dissolved Solids, 

Salinity 

microSiemens/centim
eter 

ppm, ppt 

Sendo Sensors 
Pressure Transducer Static Water Level meter 

The Atlas Scientific sensor probes are interfaced with Atlas 
Scientific carrier boards for better electrical isolation. Each 
EZO™ circuit carrier board from Atlas Scientific contains 
calibration data and receives the analog sensor information to be 
sent to the Bluno Mega’s serial ports as digital data. The system 
contains three EZO™ circuits: pH, temperature, and electrical 
conductivity. The pH sensor probe is also being used for 
temperature detection, hence it is connected to both the pH and 
temperature EZO™ circuit carrier boards. 

The Sendo Sensors pressure transducer sends signal directly 
as current in milli-Ampere values. However, the Bluno Mega’s 
Analog-to-Digital Converter can only read voltage signals. The 
sensor probe’s 4-20mA current loop is connected in parallel to a 
resistor to convert the electrical signal as a corresponding voltage 
value. Since the maximum voltage the Bluno can read is 5-volts, 
we need a 250-ohm parallel resistor. The available single-resistor 

resistance value closest is 220 ohms. Therefore, our highest 
analog voltage reading peaks at 4.4 volts, and the pressure data is 
calibrated accordingly. 

3.3. Data Visualization 

For data telemetry, a minimum-standard 2.5G network is used 
for data transmission to cloud servers since there are areas in the 
Philippines that do not have access to even a 3G network and 
above. With this limitation, the Elecrow SIM800C GSM/GPRS 
module is chosen as the data telemetry module. 

Since the GPRS module is designed for Arduino, minimal 
modification is required to interface it with the Bluno Mega. 
However, the pin assignments for software serial ports are 
different. The GSM module’s default software serial ports are at 
pins 7 and 8. Since these pins are not usable as software serial pins 
for Bluno Mega, pins 7 and 8 of the GSM module are rewired to 
pins 10 and 11 of the Bluno Mega, respectively. 

4. Results 

4.1. The Sensors and Control Box 

Figure 5 shows the setup of the system in a controlled 
environment, as well as the setup installed on some of the 
groundwater monitoring wells in Metro Manila, Philippines. The 
sensors and control box are tested for accuracy after calibration 
by comparing the sensor readings to that of the known values of 
several specified buffer solutions. 

Note that prior to actual calibration, initial trend tests should 
show the sensor reacting to its specific parameter, e.g., pH level.  
Once the trend test readings show a correct trend, such as pH level 
sensor value increasing when dipped in higher pH level, the 
sensor is then accepted for calibration. 

For calibration, the pH sensor is tested using pH buffer 
solutions 4, 7, and 10, being acidic, neutral, and basic solutions 
respectively. The sensor’s electrical responses for each of the 
buffer solution are recorded. Then by using linear regression 
method on the three calibration points, any pH values outside the 
buffer solution range can be obtained. As for the electrical 
conductivity sensor, three-point calibration method is also used. 
The first point being the dry-state or 0µS (zero), second and third 
points uses standard electrical conductivity solutions 1,440µS and 
12,880µS respectively from Atlas Scientific, with the higher value 
being the more conductive or saline solution. The same linear 
regression method is used to determine electrical conductivity 
values outside the calibration points. As for the pressure sensor, it 
is calibrated based on water depth and pressure relationship. The 
sensor is dipped in a container filled with water and with known 
depth. Two-point calibration is used for determining water depth 
with respect to pressure read by the sensor. To test the accuracy 
of the pH and EC sensors after calibration, the sensors are re-
tested in parallel with a pH level digital testing stick, a litmus 
paper, and an EC testing stick. 

Shown in Figure 6 are the results of the pH level test after 
calibration. The different instruments used showed almost 
consistent values with the pH solution, thus validating the 
performance of the system’s pH sensor. This results in a computed 
general accuracy for the pH sensor of 95%. 
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Figure 5: Test setup in a controlled environment (top-left), the setup installed 
on some of the groundwater monitoring wells (top-right, bottom-left), and the 

team during one of the system installations (bottom-right) 
 

 
Figure 6: pH level test using litmus paper, digital tester, and the pH sensor 

4.2. Test Setup and Initial Deployment 

To further test the different sensors, the setup equipped with 
data telemetry capability was left in a controlled environment with 
distilled water for 4 days, as can be seen in Figure 5 (top-left). 
Table 3 indicates the summary of data gathered for 4 days: showing 
the minimum, maximum, and average values transmitted for each 
parameter; the accuracies of the transmitted values compared to the 
expected values; and the overall average accuracy. The accuracy 
for parameters pH, temperature, EC, TDS, salinity, and SWL are 
92.14%, 94.69%, 97.26%, 99.06%, 100%, and 100% respectively, 
which then translate to an overall average accuracy of 96.63%. 

These accuracy values are very well comparable with the sensors’ 
technical specifications which are listed at 95%-98% accuracy. 

Table 3: Summary of Test Data from Controlled Environment 
  pH Temp EC TDS Sal SWL 
Min 7.09 23.33 640 346 0.31 0.17 
Max 7.95 29.82 763 412 0.37 0.19 
Average 7.55 27.38 719.17 388.63 0.35 0.18 
Expected 7 26 700 385 0.35 0.18 
Accuracy (%) 92.14 94.69 97.26 99.06 100 100 
Average Accuracy 
(%) 96.63 

After yielding promising results from the controlled test setup, 
the system was then deployed initially on one of the groundwater 
monitoring well in Metro Manila, Philippines, as shown in Figure 
5 (top-right). The setup was left on the monitoring well for 31 
days equipped with data telemetry and solar panel for power 
sustainability. Table 4 shows the summary of data gathered from 
the deployed system. Different with the data from controlled 
setup, data from the deployed setup were not compared with any 
expected values due to the nature of the setup being a monitoring 
system. Accuracy checks for sensor readings were done prior to 
installing the system on the groundwater monitoring well by 
comparing them with the values obtained using pH level and EC 
digital testing kits, as well as the manual measurement of the 
actual SWL. 

Table 4: Summary of Data from initially deployed Monitoring System 
  pH Temp EC TDS Sal SWL 
Min 9.06 36.05 1105 597 0.55 17.05 
Max 11.82 36.37 1391 751 0.70 17.97 
Average 9.83 36.23 1237.02 668.27 0.62 17.44 

 

 

Figure 7:  Sensor Test Results at 100 data points (x-axis) 

4.3. The Telemetry 

In terms of data transmission reliability, we have the system 
send data around every hour. In this paper, we define data 
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transmission reliability as the capacity of the system to transmit 
data to the remote server via GPRS communication [11]. Table 5 
shows the summary for the data telemetry reliability. For the 
controlled-environment setup, the remote server was able to 
receive 87 data sets out of the expected 96 from the 4-day test 
setup, thus yielding 90.63% of data telemetry reliability. While for 
the field-deployed setup, the remote server was able to receive 650 
out of the 713 data sets, for 91.16% transmission reliability. These 
reliability values also translate to about 21 data sets per day. The 
complete 87 data sets from the controlled-setup can be seen 
represented by the graphs shown in Figure 7. 

Table 5: Summary for Data Telemetry Reliability 
# OF DATA SET 

Controlled-Setup Deployed-Setup 
Actual 87 Actual 650 
Expected 96 Expected 713 
Reliability (%) 90.63 Reliability (%) 91.16 

 
4.4. The Power and Sustainability 

A simple voltage divider circuit is installed in the control 
system for the Bluno to read the voltage level of the battery power 
source. This allows for remotely monitoring the power level of the 
system for its consumption and recharging cycles. In Figure 8, the 
battery voltage trend both for controlled- and deployed-setups 
having 87 data sets can be seen. The battery voltage for the setup 
under controlled-environment have a decreasing trend with the 
setup being in a laboratory setting where the battery is not 
connected to a solar panel or any charging source. While the 
voltage trend for the deployed-setup shows a cyclic trend for 
charging and discharging phases that signifies that the solar panel 
is decently exposed to sunlight. 

 
Figure 8: Battery voltage trend, controlled-environment (left), deployed-setup 

(right) 

 
Figure 9: Screenshot of the Data Visualization Platform showing the information 

regarding the Monitoring Well 

4.5. Data Visualization 

After gathering these water quantity and quality parameters, 
the control box sends the data to a cloud server for visualization 
purposes in a web-based platform. These can be viewed publicly 
on the website of the project. The data are sorted according to 
location, data type (pH, temperature, EC, TDS, Sal, SWL), and in 
chronological order.  A screenshot of the data visualization in 
Figures 9 shows the information about one of the monitoring wells 
in Metro Manila, Philippines, while Figure 10 shows the 
monitoring well’s actual SWL readings for about a month. 

 

Figure 10:  Screenshot of the Data Visualization Platform showing actual SWL 
data 

5. Conclusion 

The research group is able to develop a fully-functional 
energy-sufficient remote monitoring system that can gather and 
record accurate groundwater quality and quantity data.  The data 
can be transmitted reliably to a separate web-server. Further 
testing for robustness and accuracy during extended field 
deployments is recommended. In conclusion, the designed and 
developed system can operate with an overall average accuracy of 
96.63% for 6 water quantity and quality parameters, and 91% data 
transmission reliability. Considering the data transmission 
requirement of at least 1 data set per day by the funding agency, 
it is therefore recommended for installation for the remaining 
groundwater monitoring wells all over the Philippines. 

One of the challenges encountered during the designing and 
development of the system is the calibration of the sensors as there 
are occasions where the manufacturer’s calibration kits are off.  
Worth mentioning is the pH sensor since its EZOTM circuit is very 
sensitive to electrical static discharge and mishandling.  It is also 
problematic to manually control its calibration offsets. The analog 
pH sensor is used instead.  By mathematically computing for the 
calibration equations and offsets, more consistent readings of pH 
values are obtained. 

Another challenge is the power consumption of the system.  
The sensors consume more power than the charging capability of 
the power sub-system due to unforeseen lower solar exposure. 
This is remedied by having the sensors undergo sleep mode 
majority of the time and varying the remote sending frequency of 
the system.  
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 The study aimed to understand and analyze the technological and innovation performance 
measures of the Nepalese cellular telecommunications industry from the customers’ 
perspective. The measures like network service quality, signal strength and coverage, voice 
quality, and calls drop are used for technological performance, whereas measures like 
product/service innovation, process innovation, customization, competitive innovation, and 
marketing innovation are used for innovation performance. It followed a descriptive 
research design employing a structured questionnaire survey instrument. Two market 
leader companies of the Nepalese telecommunications industry (Nepal Telecom and Ncell) 
and their customers were considered as objects of the study. For this study, 391 respondents 
were selected by using the judgmental sampling technique. Targeted respondents of the 
study were postgraduate understudies, service holders, business persons, and freelancers. 
The survey instrument was set in three segments with 19 questions to collect and analyze 
information with the help of a statistical package for the social sciences and analysis of 
moment structures software. Two constructs with nine test variables found as the 
determinants of the technological and innovation performance of the Nepalese cellular 
telecommunications industry. The results of the study would provide helpful guidelines in 
understanding the key drivers of the technological and innovation performance in the 
Nepalese scenario. 
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 Introduction 

One of the most important inquires in business has been why 
some organizations succeed while others fizzle. Organizational 
performance is one of the most articulated concerns for all 
organizations, either profit or not-for-profit. It has been 
immensely important for stakeholders, especially for managers, to 
identify the components that influence an organization’s 
performance so that they can initiate appropriate actions. 
However, describing, conceptualizing, and measuring 
organizational performance has never been an easy undertaking 
[1]. Various researchers have made an attempt to define and 
assess organizational performance, yet it remains an issue of 
debate among analysts [2]. Basically, organizational performance 
refers to the outcomes of daily administrative processes [3] that 
the organization intends to accomplish in the long-term [4]. The 
primary concern of the study of organizational performance is the 
suitability of various approaches to deal with the idea usage and 
its measurement [5]. 

Organizational performance is a multifaceted concept, and 
the use of a financial measures-based performance system alone 
is not sufficient to measure performance of organizations 
operating in highly competitive, innovative, and advanced 
technological environments [6]. As such, the contemporary 
business environment demands a multidimensional performance 
measurement system that can provide more information to 
stakeholders, more specifically managers. Out of several 
dimensions of the performance measurement system, the 
telecommunication industry’s two inherent components are 
technology and innovation due to the fact that adoption of 
technological advancements through innovative actions 
distinguishes products/services or companies in the competitive 
market.  

Although the determinants of technological and innovation 
performance are still unclear, accomplishing and sustaining 
superior organizational performance, especially in the cellular 
telecommunications setting has become a top priority today. The 
study therefore tries to find the measures to assess and quantify 
the technological and innovation performance of the Nepalese 
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cellular telecommunications industry. Alongside that, the study’s 
objective is to examine the intensity of technological and 
innovation performance measures in the Nepalese scenario and 
initiate some theoretical and practical discussions for better 
organizational performance. 

This study is extremely significant in the scenario of 
Nepalese telecommunications industry as the cellular 
telecommunications has been growing by leaps and bounds and 
gradually covering the broad spectrum of Nepali populace. As per 
[7], the number of Global System for Mobile (GSM) network 
subscribers has surpassed 3.5 million as of June 2020. The 
industry’s main focus as it can be observed is on mobile phones 
and their primary functions, such as calling and hearing. 
Telecommunication companies are under persistent pressure to 
deliver creative items more rapidly, at lower cost, and with 
enhanced quality [8]. This shows that cellular 
telecommunications companies have a special relationship with 
the customer, and necessitates the assessment of organizational 
performance in order to strength that relationship by incorporating 
new features at lower cost with better services in the future. 

 Literature Review 

The literature contends that technological and innovative 
performance measures are endogenous and are impacted by more 
profound organizational growth determinants. In today’s 
knowledge-based economy, corporate growth is driven primarily 
by creative capacity, invigorated by the pertinent information and 
technological externalities, instead of gathering capital [8]. So, 
performance measures concerning technology and innovation 
stand at the point of convergence of organizational performance 
measurement system. 

2.1. Technological performance measures 

The world of technology is changing at a rapid pace, and 
telecommunications technology is not an exception. Over time, 
technological changes have a significant impact on the creation of 
marketing opportunities [9]. The preferences of customers change 
rapidly and pose numerous difficulties for any business [10]. 
Technological advances, especially in information and 
communication technology (ICT), make product/service 
innovation conceivable [11]. New technologies bring new 
challenges to business players and seek opportunities to offer 
customers innovative products/services to pursue long-term 
relationships [12] and distinguish them from other competitors 
[13]. Previous studies like [14]-[16], have analyzed the crucial 
role of technology in the performance and competitiveness of 
organizations. This study thus examined and evaluated some 
technological performance measures among the various 
customers.   

Network and service quality has a significant role in 
organizational performance for telecom service providers [17]. In 
[18], [19], the authors acknowledged that network quality is one 
of the crucial factors that determine the organization’s 
performance in evaluating its service quality.   
Signal strength and coverage have always been essential criteria 
for selecting telecom services. Multiple studies demonstrate that 
signal strength and range positively affect consumers’ satisfaction 

and the organization’s image [20], leading to overall 
organizational performance. 

Voice quality in telecommunications networks has been a 
fundamental part of service qualification. Because of the inherent 
characteristics of a converged voice and voice-over internet 
protocol (VoIP), administrators face specific problems such as 
echo, jitter, delay, side-tone, background noise, etc. Quick and 
efficient mitigation of VoIP issues to maximize call quality leads 
to better service provider performance [21]. 

Calls drop is another key performance indicator to assess the 
performance of operators’ networks. It is expected to have a direct 
impact on customer satisfaction and retention [22]. 

Electronic customer relationship management (e-CRM) allows 
users to frequently communicate with one another and maintain 
their databases as clearly as possible while improving customer 
relationships [23]. Implementation and uses of e-CRM enhance 
organizational effectiveness and significantly connect with the 
overall performance [24].  

2.2. Innovation Performance Measures 

New methods of products, processes, and other components 
are being applied to organizations by innovation [25]. It 
transforms into a product/service as it is produced and bought by 
the customer and provides the vendors with financial benefits. 
Innovation performance measures introduce new strategic tactics, 
working environment and guidelines, decision-making techniques, 
and better external relations approaches [26]. Studies like [27], 
[28], [29], have been conducted to examine the crucial role of 
innovation on a firm’s performance and competitiveness. Despite 
several dimensions of the innovation performance measures, the 
study secured just five general business criteria and assessed them 
from the customers’ perspective. 

Product/service innovation satisfies customers by turning the 
invention or idea into a product/service and enhancing company 
value at acceptable risk [30]. Innovation analyzes the needs of the 
customers and provides the products/services accordingly. 
Therefore, product/service innovation helps escalate customer 
benefits [29] tantamount to better organizational performance. 

Process innovation refers to doing business in a new and 
innovative way [31]. Conversion of new technology into 
processes, especially in ICT based companies, has a significant 
impact on the performance of the firm. Process innovation 
therefore represents a type of service innovation that provides an 
immense advantage in creating new streams of value for better 
customer experiences, thereby enhancing a firm’s 
competitiveness and overall performance of a company [32]. 

Customization is the process of making and changing something 
to the buyer’s or user’s needs. The telecommunication sector’s 
service competitiveness, including variations of services and 
facilities and the degree of customization, influences 
technological and innovative performance. Additionally, 
customization capability encourages service systems to suit a 
specific customer within a particular use-circumstance and to 
make a unique value for that customer [33]. 

Competitive innovation is a strategy that organizations use to 
make a competitive advantage by developing products that 
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nobody else can, showing improvements over every other person, 
or presenting prevalent, less expensive, and quicker services [34]. 
It is a type of social design that focuses on creating and 
elaborating the best and practical thoughts originating from the 
best innovators for superior organizational performance.  

Marketing innovation is implementing a new advertising 
technique, including significant changes in product design, 
placement, packaging, distribution, communication, promotion, 
and pricing strategy [35]. According to [36], improvisation, 
modification, augmentation, or transformation of existing trade 
channels using technology can reduce transaction costs that lead 
to better organizational performance. [37] also argued that 
companies developing innovative practices were more able to 
position themselves on the market against their competitors and 
achieve emphatic retention of customers. 

 
Figure 1:  Conceptual framework of the study 

2.3 Technological and Innovation Performance  

Various metrics can be used to assess a firm’s performance 
[38]. Technological and innovation initiatives are considered to 
be primary indicators of the cellular telecommunication industry. 
They allow the firm to improve capability to meet the demands of 
its evolving domestic and international market [39], thus giving 
the firm a lucrative outcome. 

The overall technological aspect is multidimensional and can be 
decomposed appropriately from different perspectives [40]. 
Studies showed that technological advancement is a primary 
determinant of superior long-term success [41] and leads to better 
performance than rivals [42]. 

The overall innovation aspect allows better delivery of the 
services offered and a more significant impact of any campaign 
and promotes organizational changes standardizing certain 
activities [43]. In [44], the authors evidenced that in firms, where 
there is a willingness to innovate its products/services, there is a 
significant and positive impact on overall organizational 
performance. 

 Conceptual Framework and Hypotheses 

Organizational performance shows the development and 
progress of an organization [45]. The analysis of organizational 
success is one of the most investigated variables. It is a criterion 

for management and tends to depend on the fitness between 
corporate systems and situational factors. Therefore, the study is 
driven by the contingency theory, which provides a practical 
perspective for examining and measuring different contingent 
variables. 

Within the framework of prior literature and conceptual 
sketching, the study has the following two hypotheses:  

H1:  Technological performance positively and significantly 
 affects technological and innovation performance. 

H2: Innovation performance positively and significantly
 affects technological and innovation performance. 

 

 Methodology  

The quantitative research strategy was employed to extract 
information for the study, and the required information was 
acquired through a structured questionnaire survey from the 
targeted respondents. The study used a statistical package for 
social sciences (SPSS) version 23 and analysis of moment 
structures (AMOS) version 21 software to dissect and decipher 
the information. The study’s targeted populace comprised all the 
Global System for Mobile (GSM) customers of Nepal Telecom 
and Ncell. According to [7], the sample companies’ customers 
possess more than 93 % of the Nepalese cellular 
telecommunications market share. The study employed a 
judgmental sampling technique because there was no proof of 
active and the dead Subscriber Identification Module (SIM) card 
issued with the sample organizations. Targeted respondents of the 
study were postgraduate understudies, service holders, business 
persons, and freelancers. A sampling plan was used as proposed 
by [46], [47] and ensured at least 385 respondents’ responses. 
Therefore, the study employed 391 respondents’ perceptions as 
sample. 

The designed questionnaire for the survey comprised 19 
questions and structured them into three segments. In the first 
segment, seven items were requested, relating to demographic and 
general information. In the second segment, 10 items mentioned 
about technological and innovation performance measures in 
various dimensions. In the last segment, two items inquired about 
the overall technological and innovation performance. The last 
two segments centered on the study variables with a series of 
close-ended questions to get the appropriate information. With a 
6-point Likert-type scale of 1 = strongly disagree to 6 = strongly 
agree, all the survey queries of the study variables were estimated. 
The 6-point scale was picked because it excludes the undecided 
middle rating. 

The researchers distributed the questionnaires through an 
online and a field survey. Based on the data provided by different 
colleges/universities, an online survey conducted among 
university graduates from the recent five years and who are 
working in Nepal’s various parts. A total of 500 respondents 
approached during the 30-days of January/February 2020. Out of 
this, 143 responses were received from the online survey and 
recorded in SPSS for further analysis. On the other hand, the 
researchers themselves disseminated 500 questionnaires among 
Tribhuvan, Kathmandu, Pokhara, and Purbanchal Universities’ 
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graduate students and their faculties to conduct the field survey. 
Out of them, 276 responses were collected during the period of 30 
days in January/February 2020. From the collected responses 
through the field survey, 28 were rejected due to incomplete 
information. The remaining 391 responses were considered valid 
and were used in this study. 

 Reliability and Validity of the Survey Instrument 

The study assessed the reliability and validity to confirm the 
constructs’ suitability before evaluating the hypothesized model. 
The survey instrument’s overall reliability statistics showed an 
excellent Cronbach’s alpha (α = 0.819) and the average inter-item 
correlation coefficient (r = 0.312) from the 10 test items. Despite 
having excellent values of the statistics, construct-wise 
Cronbach’s alpha was also analyzed. The value of Cronbach’s 
alpha of the technological performance construct having five test 
items (VAR_8, 9, 10, 11, and 12) was 0.775. The analysis found 
that the VAR_12 ‘the company alters and provides me all 
information through SMS’ required to delete because of the 
higher value of alpha 0.807 if the item deleted. The variable 
VAR_12 also had a low correlation (0.317) to total correlation, 
while the rest were in the area of 0.576 to 0.680. Therefore, 
VAR_12 was also not relevant in the study and deleted from the 
analysis. None of the items were found to delete at the innovation 
performance construct. Thus, reliability statistics promoted nine 
variables within two constructs for further study. Table 1 
presented the analytical result for the reliability statistics of each 
construct. 

Table 1: Reliability Statistics 
 

Construct 
Cronbach’s 

Alpha 
The average inter-item 
correlation coefficient 

Name of the 
items 

No of 
items 

Technological 
performance 

0.807 0.512 
VAR_ 8, 9, 

10, 11  
4 

Innovation 
performance 

0.765 0.394 
VAR_13, 

14, 15, 16,17  
5 

   Total no of items 9 
 

The construct-wise statistics showed that both constructs had 
good alpha values, i.e., 0.7 or higher, as suggested by [48]. The 
innovation performance construct had good average inter-item 
correlation (r = 0.394) whereas the technological performance 
construct had (r = 0.512) slightly higher than the recommended 
ideal range of 0.15 to 0.50 by [49]. A higher value of the average 
inter-item correlation indicated that the measuring variables might 
be capturing a small bandwidth and tended to be very similar to 
each other. 

The study had an adequate sample size concerning the validity 
issue since the Kaiser-Meyer-Olkin (KMO) value of 0.816 from 
nine test items was more significant than the threshold value of 
0.5 as recommended by [50]. The significant value of Bartlett’s 
test of sphericity (1035.011, df = 36, p = 0.000) indicated that the 
variables had some correlations to each other. The constructs’ 
validity was assessed by using convergent and discriminant 

validity. Table 2 presented the validity statistics of the 
technological and innovation performance model.  

Table 2: Validity Statistics 

 

 

Constructs 

Composite 
Reliability 

(CR) 

Average 
variance 
extracted 

(AVE) 

Max./Average 

shared 
variance 

(MSV/ASV) 

 

Constructs 
 

Technological 

Performance 

Innovation 

Performance 

Technological 
performance 

0.79 0.49 0.212 0.70  

Innovation 
performance  

0.77 0.40 0.212 0.47 0.63 

 

Validity statistics showed that both constructs had a good 
value of composite reliability, i.e., greater than 0.7, as suggested 
by [51]. They stated that if the average variance extracted is less 
than 0.5, but composite reliability is higher than 0.70, the latent 
measures’ convergent validity is adequate. In addition, in [52], the 
authors proclaimed that AVE values > 0.4 are considered 
acceptable convergent validity measures. In the case of 
discriminant validity, there was no multicollinearity problem 
since inter latent variables correlation (r = 0.47) was less than the 
threshold value of 0.7, as recommended by [53]. Similarly, as per 
[51] criterion, AVEs of the constructs were greater than 
MSV/ASV. The square root of the constructs’ AVEs (presented 
in bold in Table 2) was higher than the correlation between the 
constructs for satisfactory discriminant validity. Therefore, the 
constructs were distinct and measuring the theoretically-driven 
facts. Besides, absolute values of skewness (- 0.515 to - 0.152) 
and kurtosis (- 0.949 to - 0.142) of the observed variables proved 
normality of the data as they were reported within the 
recommended ± 2 range [54]. The absolute value of standardized 
residual covariance of the variables (- 1.862 to + 1.589) within the 
recommended range of ± 2.58 [55] also indicated that the latent 
variables had a significant effect on the model. 

 Results and Analysis  

By administrating the organized questionnaire to 391 cell 
phone users of Nepal Telecom and Ncell, the required information 
was accounted for, dissected, and deciphered. According to the 
sample encircled, responses were taken from understudies 
(56.7 %), service holders (38.9 %), business persons (2.3 %), and 
freelancers (2.0 %). Female (51.7 %) respondents were somewhat 
higher than the male (48.3 %) respondents. Even though the field 
study was conducted in Kathmandu valley, it covered all 
provinces of Nepal since the respondents regularly used to come 
to Kathmandu valley at one time or another. Demographically, the 
respondents were from: Province 1 (19.4 %), Province 2 (9.5 %), 
Bagmati (36.8 %), Gandaki (11.5 %), Lumbini (12.5 %), Karnali 
(4.6 %) and Sudur Pashchim (5.6 %). The study ensured almost 
equal participation from Nepal Telecom (50.1 %) and Ncell 
(49.9 %) and showed that 79.0 % of users carrying the pre-paid 
subscriber identity module (SIM) card exclusively. All the 
respondents had at least experience of five years or more in 
carrying the cell phone services in Nepal. 

http://www.astesj.com/


R.K. Dahal et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1013-1020 (2020) 

www.astesj.com     1017 

Descriptive statistics observed that all nine test variables 
except VAR_9 (signal strength and coverage) averaged more than 
3.5 on a six-point Likert scale and revealed that all the test items 
within the constructs had the right intensity. The signal strength 
and coverage (VAR_9) was perceived to the lowest mean value 
of 3.21 (below the average mean of 3.5). Such a result indicated 
that cellular companies need to improve their signal strength and 
coverage. The respondents’ response dispersions from the mean 
of all indicator items were quite similar. 

 The study applied structural equation modeling (SEM) to 
evaluate the significance of the hypothesized paths and the 
model’s explanatory power by computing multiple correlation 
coefficients for each endogenous variable. Technological and 
innovation performance was measured by nine test variables 
within two latent variables, as presented in Figure 2, and the key 
parameter estimates of the model shown in Table 3. 

 
Figure 2: Technological and innovation performance model 

Table 3: Parameter Estimates of the Technological and Innovation Performance 
Model 

        INDICATORS URW SRW SE CR p-value 
Technological performance  
 ---> Tech & innovation performance 

 
0.142 

 
0.152 

 
0.061 

 
2.326 

 
0.020 

Innovation performance   
 ---> Tech & innovation performance 

 
0.941 

 
0.743 

 
0.119 

 
7.920 

 
*** 

Network and service quality (VAR_8)
 <--- Technological performance 

 
0.857 

 
0.586 

 
0.086 

 
9.950 

 
*** 

Signal strength and coverage (VAR_9)
 <--- Technological performance 

 
0.885 

 
0.643 

 
0.082 

 
10.841 

 
*** 

Voice quality (VAR_10)  
 <--- Technological performance 

 
1.179 

 
0.844 

 
0.097 

 
12.198 

 
*** 

Calls drop (VAR_11)  
 <--- Technological performance 

 
1.000 

 
0.701 

   

Product/service innovation (VAR_13)
 <--- Innovation performance  

 
1.220 

 
0.663 

 
0.131 

 
9.329 

 
*** 

Process innovation (VAR_14)  
 <--- Innovation performance 

 
1.274 

 
0.702 

 
0.132 

 
9.637 

 
*** 

Customization (VAR_15)  
 <--- Innovation performance 

 
1.115 

 
0.584 

 
0.130 

 
8.604 

 
*** 

Competitive innovation (VAR_16)  
 <--- Innovation performance 

 
1.185 

 
0.629 

 
0.131 

 
9.032 

 
*** 

Marketing innovation (VAR_17)  
 <--- Innovation performance 

 
1.000 

 
0.565 

   

Overall technological aspect (VAR_18)
 <--- Tech & innovation performance 

 
0.964 

 
0.711 

 
0.087 

 
11.037 

 
*** 

Overall innovation aspect (VAR_19)
 <--- Tech & Innovation performance 

 
1.000 

 
0.749 

   

Technological performance   
 <--> Innovation performance 

 
0.225 

 
0.460 

 
0.040 

 
5.647 

 
*** 

e1  <-->          e2 0.300 0.364 0.055 5.416 *** 
Note:  URW = Unstandardized regression weights;  
 SRW = Standardized regression weights;  
 SE = Standard error;  
 CR = Critical ratio;  *** = Significant at 0.01 level 

 

 

As presented in Table 3, the technological and innovation 
performance model produced statistically significant critical 
ratios at p ≤ 0.05 for all measuring test variables, covariance 
relationships between latent variables, and error terms. The 
testing model results produced standardized regression weights 
that were all significantly different from zero and above the 0.5 
threshold level for a good fit, as recommended by [56]. The 
standardized regression weights indicated that innovation 
performance was a better predictor of technological and 
innovation performance (β = 0.743, p < 0.01) than technological 
performance (β = 0.152, p < 0.01). Various indices also observed 
to test the constructs’ model fit, as presented in Table 4.  
Table 4: Model Fit Indices of the Technological and  Innovation Performance 

Model 

Model fit measures Cut-off  
value 

        Recommended  
                           by 

Model  
of the study 

Chi square (χ2)   Smaller the better Wan, 2002 57.822 
Probability (p) > 0.05 Wan, 2002 0.034 
Normed chi square [χ2 /df] ≤ 3.00  Kline, 1998 1.446 
Standardized Root Mean-
square Residual [SRMR] 

 
≤ 0.08 

 
Hu & Bentler, 1999 

 
0.044 

Root Mean Square Error of 
Approximation [RMSEA] 

 
≤ 0.08  

 
Hu & Bentler, 1999 

 
0.034 

RMSEA Associated p Value 
[PCLOSE] 

 
≥ 0.05 

 
Garson, 2009 

 
0.926 

Goodness of Fit Index [GFI] ≥ 0.90 Bagozzi & Yi, 1988 0.973 
Adjusted Goodness of Fit 
Index [AGFI]  

 
≥ 0.90  

 
Bagozzi & Yi, 1988 

 
0.956 

Relative Fit Index (RFI) ≥ 0.80 Hair et al., 2006 0.942 
Comparative Fit Index [CFI] ≥ 0.90 Hu & Bentler, 1999 0.987 
Normed Fit Index [NFI]  ≥ 0.80 Bentler & Bonnet, 1980 0.958 
Tucker Lewis Index [TLI] ≥ 0.90 Hu & Bentler, 1999 0.981 

 

All the model fit indices were fallen in the range of 
recommended cutoff values and evidenced an excellent fit with 
the technological and innovation performance model. Exemplary 
values of the chi-square, normed chi-square, and probability as 
recommended by [57], [58], revealed the absolute and 
parsimonious fit of the model. Values of root-mean-square 
residuals, the root-mean-square error of approximation, 
associated p-value, and goodness of fit index as recommended by 
[59]-[61], further proved the absolute fit of the model. Values of 
adjusted goodness of fit index, comparative fit index, normed fit 
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index, and Tucker Lewis index as recommended by [59], [61], 
[62], supported the incremental fit of the model. 

 Discussion and Conclusion 

Traditional financial measures-based backward-looking 
accounting systems’ dissatisfaction led to a performance 
measurement revolution in the late 1970s [63]. Each organization 
has its reasons to measure performance. So, multidimensional 
performance measurement systems have been acknowledged 
since the 1990s. Scholars from different schools of thought have 
used the concept of subjective information to scale organizational 
performance. As the guidance of contingency theory, this study 
explores the subjective measures of technological and innovation 
performance in the Nepalese scenario. A literature review of the 
study identified 10 observed variables within two constructs to 
assess technological and innovation performance. The study did 
not accept the test variable e-CRM (VAR_12) as the determinant 
of technological performance in the Nepalese scenario though it 
was significant in the earlier studies like [23], [24]. 

The latent variable ‘technological performance’ was assessed 
from four observed variables: network and service quality (β = 
0.586, p < 0.01); signal strength and coverage (β = 0.643, p < 0.01); 
voice quality (β = 0.844, p < 0.01); and calls drop (β = 0.701, p < 
0.01) that directly influence the technological and innovation 
performance. Technology and information facilitate innovation in 
competitive markets [64]. As consistent with the past studies like 
[17]-[22], [65], the study confirms that network and service 
quality, signal strength and coverage, voice quality, and calls 
drops to have significant influence to choose the cell phone 
operators as the service provider. That means cell phone operators 
must ensure good and strong technological performance measures 
to satisfy their subscribers. Such evidences lead to an inference 
that technological performance at the Nepalese scenario was 
significantly associated with technological and innovation 
performance (β = 0.152, p < 0.01). 

 The latent variable ‘innovation performance’ was assessed 
from five observed variables: product/service innovation (β = 
0.663, p < 0.01); process innovation (β = 0.702, p < 0.01); 
customization (β = 0.584, p < 0.01); competitive innovation (β = 
0.629, p < 0.01); and marketing innovation (β = 0.565, p < 0.01). 
Service innovation influences customer satisfaction and retention 
[66] that eventually leads to better organizational performance. 
Process innovation applies a new method for doing something that 
helps an organization remain competitive and meets customer 
demands. Customization can govern the effectiveness of other 
capabilities and create higher competitive advantages [67]. 
Competitive innovation differentiates and adds competitive value 
to their products/services by adopting innovations and new 
technologies. Marketing innovation aims to give value to the 
customers and to improve competitive advantage. As consistent 
with previous research like [68]-[70], the study showed that the 
observed variables have a positive and significant effect on 
innovation performance. Besides, it supports the study conducted 
in [71] that innovation performance positively and significantly 
impacts technological and innovation performance. Hence, 
innovation culture has been pronounced as a pre-condition for 
improving organizational, marketing, and managerial 
entrepreneurship in a competitive environment [72]. In other 

words, the innovative capabilities have a direct and positive 
impact on organizational performance [69]. All the evidence lured 
that innovation performance in the Nepalese scenario was 
significantly associated with technological and innovation 
performance (β = 0.743, p < 0.01). As per the conceptual 
framework of the study, the overall model summary is presented 
in Figure 3. 

 
Figure 3: The model summary 

The study outcomes inferred that each of the subjective 
performance measures provides a partial explanation of the 
synergetic impacts on organizational performance. The study 
observed nine contingent variables that quantified two response 
variables to measure technological and innovation performance. 
The technological and innovation performance depends on a fit or 
math between various contingent factors. Consequently, the study 
concludes that the model’s validation and fit were vital because 
they provide empirical evidence for measuring non-financial 
organizational performance. More precisely, it offers the power of 
the Nepalese cellular telecommunications industry’s 
technological and innovation performance measures. It is 
believed that the level of technological advancement with 
innovativeness is an essential determinant of organizational 
performance. 

 Limitations and Future Research  

Studies of performance measurement systems cover several 
disciplines, and their methodological approaches differ 
considerably. It made a comprehensive examination extremely 
challenging. As a result, only two aspects of the performance 
measures, technological performance measures, and innovation 
performance measures have been considered in this study. The 
study variables were developed the most straightforward ways 
since they could be easily understandable and the respondents 
could mark the structured questionnaire’s option precisely. The 
technological performance measures have been associated with 
the characteristics of mobile phone networks. In contrast, 
innovation performance measures have been associated with the 
business in general because a common respondent cannot grasp 
the technological essence of innovation performance measures in 
Nepal.  

Although the analysis made for the study is rigorous and the 
findings significantly relatable, this study is a representative 
instead of a comprehensive effort. The key drawback was that the 
analysis used only the quantitative survey to collect the necessary 
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information with a structured questionnaire, using the terms 
accessible to ordinary users. The structured questionnaire denies 
the opportunity to discuss many of the relevant issues of the 
responses. Nonetheless, all the tests have been carried out to 
assess the authenticity and reliability of the information obtained. 
The reliability could depend on the number of participants that 
could have been further improved by a larger sample further 
emphasizing on the validity and generality of the findings. 

The study examined new contingent variables in the cellular 
industry’s organizational performance measurement system. The 
findings of the study will serve as a foundation for future studies 
to refine the theory. Researchers may consider more variables 
such as additional packages provided by operators, latency, 
security, etc. not covered in this analysis. Similarly, the ownership 
of firm can be integrated into the research model to identify 
whether the findings vary with various corporate holdings. On the 
other hand, future studies can concentrate on other sectors or other 
countries to address and compare related topics with this report. 
These results thus unravel the avenue for future research in 
various contingent variables to generalize the theory. Finally, this 
study hopes that the analysis findings will be useful for 
practitioners, researchers, or policy makers and will lead to related 
studies and future research as a guide. 

 Implications  

Studies have shown that various performance assessment 
frameworks have been maintained across the world. In the case of 
Nepal, no corporation tends to make specific use of technological 
and innovative performance measures explicitly in the 
organizational performance process. Therefore, this study sought 
to analyze the effects of performance measures that could further 
improve the Nepalese cellular telecommunications industry’s 
organizational performance. The consequences of this study have 
been divided into two parts: practical and theoretical perspectives. 
9.1. <Practical Implications  

The study results would help telecommunications industry 
managers recognize the customers’ perception of organizational 
success as a path to technical acceptance and innovation in the 
Nepalese scenario. The analysis provides more evidence for the 
various management decisions. Managers can focus on variables 
that obtained low weights from respondents. This study would 
also provide valuable guidance for identifying the critical driving 
variables of technical and innovative change and offer insightful 
knowledge on the system’s strategic areas of organizational 
performance evaluation. 

9.2. Theoretical Implications 

The study is driven by the contingency theory, which provides 
a reliable lens to consider different variables and new ways to 
measure them. Every measure of a firm’s performance has 
advantages and disadvantages, and provides a prospect of success 
for researchers. It endeavored to fill the literature gap and address 
the Nepalese scenario’s issues not considered by previous 
researchers. On the other hand, the government can help 
companies innovate by leading and supervising their innovation 
efforts and by providing them with an amiable institutional 
environment. 
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 SMEs usually succeed in today market since they achieve unique things in the business 
market. Therefore, SMEs look to keep their business benefit by avoiding any regulation 
conducted of software. Executed software packaged at SMEs consequently provides 
obstacle concerning to misfits between software services process and SMEs business 
process. Hence software analysts' skills are a critical factor for successfully overcome 
obstacle relating to misfits. This study conducted a questionnaire by quantitative data to 
understand in-depth analysts’ skills need during the process of software mismatch 
adjustment. Based on our analysis of the data gathered, we represented a list of skills that 
analysts applied to detect misfits between software service provided and SME's business 
process. This study, therefore, explains skills that analysts used to overcome the obstacle of 
software implementation at SMEs. 
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1. Introduction 

In current years Small Software Vendors (SSVs) for Packaged 
Software (PS) is increased they are competitive by selling their 
products to large numbers of SMEs [1]. SSVs have, therefore 
activated to mark SMEs less complicated products that have 
developed [2]. SMEs are an essential business target many SSVs 
as mentioned by [3] SMEs "with less than 500 employees provided 
51 per cent of all employment in the USA as of March 2004 and 
64 per cent of all Canadian private sector employment in 2005. In 
the European Union, firms with 250 employees or less provided 67 
per cent of employment" [3]. A study by [4] stated that SMEs 
subsidize to economic growing to a great degree and incessantly 
generating employ chances through the business. SMEs are an 
essential economies part, SMEs surface particular challenges once 
they are implementing a PS for their business [5, 6]. 

SMEs seem to remain different comparing to large companies 
in several points [7]. Some individual features of SMEs contain 
types of ownership, business structure, and target market [7]. 
Several studies have stated that SMEs have limited IT knowledge 
and resource regarding IT adaptation/adoption [7]. These obstacles 
lead to the implementation of PS presence a challenge for SMEs. 
Researchers of SSVs have found that they cannot conduct the 
process of implementing PS at a large business to SMEs [7]. 
Regardless of the importance of Packaged Software (PS) 
conducting it is recognized by these SSVs researchers, there is a 
little investigation to exploring these obstacles. In particular, 

considerations about SMEs hardly investigate in the SSVs 
literature and the question of how SSVs have overcome these 
obstacles and what are the analysts' skills to successfully 
conducted a PS at SMEs [2]. 

In [8], the author conducted research relating to the soft skills 
of software development staff across four significant parts of the 
world, which included North America, Asia, Europe, and 
Australia. researchers conducted on the belief that soft skills are 
complementary to technical skills, and thus essential attributes for 
IT staff to have [8] claimed that during different project stages, 
incredibly soft skills required. Therefore, various team members 
should have a variety of soft skills. Those skills were 
communication skills, interpersonal skills, analytical and problem-
solving skills, organizational skills, innovative skills, adaptability 
to change, and the ability to work in a team and to work 
independently. Other study by [9] regarding analysts’ 
communication skills a key factor for requirement gathering, they 
found that knowledge about business process of users’ companies 
and domain knowledge different business are the most critical 
factor for requirements gathering.  

It can claim that none of the previous studies related to analysts' 
skills focuses on any detail on how analysts manage software 
specificity and generality when implementing packaged software 
compare to bespoke software [10]. Hence, they do not provide any 
overview of what domain knowledge and estimation skills 
required from analysts implementing packaged software. Nor do 
they focus on the fact that there are pronounced differences 
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between bespoke software and packaged software. Therefore, 
there is a need for an investigation of which domain knowledge 
and estimation skills are required when analysts manage software 
specificity and generality. 

This study provides an overview of analysts' skills at small 
software vendors (SSVs) regarding PS conducted at SMEs. It 
explores this area from the perspective of small software vendors. 
In focusing on an understanding of analysts' skills at SSVs, we 
construct a questionnaire by quantitative data to represent high 
demand for skills used during the conduct of PS at SMEs. This 
study organized as follows: review literature; research method; 
results and discussed, conclusion and considers future work. 

2. Study Background 

The purpose of this section is to provide a perception of the 
theoretical concept of software packaged; analysts' skills and the 
processes involved, and packaged software implementation. In this 
section, we assumed that PS conducted at SMEs depend on a set 
of techniques such as software integrations, customization, 
adoption/adaption, and the identification of misfits between PS 
services and SMEs business process. Hence these processes 
require from PS analysts to interact with SMEs employees that 
require different skills. Additionally, in this section, during the 
review of previous studies relating to packaged software, we 
present and define several PS elements. There are several elements 
involved in the process of PS conduction such as PS customization, 
adaption, and adoption [11]. If the efficiency of these elements 
enhanced, this might lead to the increased success of PS 
conduction at SMEs. 

The market of PS is the fastest rising business for small 
software vendors (SSVs), [12] study shown that PS market for 
SSVs is growing to $64.88 billion in 2009. Therefore, such 
procedures of software may be very targeted to viable SMEs 
business [12]. 

Small software vendors shape their business to developing 
small packaged software (SPS) instead of bespoke software. 
However, those vendors have faced new management 
development challenges [13], [14] recognized the lack of in 
research investigate dedicated to reviewing the packaged software 
area, he recognizing main differences between the packaged 
software development process and bespoke software. The study 
acknowledged variances at four levels that contain "industry 
forces, approaches to software development, work culture, and 
development team efforts". His argument of the conflicts increased 
by recognizing and discoursing the five different participant 
groups participate in both bespoke and PS development. In [14], 
the author stated that "custom IS are those made by either an 
organization's internal staff or by direct subcontract to a software 
house". The study goes on to classify ERP product as the wildest 
rising example of a packaged software product. PS requires wide 
modifying for their application, which regularly involves the help 
of variances parties such as training, consultants, and support staff 
[15-17]. 

When associating noticeable differences between bespoke and 
PS developing process, Sawyer states that time pressures are a 
main critical factor for PS development rather than software cost 
compare to bespoke software. Meanwhile, the successful 

implementation criteria for PS software is different compare to 
bespoke software, PS software assesses by software profit, several 
target markets, and famous the product. However, successful 
implementation criteria for bespoke software, that is measured by 
specific company satisfaction about the services provided by the 
software. Moreover, the PS development is relying on developers' 
experience of business domain knowledge, but bespoke software 
is depending on the needs of users. 

In [14-17], and other research by [13] and [18], the authors 
stated that software companies treat PS as a product. Therefore, the 
effort is on carrying a product that can sell to many, and the product 
vision relying on releases planned. Meanwhile, bespoke software, 
the effort is on carrying on software development process in order 
to have a user’s stratification. The primary assumption of these 
researchers is that the process of software development is different 
from PS and bespoke software, the most distinct is at software 
company structure level, the process of development regarding 
users' involvement, the culture of work, development effort by 
software teams. 

In recognition of these concerns, systematic studies have been 
undertaken in the current year to increase the success of the method 
of packaged software creation [11]. For example, in order to 
understand the process of requirement engineering for PS, [14] 
researched the process and challenges of the requirement 
engineering process for PS in Swedish software companies. Many 
of the problems they exposed were exclusive to PS and not suitable 
for personalized applications. They therefore noted that 
specifications for engineering approaches carried out by a tailor-
made software team might not be especially helpful in supporting 
the development process for PS. In another study by [10], it was 
reported that the personalized process of software requirement 
engineering and the methods used have inadequate utility for PS. 

For analysts, these present a primary challenge in creating the 
preliminary software for future marketing. However, as possible 
consumers are accepted, they have become the primary source for 
the selection of requirements. Nevertheless, the original software / 
product specifications are typically generated by the creators of PS, 
who have used their thoughts on business goals, understanding of 
the business domain or a product vision [14]. This method makes 
it rational to assume that not all packaged software services and 
features are suitable for the business of SMEs [15]. In other words, 
there can be misfits between the business processes of PS services 
and SMEs. In order to minimize any unintended effects, SSVs and 
recognized SMEs should reduce the possible gaps (a skills require 
from analysts) in the PS to be effective. 

Therefore, several studies conducted to investigate the critical 
success factors (CSFs) for PS implementation. Instead of that, [19] 
surveyed 86 organizations by an essential characteristic of success 
PS implementation to generate the most important critical success 
factors for PS implementation. They propose that the CSFs list 
may include assistance leaders of PS projects to better apply 
inadequate resources by using the CSFs that are existences at 
SMEs and have a primary effect on the PS success implementation. 
The study offers a brief clarification of critical success factors, 
along with an interpretation of the value of each aspect. (1) 
Management support, (2) product champion, (3) consumer 
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training, (4) expectation management, and (5) supplier / customer 
relationships are the leading five variables recognized. 

The purpose of [17] is not only to test the accuracy of the top 
10 list of [16], but to build on the list by theorizing some of the 
causal relationships between the individual CSFs. The research 
question was: (1)” Can the list of [16] helps to gain a deeper 
understanding of the root causes of success and failure in the 
implementation of ERP?”  [17] agreed to evaluate the top 10 CFSs 
that have a mix of 'hard' and 'soft' success elements, and they noted 
that the most significant factors are: top management support, 
project team experience, interdepartmental cooperation, consistent 
expectations and goals, and project management. Any of the stuff 
on the top 10 list were originally ranked lower by [16]. Still, after 
feedback received from 52 company managers approached to 
provide input by [17], he moved the ranking up. In other IT 
literature related to implementation, many of the items on the top 
10 list also seem to appear frequently. 

In [4], the author reviewed in the words of SMEs, the most 
recent literature on the adoption and application of ERP systems in 
SMEs. Noting that ERP systems have now been almost universally 
implemented by large organizations, [4] said that ERP vendors 
have now begun to turn their attention to small-medium-sized 
organizations (SMEs). Although ERP systems can help small and 
medium-sized enterprises, "the risks for small and medium-sized 
enterprises of implementing an ERP system are different because 
small and medium-sized enterprises are likely to have limited 
resources and business features that are different from those of 
large organizations." In [4], the author provided insight into the 
areas missing from the current ERP adoption analysis in SMEs and 
provided expertise to assist 'professionals, suppliers and SMEs' 
while embarking on ERP projects.' In fact, 'Small and medium-
sized enterprises (SMEs) recognized as fundamentally different 
circumstances relative to large enterprises'[18] have not published 
any relevant literature on the implementation process in SMEs [4]. 

The literature mentioned by [4] shows that academic research 
has shown a significant increase in the use of ERP in small and 
medium-sized enterprises, and that case studies and surveys are the 
most common methods used in research papers on this topic. They 
discovered that the implementation method was the most discussed 
in the literature on ERP use in SMEs. This result contributes to the 
crucial topics of literature debate within larger organizations on 
ERP systems. However, in the literature on the use of ERP in 
SMEs, the adoption decision, the acquisition process, and the use 
and maintenance step are also given acceptable levels of emphasis. 
The processes for which literature has been rather scarce or non-
existent are ERP evolution and ERP system retirement [4]. Further 
suggested that only two published papers found 'in-house built 
systems' to be a viable option for small and medium-sized 
enterprises. At the same time, "normal ERP solutions could require 
straight lines and a lack of versatility for particular SMEs." It is 
therefore safe to say that, from the point of view of SSVs, the 
existing literature has paid little attention to the implementation of 
PS activities by SSVs. 

In [5], the author make some more remarks about the existing 
literature after giving specific critical of the reviewed literature and 
suggest more avenues for research. First of all, they say that, even 
though 77 papers identified and examined, this was still a minimal 

number of documents to be conducted within ten years on the 
subject, considering the increasing significance of ERP technology 
in response to SMEs. They conclude that "in contrast with ERP in 
LEs, SMEs have not earned sufficient attention." "that include a 
lack of" ex-ante cost estimate, economic viability and investment 
appraisal studies of ERP ventures "research, a lack of contrast 
between" SME-specific ERP and general ERP systems " or 
"industry-specific ERP vs general ERP packages" studies. 

In [4], the author found that only a few studies were performed 
on the growth of ERP systems in small and medium-sized 
enterprises, and no study on small and medium-sized enterprises 
discussed the implementation phase of an ERP system. Finally, 
while they found 77 articles related to ERP systems in small and 
medium-sized enterprises, [4] recorded that the majority of small 
and medium-sized enterprises were engaged in traditional 
manufacturing, and that it could be important to achieve results 
compared to different industries, or it could be beneficial if recent 
studies on the use of the ERP system in small and medium-sized 
enterprises were carried out. They also found that almost all 
research studies have found that businesses are concentrated in 
America, Australia, Europe, and Asia. There has been a shortage 
of studies that examine SMEs in Africa or the Middle East. 
Therefore, a one-sided viewpoint (in data collection) has been 
adopted by current literature, e.g. on the client-side, whereas other 
views might strengthen the perception of such phenomena. Any 
studies that examine instances of failed ERP implementations 
within SMEs are also absent. 

After reviewing the literature on this subject, package software 
often created in many sequential releases but that there is intense 
competition among various formats within the packaged software 
industry. This is only one of the components unique to packaged 
software, which explains part of why the features of packaged 
software vary significantly from the elements of customized 
software. Alternatively, there are potential clients, an imagined 
group of people who may fit the profile of the product's intended 
customer. The elicitation of specifications from this group of users 
and customers is one of the tasks that separates bundled 
applications from bespoke. The elicitation of such requirements is 
primarily handled by ads, technical assistance, user groups and 
trade publication testers. Therefore, it seems reasonable to say that 
not all the applications functionalities will be appropriate for the 
customers’ business requirements. In other words, when packaged 
software is implemented by tech firms, there would be 
inconsistencies between the features provided by packaged 
software and customers ' business requirements. Therefore, 
different skills are required from PS analysts in order to 
successfully implement a PS. 

Packaged program development can be a massive undertaking 
that needs a substantial amount of time, effort and adjustments in 
the implementation organization. The implementation of the PS is 
often the single largest project ever launched by an organization. 

3. Research Design 

A survey questionnaire on the skills adopted was used to 
collect quantitative data based on [8-10] and shows the skills 
required in PS. The skills mentioned in the table below in terms of 
how analysts used them. 
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In cases where expectations of one's competence affect the way 
he or she interacts, the Self-report instruments are suitable [20]. 
Besides, claimed that people could have more contextual 
information about themselves than anyone else does, offering 
some encouragement for the use of such a system. 

As show in table 2, our sample of software companies involved 
in this research covers the area of software development, 
integration of systems, and localization of software. A total of 60 
participants presented, including analysts and developers. Seven of 
the participants made up of team leaders. 

Table 1: Survey Questionnaire Sample 

Skills 
Skills & Knowledge Assessment Level 
Communication skills Low, Moderate, and High 
Interpersonal skills Low, Moderate, and High 
Organizational skills Low, Moderate, and High 
Team Player Low, Moderate, and High 
Ability to Work 
Independently 

Low, Moderate, and High 

Table 2: Sample descriptions 

Area %Sample Participants Experiences 
development 85% Team 

Leader 
12% 

Integration 70% Analysts & 
Developers 

75% 
localization 40% 
Experiences 12% 75%  

System analysts and developers were most of the participants 
at the same time. Most participants had a cumulative experience of 
3-10 years in the industry, while a few had the experience of more 
than ten years. Most of the participants had experience working 
concurrently as researchers, designers, and developers. As analysts 
only, some participants had the expertise and some as developers 
only. Most participants had experience with software for company 
applications and software for database systems. 

The data has analyzed as the percentage of participants answers 
regarding skills required for bespoke software and packaged 
software. 

Table 3: Responses regarding software type. 

Software type #Responeses 
Bespoke 27 
Packaged  33 

As show in table 3, it was 27 responses from bespoke software 
analysts and developers and 33 responses from packaged software. 
The top of questionnaire, the participants were chosen the type of 
software they would like to fulfill up the questionnaire for. 

4. Result & Discussion 

The table 4 below follows a list of skills adopted by [8-10] and 
shows the skills required in PS vs Bespoke software. The skills 
mentioned in the table in terms of how analysts used them. 

It can be seen from the table 4 that the skills generally required 
of analysts practicing Packaged software implementation (PSI) are 
much the same as those required of analysts engaged in bespoke 

software, but that some of the skills are required to be practiced at 
a higher level or to use more often. There are some differences 
involved in terms of how skills are needed and practiced about 
skills and knowledge, development skills, software knowledge, 
business skills, problem-solving, and hardware knowledge.  

Table 4: Skills Assessment Level 

Skills 
Skills & Knowledge Bespoke 

software 
PS 

Communication skills High High 
Interpersonal skills Moderate High 
Organizational skills Low Low 
Team Player Moderate Moderate 
Ability to Work Independently Moderate High 
Development skills 
Programming High High 
General knowledge of 
development 

High High 

Implementation High High 
Operations/maintenance High High 
Design Moderate Moderate 
Analysis High High 
Documentation Moderate Moderate 
Development methodologies Moderate Moderate 
Integration Low High 
Knowledge of technological 
trends 

Low High 

Quality assurance Low High 
Software 
Programming language High High 
Database High High 
Operating systems / platforms Moderate High 
Packages Moderate High 
General knowledge of s/w Moderate Moderate 
Business skills 
General knowledge of business High High 
Function specific Moderate High 
Industry specific Low High 
Enterprise-wide Low High 
Problem Solving 
Technical expertise Low High 
General problem solving Low High 
Adaptive / flexible Low Low 
Analytical / critical / logical Low High 
Customer-oriented Low High 
Hardware 
Server Low High 
General knowledge of h/w Low Moderate 
Desktop/PC Low Moderate 
Devices/printers/storage Low Low 

Note that the bolded italics in the PS column show the differences 

Bespoke software requires the analyst to show a certain level 
of skills and knowledge related to communication skills, 
interpersonal skills, organizational skills, ability to work in a team, 
and ability to work independently. PSI requires the same kinds of 
skills, but some of these skills demanded at a different level as 
shown in figure 1. 
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For example, the analyst engaged in PSI will need to meet 
higher demands in terms of their development of interpersonal 
skills, and their ability to work independently. 

 
Figure 1: Skills & Knowledge  

 
Figure 2: Development Skills 

 
Figure 3: Software 

When it comes to development skills as shown in figure 2, the 
analyst engaged in PSI will need to have a higher level of skill 
when it comes to dealing with software integration, quality 
assurance, and knowledge of technological trends. In bespoke 
software, these skills only required at a 'low' level. In PSI, the need 
for these skills categorized as 'high'. 

When it comes to knowledge of software and the ability to use 
the software as shown figure 3, the skills required of bespoke 
software analysts and PSI analysts also differ. In Bespoke 
software, the analyst's knowledge about operating 
systems/platforms and packages only needed to be at a 'moderate' 
level. In PSI, these skills required to be at a 'high' level. 

Bespoke software and PSI also require a different use of 
business skills as shown in figure 4. The analyst engaged in 
bespoke software needs a high level of knowledge about the 
business, as does the analyst employed in PSI. 

 
Figure 4: Business Skills 

 
Figure 5: Problem Solving Skills 

However, in bespoke software, the analyst needs only a 
'moderate' understanding of specific functions. In PSI, this 
knowledge of particular procedures must be high. In bespoke 
software, the analyst's industry-specific and enterprise-wide skills 
are 'low', whereas, in PSI, they practiced at a 'high' level. 

The skills related to 'problem-solving' also differ between 
bespoke software and PSI as shown in figure 5. 

The ability to be adaptable or flexible required at the 'low' level 
in both forms of RE. Several other skills needed to differ in terms 
of use, however. For example, skills related to general problem-
solving, technical expertise, the ability to be analytical, critical, or 
logical, and to engage in customer-oriented problem solving 
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practiced at a 'low' level in bespoke software. These same skills 
practiced at a 'high' level in PSI.   

Lastly, analysts' skills related to hardware also differ as shown 
figure 6. The analyst doing bespoke software requires only a 'low' 
level of skills concerning general knowledge about hardware, 
knowledge about servers, desktop PCs, and knowledge about 
devices and storage. The requirement of these skills is slightly 
different for the PSI analyst. In PSI, the analyst has 'moderate' 
skills concerning general knowledge about hardware, desktop 
computers, and PCs. As in bespoke software, they need only 'low' 
knowledge about devices, storage, and printers. However, they 
will need to have a 'high' level of knowledge about servers. 

 
Figure 6: Hardware 

5. Conclusion  
This study provides an account of the distinction between the 

skills of analysts for packaged software and bespoke software with 
an emphasis on the activities of analysts. Through this report, we 
offer a detailed discussion of the skills of analysts required to be 
effectively implemented by PS and the challenges faced when 
implementing packaged software at SMEs. The numerous factors 
involved in seeking buyers, eliciting requirements and detecting 
misalignments, designing a packaged software product, and 
updating or adapting existing packaged software have been 
addressed. 

The expertise and abilities of analysts to communicate with 
consumers should be considered as crucial factors when 
attempting to enhance the actions and results of the application of 
the PS. By enhancing their development skills, in particular 
integration, awareness of technical developments, and quality 
assurance skills, analysts will gain confidence, strengthen their 
critical thinking capabilities and problem-solving skills, and 
enhance their ability to connect, engage, and cooperate with the 
implementation of PS. 

Business skills are the most important for understanding the 
business process of SMEs based on the responses of our 60 
participants. In view of this, it is important to improve well-
developed function-specific skills to minimize misunderstandings 
and increase the efficacy of such communication. In addition, the 
involvement of analysts with inadequate skills to work efficiently 
during the implementation of PS, showing weak or poorly 
performed interaction skills, may also lead to fragmented teams 

and disagreements between team members, resulting in an 
unsatisfactory experience for both users and analysts. This analysis 
of skills analysts in PS can help to shed light on areas of practice 
that can be focused on by an analyst to reduce the risk of 
problematic implementation of PS. Future studies will seek to 
establish a theoretical framework that describes the interaction 
techniques that analysts apply during the production and 
implementation of the PS, as this research is ongoing. 
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 The presence of urban parks and green spaces in the city can play a role in maintaining 
urban residents’ quality of life.  Parks in Manila are located near main thoroughfares.  
Since people usually go to parks for recreation and relaxation it is important to have an 
idea of the concentration of criteria pollutants at these parks as they have great effects on 
people’s health. Using portable sensors, one-hour average ambient concentration of O3, 
NO2, and PM2.5 was measured once a month between 8 am to 11 am local time from May 
2018 to April 2019 at three popular urban parks in Manila, namely, Arroceros Forest Park, 
Rizal or Luneta Park, and Manila Zoo.  Mean concentrations of O3 and NO2 are highest in 
Luneta Park at 0.071 ppm and 0.032 ppm, respectively.  In the case of PM2.5, the mean 
concentrations at Luneta and Arroceros Park are the same at 0.070 mg/m3. Manila Zoo 
had the lowest mean concentrations of the three criteria pollutants among the three urban 
parks. In terms of proximity to major thoroughfares, Luneta is closer and surrounded by 
four busy thoroughfares compared to Manila Zoo, and Arroceros Forest Park.  It was also 
observed that measured concentrations of the three criteria pollutants were relatively 
higher during the cool dry months from October to February, with January 2019 recording 
the highest concentrations. Compared to a background site in Halang, Batangas, results of 
the measurement showed that the mean concentrations of O3, NO2, and PM2.5 at the three 
urban parks are higher demonstrating the effect of proximity of the parks to vehicular traffic 
on the air quality inside the parks. 

Keywords:  
Air Quality  
Portable Sensors 
Urban Parks 

 

 

1. Introduction 

According to the State of Global Air Report 2019, air 
pollution is the fifth leading risk factor for mortality worldwide 
with the Philippines ranking number 10 in terms of the highest 
mortality burden attributable to air pollution [1].  Exposure to 
short-term and long-term air pollution is associated with 
respiratory and cardiovascular diseases [2].  In highly urbanized 
places like the National Capital Region (NCR) in the Philippines, 
popularly known as Metro Manila, air pollution aside from urban 

heating is one of the region’s major challenges [3].  In the latest 
National Emissions Inventory by source conducted in 2015, 88% 
of air pollution in Metro Manila comes from mobile sources, 10% 
from stationary sources, and a mere 2% from area sources. The 
increase in the number of vehicles is attributable to the increase in 
population to cater to the transport needs of the people [4]. In 
Metro Manila alone, there was an average increase of 7.77% in 
vehicular registration the year 2016-2018 (NCA, 2018). One of the 
16 highly urbanized cities (HUCs) in Metro Manila is the City of 
Manila, the capital of the Philippines. It was the most densely 
populated among the HUCs with 71,263 persons per square 
kilometer in 2015 [5].  Criteria pollutants such as Nitrogen Dioxide  
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Figure 1: The location of the sampling sites relative to each other.  Yellow and white lines indicate roads for vehicular traffic 
Table 1: Location, coordinates, and addresses of the sampling sites 

Location Coordinates Address 

Halang 
(Background site) 

13°57'26.9"N 
121°04'55.8"E 

 
Halang, Lipa City, Batangas 

Arroceros Forest Park 
13°57'26.9"N 
121°04'55.8"E 

 

Antonio Villegas St, 659 A Ermita, Manila, 1000 
Metro Manila 

Japanese Garden 
(in Luneta Park) 

14°35'3" N 
120°58'44" E 

 

Maria Orosa Street corner Padre Burgos Street, 
Manila, Metro Manila 1004, Philippines 

Manila Zoological and 
Botanical Garden 

14°33'50" N 
120°59'18" E 

Adriatico St, Malate, Manila, 1004  
Metro Manila 

Table 2: Summary of the sampling dates for each site 

Site May 
2018 

Jun 
2018 

July 
2018 

Aug 
2018 

Sept 
2018 

Oct 
2018 

Nov 
2018 

Dec 
2018 

Jan 
2019 

Feb 
2019 

Mar 
2019 

Apr 
2019 

Halang 13 17 15 19 23 28 30 16 27 25 17 14 
Arroceros 17 27 19 24 27 22 21 14 31 27 20 29 

Luneta 18 25 30 29 26 24 23 13 30 28 21 11 
Mla Zoo 25 16 31 30 25 23 22 12 24 26 27 30 

(NO2), Ozone (O3), and fine particulate matter (PM2.5) mostly 
come from mobile sources [4].    

The increasing population and vehicles make Manila an 
example of unsustainable urbanization [6].  Hence, the presence of 
urban parks and green spaces in the city can play a role in 
maintaining urban residents’ quality of life. Urban green space, a 
category of land cover that includes public parks and other (public 
or private) vegetated areas in densely populated places plays a 
great role in improving not only human health and but also the air 
quality  [7–11]. To date, there were no available data on the level 
of air pollution in urban parks in Manila. People come to public 

parks to exercise, sometimes have family picnics, and just for 
relaxation. Some urban poor and street-dwellers make parks as 
their temporary home. Measurement of air pollution level is 
important especially if the parks are located or surrounded by main 
thoroughfares where traffic congestions are always present.  These 
can increase the potential of park users to be exposed to pollutants 
associated with vehicular emissions. Lam et al made a study in 
Hongkong urban parks, and they have shown that the air quality in 
urban parks is better compared to the roadside but not significantly 
different from that in the ambient conditions [12].  Three of the 
popular parks in Metro Manila are located within the City of 
Manila. These are Manila Zoo, Luneta or Rizal Park, and 
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Arroceros Forest Park.  These three parks are located near the main 
thoroughfares, hence the proximity to vehicular traffic, which is 
the main source of air pollution in the city. There have been no air 
quality measurements in these parks as most static reference 
standard instruments are usually positioned near the roadside.  The 
use of low-cost and portable air quality monitoring systems has 
become very popular as there is a need to provide a more accurate 
assessment of human air pollution exposure assessments [13].  In 
this study, the ambient concentrations of criteria pollutants such as 
nitrogen dioxide (NO2), fine particulate (PM2.5), and ozone (O3) at 
these three public parks were measured once a month for one year 
using portable sensors.  The measured ambient concentrations at 
the three parks are then compared to a background site in Halang, 
Batangas which is far from any vehicular traffic. The comparison 
between the urban parks and the background site will demonstrate 
the effect of vehicular traffic on the ambient concentrations of 
PM2.5, NO2, and O3.  Furthermore, this study will explore the 
usefulness of portable sensors to provide real-time determination 
and assessment of air quality in public areas so that people will 
know the quality of the air they are breathing and, once the air 
quality drops to unhealthy levels, people can be requested to vacate 
the area.   This will also provide information to authorities if there 
is a need to place static reference standard air quality monitoring 
system in such public areas. 

2. Materials and Methods 

2.1. Sampling Sites 

 The study was conducted at the three urban parks located in the 
city of Manila. These are Arroceros Forest Park, Luneta or Rizal 
Park, and Manila Zoo. For comparison, a background sampling 
site was included, and this was located in Halang, Batangas which 
is about 70 km south of Manila.  The location and addresses of the 
sampling sites are given in Table 1 and Figure1 shows the relative 
location of each sampling site.  Yellow and white lines indicate 
roads for vehicular traffic.   Permits were secured with the park 
administrators for us to conduct the measurements, which should 
be done only during office hours.  Sampling Site 1 is the Arroceros 
Forest Park (AFP), also called as the “Last Lung of Manila”. It is 
a 2.2-hectare (5.4-acre) manmade urban forest along Pasig River, 
at the foot of Quezon Bridge. The second sampling site is Rizal 
Park also known as Luneta Park or simply Luneta is a historical 
urban park in the Philippines and one of the major tourist 
attractions of Manila. It is approximately 16.24 hectares (40.01) 
acre and located along Roxas Boulevard, Manila, and also adjacent 
to Taft Avenue, Manila.  The last urban park is the Manila 
Zoological and Botanical Garden or Manila Zoo.  It is a 5.5-hectare 
(14-acre) zoo located in Malate, Manila, Philippines. 

2.2. Measurement 

 The criteria pollutants measured in this study are PM2.5, NO2, 
and O3. A DustTrak™DRX aerosol monitor (Model 8533, TSI 
incorporated) that used a light scattering technique to infer the 
mass concentration of particles was used for PM2.5 measurement 
[14]. It was set on a 1-s time resolution at 3L/minutes. Before the 
start of each measurement, zero calibration was performed using a 
TSI 800663 zero filter. NO2 and O3 concentrations were measured 
by a real-time portable battery-operated gas sensor monitor 
AEROQUAL Series 500 with NO2 and O3 sensor heads.  The 
sensor heads used gas-sensitive electrochemical (GSE) technology 

where it measures the concentration of a target gas by using 
oxidation or reduction reactions to generate a positive or negative 
current flow through an external circuit and the magnitude of this 
current is proportional to the gas concentration. The operating 
parameters of the sensor heads are as follows; O3 (detection range 
0–10 ppm; resolution and minimum detection limits 0.01 ppm; 
response time 60 secs; temperature 0 – 40oC; relative humidity 15 
– 90%), NO2 (detection range 0–1 ppm; resolution 0.001 ppm; 
minimum detection limits 0.005 ppm; response time 30 secs; 
temperature 0 – 40oC; relative humidity 15 – 90%).  A 1-min time 
resolution was used during the measurement.  Although the 
DustTrak and Aeroqual are not regulatory-grade monitors they are 
widely used in prior air quality research studies [13,15–24].  
Measurements done for this paper were performed during the 
warranty period of the instruments. Being under warranty, 
instrument calibration and performance was within factory 
specifications. During the measurements, researchers observed the 
performance of the instruments, and temperature and humidity on 
the site were within their specified operating conditions. 
Simultaneous measurement on all sampling sites was not possible 
because only one set of instruments was available. Background 
measurement in Halang, Batangas was done on a Sunday, and the 
measurements at the three parks in Manila were conducted on the 
following weekdays if weather permits. The sampling dates are 
summarized in Table 2.  To observe the same atmospheric and 
vehicular traffic conditions in the site, measurements were done 
on successive days in the morning between 8 am to 11 am local 
time for one hour, once a month for each sampling site for one 
year.  Measurement was not conducted during bad weather 
conditions and sampling time was chosen to also avoid the effect 
of sunlight on O3 concentration. 

3. Results 

One Way Analysis of Variance (ANOVA) was the statistical 
method used for identifying if there are any significant differences 
in the measured concentration of a particular criteria pollutant at 
the different sampling sites.  If there’s a significant difference, a 
Tukey honestly significant difference (HSD) test is then carried out 
to identify what sampling locations are significantly different, and 
then based on the mean concentration, the locations are ranked 
from highest to lowest concentration.  RealStat (http://www.real-
statistics.com/) Microsoft Excel Add-In was used to carry out the 
statistical calculation.  An alpha value of 0.01 was used.  To 
illustrate the variation of air pollution concentrations at each 
sampling site, Box and Whisker plots were used in terms of the 
lower quartile, upper quartile, median, mean, minimum, and 
maximum in each of the four study locations.  

3.1. Ozone (O3) Measurement 

Shown in Figure 2 is the box plot of the O3 concentrations from 
the four different locations from May 2018 to April 2019.  Table 
3a shows the result of the statistical analysis for O3.  In all the 
sampling months, there was a significant difference in O3 
concentration between each sampling site.  The O3 concentrations 
at the background site always have the lowest concentration on all 
sampling months.   The DENR EMB National Ambient Air 
Quality Guideline Values (NAAQGV)  for 1-Hour Averaging is  
0.07 ppm [4], [25].   As shown in Figure 3, in some months, the 
measured  O3  concentration  was 0  ppm  at  the  background  site  
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Table 3: One way Anova P-value between each sampling sites per month for (a) Ozone, (b) Nitrogen Dioxide, (c) PM2.5. 

(a)  Ozone  (in ppm)                                              (b)  Nitrogen Dioxide (ppm)                                                   (c)   PM2.5 (mg/m3) 

           

 

 
Figure 2: Box plot of monthly concentration of O3 at the four sampling sites from 

May 2018-April 2019 

For the whole year, as shown in Figure 3, 
Luneta had the highest concentration of 0.071 ppm and Arroceros 
was a close second at 0.067 ppm, followed by Manila Zoo at 0.063 

ppm, and the background site at 0.050 ppm.   A high concentration 
of O3 exceeding the NAAQGV was observed for all sites except 
the background site in January 2019 which is one of the coldest 
months in the Philippines. 

 
Figure 3: Box plot of the one year mean O3 concentration at the four sampling 

sites from May 2018-April 2019. 

Month P value Location Mean
Arroceros 0.024
Batangas 0.018

Luneta 0.040
Manila Zoo 0.012
Arroceros 0.011
Batangas 0.007

Luneta 0.012
Manila Zoo 0.003
Arroceros 0.015
Batangas 0.013

Manila Zoo 0.020
Arroceros 0.021
Batangas 0.008

Luneta 0.021
Manila Zoo 0.005
Arroceros 0.028
Batangas 0.016

Luneta 0.040
Manila Zoo 0.013
Arroceros 0.022
Batangas 0.008

Luneta 0.047
Manila Zoo 0.004
Arroceros 0.010
Batangas 0.016

Luneta 0.028
Manila Zoo 0.034
Arroceros 0.039
Batangas 0.026

Luneta 0.061
Manila Zoo 0.034
Arroceros 0.042
Batangas 0.013

Luneta 0.040
Manila Zoo 0.042
Arroceros 0.035
Batangas 0.016

Luneta 0.031
Manila Zoo 0.034
Arroceros 0.023
Batangas 0.037

Luneta 0.047
Manila Zoo 0.029

March 2019

April 2019
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3.2. Nitrogen Dioxide (NO2) Measurement 

 Shown in Figure 4 is the box plot of the NO2 concentration 
from the four different locations from May 2018 to April 2019. 
Table 3b shows the result of the statistical analysis. In all the 
sampling months, there was a significant difference in NO2 
concentration between each sampling site. The NO2 concentrations 
at the background site have the lowest concentration on all 
sampling months. On some months, the NO2 concentration was 0 
ppm indicating that the NO2  concentration was below the detection 
limit of the NO2 sensor.  This was true most especially in the case 
of the background site where the lower quartile value was equal to 
the minimum value measured by the NO2 sensor.  For the whole 
year, as shown in Figure 5, there is a significant difference in all 
sampling locations.  Luneta having the highest concentration of 
0.032 ppm and Arroceros is a close second at 0.025 ppm, followed 
by Manila Zoo at 0.022 ppm and the background site at 0.017 
ppm..  The National guideline value for NO2 is 150 µg/Ncm (0.08 
ppm) maximum for a 24-hour exposure [25]. As in the case of O3, 
the coldest month of January and February 2019 registered higher 
NO2 concentrations for all the urban parks except the background 
site. 

 
Figure 4: Box plot of monthly concentration of NO2 at the four sampling sites 

from May 2018-April 2019. 

 
Figure 5: Box plot of the one year mean NO2 concentration at the four sampling 

sites from May 2018-April 2019. 

 For Particulate Matter measurement, TSI DUSTTRAK DRX 
Aerosol Monitor 8533 was used and this can measure PM10, PM2.5, 
and PM1.0 but only PM2.5 will be presented.  For statistical analysis, 
only PM2.5 measurement will be used since all the other PM sizes 

follow the same trend.  Furthermore, in terms of Air Quality 
Guidelines, PM2.5 is the one that is reported.  No air quality 
guidelines yet for PM1.0.  Shown in Figure 6 are the box plots of 
the PM2.5 concentration measured by the DUSTTRAK.  The 
lowest concentration of PM is in Halang, Batangas while 
Arroceros always gives the highest concentration.  The result of 
One-way ANOVA indicates a significant difference in the PM 
concentration for all months between each sampling location. 
Arroceros always ranks the highest while Halang is the lowest.  
The WHO Air Quality Guideline values for PM2.5 is 10 μg/m3 
annual mean and 0.025 mg/m3 24-hour mean [4].  NAAQGV are 
0.025 mg/m3 annual mean and 0.050 mg/m3 24-hour mean [4].  It 
can be seen from Figure 7 that the PM2.5 concentration measured 
from TSI DUSTTRAK at the sampling locations in Manila 
exceeds the annual mean guideline values.  However, please note 
that the instrument is not the reference instrument.  Like O3 and 
NO2, it was also observed that in January 2019, high values of 
PM2.5 concentration were measured at the urban parks exceeding 
the 24-hour mean NAAQGV. 

 

Figure 6: Box plot of monthly concentration of PM2.5 at the four sampling sites 
from May 2018-April 2019 

 
Figure 7: Box plot of the one year mean PM2.5 concentration at the four the four 

sampling sites from May 2018-April 2019 

 With the unsustainable urbanization in Manila, the presence of 
urban parks can provide residence with quality of life.  However, 
the location of these parks affects the air quality within the park.  
The measured values of O3, NO2, and PM2.5 at the three well 
known urban parks in Manila are higher compared with a 
background site in Halang, Batangas.  Using portable sensors, the 
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ambient concentration of O3, NO2, and PM2.5 was measured once 
a month between 8 am to 11 am local time from May 2018 to April 
2019 at three known urban parks in Manila, namely, Arroceros 
Forest Park, Rizal or Luneta Park, and Manila Zoo.  Mean 
concentrations of O3 and NO2 are highest in Luneta Park at 0.071 
ppm and 0.032 ppm, respectively.  Among the three parks, Luneta 
is the one surrounded by major roads.  For mean concentration of 
PM2.5, Luneta, and Arroceros Park are the same at 0.070 mg/m3. 
One of the main reasons is the proximity of the three parks to 
vehicular traffic.  It was also observed that measured 
concentrations of the three criteria pollutants were relatively higher 
during the cool dry months from October to February.  Although 
the instruments used were not the reference instruments, the result 
provides information on the necessity of monitoring the air quality 
within the parks.  Many residents most especially people who 
cannot afford, and don’t have time to go out of the city need these 
urban parks for relaxation and recreational activities. 
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 The population living in the residential area in two villages, including Pohuwato village 
and Pohuwato Timur village, are mostly fishermen, who live under the poverty line, 
meaning that the people there have low income. The objective of the present study was to 
explore the living condition in terms of the physical, social, and economic aspects of the 
fishermen communities in Pohuwato Village and Pohuwato Timur Village, Marisa City, 
Gorontalo; it took into account the minimum service standard of a settlement area. The 
primary data was obtained by conducting field observations, interviews with fishermen, and 
Focus Group Discussion (FGD) forums; secondary data was obtained from the related 
literature, including books, research results and documentation as well as various articles. 
The quantitative analysis was implemented by scoring, in which the indicators and 
variables of slum will be assessed with the standards of the Ministry of Public of Works and 
Housing, Directorate General of Human Settlement. Living conditions in the slums spread 
in the studied villages were in the moderate category. Findings showed that, issues, such 
as the provision of lavatory, drainage system for wastewater, clean water supply, waste 
management, and fire protection system, were most visible. Developing a disaster 
management system for the settlement area is also crucial. Therefore, the fulfillment of 
basic needs was deemed essential as the solution to the sustainability of the fishermen 
community.  
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1. Introduction 

The term “urbanization” is defined as the population shift from 
rural areas to urban areas, aiming at creating a better quality of life. 
This phenomenon can be found in many parts of the world, both in 
metropolitan cities and small cities, with a feasible livelihood 
option that people can find compared to the one in their previous 
settlement. In [1], the authors argue that urbanization has 
encouraged and attracted rural communities to move to urban areas. 
Marisa city, one of the small cities, has experienced a rise in its 
population numbers due to urbanization. The rapid advancement 
of industrial cities, in addition to other contributing factors, e.g., 
ease of access to infrastructures, education, health, and job 
opportunity, is cited as the cause of urbanization. However, the 
population growth is not accompanied by the initiative of the city 
government to provide basic infrastructure, include adequate or 

appropriate settlements, for the people; thus leading to socio-
economic inequality. In [2], the authors claim that the inability to 
provide the infrastructures contributes to the rise in the number of 
slums with insufficient necessary infrastructures, and this problem 
is found in the fishermen’s settlement in Marisa city. 

The population living in the residential area in two villages, 
including, Pohuwato Village and Pohuwato Timur Village, are 
mostly fishermen. In those villages, the houses are adjusted to fit 
the needs of the fishermen so that the pattern of the settlement 
results in a linear shape, with wooden moorings and wild plants 
along the beach. Many people there live under the poverty line, 
meaning that they have low income. In [3], the authors propose 
that the settlement in those villages is mostly inappropriate houses 
with poor environmental conditions due to dense populations. In 
this research, the term “slum” refers to unsuitable building and/or 
high-density housing, which is inappropriately arranged, with 
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below standard facilities and infrastructures. Another defining 
characteristic of a slum is that this area does not meet the spatial 
planning or housing standard. A slum is notoriously known for its 
settlement that has poor services; it is an overcrowded and 
unhealthy area with high criminality rates. In general, settlements 
located in a slum represents an area with poor quality in terms of 
the environmental aspect, overpopulated, and high-density 
housing, with below-standard public infrastructures. 

Conditions in an abandoned small city could trigger some 
problems, such as the rise in the number of slums, poor 
development of the area, visually undesirable city, and a decline in 
the health of the population due to the absence of the health 
standard, as well as socio-economic problems. The present work 
discusses the life of the fishermen community residing in areas 
nearby a small city of Marisa, including Pohuwato Village and 
Pohuwato Timur Village; these areas are notable for their urban-
rural characteristics and far from the activity center.  

Based on the research background, the main question of the 
study is as follows: “how is the living condition of fishermen’s 
settlement in the coastal area of Marisa City, Gorontalo province 
according to the minimum standard of services? Therefore, the 
objective of the present study was to explore the living condition 
of the fishermen’s settlement. It focused on examining the physical, 
social, and economic aspects of the fishermen communities in 
Pohuwato Village and Pohuwato Timur Village, Marisa City, 
Gorontalo; it took into account the minimum service standard of a 
settlement area. 

It is further expected that the study will contribute to: (1) 
broadening the insight regarding the living condition, facilities, 
and infrastructures of the fishermen’s settlement in the coastal area 
of Marisa City, Gorontalo; (2) providing references and inputs for 
the government of Pohuwato regency in terms of the housing and 
settlement in the area, by which it helps their development program 
and the management of the coastal area in Marisa City, including 
the provision of housing facilities and infrastructures that fit the 
physical, social, and economic condition of the people.  

2. Literature Review 

2.1. Settlement 

A settlement refers to a process of functional establishment 
underpinned by the pattern of human activities and the influence 
of the aspect of the physical and non-physical setting (which 
affects the activities and establishment process). In [4], the author 
infers that the setting is impactful on the physical environment that 
is shaped by the location and the community with its socio-cultural 
aspects. A settlement can be established through particular 
processes, with or without a plan. The processes are long-term and 
continuous. On the other hand, in [5], the author opines that the 
formation of a settlement pattern is the outcome of the distribution 
of a settlement area based on a particular geographical factor, e.g., 
a settlement in a coastal area or nearby a river and linear settlement. 

According to the Law of the Republic of Indonesia, Number 1 
of 2011 Concerning Housing and Areas for Settlement, the term 
settlement refers to a part of the environment, outside the protecte
d areas, including both urban and rural areas serving as a 
residential area and a place that supports livelihood. The term 

settlement area, in this context, is defined as the residence of a 
person or a family, consisting of a house and yards. In [6], the 
author states that this notion later confirms that housing is among 
the components of a settlement area. Furthermore, In [7], the 
author mentions five major elements in a settlement area, namely 
(1) residential area, (2) workplace, (3) movement area, (4) 
recreational area, and (5) facilities and infrastructures. 

In [9], (as cited in R.W. Diah [8] I.N Nasution, A. Syahreza), 
the author argues that issues revolving around settlement areas are 
notoriously complicated due to many underlapping factors that 
contribute to the concerns. As a living place, the settlement areas 
take into account several aspects other than physical and 
technical; those aspects include the socioeconomy and culture of t
he residents. The problem concerning the provision of housing 
mostly occurs in urban areas. It blames the population migration 
from the rural areas to cities due to cities’ appealing aspects and 
internal urges from the villages. Such a condition results in 
continuous increases in the urban population by which it is 
considerably impactful on the provision of land for housing. In 
[10], the authors point out that the growth rate in cities in many 
developing countries is accompanied by the growth in the number 
of population living in a slum. This is signified by the condition of 
people living with undesirable standards. 

In [11], the author defines the condition of a building is seen 
from its age, density, and arrangement. Building’s age is one of the 
factors causing damage and fires. In [12], the author describes an 
area becomes a slum due to the density of the building and the poor 
standard of the area of the construction. On top of that, the types 
of construction can determine the level of the building’s 
durability. As  mentioned  in [13],  the author states that 
most constructions in a slum are made of combustible materials, 
e.g., wood, zinc, fabric, iron, and bamboo. 

2.2. Urban Settlement 

A settlement develops along with the rise in the population 
number of an area. The constant condition of the land and the 
increase in the population number is the leading cause of the 
increase in the needs for settlement areas. For this reason, finding 
another land to create more suitable residential is a necessity. 

Settlements in urban areas are generally categorized into three 
groups, namely: (i) well-arranged settlement with quality facilities, 
infrastructures, and utilities; (ii) unplanned settlement, i.e., areas 
where the housing is not in compliance with the regulation, and it 
has no facilities, infrastructures, and utilities that meet the standard, 
and; (iii) informal settlement, where the construction of the houses 
are not well-planned. In [14], the author explains that in the last 
group of the settlement, poorly arranged houses can be found amid 
well-constructed houses. The inability of spatial planning in urban 
areas to make ends meet results in improper management of the 
settlement areas; which also causes rapid growth of slums. In [15], 
the author states that these situations will, in turn, lead to a 
distortion in the environment in terms of the physical and social 
aspects.     

A metropolitan city has people with different elements; this 
condition is the outcome of the high attractiveness value of the city. 
Some of the people have inhabited the city for a long time, and the 
others are newcomers who expect to earn a better living. One 
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inexorable trend of a metropolitan city near a coastal area or ship 
port is the presence of the fishermen community in the structure of 
the urban population. According to [16], the author reckons that 
fishers are among the components of society with the lowest 
financial well-being compared to other social groups. In the same 
tune, in [17], the authors state that the consequence of low-quality 
human resources in the fisheries sector is a declined 
productivity level, leading to the low earning and impoverishmen
t among the fishermen. 

2.3. Slum 

The term slum refers to a settlement area with undesirable 
environment qualities caused by the gap between the rapid 
population growth and slow economic growth. A guideline 
published by the Directorate General of Human Settlements has 
established the criteria to identify a slum area. Indicators or criteria 
of a slum area based on the facilities and infrastructures include the 
condition of the road drainage system, clean water, wastewater, 
and waste management. 

The slum area is an unplanned settlement area with inadequat
e basic services, such as clean water and sanitation, and poor 
ownership security. Further, this area is infamous for its inapprop
riate and dense housing, and unsafe construction of the houses. In 
[18], it considers that there are many terms associated with the 
slum area at the national and regional levels, such as informal 
settlement and squatter. In other words, the slum area represents a 
squalid and overcrowded area in many cities. The slum area is 
represented by many defining characteristics, such as inhabited 
by unemployment, high crime rate, and demoralization rate, inha
bited by unemotionally stable residences with low purchasing 
power and income level, and squalid and unhealthy environment. 
Most of the population in this area are migrants from villages, and 
they are prone to serious health issues, such as malnutrition [19], 
since authors have limited access to the public facilities. In [20]-
[22], the authors express the majority of the people here work in 
informal sectors as labor, and they live in informal houses. 

According to [23], the author states that common problems 
revolving around a slum area include (1) overcrowded housing 
with poor health and social standard, (2) dense building, which is 
prone to fires, (3) lack of clean water, (4) insufficient electrical 
energy supplies, (5) poor drainage system, (6) bad roads, and (7) 
lack of lavatories. Preventions of slum conditions are possible if 
the development of the settlement area adheres to the regulations; 
one of the practices is by establishing a healthy housing standard. 
A slum area represents a residential area with low quality of 
housing and poor infrastructures with a constant decline in the 
environmental aspect. Despite these conditions, the residences of 
the area have guaranteed land ownership; this regulation 
encompasses legal protection for the owner of the land, a residence, 
or the landlord. In [24], the author states that slum refers to an area 
located in urban areas, in habited by marginalized communities 
that experience a drop in the quality of life. 

2.4. Typology of Fishermen’s Settlement Areas 

The fishermen’s settlement area in Pohuwato and Pohuwato 
Timur villages is positioned to adjust with the area, facing the 
coastline, i.e., a linear settlement. This adjustment is based on the 
fishermen’s activities. In general, this typical settlement is 

categorized into two: (1) settlement area with houses facing 
towards the beach, and (2) settlement area with houses facing 
towards the street with access to the beach.  

The settlement is regarded as a high-density area, thus leaving 
the impression that the settlement resembles a slum area with bad 
sanitation. Most of the houses are made of wood and bamboo, 
although there are some concrete houses with gable roofs. 
Furthermore, the materials of the roof of the houses in the area are 
zinc and thatch. Each house has a mooring. Currently, the two 
villages have no fishing ports that function as a port or harbor for 
landing and distributing fish. 

Each fisher who owns a boat is accompanied by 25-30 
subordinates who are helpful during fishing. They can catch 1.5 to 
3 tons of fish per day. 

As many as 1.5 to 2 tons of the catch are distributed to the tra
ditional market in Marisa and Paguat for fulfilling the food supply 
of the population in the cities and nearby areas, while 3 tons of the 
catch is sold to the markets in the city center in Bitung, Gorontalo, 
Palu, and even to other islands, such as Kalimantan to earn more 
income for the community in Marisa city. Should the fishermen 
want to land their catches from their boat to the coastal area, they 
have no choice but to rent a smaller boat because the port in the 
area does not meet the standard. 

 

Figure 1: Fish Drying (Source: Authors, 2018) 

 

Figure 2: Fishermen’s Activities in Pohuwato Village and Pohuwato Timur 
Village (Source: Authors, 2018) 

 
Figure 3: Fishermen’s Activities in Drying the Fish (Source: Authors, 2018) 
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Figure 4: Fishermen’s Activities in Scaling the Fish (Source: Authors, 2018) 

 
 
 
 
 
 
 
 
 
 

Figure 5: Permanent house of a Fisherman in Pohuwato and Pohuwato Timur 
(Source: Authors, 2018) 

3. Research Methodology 

3.1. Research Sites 

This study was conducted in the fishermen’s settlement in Po
huwato and Pohuwato Timur village, Marisa city, Pohuwato 
regency; the area of the settlement is 392.91 Hectares. (see Figure 
6). In these densely packed villages, the majority of the population 
works as fishermen living in slums. Such a situation leaves the 
impression of an inelegant city since the fishermen settlement is 
located at the center of Marisa City. 

3.2. Data Collection 

The data involved primary and secondary data. The primary 
data functioned to gather information regarding the overview of 
the condition in the settlement area of the fishermen community in 
Pohuwato and Pohuwato Timur village, and information regarding 
the preferences and perceptions of related stakeholders in terms of 
the improvement of the quality of these two villages. Methods to 
obtain the primary data involved field observation, 
interviewing 148 fishermen (or 25% of the total population 
selected purposively), and Focus Group Discussion (FGD). Each 
closed-ended question (with responses using a Likert scale system) 
is intended to retrieve information regarding the condition of the 
fishermen settlement. The secondary data were collected from 
reviewing the literature, books, research report, documents, and 
articles that correlated with the present study.  

3.3. Data Analysis 

The data were analyzed quantitatively using a scoring system, 
where the indicator and the variables of slum area were examined 
based on the standard of Ministry of Public of Works and Housin
g, Directorate General of Human Settlement; this was aimed at 

determining the living conditions in the fishermen’s settlements in 
the studied villages.  

 

  
Figure 6: Research Site Map 

4. Results and Discussion 

4.1. Evaluating the living conditions in the fishermen’s 
settlements  

The population living in the residential area in two villages, 
including, Pohuwato village and Pohuwato Timur village, are 
mostly fishermen. The total population is 4333. The two villages 
share land borders with several areas. Palopo and Marisa Selatan 
villages are located in the north border of Pohuwato and Pohuwato 
Timur. On the east border and the southern border, the two villages 
share land borders with Maleo village, Paguat district, and Tomini 
bay, respectively. Bulili village, Duhiadaa district, is located on the 
east border of Pohuwato and Pohuwato Timur.       

 Table 1 shows the living conditions of the settlement area of 
the fishermen community in Pohuwato and Pohuwato Timur 
village. 

Table 1: Living conditions in fishermen’s settlements in Pohuwato and 
Pohuwato Timur village units 

Number Aspect Conditions of slums in 
Pohuwato Village and 

Pohuwato Timur Village 
1. Information of Population 

Total population 4333 
Number of the head of the 
household 

867 

2. Conditions of house 
Total houses 864 units 
Number of unorganized houses 529 units 

MAP OF RESEARCH LOCATION IN GORONTALO PROVINCE, SULAWESI ISLAND 

http://www.astesj.com/


I. Wunarlan et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1033-1041 (2020) 

www.astesj.com   1037 

Number of houses that do not meet 
the standard 

335 units 

3. Environmental Condition 
Road width > 1.5 m. 6634 meter. 
Road width < 1.5 m. 1957 meter. 
Width of bad roads 1796 meter. 
Width of the road without canal  5519 meter. 

4. Condition of Drainage System 
Width of the drainage canal 5034 meter 
Width of the bad drainage canal 3045 meter 

5. Clean Water Services 
Number of households who has no 
access to clean water 

651 

Number of households who has no 
access to clean water 

651 

6. Condition of Waste Water Management 
Number of houses without access 
to public lavatories 

304 

Number of houses without 
standard lavatories 

475 

7. Condition of Waste 
Management 

Management of domestic 
waste in 
Pohuwato Village and 
Pohuwato Timur Village are 
yet categorized good since 
the officers do not take the 
waste to the garbage dump 
nearby. 

8.  Condition of Fire Protection 
System 

The villages have no fire 
protection systems; some 
locations are hard-to-reach 
areas, thus hindering the fire 
trucks from reaching the 
areas (the road is < 1.5m). 

Source: Survey reports, 2018 

According to the findings, the general information depicting 
the condition of the building in Pohuwato and Pohuwato Timur 
village based on eight main indicators of a slum area are as follows: 

1. As many as 61% of the total houses in the two villages are 
categorized as informal housing, and the majority of them are 
not facing directly to the main road with a minimum width of 
1.5m. 

2. The percentage of houses that do not meet the standard is 
38.64%. All of those buildings need to be repaired. 

3. The width of some of the roads is less than 1.5m. 
4.  Other roads (83.19%) with a width of more than 1.5m have no 

drainage system. 
5.  As many as 33.89% of the drainage system is in bad condition, 

hampering the function of the system to flow the water. 
6. Although the access to clean water for the community in the 

research sites has been provided by Indonesian Regional 
Water Utility Company (hereinafter referred to as PDAM) of 
Marisa city, 75.34% of the population in the two villages still 
have a problem regarding the clean water supply. As a result, 
they rely on public wells. 

7. Regarding the wastewater management, the majority of the 
people in Pohuwato and Pohuwato Timur village have 
standard private lavatories, while others still use the public 
lavatories or defecate in the seawater. 

8. The disaster management system in Pohuwato and Pohuwato 
Timur village is yet available. On top of that, some areas are 
hard to reach by a fire truck as the roads are too narrow (< 
1.5m). The two villages also do not have sufficient disaster 
management systems (such as mangrove forest as shoreline 

protection) to keep the settlement area from abrasion and rob 
flood. 

 
Figure 7: Simple fishermens’ settlement in Pohuwato Village and Pohuwato 

Timur Village (Source: Authors, 2018) 
 

 

Figure 8: Houses with mooring (Source: Authors, 2018) 

 

Figure 9: Condition of roads (Source: Authors, 2018) 

 

Figure 10: Daily activities of the fishermen (Source: Authors, 2018) 
Two scoring methods were employed to determine the living 

conditions in the fishermen’s settlement in the studied villages. 
Table 2 demonstrates the criteria and indicators of the slum area, 
along with its scoring, prepared by the Directorate General of 
Human Settlements 

Table 2: Criteria score of living conditions in fishermen’s settlements in 
Pohuwato and Pohuwato Timur village units 

No. Aspect Criterion Indicator and Parameter Score 
1. Condition of 

building 
Building 
irregularity 

Building located in an 
irregular location 

3 

Building density High-density building 
that does not meet the 
standard 

3 

The discrepancy 
with building 

Building in a location 
that is not in compliance 

5 
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technical 
requirements 

with the technical 
requirements 

2. Condition of 
roads 

Road coverage Areas not covered by the 
roads 

1 

Quality of the 
surface of the 
roads 

Areas with poor-quality 
roads 

5 

3. Condition of 
clean water 
supply 

Availability of 
the access to 
clean water 
supply 

Total population with no 
access to clean water  

1 

  Unfulfilled 
demand for 
clean water 
supply 

Total population, whose 
demand for clean water 
supply, is not met 

3 

4. Condition of 
the drainage 
system 

Inability to 
manage water 
flow 

Areas with >30cm of 
puddle, in > 2 hours, 
and > 2 times a year 

3 

  Unavailability 
of the drainage 
system 

Areas with no drainage 
system 

3 

  A local drainage 
system that is 
not connected to 
the urban 
drainage system 

A drainage system that is 
not connected with other 
systems 

5 

  Poorly-managed 
drainage system 

Dirty and unpleasant 
smell 

5 

  Quality of the 
construction of 
the drainage 
system 

Areas with a poorly-
constructed drainage 
system 

5 

5. Condition of 
the 
wastewater 
management 
system 

The wastewater 
management 
system is not in 
compliance with 
the technical 
standard 

Areas with a wastewater 
management system that 
is not in compliance with 
the technical standard 

3 

  Infrastructures 
in the 
wastewater 
management 
system are not in 
compliance with 
the technical 
standard 

Areas with poor 
infrastructures in its 
wastewater management 
system 

3 

6. Condition of 
waste 
management 

Infrastructures 
in the waste 
management 
systems are not 
in compliance 
with the 
technical 
standard 

Areas with poor 
infrastructures in its 
waste management 
system 

5 

  The waste 
management 
system that does 
not meet the 
technical 
standard 

Areas with poor waste 
management systems 

5 

  Poorly-managed 
infrastructures 

Areas with poorly-
managed infrastructures 

5 

7. Condition of 
the fire 
protection 
system 

The availability 
of fire 
protection 
system 

Areas with no fire 
protection system 

5 

  Unavailability 
of the fire 
protection 
system 

Areas with no fire 
protection system 
infrastructures 

5 

   Slum criteria score 73 
 Category Moderate   

Source: Analysis Results, 2018 

Description: Score 1 = 25% – 50%, Score 3 = 51% – 75%, Score 5 = 76 %– 100%, 
Low slum level = 19 – 44, Moderate slum level = 45 – 75, Severe slum level = 76 – 
95. 

The condition of an area with a disproportional number betwe
en the total population, the availability of facilities, and 
infrastructures would evince the quality of a slum area. As a result, 
the provision of the facilities and infrastructures is considered as 
something that is likely over compelled.  

Facilities and infrastructures found at the fishermen’s 
settlement are discussed below. 

• Lavatories 

The needs of lavatories are something unavoidable for the 
fishermen community in Pohuwato and Pohuwato Timur village. 
According to the data, 31 units of the house (3.57%) are regarded 
unlivable, although those houses have lavatories. This condition 
urges a need for a public lavatory for the fishermen community, 
considering that 96.43% of the houses in the area have no private 
lavatories. Consequently, the majority of the people have no choice 
but to defecate in seawater or a river. Table 3 provides information 
regarding the distribution of public toilets in Pohuwato and 
Pohuwato Timur village. 

Table 3: The Number of Public Lavatories in Marisa City, 2019 
No. Village Total Percentage 
1 Pohuwato 21 67,74 
2 Pohuwato Timur 10 32,26 

Sum Total 31 100 
Source: Village Profile, 2020 

Table 3 shows that Pohuwato village has more public rest 
rooms totaling 21 units or 67.74% compared to Pohuwato Timur 
Village. Pohuwato Timur Village has the least lavatories (10 units, 
32.36%) for its people. There are 31 public lavatories spread in the 
residential area and the settlement of the fishermen community at 
Marisa City. However, people’s awareness to manage the 
cleanliness of the public facility is low. To worsen, the public 
lavatories in the two villages are far from satisfying the minimum 
standard. Such a condition demands the involvement of the people 
to start taking care of the cleanliness of this facility.  

• Roads 

Roads are crucial for the fishermen’s settlement at Marisa 
city since these infrastructures connect the activities between the 
city and the village. The roads in the research site 
are mostly collector roads, residential streets, and pathways. In 
this context, the collector road and the residential street refers to a 
road that connects a group of houses with others, while the 
pathway connects one house with another. 

Table 4: Roads in the fishermen’s settlement, Marisa City, 2019 

No. Road 
classification 

Height 
(km) 

Width 
(m) 

Existing 
condition 

SPM 
(Minimum 

Service 
Standard) 

Description 

1 Collector 22.65 10 0.00522 0.0006 
m/individual 

Meet 
criteria 

2 Residential 
street 9.56 8 1.59703 40-60/Ha 

Does not 
meet 

criteria 

3 Pathway 7.1 0.8-2 1.18608 50-110/Ha 
Does not 

meet 
criteria 

Source: Field Survey, 2020 
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Table 4 reveals that only the collector road that satisfies the 
minimum public service standard compared to other road types in 
Marisa city. The other two roads, however, urge the local 
government to improve, such as expanding new road networks and 
enhancing the quality of the roads to fulfill the standard. 

• Wastewater system 

According to [25], the author states that an urban drainage 
system is designed as flood control in a settlement. The drainage 
system in the residential area and fishermen's settlement in Marisa 
city is adjusted according to the model of the road. However, some 
of the current drainage canals cannot be used properly. The 
drainage systems that are properly functioned serve to manage the 
rainwater and domestic wastewater thus flow the water into a river 
and sea. Problems in some canals blame the rubbish heap covering 
the drainage surface. The rubbish clogs the rainwater, thus 
resulting in floods. For this reason, the maintenance of the drainage 
system is crucial in preventing the rise in the water level surface 
and flood during the rainy season. The types of drainage systems 
in the residential area and fishermen's settlement in Marisa city 
consist of arterial, primary, and secondary drainage.  

Table 5: The drainage system in Marisa City, 2019 

Number Classification of 
Drainage 
System 

Height 
(m) 

Width 
(m) 

Description 

1 Primary 2108 1 Good 
2 Secondary 514 0.9 Poor 
3 Tertiary 326 0.7 Poor 

Sum Total    
Source: Survey Reports, 2020 

According to the interview with the people living in the 
residential area and the fishermen’s settlement area in Marisa city, 
flood never hit their areas since the drainage canals can collect the 
rainwater, thus preventing puddles for two hours. On that ground, 
it could be argued that the drainage system in the residential area 
and the fishermen's settlement within Marisa city has met the 
minimum standard. Expansion of canals in the areas without the 
drainage systems allows the rainwater to flow into the point of final 
disposal.  

• Clean water resources 

In general, PDAM has provided affordable access to clean 
water for people in the residential area and fishermen’s community 
in Marisa city. The following table provides brief information 
regarding the use of clean water of the people in the research sites. 

Table 6: Clean water resources in Marisa City, 2019 

No
. Village 

Water source Percentage 

Dug 
well 

Drilled 
well 

Indonesian 
Regional 

Water 
Utility 

Company 
(PDAM) 

Dug 
well 

Drille
d well 

Indonesia
n 

Regional 
Water 
Utility 

Company 
(PDAM) 

1 Pohuwat
o 15 0 0 4,76 0,00 0,00 

2 Pohuwat
o Timur 300 0 10 95,24 0,00 100,00 

Sum Total 315 0 10  100,0
0 0,00 

Source: Village Profile, 2020 

According to the results of Table 6, the clean water supply of 
the fishermen community in Marisa City includes 315 dug wells. 
PDAM contributes to ten units of water resource facilities. 
Pohuwato Timur Village has the most access to clean water 
resources (dug wells), totaling to 300 units or 95.24%, while 
Pohuwato village has limited resources with only 15 units or 
4.76%. Resources provided by PDAM in Pohuwato Timur Village 
comprise ten units (100%). Both Pohuwato Village and Pohuwator 
Timur village, however, have no injection wells due to funding 
problems and the fact that the water from such wells contains salt, 
and thus it is undrinkable. Clean water resources are one of the 
primary needs for the fishermen community residing in the 
residential area and settlement area found within Pohuwato Village 
and Pohuwato Timur Village. From the above discussion, it can be 
said that 37.84% of the urban population has access to clean water, 
while the remaining 62.16% is the opposite.   

Thereby, the local government is urged to provide facilities of 
clean water resources for 1000 houses in the fishermen’s 
settlement; it is aimed at ensuring a healthy life of the fishermen 
community. 

• Waste management 

The residential area and fishermen’s community in Marisa city 
has been perplexed by the issue of waste. Such a condition blames 
the lack of waste management and temporary waste dump sites 
(hereby referred to as TPS) in all residential areas and fishermen’s 
settlement area in the city. As a result, the majority of the people 
have no choice but to litter and to burn their waste. 

A survey conducted in the residential areas and fishermen’s 
settlement in Marisa city reveals that some areas, such as 
temporary drainage systems, have been turned into a garbage 
disposal, thus resulting in the spread of diseases. 

Provision of facilities, such as TPS, in a specific area that 
serves 100 units of the house per radius is, thereby, deemed 
essential. According to Table 7, the waste management system in 
the research sites is below the minimum standard, urging the 
stakeholders to design waste management planning. 

Table 7: SPM of waste management 

No. Representing 
Parameter  

Existing 
condition 

SPM 
(Minimum 

Service 
Standard) 

Description 

1 TPS 0 Per 50-100 
m 

Below standard 

2 Public waste 
container 

0 Per 150m Below standard 

3 Domestic 
trash bin 

26% 60-100% Below standard 

4 Frequency of 
waste 
collection 

2 times Every day Below standard 

5 Population 
served 

20% 80% Below standard 

Source: Survey Reports, 2019 

• Electricity 

Electricity is the source of energy and lighting, which is crucial 
for all human activities in every sector, e.g., industry, commercial, 
and household. It also functions as the resource of energy for 
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electric supplies and industrial machines. There are no significant 
issues regarding the electrical distribution system in the residential 
area and fishermen’s settlement in Marisa city since the system has 
been distributed within these areas. The only notable concern for 
the State Electricity Company (PLN) is the management of cable 
management for better power transmission to all houses. 

• Fire Protection System 

There were fires in the residential area and fishermen’s 
settlement in Marisa city in 2008, 2016, and 2017, damaging the 
houses and public facilities, e.g., schools and regent’s official 
residence, within the city. However, the issues had been addressed 
properly due to the preparedness of fire brigades in Marisa city, 
with four units of fire trucks. 

The capability of the fire trucks to reach the area correlates with 
the road and the availability of water supply in every house within 
the residential areas and settlements in Marisa city. However, there 
are still some issues regarding the availability of hydrant and road 
conditions (the trucks are unable to reach the site due to narrow 
roads, such as in Pohuwato and Pohuwato Timur village). Another 
issue worth-mentioned is the density of building in the areas, in 
which it could hinder the officers from extinguishing the fire. 

5. Conclusion 

It can be concluded that the living conditions in the studied 
settlements are in the moderate category. Several issues, such as 
the provision of lavatory, drainage system for wastewater, clean 
water supply, waste management, and fire protection system, are 
most visible. Formulating coping strategies by the local 
government is necessary to address the problem in the areas. 
According to the living conditions in the studied slums, the 
fulfilment of basic needs is deemed essential for the sustainability 
of the fishermen community. This approach thus addresses the 
scarcity of lavatories and clean water supply, limited drainage 
system for wastewater, and poor management of waste. 
Developing a disaster management system for the settlement area 
is also crucial. 

Oftentimes people residing in Pohuwato Village and 
Pohuwato Timur Village tend to build their houses in a vacant 
land without any legal permission. The houses can be found 
around the riverbanks, beaches, or nearby the workplace of the 
people and in the city center. The needs for housing and settlement 
areas for the fishermen in Marisa City are considered as their 
primary needs. Meanwhile, the provision of facilities and 
infrastructure of a settlement area is supposed to fulfill the spatial 
planning criteria, involving education facilities, health facilities, 
praying facilities, public services (office) and open spaces, roads, 
clean water system, drainage system, waste management (such as 
garbage dump), electrical energy, telephone network, and fire 
protection systems. For this reason, the government of Marisa 
City must strictly monitor the issuing of a building permit, since 
carrying out building work without such a permit is considered 
illegal and violate the regulation of urban planning. 
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 In 2020, a great change occurred around the world due to the covid-19 pandemic, daily 
activities were restructured and thanks to technological advance it has been an ideal means 
to carry out remote work. With regard to education in Peru, it was paralyzed for a long 
time and only obtained in later months the option of video offerings software for the 
interaction of teachers and students, given these new activities carried out. In schools, we 
are proposing a mobile application prototype that is adaptable to any school in Perú in 
order to facilitate the registration process of parents for their children due to the global 
crisis that we are going through. Parents will have a follow-up and ideal control for your 
children. The methodology that will help us to carry out this application will be the agile 
methodology with the scrum framework, since it adapts to the needs of the client, and to the 
constant changes in the development process of the mobile application. Since high student 
demand requires fast delivery of the application with cost and time efficiency. The mobile 
application to which students and tutors will be automatically transferred will have easy 
access to use it in the registration processes and in their academic controls. Our task is 
created in three points of view, student, tutor and teacher. The student was validated, with 
the registration or registration and login for the students already registered. Where the 
student can validate their personal data already registered and see their school monitoring, 
such as grades, attendance, courses, schedules and payments. The result obtained is the 
proposal of a productive approach, optimizing the license plate control processes, through 
a mobile application, where each agent can perform this function, and thus reduce the risk 
of contagion in these moments of pandemic. And so, in this way, interconnect all the 
enrollments, the benefactors in a system, saving their information and the data of the 
students. With these results, it will be of great benefit for the school to minimize the time 
and thus increase the competitiveness between the schools, also for the parents and for the 
students who despite the difficulties continue to progress in life.   
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1. Introduction 

In December 2019, a large and growing outbreak of a new 
coronavirus was reported in Wuhan, Hubei Province, China [1]. 
The global COVID-19 pandemic spreads easily to people nearby, 
especially in crowds with mobile people (for example, city 
centers). A widely accepted strategy to mitigate its spread is social 
distancing, avoiding crowds [2]. 

One of the first broad-spectrum measures has been the closure 
of educational centers at all levels, which has affected 91.3% of 
the total number of students enrolled in the world: more than 1.5 
billion people have been left without power attend their face-to-
face classes, according to UNESCO [3]. 

Several methodologies were found for the construction of the 
mobile application, but in this case the Scrum methodology was 
used, which is a framework for agile software development that 
has expanded to other industries.It is a process in which a set of 
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good practices are applied on a regular basis to work 
collaboratively, in teams and to obtain the best possible project 
results. The evolution of software development methods has taken 
place since 1970. The Agile Methodology also offers services to 
companies to create the right product that makes them aggressive 
in the market [4], [5]. The Agile methodology is considered one of 
the best approaches for the development of mobile applications 
[6]. Many unavoidable developmental changes could also be 
identified [7]. Finally, Balsamiq was chosen for the development 
of the design, as it is useful for communicating ideas [8].  

This article uses the design of a mobile application to analyze 
the enrollment and school monitoring process in the Comas 
District [9], in order to allow parents to access enrollment without 
the need to go to schools. It will also include a search and database 
of school monitoring information per student. 

The objective of this research work is to help parents maintain 
control of their children at school, using a tool that will be easy to 
use for the different processes that the institution handles. In 
addition, with the study of information that we carry out it will 
allow us to avoid spreading the coronavirus.  

The present work is structured in the following way, in the next 
section number II the methodology used for the construction of the 
application will be described in detail. In section III the results 
obtained will be evidenced and finally in section IV the own results 
will be discussed and the conclusions will be presented. 

2. Methodology 

In this section we will detail what steps will be followed for 
the development of the mobile application, so we will use the 
Agile Scrum Methodology as shown in Figure 1 which explains 
in a general way the behavior of Scrum, using this methodology 
is advantageous due to the flexibility in the requirements and ease 
in adapting to changes. 

 
Figure 1: Diagram of the Scrum methodology 

2.1. Analysis 

 Agile Scrum Methodology: As Troy Dimes wrote, scrum is 
like a lifeline for those companies that face difficulties in not even 
having a methodology to develop software. Scrum is a framework 
for creating complex software and delivering it on time in a much 

simpler way. Scrum is not a methodology; it is a reference 
framework within the agile software development methodology, 
which will enable it to create excellent software, through the 
application of a set of guidelines to be followed by work teams and 
the use of specific roles [10].   

 Scrum defines three roles: The Scrum master, the product 
owner, and the development team. The scrum master's role is to 
ensure that the team is adopting the methodology, its practices and 
values and norms; is the team leader, but does not manage 
development [11]. For its part, the development team is 
responsible for converting what the customer wants, the Product 
Backlog, into functional iterations of the product; the development 
team does not have hierarchies, and all its members have the same 
level and position: developer. The optimal team size is between 
three and nine people [12]. 

Sprint planning 

 This stage takes place at the Sprint Planning meeting where the 
activities to be carried out are defined. This activity takes eight 
hours for a month of Sprint. If Sprint is shorter, the time is allocated 
proportionally [12]. 

Development stage 

 At this stage, the sprint managers must guarantee that last 
minute changes that affect the objectives are not generated. In 
addition, they must ensure that they meet the established deadlines. 

Sprint review 

 The Sprint Review occurs at the end of the Sprint and lasts for 
four hours for a one-month project (or a proportion of that time if 
the duration is shorter). At this stage: the project owner reviews 
what was done, identifies what was not done, and discusses the 
Product Backlog; the development team counts the problems it 
found and the way they were solved, and shows the product and 
how it works. 

Feedback 

Empirical process control is retrospective and not predictive, 
which would imply that decisions are made based on evidence and 
knowledge is nurtured in experience. The lessons to be learned in 
this stage will allow us to learn how sprints can be much more 
effective and agile. 

2.2. Design and tools 

Programming platform (Android Studio) 

 It is the official integrated development environment for the 
Android platform, is one of the most used IDES for the 
development of Android applications due to its intuitive interface 
for the arrangement of the elements used in the architecture of the 
project [13].  

Database manager (Microsoft SQL Server) 

 The storage and management of data is mainly done through 
the database of the business management system, so it is very 
important to study the design and implementation of the database 
in the system [14].  
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Design Tool (Balsamiq Wireframes) 

 In this research, the Balsamiq Mockups tool is used as a tool 
that will facilitate the development of the project's prototypes [15]. 

2.3. Procedure  

Product blacklog 

The Product Backlog is a list, ordered by value, risk, priority 
and need of the requirements that the product owner defines, 
updates and orders. The list has as a particular characteristic that 
it is neveFinished, since it evolved during the development of the 
project [12]. 

Sprint backlog  

It is the task list that contains selected tasks from the Product 
Backlog, in which it subdivides the user stories that describe the 
functionalities that make up the project. This listing is defined and 
estimated at the Sprint Planning meeting at the start of the 
iteration [16]. 

Sprint planning meeting  

It is the Sprint planning meeting based on the Product 
Backlog and they participate: Product Owner (responsible for the 
subject) who prioritizes the tasks to include in the Sprint Backlog, 
the Scrum Master and the Development Team [16]. 

3. Case study 

This section will develop what is the planning of the sprints 
of each of the modules and the estimates of the times in which it 
is being carried out in the mobile application development stage. 

3.1. Sprint planning  

• As a user you can enter the application through an account 
generated by the school. 

• As a user you can view the courses with their grades, 
schedules and pensions. 

• As a user, you may be able to register me once you have paid 
the registration fee. 

• As a proxy you can know the names of the teachers with their 
respective courses that my son will take. 

• As a proxy you can know the respective qualifications of my 
son with their respective states. 

• As administrator, you can keep track of student pensions. 
• As administrator you can generate detailed reports of each 

student. 

3.2. Development Stage  

Time estimation  

In this phase we will see the duration of each of the sprints 
as shown in Table 1. 

Product scope  

This is the estimate of the time it takes for the equipment to be 
able to have the user's history points, for which the estimates of the 
scope of the equipment will be noted in Figure 2. 

 
Figure 2: Product scope 

Table 1: Duration of Sprints 

Name Duration Start Final 

Mobile Application for the 
Enrollment Process 3 months 01/06/2020 01/10/2020 

1. User Module 2 weeks 01/06/2020 15/06/2020 

2. Enrolment Module 2 weeks 16/06/2020 30/06/2020 

3. Schedule Module 2 weeks 31/06/2020 13/07/2020 

4. Courses Module 2 weeks 14/07/2020 27/07/2020 

5. Ratings Module 2 weeks 28/07/2020 10/07/2020 

6. Pension Module  4 weeks 10/07/2020 10/08/2020 

7. Reporting Module 5 weeks 11/08/2020 31/09/2020 
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3.3. Prototypes of the mobile application  

 In this stage we will see the creation of the mobile application 
design that we will carry out and we will detail the functions that 
each of the modules will have as we see in Figure 3 (a), Figure 3 
(b), Figure 3 (c) and Figure 3 (d).  

 
Figure 3: Prototype phase of the mobile application 

Increment 1: Main Start  

 This increase shows the start of the application which, if we 
have a user already generated by the institution, we could enter the 
account that maintains personal data of the students Figure 3 (a). 

Increment 2: Enrollment module  

 This increase shows the process that must be carried out to 
enroll each student, and as a requirement to proceed, they would 
have to pay the enrollment for the school year Figure 3 (b). 

Increment 3: Detailed courses module 

 In this increase it will show the detailed course with its 
qualifications, assists, schedules and forums, in addition to having 
a QR code to download the report Figure 3 (c). 

Increment 4: Pension module  

 In this increase it shows the pensions of each student, detailed 
by month and the state if it is already canceled or even just canceled 
Figure 3 (d).  

4. Results and discussion   

4.1. About the case study 

 Compared to other research works, we have observed the 
design of the work of an Android mobile application for an online 
Travel Agency, where the use of the NinjaMock tool is specified, 
where we can see that, on the contrary, its interface does not 
provides a professional visual finish, increasingly difficult to use 
[17].   

The google API services will be used to obtain the latitude and 
longitude of the reported location [18]. The importance of the 
interface is a means for the user to interact with the software and 
hardware. The interface will help the user to interact with the 
system much easier than with the old method of giving a command 
at the command prompt. The following image is the Trusted Halal 
interface. Malaysia Cosmetic Products System Application [19] 
[20]. 

Due to the covid-19 pandemic, enrollment in Peru was 
7,834,543, unlike last year, which was 8,024,672. Figure 4 
extracted from the Ministry of Education [21] shows the number 
of enrollments in 2020 and a large decrease in enrollment is 
observed, therefore the proposal of this research will help students 
to enroll successfully using mobile applications. 

 

Figure 4: Statistical data of enrolled in 2020 under the covid-19 pandemic 

4.2. About the methodology 

The tool used in the present work, which is Balsamiq 
Mockups, is easier and more adaptable to any user, and that shows 
us a good effectiveness before its prototypes made. In Balsamiq 
Mockups, mobile applications are designed in a smarter and easier 
way [22]. We have observed as an important factor in a project and 
the first decision of the application is the development prototype 
therefore the prototyping software Balsamiq Mockups served as a 
benefit to be able to create our Wireframes easily and quickly [23]. 

Riadh proposed designing the notification system using GCM 
(Google Cloud Messaging) of the Android app and connecting to 
the website and providing information that helps instructor to 
select who will send notification [24]. 

In this project, the methodology to be used is Agile Scrum 
Methodology. Scrum is a lightweight project management 
framework with the ability to iteratively and incrementally control 
and manage all types of projects. Through use. The "Product 
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Owner" Scrum methodology will work closely with the team to 
detect and prioritize system functionality [25]. 

Differences in Methodologies: This part will detail the 
differences of using the agile methodology, as opposed to using 
other methodologies that exist. Table 2 will detail the differences 
that each methodology will have. 

Table 2: Traditional Methodology vs Agile Methodology 

Traditional methodologies Agile methodologies 

Predictive Adaptive 

Process-oriented People-oriented 

Rigid process Flexible process 

It is conceived as a 
project 

A project is subdivided 
into several smaller 

projects. 

Little communication 
with the client 

Constant 
communication with the 

client. 

Software delivery at the 
end of development. 

Constant software 
deliveries 

Extensive 
documentation Little documentation 

5. Conclusions 

In this research we designed the proposal of a mobile 
application, helping to achieve a better solution at the time of 
registration of enrollment and monitoring of students.  

This proposal does not try to meet one level but to seek a 
comprehensive solution in the short term and can be adapted to any 
educational institution as has been determined in Table 2 with 
respect to the duration of the Spring. This work can be improved 
and will be carried out when they go through the final users in 
which the satisfaction of the users will be determined with 
statistical data.  We can conclude that the design proposal of the 
mobile application will be of great benefit to parents when 
registering their children and monitoring and controlling their 
daily activities, a proposal that is being promoted in schools in 
Lima, Peru. 
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 The measurement of Leaf Area Index is of fundamental importance in agriculture and 
ecological research because it reflects plant growth. This study aims to estimate LAI from, 
NDVI derived from standard eight days composite MODIS surface reflectance, acquired 
during the rice growing period. 
A two-stage model was developed to relate the LAI of rice to NDVI derived from MODIS 
surface reflectance. In the first stage, a correlation has been developed between ‘MODIS 
NDVI’ and ‘in situ NDVI’ derived from spectral reflectance measured with 
spectrophotometer, in rice field of Suphanburi Province, Thailand. In the second stage, 
correlation has been developed between in situ NDVI and, in situ LAI measured with 
handheld LAI-2000 instrument. Eventually, a model has been derived using these two 
relationships, which estimate LAI from MODIS Surface Reflectance, in an irrigated rice 
field, central Thailand. 
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Rice LAI 
In-situ LAI 
MODIS Surface reflectance 

 

 

1. Introduction   

In agriculture and ecology, historically, the Leaf Area Index 
(LAI) concept is used for the estimation and evaluation of crop 
production and crop yield and the scheduling of irrigation and 
amendments during crop cultivation [1]. In order to assess growth 
and vegetation intensity across the globe, monitoring the 
distribution and change of  LAI is significant. It is directly related 
to the interception and absorption of light by the canopy. It also 
influences heat balance and evaporation from the cropping field 
and thus, accurate assessment of LAI is necessary [2]. However, 
many factors are important if the reflectivity of the crop canopy is 
to be assessed. These include the complexity of canopy design, 
improvements to the internal arrangement of leaves and 
background effects of the soil [1].  

Direct measurement of canopy LAI is accurate but extremely 
labor intensive and destructive [3]. Remote sensing techniques 
have been used to measure LAI on a landscape scale or even global 
scale. The benefit of the remote sensing technique is that it can 
collect plant canopy information on a global scale without 
interfering with normal plant growth [4, 5]. The introduction of 
simple NDVI-LAI relationships has yielded reliable results over a 
12-year period in the estimate of green vegetation abundance [6]. 
There are two common approaches to estimate LAI using remote 

sensing [7]. The first one is associated with spectral vegetation 
index (SVI) and the second one, is by modelling approach [7]. In 
the first approach, an empirical relationship between a Vegetation 
Index (VI) and LAI has to be established. One major drawback of 
this method is that equation have to be established for each 
vegetation type. Thus, it requires substantial LAI measurements 
and corresponding remote sensing data [8]. This method is 
unsuitable for pixels of low-resolution remote sensing data 
enclosing a heterogeneous field. Another approach to estimate LAI 
is by using Bi-Directional Distribution Function (BRDF) models 
such as Spectral Absorption of Inclined Leaves (SAIL). These 
models usually consist of a set of equations that relate surface 
physical properties to observed signals as a function of 
wavelength. Physical properties may include soil reflectance, 
canopy architecture, optical properties and geometric 
configuration of sensing systems as well as illumination sources. . 
The input parameters needed for BRDF models are single-
scattering albedo of individual leaves, leaf inclination distribution 
and anisotropic properties of both canopy and soil substrates. 
BRDF models can then be theoretically inverted to obtain the 
model parameters, and some vegetation parameters can be 
estimated [7]. 

The relationship between growth traits and Normalized 
Differential Vegetation Index (NDVI) to assess their potential use 
in estimating the growth of rice crops has been examined [9]. 
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Experiments were conducted at the Taiwan Agriculture Research 
Institute (TARI) experimental farm on loam soil during the first 
and second cropping seasons (1996-1997). Plants were sampled at 
two weeks intervals after transplanting till harvest and the LAI was 
computed at each new sampling date. A LI-1800 high spectral 
resolution portable Spectroradiometer (LI-COR Inc., Nebraska, 
USA) was used to measure the reflectance to calculate in-situ 
NDVI. Yang and Su then developed a correlation between the 
computed LAI and in-situ NDVI. A linear regression gave results 
with R2=0.982 for SPOT HRV and R2= 0.985 for Landsat MSS. 
As these spectral transformations are highly correlated, estimation 
of growth traits based on NDVI can be accurate for both in-situ 
NDVI and satellite-derived NDVI. Thus reflectance band of HRV 
and MSS sensors could be used as predictors of canopy 
characteristics [9]. 

In-Situ LAI and spectral reflection data were assessed for the 
2004-2005 period in part of Suphan Buri, Thailand [10]. This was 
done in order to develop a relationship between LAI and NDVI at 
ground level. In 2004, the researchers developed a model to 
estimate ground based LAI from ground-based NDVI. This is a 
specific case, since the remote sensing data corresponding to the 
field data collection period was not available. It  was assumed that 
NDVI from Landsat MSS and from SPOT VGT to be equal and 
thus, used the model developed by Yang and Su (1998) for MSS 
to estimate ground based NDVI from SPOT VGT [10]. Yang and 
Su’s LAI - NDVI correlation estimated LAI in the range of 0.082 
to 1.848 for SPOT VGT data which seemed too low compared to 
the LAI field data collected by Srinuandee in 2004-05, which were 
measured in the range of 0.0 to 7.15. Srinuandee’s field based 
correlation estimated LAI in the range of 2.03 to 5.3002 for a pixel 
in SPOT VGT. 

Srinuandee’s model showed little improvement compared to 
Yang and Su’s model however, impressive variation in result have 
not been observed. Improvements made by Srinuandee on Yang 
and Su’s model are not proving conclusive. Thus, the main goal 
of this research was to estimate LAI from Moderate Resolution 
Imaging Spectroradiometer (MODIS) based NDVI with major 
changes on Srinuandee’s efforts. Indeed, in-situ LAI data 
recorded by Srinuandee seems to be overestimated and BRDF 
effect has not been considered during data collection. BRDF 
effect is an important factor to be considered in case of low-
resolution remote sensing data where satellite have wide swath 
since the measurements vary according to different viewing 
angles. 

2. Materials and methods 

2.1. Description of Study Area  

The case study was conducted in rice field of Song Phi-
Nong district, Suphan Buri Province, central part of Thailand 
during January’ 2006 to April’ 2006 which is the growing period 
of first crop in Suphan Buri province. The geographic location of 
study site as shown in Figure 1. Experiment was carried out in the 
homogeneous rice field which was detected using Landsat 7 ETM 
+, land use map and aerial photographs.  

The topography of study area was mostly flat lowland terrain. 
Thus the rice fields in this area remains completely flooded during 
rainy season. The climate of the Province characterized mainly by 
three seasons: (i) rainy season from May to October (ii) cool and 
dry season from November to February (iii) hot and dry season 
from March to May. The average annual rainfall in the central plain 
is between 900-1300 mm, average solar radiation about 17 MJ m-

2d-1 and temperature ranges from 33-340C to 23-24 0C. 

 
Figure 1: Location of study area in Suphan Buri Province, Central Thailand 

3. Field Data Collection 

The spectral reflectance and LAI were measured using a 
Spectroradiometer and a LAI-2000 Plant Canopy Analyser (PCA) 
respectively from the first stage of rice growth till the harvesting 
period. LAI was measured at 9:00 am to 11:00 am because LAI 
canopy analyser doesn’t need direct solar radiation to measure LAI 
and LAI measurements should be done with low sun elevation 
angle which is in between morning time or in the evening time. 
Five different locations were sampled at each time of ground 
trothing. 

In-situ spectral reflectance readings used to calculate NDVI 
have been recorded at five different angles in East and West 
directions separately in order to create similar circumstances as 
satellite data; since, satellite moves in North-South direction with 
acquiring reflectance in East-West direction. Each measurement 
was recorded with 150 intervals, starting from 00 to 600, marked on 
a simple handmade clinometer in order to examine BRDF effect in 
the field refer Figure 2. Five readings of spectral reflectance at each 
five different angles in East and West directions and five LAI 
readings, from five sampled locations were averaged for each day 
of ground truthing. Total eight readings of spectral reflectance at 
each five different angle and eight readings of LAI, were measured 
in field during the period of 12th February to 2nd April. The fibre 
optics wire of the spectrometer was clamped at each angle and 
spectral reflectance readings were recorded in both directions, so 
total ten readings of spectral reflectance has been measured each 
day of ground truthing. One end of fibre optic wire was at a height 
of 1.5 m from ground level and another end was connected to 
spectrometer which was further connected to computer through 
USB port. The spectrometer measures spectral reflectance in the 
range of 304 nm to 1135 nm with an increment of 1 nm. In order 
to compare in situ NDVI with MODIS data, average reflectance 
for red band was calculated from wavelength of 620 nm to 670 nm 
and that for near infrared band was calculated from wavelength of 
841 nm to 876 nm. 
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Figure 2: Schematic diagram of clinometer setup used to measure surface 

reflectance in the field with various angles. 

In-situ NDVI estimated from field spectral reflectance 
measured in each week of data collection has been compared with 
NDVI estimated from 8 days composite MODIS surface 
reflectance acquired on corresponding week of ground thruthing, 
refer figure 5. Two field data collection dates, 26th Feb and 3rd 
March, are members of 8 days composite of 26th February to 5th 
March (Table 1).  

The general flow chart of the methodology is shown in figure 
3. The atmospheric corrected MODIS surface reflectance is 
obtained and compared to the field NDVI derived using a fiber-
optic spectroradiometer.  

The relationship between MODIS derived NDVI and LAI is 
established as shown in flow chart of methodology figure 3.  

4. Results and discussion 

4.1. Correlation analysis of in situ NDVI and NDVI derived 
from MODIS 

Thus, eight values of in situ NDVI were compared with seven 
values of MODIS derived NDVI. NDVI derived from MODIS 
surface reflectance and in situ NDVI did not show the same pattern 
in early crop development. 
Table 1: Comparison of field data collection dates and MODIS 8-days composite 

dates 

Field Data collection 
dates 

MODIS 8-days composite 
dates 

12th Feb 10th Feb - 17th Feb 

19th Feb 18th Feb - 25th Feb 

26th Feb 26th Feb - 05th Mar 

03rd Mar 26th Feb - 05th Mar 

12th Mar 06th Mar - 13th Mar 

19th Mar 14th Mar - 21st Mar 

26th Mar 22nd Mar - 29th Mar 
02nd Apr 30th Mar - 06th Mar 

 

 
Figure 3: Overall methodology of model development 

However, they agree in the full vegetative stage. In the field, 
early growing stage paddy has a dispersed pattern of newly 
germinated rice plants along with water, refer figure 4. In this case, 
muddy soil was easily visible at this stage, which induces canopy 
background contamination error. While in case of observation 
from MODIS, angular effect make the field looks different from 
the way it actually looks with naked eyes. Thus, angular effect was 
responsible for higher NDVI in case of MODIS observations. 
Difference between “true”  NDVI, as would be measured at the 
surface, and that actually determined from the space are sensitive 
to attenuation by atmosphere and by aerosols [11]. In this case 
MODIS BRDF nadir adjusted 16 days composite data was 
compared with in situ NDVI figure 6. Similar growing pattern was 
obtained with in situ ground truth measurement measured at nadir. 
However, it was rather difficult to compare 16 days composite data 
with a data acquired on single day. 

 
Figure 4: Photograph of paddy field taken at nadir and at off-nadir. 

MODIS NDVI was compared with average in situ NDVI 
estimated from NDVI from all five locations in the field, in both 
directions i.e. East and West, for all five observation angles. 
Ground truth surface reflectance was collected in morning time 
from 9:00 am to 11:00 am. 
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Linear correlation coefficient (R2) was calculated between in 
situ NDVI estimated in five angles and NDVI derived from 
MODIS surface reflectance,(Table 2). The results obtained were 
more or less seems to be equal in all cases figure 7[a-e]. The in situ 
NDVI was linearly interpolated to corresponding view zenith 
angle of MODIS. 

 
Figure 5: Plot between estimated NDVI in field at 00 viewing angle and NDVI 

from MODIS surface reflectance. 

 
Figure 6: Plot of NDVI computed from MODIS Nadir adjusted data, NDVI 

estimated from field-collected data 

Table 2: Linear relationships between in situ NDVI at different angle and 
MODIS NDVI 

Observation angle Relationship R2 
00 y= 2.447x – 1.1838 0.65 
150 y= 2.437x – 1.1793 0.66 
300 y= 2.447x – 1.1838 0.65 
450 y= 2.532x – 1.2469 0.67 
600 y= 2.488x – 1.2068 0.68 

Table 3: Characteristics of MODIS on respective dates. 

MODIS data 
available day 

DOY View 
zenith 
angle 

solar 
zenith 
angle 

NDVI 

02 Feb 33 6.77 39.20 0.5987 

10 Feb 41 7.93 36.59 0.6649 

18 Feb 49 6.43 30.69 0.7757 

26 Feb 57 8.39 32.14 0.7962 

06 Mar 65 22.26 28.93 0.8199 

14 Mar 73 20.07 29.22 0.7835 

22 Mar 81 22.45 24.01 0.8748 

30 Mar 89 19.39 25.14 0.7643 
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(e) 600 

Figure 7:  Relationship between in situ NDVI estimated at all five different 
angles and MODIS NDVI 

In-situ NDVIinterpolated = 2.3959* NDVIMODIS – 1.1448                                   (1) 

Model derived in-situ NDVIat 00  = 0.9586 * NDVIinterpolated + 0.024         (2) 

Model derived in-situ NDVI at 00 = 2.2967*NDVIMODIS – 1.0727              (3) 

MODIS metadata file represents the specifications of the 
MODIS surface reflectance product. (Table 3).  The in-situ 
NDVIS measured at various angles is interpolated to the 
corresponding zenith angle of the MODIS. The results are shown 
in Table 4. 

Table 4: Interpolated in situ NDVI corresponding to view zenith of MODIS 

Field data collection Day Interpolated in situ NDVI 
12 Feb 0.3794 

19 Feb 0.5675 

26 Feb 0.7362 

03 Mar 0.8252 

12 Mar 0.8642 

19 Mar 0.8616 

26 Mar 0.8492 

02 Apr 0.7941 
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Figure 8: Relationship between MODIS NDVI and interpolated. 

The interpolated in situ NDVI was adjusted to standardized form 
i.e. at nadir observation.  Thus, the in situ NDVI was derived from 
MODIS NDVI in multistage approach. 

 

Figure 9: Plot of in situ   NDVI estimated at 00 and interpolated in situ NDVI. 
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Figure 10: Comparison of in situ NDVI estimated at 00 in field and in situ NDVI 
obtained by derived model 

The presence of clouds has been shown to have a major 
impact on the field data set. The remote sensing data collected on 
the day 19th March and 22nd March have lots of errors which 
induced errors in calculation of NDVI and LAI. 

The field data collection in this study started with data 
collection from seven locations but due to proper care and 
maintenance of rice at two locations in the field, data collection 
from only five sites could be considered till the end of study. 
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5. Validation of Model 

The derived NDVI from model showed nearly same pattern with 
an in situ NDVI estimated at 00 in the field, figure 10 [a-b]. In the 
beginning of rice growth, modelled in situ NDVI seems to be 
approaching to get better fitness with in situ NDVI.  However, in 
the last stage of rice growth, few contaminations induced in remote 
sensing data were intending to the modelled in situ NDVI to 
oscillate from expected output. 

6. Correlation analysis of in situ NDVI and in-situ LAI 

In-situ NDVI and in-situ LAI were not linear together. The 
sensitivity of NDVI to LAI becomes increasingly weak with 
increasing LAI beyond a threshold value, which was typically 
between 2 and 3 [11]. NDVI increases almost linearly with 
increasing LAI and then asymptotic region was observed in which 
NDVI increases very slowly with increasing LAI. Ground surface 
was almost completely covered by leaves in asymptotic region.  

A linear correlation coefficient (R2) was calculated between in situ 
NDVI estimated at 00 and in situ LAI. However, most of the LAI 
measurements were in the range of 4 to 5. A non-linear correlation 
analysis between in situ NDVI and in situ LAI was used in this 
study. 

 
Figure 11: In situ NDVI computed at Nadir and in-situ LAI collected from filed. 

Eventually the result obtained by non-liner correlation 
analysis between in situ NDVI estimated at 00 and in situ LAI is: 

In situ NDVI at   00 = 0.5074 LAI0.3193 

 
(4) 

7. Final Model development 

The final model involves two parts, the first one is a NDVI 
transformed from satellite to in situ and the second one from in 
situ NDVI to LAI. In the first part, similar variables (NDVI) were 
compared. In the second part, the spectral reflectance and an in-
situ LAI were measured at the same location and at the same time 
in the rice field, which makes this multi stage modeling approach 
more realistic than single stage model. However direct 
relationship between MODIS NDVI and in situ LAI was not used 
in this study. 

In situ NDVI was calculated with RMSE of 0.603 and that of 
for LAI was estimated at 2.120. The high RMSE could be induced 

because of the contamination error in the remote sensing data. The 
remote sensing data acquired on 22nd of March estimated higher 
value of NDVI which caused an error in LAI calculation. 

In situ NDVI at 00 = 2.2967 NDVIMODIS – 1.0727                    (5) 

 
LAI = (NDVIin situ / 0.5074)3.1318                                                (6) 
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Figure 12: Validation of model LAI with in situ LAI 

The LAI estimated with developed model grow similar as the 
in situ LAI measured. Coefficient of correlation (R2) was found to 
be 0.61 which could be increased with increasing accuracy of 
remote sensing data. 

8. Conclusions 

In this study, field-based rice LAI is estimated from standard 
MODIS surface reflectance product. We proposed multi stage 
approach to derive LAI from MODIS surface reflectance. In the 
first stage, in situ NDVI is derived from MODIS NDVI and in the 
second stage, field-based LAI is derived from in situ NDVI. 
BRDF corrected relationship is considered in the first stage. 

The angular effect in MODIS NDVI causes little higher 
values of modeled in situ NDVI than in situ NDVI estimated at 
00. In the case of in situ measurements of surface reflectance small 
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area is sampled by fiber optics wire as compared to remote 
sensing data. If the number of locations in the site is increased 
more realistic result can be obtained.  The data information of rice 
growth in a year definitely improves the result. The accuracy of 
the model could be increased with increasing in the field data 
collection for entire period of rice cropping cycle in a year. 

The model could be used for regional scale with MODIS 
250m and accuracy can be checked with MODIS 500m. The model 
can also be further developed for other crops like sugarcane, maize 
etc. The model could be improved for mixed pixel condition. The 
LAI could be estimated by using some other vegetation indices 
such as Soil Adjusted Vegetation Index (SAVI) and accuracy 
check can be done with the derived model in this study. 

In order to enhance the applicability of LAI-NDVI 
relationship, more crops and more satellite remote sensing data 
sets should be assessed and checked. The use of multi-angular 
remote sensing for LAI estimation may be further tested and 
investigated using radiative transfer models.  
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 This study is based on the challenges related to the low quality of education in Indonesia.  
One of the reasons for these challenges is the low ability of teachers to conduct professional 
tasks. Future demands for teachers' professionalization will be higher, considering the 
rapid development of society, science and technology, and current global competitiveness.  
In aspiring for improved quality education in the future, efforts are needed to optimize 
teachers' professional development, particularly for primary school teachers, through 
continuous and comprehensive education and training with broader access.  Basing on this, 
the present paper analyzes a model and material of education and training programs which 
is believed to improve teachers' competence on a broader scope and ensures quality 
training outcomes. The research method study used was research and development. It has 
been used depending on the objectives to be achieved, which included developing a training 
model aimed at improving the mastery of cognitive abilities in the pedagogical competence 
of elementary school teachers. The preliminary study indicates that the implementation of 
the existing teacher education and training program is sufficient.  However, further 
improvements are needed to reach a broader scope. Teachers' perceptions concerning their 
mastery of competencies required to perform their professional tasks indicated weaknesses 
regarding several aspects of the pedagogic and professional competencies.  This exists 
because the of education and training teachers undergone which varies; yet, some teachers 
still have not had the opportunity to attain sufficient education and training.  Identifying 
the needs of primary school teachers training and education program highlights the 
importance of developing a training and education model which optimizes modular 
material-based independent learning. 

Keywords:  
Technology for teaching 
Primary education 
Modular material 
Teachers 

 

 

1. Introduction  

The Indonesian Law No. 14 of 2005 [1] on Teachers and 
Lecturers requires teachers to have suitable academic 
qualifications, academic competence, teaching certificate, 
physical and mental health, and capability to realize the objectives 
of the national education system.  The competencies a teacher 
must have, according to the law, include pedagogic competence, 
personal competence, social competence, and professional 
competence. 

Possession of those four competencies is expected to 
facilitate a condition that allows teachers to perform excellently 

during work, serve their functions, and play their roles as 
accountable and professional educators.  To ensure that teacher's 
services, tasks, and responsibilities as professional educators are 
implemented under the existing law. A Teacher's Performance 
Assessment System (or PK Guru) was developed and applied to 
every teacher in every formal education unit (schools) by the 
central government, regional government, or society.  The result 
of Teacher's Performance Assessment (PK Guru) becomes the 
basis for determining the amount of credit obtained by the teacher 
for teacher's career development, as set in the Decree of the 
Minister of Administrative and Bureaucratic Reform No. 16 of 
2009 [2] concerning Teachers' Functional Positions and Their 
Credit Values. 

Then, the result of PK Guru is utilized to develop a profile of 
teacher's performance as an input for the obligatory Sustainable 
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Profession Development (PKB) program held for teachers in 
every academic year.  This program intends to ensure that teachers 
are always able to satisfy the standard of competence and improve 
their competencies to anticipate future demands.  This will make 
all teachers gain the appropriate image, respect, honor, and 
welfare because their competencies will promote the 
improvement and development of high-quality education services.  
The Sustainable Profession Development program is obligatory 
for teachers from the III/a level of position, in which they have to 
undergo self-development; teachers in the III/b level are required 
to publish academic and or innovative works.  To move from IV/c 
level to the IV/d rank, teachers must do an academic presentation. 

The Decree of the Minister of Administrative and 
Bureaucratic Reform No 16 of 2009 [2] mentions three elements 
of teacher's activities in Sustainable Profession Development 
(PKB) that earn them credit value, i.e., self-development, 
scientific or academic publication, and innovative work.  Self-
development is essentially an effort to improve teachers' skills and 
capabilities through, among others, functional training and 
education that may develop teachers' competencies and or 
profession.  With such self-development, teachers will be able to 
perform their main and additional tasks and responsibilities. 
Functional training and education are some of the in-job training, 
implemented so that teachers can achieve the required 
competencies appropriate for their type and level of functional 
position (Government Regulation No 101 of 2000 concerning In-
Job Training and Education for Civil Servants)[3].  The Minister 
of Education Regulation No 35 of 2010 [4] defines functional 
training and education as teachers' activities participating in 
education or training aimed to improve the teachers' profession in 
question over a specified period.  As a consequence of this policy, 
all future teachers who have to develop their professional careers 
must have physical evidence of participating in Functional 
Education and Training. 

The data from the Directorate of Educators (PMPTK) in the 
Ministry of Education shows that the Ministry is responsible for 
2,607,311 educators from all levels of education in Indonesia.  
With this large number of teachers, it is impossible to provide 
Functional Training and Education for all of them in the current 
conventional way.  An alternative, more progressive form of 
training, with broader access while maintaining a high level of 
quality, is needed so that all teachers can participate in functional 
training without leaving their places of work and their primary 
responsibilities at schools. 

One of the alternatives to conduct such training and education 
for the development of teachers' competencies is by utilizing the 
concept of independent learning using modular material.  
Therefore, the study and development of a modular material-
based independent training model are needed to promote 
sustainable professional teacher development functional training. 

The professional career improvement of future teachers is 
highly dependent on the result of teachers' performance 
assessments (PK Guru), which require sustainable professional 
development (PKB) through in-job functional training.  Several 
problems that often hinder the implementation of teachers' in-job 
functional training are, among others: (a) the materials provided 
in training are not the ones the teachers need; (b) the trainers often 

do not have more qualified knowledge and are not more 
experienced than the trainees; (c) the training is commonly held 
in the effective working hours when teachers are supposed to 
teach; (d) teachers generally view training as merely a 
requirement to have an efficiency report; and (e) the training 
organizers are usually too project-oriented, which means that they 
often focus only on the delivery of the training, not the quality.  
Another problem concerning teacher training is that the training 
is usually delivered in lecture form, which tends to provide a 
comprehensive understanding of the competencies needed by the 
teachers.  These problems lead to the low quality of teachers' 
performances and, in turn, affect the result of students' learning. 

Many aspects of the main competencies are understood 
incomprehensively by the teachers.  Besides, teachers do not have 
enough opportunity to develop their understanding while 
performing their jobs. The training that teachers have participated 
in intend to be short and not optimal, as well as focus directly on 
practical skills only, leaving the other aspects untouched. 

Identifying these problems warrant a scientific and empirical 
study to deal with the obstacles in teachers' competencies 
development through various alternatives embedded in the 
teachers' training model.  In general, this study aims to answer the 
main problems of "what kind of model and training material is 
effective in developing teachers' competencies in a wider scope, 
with quality, and without requiring teachers to leave their primary 
jobs?"  The questions to be studied to answer the main research 
problem include: (1) How are the implementation of the existing 
teacher training, the type of training, and the teachers' mastery of 
competencies? (2) What training model and material design can 
be developed to improve the ability of teachers' competencies? (3) 
How is the effectiveness of the implementation of a teacher 
training model using a modular material-based learning approach? 

2. Literature Review 

To be a teacher is to be a professional, meaning that the duties 
and responsibilities therein cannot be carried out effectively 
without appropriate training. A profession is a job or activity 
carried out by a person as a source of income that requires 
expertise and skills that meet specific quality standards or norms 
and require professional education and training. In-Law Number 
14 of 2005 [1] on Teachers and Lecturers, it is stated that a teacher 
is a professional educator whose primary task is to educate, teach, 
guide, direct, train, and evaluate students through formal 
education in the levels of early childhood education, primary 
education, and middle education. However, according to Supriadi 
[5], the teacher's position is still a growing / emerging profession 
and has not yet reached the level of being a profession in the real 
sense.  

Professional teachers must have various abilities. 
Sukmadinata [6] groups these abilities into three general 
dimensions: professional, social, and personal. Supriadi [5] 
assesses that capability is too ideal, so it is not easy to achieve and 
be evaluated by measurable criteria. Various training is needed to 
improve the ability of teachers. The real challenges facing the 
world of teacher training in the present and future according to 
Hasan (2001) are mainly related to improving the quality of 
teachers in terms of (1) mastery of subject matter being taught, (2) 
teaching ability, (3) vision and attitude towards the profession, (4) 
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ability to develop a profession, (5) ability to communicate with 
educators, experts, and the community, (6) community 
appreciation of the teaching profession, and (7) high 
competitiveness and professionalism. According to Evans and 
Brueckner [7], to become a qualified and professional teacher is 
strongly influenced by (a) professional preparation, (b) continuing 
education, (c) professional involvement, and (d) commitment.  

Teacher training is being carried out by various parties, both 
government and private; it is considered as an effort to develop a 
systematic attitude, knowledge, skills, and behavior patterns 
needed by someone to have the ability to perform the task 
appropriately. It is also affirmed by Bramley [8] that "Training is 
a systematic development of the attitude, knowledge, skills and 
behavior pattern required by an individual to perform a given task 
or job adequately." 

In training teachers, adult education methods (andragogy) 
must be applied. According to Abdulhak [9], the scope of the 
technique in adult learning involves: giving encouragement, 
revealing the growth of learning interest, delivering learning 
materials, creating a conducive learning climate, stimulating 
creativity, encouraging self-assessment, and identification and 
tackling weaknesses in learning outcomes. Considering that 
trainee teachers are adults, a methodological study of how to 
conduct adult training is more effective in optimizing intended 
outcomes.  

Several approaches in training programs that apply self-
instruction have received considerable attention in adult education 
[10]. These approaches include programmed instruction, 
individualized instruction, personalized system of teaching, 
learner-controlled instruction, correspondence study, and self-
study. 

The self-instruction approach in teacher training is related to 
the application of instructional technology concepts. According to 
Miarso [11], this instructional technology uses an isomorphic 
approach, which combines two complex concepts, technology, 
and instruction, in an integrated concept. Both academics and 
practitioners have now developed the science of learning 
technology in developed countries, especially the United States. 
The emergence of a book called "Instructional Technology: The 
Definition and Domains of the Field" is one proof of the 
development of scientific learning technology. Instructional 
technology "is defined as" the theory and practice of design, 
development, utilization, management, and evaluation of 
processes and resources for learning [12]." The application of 
learning technology in teacher training, according to Mukminan 
[13], comprises four primary characteristics: applying a systems 
approach, using learning resources as broadly as possible, and 
improving the quality of human learning, and orientation towards 
individual learning activities.  

Programmed learning is a form of curriculum 
implementation in view of technological education. Lapp [14] 
notes that there are several advantages of this programmed 
learning: (a) providing positive immediate feedback and 
reinforcement for students (immediate positive feedback and 
support for the student), (b) releasing the teacher from "drill" type 
teaching, and (c) individual student progressions. The type of 
programmed learning developed by Crowder is better than that 

established by Skinner; however, it would be even more perfect if 
modified with other methods, in this case, with the tutorial 
learning method. Kemp and Dayton  [15] put it that the "tutorial 
method attempts to emulate a human tutor. Instructions are 
provided via text or graphics on a screen. At appropriate points, a 
question or problem is posed. If the student's response is correct, 
the computer moves on to the next block of instructions. If the 
response is incorrect, the computer may recycle to the previous 
instruction or move to one of several sets of remedial instructions 
depending upon the nature of the error." 

3. Methodology 

The research method in this study uses research and 
development methods. It is following the objectives to be 
achieved that include developing a training model aimed at 
improving the mastery of cognitive abilities in the pedagogical 
competence of elementary school teachers. Research and 
Development (R&D) is essentially a process used to develop and 
validate learning products or prototypes of research-based 
learning tools [16]. The outcome in this research is a training 
development model that uses an independent learning approach to 
improve cognitive abilities in elementary school teachers. 
Research and development activities in this study are 
operationally carried out through three stages: the preliminary 
investigation, the development of a training model, and the 
validation test of the model. The detailed research and 
development procedures are described in Figure 1. 

The study subjects were managers of the institutions/agencies 
that were given the task of organizing training of elementary 
school teachers in West Java Province and several elementary 
school teachers in cities across West Java province. Data 
collection techniques and instruments for gathering information 
on research points are adjusted to the three stages of the research 
activities.    At the field study stage, the questionnaire was used as 
the data collection technique; in the limited trial stage, 
questionnaires and interview guidelines were used for the broader 
trial phase in addition to using questionnaires, and interview 
guidelines were used as comprehension test instruments. Finally, 
at the model validation test, the comprehension test instrument 
was used.  

Data analysis techniques used were adapted to the stages of 
research and development carried out, the pre-survey, testing the 
application of the model, and testing the validation of the training 
model. 

4. Results/Findings 

4.1. Preliminary Study Results 

The pre-survey results from the preliminary study were taken 
into consideration in developing the draft model of elementary 
school teacher training to address the problem in the focus of this 
study. The field pre-survey was conducted through interviews 
with the leadership of teacher training institutions. Information 
gathering was by questionnaire to elementary school teachers in 
the study sample in several districts/cities in West Java. Table 1 
below sums up the results of the survey i56t7n teacher training 
institutions concerning the organization of teacher training. 
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Figure 1: Research and Development Procedure 

The following description is a synthesis of data obtained from 
the results of a survey of teachers as the basis for developing a 
modular model of teaching materials in elementary school teacher 
training. The study results on mastery of subject matter and 
pedagogical competencies can be seen in tables 2 and 3. 

In table 2, almost all teachers stated that they had mastered 
teaching materials in the five primary subjects that were their 
responsibility. Only a small percentage of teachers still said they 
did not learn the teaching materials. There are no teachers who 
claim to be very ignorant of teaching material. However, there are 
only a few teachers who claim to be proficient in teaching material. 
With this description, according to perception, teachers, in general, 
have mastered the material in five elementary subjects. 

If observed in table 3, it turns out that in general, teachers say 
that they have mastered the pedagogical competencies needed in 
elementary schools. A small proportion of teachers said that they 
had learned them. There are some interesting notes from the data 

above, where for the mastery of teachers relating to how to 
communicate with students, it seems that as many as 70% of 
teachers have reached the level of proficiency to master it.  

However, in three cases it was revealed that there were still 
teachers who did not learn the necessary educational / teacher 
knowledge, namely relating to (1) how to develop curriculum, (2) 
how to utilize information and communication technology, and (3) 
how to carry out thematic learning. 

In table 2, almost all teachers stated that they had mastered 
teaching materials in the five primary subjects that were their 
responsibility. Only a small percentage of teachers still said they 
did not learn the teaching materials. There are no teachers who 
claim to be very ignorant of teaching material.   However, there 
are only a few teachers who claim to be proficient in teaching 
material. With this description, according to perception, teachers, 
in general, have mastered the material in five elementary subjects. 

 
Table 1: Results of a survey on the implementation of elementary school teacher training 

Teacher training aspects 
Conclusion of survey results 

1. Teacher training needs assessment  The needs assessment results are rarely utilized in determining and sending 
prospective trainees following the training institution's requirements. 

2. Teacher training programs and 
materials 

Teacher training programs and materials are developed at the level of the 
training institution based on field needs analysis results. The focus of the 
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training program is on the development of subjects taught in primary 
schools. 

3. Learning methods in teacher 
training 

The training method applies the adult learning approach (andragogy) by 
optimizing the use of lecture and question and answer methods, simulation 
methods, problem-solving, practical activities, and field visits or practice. 

4. Teacher training instructor 
qualifications and competencies 

Teacher training instructor qualifications are determined based on 
competency or mastery of subjects, experience, and educational 
background following the items. The appointment of instructors is 
determined by the directorate and or the teacher training institution. 

5. Recruitment of teacher training 
participants 

Teacher training participants' recruitment is determined based on (a) direct 
appointment from the ordering party (directorate) and (b) based on training 
need assessment, although sometimes the local government with its 
authority determines itself without clear criteria. 

6. Assessment of the impact of 
teacher training 

Impact assessments are carried out by monitoring the progress of the 
participants, both in the form of visits, correspondence, questionnaires, and 
direct observation of schools. 

7. Teacher training quality assurance 
program 

Teacher training institutions do not explicitly develop quality assurance 
programs. It is usually done based on a review of various activities that are 
programmed. 

Table 2: Levels of Teacher Mastery of Subject Materials 

Subject 

Teacher Mastery Level 

STM TM CM M SM 
f % f % f % f % f % 

PPKN 0 0 0 0 29 41.43 41 58.57 0 0 
Religious Education 1 1.43 13 18.57 40 57.14 13 18.57 3 4.29 
Indonesian 0 0 3 4.29 31 44.29 36 51.43 0 0 
Mathematics 0 0 2 2.86 39 55.71 29 41.43 0 0 
Science 0 0 0 0 42 60 28 40 0 0 
Social Studies 0 0 6 8.57 40 57.14 24 34.29 0 0 
Art and Crafts 0 0 10 14.29 42 60 18 25.71 0 0 
Physical Education 5 7.14 21 30 37 52.86 7 10 0 0 
Local content 5 7.14 5 7.14 40 57.14 20 28.57 0 0 

Note: STM (very not mastered), TM (not mastering), CM (quite mastering), M (mastering), SM (very mastering). 

Table 3: Mastery Competency Level of Elementary School Teacher Competence 

Teacher's Pedagogical 
Competencies 

Teacher Mastery Level 
STM TM CM M SM 

f % f % f % f % f % 
Educational foundation 0 0 7 10 40 57.14 23 32.86 0 0 

Preparation of teaching 
plans 

0 0 2 2.86 32 45.71 36 51.43 0 0 

How to manage classes 0 0 1 1.43 30 42.86 39 55.71 0 0 
Using media/learning 
resources 

0 0 4 5.71 32 45.71 34 48.57 0 0 

Manage Teaching and 
Learning Interactions 

0 0 3 4.29 38 54.29 29 41.43 0 0 

Assess Learning 
achievements 

0 0 3 4.29 24 34.29 43 61.43 0 0 

Counseling functions 
and services 

0 0 6 8.57 34 48.57 30 42.86 0 0 

School administration 0 0 7 10 34 48.57 29 41.43 0 0 
Class Research 0 0 10 14.29 29 41.43 31 44.29 0 0 
Note: STM (still not mastered), TM (not mastered), CM (quite mastered), M (mastered), SM (highly mastered). 
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If observed in table 3, it turns out that in general, teachers say 
that they have mastered the pedagogical competencies needed in 
elementary schools. A small proportion of teachers said that they 
had learned them. There are some interesting notes from the data 
above, where for the mastery of teachers relating to how to 
communicate with students, it seems that as many as 70% of 
teachers have reached the level of proficiency to master it. 
However, in three cases it was revealed that there were still 
teachers who did not learn the necessary educational / teacher 
knowledge, namely relating to (1) how to develop curriculum, (2) 
how to utilize information and communication technology, and (3) 
how to carry out thematic learning. 

Based on the results of capturing information from teachers, 
information/data obtained about the frequency of training 
activities that have been attended by elementary school teachers 
are closely related to the main task area as a teacher. There is a 
tendency in the past five years. The frequency of teachers 
attending training is generally only 1-3 times, and only a small 
proportion of teachers participated in more than four training 
activities. There are still many teachers who have not attended 
training in the past five years (17.52% of 304 respondents). Based 
on the data obtained about the teacher's assessment of the training 
activities that he had participated in, there were still many teachers 
who stated that the training was unclear, for example relating to 
training on process evaluation techniques and the results of 
instruction used. 

As for the expectations of teachers in the implementation of 
teacher training in the future, including: 

• The existence of training material packages that have the 
characteristics of 1) using language adapted to the features of 
the participants, 2) optimizing the use of supporting media, 3) 
equipped with pictures and illustrations that are appropriate 
and interesting, 4) containing statements that are packaged in 
the form of disclosure of teacher problems, 5) the facts that 
are raised are actual, and 6) some questions are directed to 
solve the problem. 

• Training places, in the opinion of some teachers, should not 
need an exceptional location, so teachers do not need to come 
to the training venue and do not need to leave their primary 
tasks. The method of training is to use material packages that 
can be done alone. Thus, in such training activities, there just 
a few instructors/trainers, but with expertise in their fields.  

• According to some teachers, training time could be at any time 
as long as the form of training uses material packages and 
individualized instruction approaches. 

5. Model Generated 

Based on the pre-survey results, it was found that there were 
some loopholes the learning system implemented in elementary 
school teacher training activities at the time. Thus, a teacher 
training model that is more individualized and requires training 
participants to learn actively with the following characteristics is 
essential : (1) flexible in the sense of not needing a particular place, 
(2) opportunity and time are not so binding on the teacher, (3) 
learning adapted to the ability of learner and teacher, (4) broad-
reaching and able to overcome geographical obstacles, (5) 
relatively cheaper training costs (on a large scale), (6) teachers do 
not need to come to the training site and do not need to leave their 

main task at school, (7) able to overcome the limitations or 
availability of qualified instructors, (8) standardization of teacher 
quality; and (9) affect the independence, responsibility, discipline, 
tenacity, initiative, and creativity of teachers in carrying out their 
duties. The teacher training model's characteristics can be 
accommodated in training models that use programmable 
modular training materials. 

The model design that resulted from this study was in the 
form of independent programmatic learning developed in 
elementary school teacher training, including planning design, 
implementation design, and assessment design, as illustrated in 
Figure 2. 

 
Figure 2: Teacher Training Development Model Design 

5.1. Training Planning Design 

The planning activity functions as a blueprint, providing an 
overview of what to do in teacher training activities. This model 
is an application of the concept of instructional technology in 
which the learning planning stage applies an approach that 
emphasizes systemic connectedness between various learning 
components. In this case, a systemic relationship means that all 
components in planning are integrated following their functions, 
related to one another, and form a unity. The training planning 
component consists of the objectives or competencies to be 
achieved, learning material, learning activities, and learning 
assessment. The training planning stage is illustrated in Figure 3. 

 
Figure 3: Teacher Training Planning Design 
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5.2. Training Implementation Design 

The design of the implementation of learning developed in 
teacher training uses a self-instructional approach in which 
individual trainees carry out learning activities following 
prescribed instructions and procedures. The trainees actively 
interact with the training materials that have been packaged in 
such a way by reading instructions and presenting information, 
responding to questions, and seeing feedback on the alternative 
answers they choose. With this feedback, trainees without delay 
can determine whether the response given is correct or not, so 
mistakes can be corrected immediately. At the end of the activity, 
the trainees work on the tests prepared about the training 
objectives. 

The amount of time spent by each participant in carrying out 
the training process may vary considerably. In this case, the 
trainees complete the learning at their own pace. Some 
participants can quickly complete, while slow participants can 
still finish even though not too fast. Adjustments are made in line 
with the principles of mastery learning. 

The design of the programmed self-learning implementation 
developed as a modification of the model developed by Norman 
A. Crowder in 1962 called the Crowder's Intrinsic Program in the 
branching frame format. The characteristics of this type include: 
(a) broader and more information, (b) questions that are 
accompanied by several possible answers that can be chosen, and 
(c) checks that are accompanied by an explanation that explains 
why the answer/response true or false. Modifications to the 
learning model intended in this study emphasize improving the 
components or steps of the learning. The learning step applies the 
tutorial learning procedure developed by Allesi and Trollip [17] 
with the following eight stages: 1) Introduction, 2) Presentation 
of information, 3) Question of responses, 4) Judging responses, 5) 
Providing feedback about reactions, 6) Remediation, 7) 
Sequencing lesson segments, and 8) Closing. The procedure of 
implementing the self-learning program that must be taken by the 
trainees in this study follows the learning steps, as illustrated in 
Figure 4. 

 
Figure 4: Design of Teacher Training Implementation 

5.3. Teacher Training Assessment Design 

Headings, or heads, are organizational devices that guide the 
reader through your paper. There are two types: component heads 
and text heads. 

The assessment design used is guided by the learning planning 
developed in which the trainees must achieve some 
objectives/competencies. The characteristics of this model 
emphasize the ability and speed of learning of each trainee. 
Therefore, the assessment design used is more individualized and 
directed primarily to measure the cognitive abilities of trainees. 
The assessment takes the pretest and post-test procedures. The 
pretest determines the extent of training participants' abilities 
before studying the training material, while the final test 
determines the participants' abilities after investigating the 
training material. If the pretest demonstrates the trainees' mastery 
of the content presented, then there are several possibilities. For 
trainees who have mastered the entire learning material, there is 
no need to study the material. For trainees who have mastered 
some or part of the learning material, these participants do not 
need to learn it from the beginning. In this case, because the 
abilities of each participant differ, it is necessary to determine 
carefully, which participants must start from the beginning, which 
participants can begin in the middle, and so on. 

 The pretest (TA) and the pot-test (TF) in this model can be 
carried out with two variations. The first variation is when the two 
types of tests are carried out in each piece of training material 
(SM). In the second variation, the pretest is done before the trainee 
learns the presentation of the learning material. The post-test is 
done after the trainee completes the entire performance of the 
learning material. The type and form of assessment used are 
appropriate in measuring competence in cognitive aspects. Thus, 
the type of evaluation used is with an objective test and or 
structured description. The design of teacher training assessments 
can be seen in Figure 5. 

 

 
Figure 5: Teacher Training Assessment Design 

5.4. The Effectiveness of the Teacher training Model 

This teacher training model's effectiveness has been proven 
by a significant effect on improving cognitive abilities in 
pedagogical competence compared to conventional training 
models that are generally used today. To find out the description 
of the validity of the pretest and post-test treatment between the 
control group (trainees treated through the presentation with 
conventional procedures) and the experimental group (the trainees 
are given a treatment of serving with programmed modular 
teaching materials), the null hypothesis (Ho) proposed "there is 
no significant difference in ability between the control group post-
test outcome variable and the experimental group post-test 
outcome variable." In contrast, the alternative hypothesis (Hi) 
proposed is that "there is a significant ability difference between 
the control group post-test result variable and the post-test result 
variable of the experimental group. "Acceptance of the null 
hypothesis (Ho) is done if the results of the calculation of 
significance are greater than 0.05 (> 0.05), and Acceptance of 
alternative hypotheses (Hi) is done if the results of the calculation 
of significance are less than 0.05 (<0.05). The calculation of the 
significance of the results of this post-test can be seen in table 3.  
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Table 3: Results of post-test calculation of control and experimental validation tests 

 N Mean Std. 
Deviation 

Std. Error 95% 
 Confidence Interval for 

Mean 

Min. Max. 

Lower 
Bound 

Upper 
Bound 

POSTTEST 
CONTROL 

36 7.2769 0.65877 0.10979 7.0540 7.4998 6.27 8.50 

POSTTEST 
EXPRIMENT 

36 8.1944 0.66845 0.11141 7.9683 8.4206 7.00 9.00 

Total 72 7.7357 0.80474 0.09484 7.5466 7.9248 6.27 9.00 
 

 Sum of Squares df Mean Square F Sig. 
Between Groups 15.153 1 15.153 34.406 0.000 
Within Groups 30.828 70 0.440   

Total 45.981 71    

The significance calculation results are equal to 0.000, and F 
test results are 34.406. With the results of these calculations, the 
null hypothesis (Ho) is rejected. The alternative hypothesis (Hi) 
is accepted, meaning there is a significant difference between the 
control group's post-test outcome and the experimental group's 
post-test outcome variable. In this case, it can be concluded that 
the trainees who were given the treatment using the training 
development model using a modular programmatic model have 
higher abilities compared to the ability of trainees treated with 
ordinary procedures (conventional models). 

The test results obtained instructions that the developed 
training material package can meet the requirements as an 
independent learning material that allows self-instruction. In 
reality, the use of training development models that are self-
instruction is still a new thing that is considered relatively difficult 
to implement. Thus, an adaptation process needs sufficient time 
to provide awareness to the teacher training providers that training, 
which is more focused on acquiring cognitive abilities, does not 
always have to be done through face-to-face meetings with 
training instructors with a tight schedule and venue for training. 

6. Discussion 

Several assumptions underlying the choice of the teacher 
training model in this study include the following: 

As a whole individual, the teacher inherently possesses self-
learning capability by optimally utilizing his/her potentials.  With 
sufficient time and opportunity, every teacher has the same chance 
to understand and master the knowledge and skills needed to 
perform his professional tasks. 

Teachers are adults; therefore, the training model or approach 
should be relevant and based on adult learning theories and 
principles (andragogy learning).  The implementation of an 
independent training model is essentially an implementation of 
adult learning theories and principles. 

The self-instructional approach utilized in professional 
training is a better approach to develop human resources.  It 

allows the trainees to self-instruct according to their own time and 
capabilities. 

Learning with modular materials is a learning method or 
technology based on a system approach.  It is primarily 
characterized by the progressive development of ideas to achieve 
the desired behavior.  This approach's other characteristics include 
continuous evaluation, verification, and revision, varied and 
flexible delivery of easy-to-learn materials, and logistically easy 
to administer.  Modular elements are equipped with various tasks 
and learning models, as well as continuous feedback.  Slow 
learners will not lose their opportunity or be left behind, even if 
the materials get more complex and sophisticated. 

6.1. Contribution of the Study to Teacher Training 

In general, this study aims to analyze and develop a model 
for training primary school teachers using modular material-based 
learning.  With new policies concerning the assessment of 
teachers' performance (PK Guru) and the sustainable profession 
development (PKB) and considering the vast number of teachers 
in Indonesia; makes it is impossible to satisfy teachers' needs for 
functional training using the existing conventional method. The 
development of a new model of teacher training is justified.  

 This study's significance and urgency on primary school 
teachers training using modular material-based learning are as 
follows: 

The training model is based on the individual teacher's 
potential and skills.  Thus, it will theoretically provide benefits for 
the development of future primary school teachers' training 
models. 

This study's findings are expected to provide new principles 
for primary school teachers' training, based on the application of 
instructional technology concepts.  These principles are expected 
to strengthen the benefit of self-instructional concepts in teacher 
training, which will help develop primary school teachers' 
competencies through maximizing independent learning without 
face-to-face learning. 
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This study's findings can be used to develop a model for 
initial teacher training in the future, mainly to develop the training 
system and materials.  What is more, this training model will help 
improve teachers' mastery of their competencies because its 
learning is adjusted to individual learning characteristics and pace.  
They can learn the materials in training based on their capabilities, 
opportunities, and time. 

For teachers living and working in remote areas, this model 
will free them from the geographical limitations to participate in 
competencies development training.  Those teachers do not need 
to come to the training venue and do not have to leave their jobs 
at the schools. 

For the primary school teachers training administrators, both 
at the regional and national level, this training model will go a 
long way in addressing various issues hindering the efforts of 
improving teachers' competencies and qualifications. 

The dissemination and dissemination of new information or 
knowledge to develop teachers' competencies and improve 
teachers' professionalism and quality can be conducted on a 
broader scope.  This model can reach more teachers, which will 
accelerate the development and equalization of primary school 
teachers' quality. 

6.2. Output 

The challenges and obstacles in future education, particularly 
at the primary school level, are expected to be more complicated 
than today.  Therefore, it is essential to prepare teachers who are 
competent and able to understand their professional function and 
responsibilities to realize a high-quality education process.  The 
targets to be achieved in this study are: 

 The profile of current primary school teachers training 
implementation, the types of training the primary school teachers, 
have participated in, and the level of teachers' competencies 
mastery. 

The training model to improve primary school teachers' 
competency mastery consisted of the model of learning design, 
the model of learning implementation, and the learning 
assessment model. 

Modular materials developed and used in the training model 
the dual-mode system. 

Data and information concerning the effectiveness of the 
implementation of primary school teachers training model using 
the modular material-based approach, both in the aspects of 
comprehension and application. 

The administration or implementation of primary school 
teachers' training focuses on the following aspects: Need 
assessment to compile data concerning various elements needed 
in teachers' training, supported by the result of teachers' 
competencies mapping as a measure of primary school teachers' 
competencies after the training. 

The training program and materials are based on various 
aspects.  The development of school subjects needs to focus on 
integrating those subjects with other essential skills.  The learning 
method developed in primary school teachers' training should be 

supported by a more robust approach, focusing on adult learning 
principles. 

Primary school teachers training in an uncoordinated training 
institution needs more proper management, including the 
recruitment and assignment of qualified instructors.  The 
qualification of training instructors varies based on their 
competence/mastery of materials, experience, and educational 
background.  

Training activities that can facilitate the improvement of 
competencies for numerous teachers require a significant amount 
of money.  Teachers training with an independent learning 
approach can be a solution to widen access for teachers to 
participate in competency development training while reducing 
the costs.  

Cognitive competencies of primary school teachers, 
including the mastery of the five primary subjects and 
educational/teaching discourses, are not comprehensively 
mastered by primary school teachers.  This situation indicates the 
importance of a training system that develops teachers' motivation 
to learn those competencies according to their potentials.  
Decentralized training hinders teachers' mastery of competencies 
because they limit teachers' frequency and opportunity to 
participate and their time to master the competencies they need. 

7. Conclusion 

The implementation of primary school teachers' training has 
generally reflected the ideal condition of the efforts to improve 
teachers' competency.  Further development to equalize the 
training opportunity for teachers is still needed.  The obstacles to 
equalize the training and development opportunity include the 
discrepancy between the available training facilities and 
frequency of training with the number of primary school teachers 
whose competencies need to be improved. 

 The development of teacher training models should 
represent the interrelated nature of design, implementation, and 
assessment aspects as a whole system to improve teachers' 
cognitive, pedagogic, and professional competencies mastery.  
This training design utilizes a systemic approach that focuses on 
the interrelationship among the competencies to master, the 
training materials, the learning activities, and the learning 
evaluation.  The designed training requires the trainees to perform 
the events based on defined procedures individually.  The training 
design is more individual-oriented and aims at measuring 
teachers' cognitive skills in the pedagogic and professional 
competencies. 

Ethical Statement: There is no conflict of interest. The author 
followed the right academic procedures. There is no human 
specimen used requiring a special declaration. 
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Advances in channel modeling allow wireless communication designers to accurately model and
understand the channel’s phenomena within different propagation scenarios. A precise channel
model results in the wireless system’s optimized performance while considering trade-offs due
to the effects of the channel. The geometric-based stochastic channel model considers different
interacting objects affecting the parameters using the indicated parameters measured, such
as the delay, power profile, and angles of departure and arrival in MIMO wireless systems to
multiple paths taken by the propagating signal. These different paths are known as multipath
components (MPCs). Studies and measurements suggest that MPC appears in groups based on
similarity or dissimilarity measures of the MPCs known as multipath clusters. The clustering
of these MPCs can be done automatically and manually. The automatic approach clusters the
measured or simulated data using an algorithm; on the other hand, the manual approach uses a
visual representation and an expert evaluation to cluster the data. This paper aims to implement
visual mapping of the multipath cluster dataset approach into parallel coordinates plot, t-SNE,
principal component analysis, heatmaps, and dendrograms to find an optimal visualization of
data to enhance the validation and interpretation of MPC further. The dataset is simulated and
presented in a MATLAB environment.

1 Introduction

Wireless communication technology grows exponentially in con-
nected devices and the data required in the modern information era
[1]. The wireless communication system can be simplified to three
main components, the transmitter, the channel, and the receiver.
Both the transmitter and the receiver can be optimized based on
the required use case. However, the channel is the challenging
component since it varies in the environment and channel bands
in which the channel cannot be engineered and manipulated eas-
ily [2]. System designers address the channel impairments through
statistical modeling by acquiring parameters and effects to form
the channel impulse response (CIR). Channel modeling is a broad
research area that can be seen through literature, and these channel
models account for different wireless propagation scenarios.

The development of the fifth-generation (5G) mobile communi-
cation standards takes into accounts the use cases with three major
requirements [3, 4]. These standards require the wireless commu-
nity to develop new enabling techniques and technologies to satisfy

the stringent standards to provide the Quality of Service that the
5G demands. One key enabling technology is based on massive
multiple-input multiple-output (MIMO) systems. Such a system has
n number of antennas that are utilized at the transmitter and/or the
receiver to provide trade-offs based on the use case as reliability,
sensitivity, and high throughput. MIMO systems send out a mul-
tiplicity of signals going to the receiver. As these signals travel,
different paths are taken by the signals known as multipaths that
can create constructive or destructive combinations at the receiver.
Multipath components (MPC) exhibit different parameters due to
the channel state, where multiple objects that obstruct the signals
can be reflected or dispersed [5]. The geometric based stochastic
channel models account for these objects collectively known as
scatterers. The MPC measured in different studies proves that MPC
tends to cluster based on their similarity of parameters; furthermore,
the clustering of these MPCs provides simple calculation while
maintaining the channel model’s accuracy, which can adequately
measure the channel capacity and behavior.

Clustering has benefited different disciplines in analyzing mea-
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sured data. It can also predict the future values or categories used
in machine learning to analyze the data with multiple features or
dimensions to be measured. Clustering measurement data also ben-
efit the wireless channel modeling field [6]. Validating the clusters
poses a challenge due to the limitation of the human eye’s visual
perception, especially for large datasets that crowds the common
visual representation such as the 2 and 3 dimensional (2D, 3D)
scatterplots. Therefore, techniques have been developed to mitigate
these limitations by using dimensionality reduction techniques to
embed the D- dimensional data sets to a 2D and 3D where it can be
visually interpreted and analyzed.

The traditional identification of clusters was made manually
through the visual analysis of the data, which provides a physical
realism of the environment. However, the manual approach can
be laborious due to large data sets to be clustered. This approach
has changed through the development of cluster algorithms. The
automated method of clustering is done through the power of compu-
tational algorithms. The measured data are fed to an algorithm and
computes the clusters within the measured data, and the validity is
tested using different Clustering Validity Index (CVI). However, the
channel’s physical realism does not account for automated cluster-
ing and relies on numerical computations [7]. Furthermore, different
algorithms tend to focus on specific parameters that lead to unac-
counted features of the MPC.

This study aims to project the MPC data using visual techniques
to validate the cluster using visual representation, thus harvesting
both the advantages of the manual and the automated approaches
of clustering. The graphical representation aids the validation and
interpretation of data by drawing insights and increase cognition of
the wireless propagation clustered data. Proper evaluation of clus-
ters of MPC leads to an accurate representation of the channel, thus
enhancing the design and implementation of the wireless network
within a given environment and specific propagation scenario.

This paper aims to map the wireless multipath cluster dataset
to the state-of-the-art visualization techniques and impressively
represent and analyze MPC clusters. The remaining parts of this
paper are organized as follows: Section 2 presents related works
for improving MPC clustering and studies in other disciplines that
employ data visualization. Section 3 discusses the propagation
channel reference, clustering, and data visualization principles with
the methodology used in this study. Section 4 provides a compre-
hensive discussion of the data visualization techniques used in this
work. Section 5 summarizes and analyses the results with future
considerations, followed by Section 6, which concludes this work.

2 Literature Review

2.1 Multipath Clustering

Multipath clustering has been unfavorable in the past [2]; due to the
algorithmic development of clustering, novel algorithms are used
to determine the clusters in various propagation scenarios. This
section provides a review of the literature that scopes manual and
automated clustering approaches.

One of the earliest and popular indoor channel models is the
Saleh-Valenzuela model [8]. It describes the time of arrival of the
MPC in a 1.5 GHz indoor channel where a cluster of the measured

rays is due to objects surrounding the transmitter and receiver. This
model is for the Single input single output system (SISO). The
author in [9], used a manual clustering approach in an indoor sce-
nario in the MIMO 5 GHz band and identified 4 to 5 clusters in an
area. In [10], the authors presented a framework for automating
the clustering process that outperforms traditional visual identifica-
tion clusters. The study was placed in an indoor environment and
utilized the k-Means algorithm. The study also proposed the use
of Multipath Component Distance (MCD), enhancing the cluster-
ing algorithm’s performance. Simulation performed by Arias [11]
used a cluster-based channel focusing on the angle of arrival (AoA)
and the power delay profile (PDP) where the probability density
function of the clusters was used to derive these parameters. The
work presented in [7], the author used a middle-ground approach
utilizing automatic and manual clustering to validate each of the
results. The representation of data produced by automatic clustering
poses crowding and overlapping data points in the scatterplot. This
study was able to identify interacting objects along the wireless
channel, thus real objects associated with the clusters in the channel.
A proposed a framework in [12] focused on de-noising MPC data
using a snapshot fusion method to address false MPC clustering.
Simulation and measurement were also done, and concluded that
the Fuzzy C-means algorithm was outperforming the K-means al-
gorithm. A power-weighted Gaussian mixture model was used to
cluster the measurements in a 28 GHz indoor channel reported in
[13]. The clustering’s focus is the elevation of arrival, delay, and the
MPC’s relative power. Moreover, the accuracy of K-Power Means
was evaluated using the Jaccard Index [14]. The datasets used are
from the COST2100 channel model, where the comparison has been
visualized using angles of azimuth and elevation in contrast with
the delay. One challenge of clustering is also to find the number of
optimal clusters. Moreover, a graphical user interface (GUI) was
developed in [15] to determine cluster counts by a factor weigh-
ing approach, and it was reported that the delay and angular data
were effective weight factors in the indoor and semi-urban scenar-
ios, respectively. The non-stationary and spherical waveform was
considered parameters in [16]. They proposed considering these
parameters for a broad array of antennas to improve the channel
model’s accuracy.

2.2 Data Visualization

In [17], the author provides a survey for visualization advances
in the past decade. They also categorized the pipeline and work-
flow in visualizing data from data transformation, visual mapping,
and the view transformation. This survey also shows that different
interactions can be done by the user when visualizing data.

A GUI is presented in [18] named VISTA that provides a frame-
work to validate the multivariate or multi-dimensionality of clusters
interactively. Furthermore, in [19] the authors presented a cluster
visualization web tool implemented using R. The web tool utilizes
the heatmap and the Principal Component Analysis (PCA) visual
tools. The ToxPi presented in [20] was developed using JAVA to
explore and visualize data. The interface shows the user’s good
interactivity with the data resulting in a more efficient analysis and
interpretation. Clustering methods with 30 CVI variables were im-
plemented in R software presented in [21]. Another application of
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visualization is finding the traffic patterns used to analyze data and
improve the data-driven transport systems [22].

To summarize, studies on MPC clustering relies on the algo-
rithms and corresponding CVI. The studies visualize datasets using
scatterplots, providing the MPC parameter that is focused on the
clustering procedure. Different propagation scenarios, measurement
campaigns are also present in the literature, and to this point, no
clustering algorithm performs best for all scenarios. Spatial pa-
rameters were also considered in [16] and resulted in increasing
the measurement parameters that limit the visual representation of
the 3D plot. Data visualization is also abundant in different fields,
especially bioinformatics but rarely used in channel modeling. By
addressing these issues as they relate to cluster identification, the au-
thors’ goal is to investigate optimal visualization techniques to draw
the advantage of manual clustering as a post-process for automatic
clustering.

3 Theoretical Consideration

3.1 Channel Modeling

Channel modeling is a crucial task in designing the wireless commu-
nication system. Channel models specify parameters that reduce the
randomness in the channel. The parameters indicate essential fea-
tures that affect the performance of wireless networks. In a MIMO
system, the double-directional channel model reveals the propaga-
tion’s fundamental parameters [23]. The double directional channel
model parameters consist of the delay τ that corresponds to the
length of the MPC going to the receiver, the azimuth of departure
ϕAOD, the azimuth of arrivalϕAOA, the elevation of departure θAOD
, and the elevation of arrival θAOA , and power. These parameters
can be seen graphically in Figure 1. The MPC appears in clusters
based on the similarity and dissimilarity of the above parameters.
This combination produces a six-dimensional vector of an MPC:
x` = [τ` θ`,AOA ϕ`,AOA θ`,AOD ϕ`,AOD]. Where x` represents
the `-th MPC. Each MPC observed or measured is stored in a matrix
X which forms the set of one snapshot of the MPC. Given these
parameters, the visual analysis of MPC is limited due to its multi-
dimensional features. To improve the validation of the clusters in
the channel model, the visualization addressing all the features is
necessary.

Figure 1: Parameters in the multipath wireless channel [24]

3.2 Clustering

Clustering is a process of separating and grouping the MPC into
their respective similar or dissimilar parameters. Clustering allows
the discovery of patterns in a given dataset. In terms of machine
learning, clustering can be seen as an unsupervised learning prob-
lem [25]. When datasets are unlabeled, clustering algorithms label
the data in their respective affinity based on the feature of the data
specified by the algorithm. The clustering of MPC can simplify
acquiring the CIR and obtain the effects of scatterer in the envi-
ronment. The clustering of MPC was traditionally done using the
manual visual inspection approach. Due to the manual approach’s
laborious and subjective drawbacks, [10] proposed an automatic
framework for MPC clustering, which increases the impact on the
research of clustering MPC. This work resulted in a plethora of
literature that accommodates novel algorithms for specific propa-
gation scenarios. The clustering method can be summarized into
four steps: feature extraction, clustering algorithm, validation, and
interpretation [26]. This work focuses on aiding the post-processing
of the data, validation, and interpretation using data visualization
techniques.

3.3 Data Visualization

Data visualization is a crucial method to interpret the MPC mea-
surements. Visualization techniques unfold underlying patterns of
clusters through visual analysis. Although, plots that can be drawn
and perceive by the human eye for interpretation are limited to
3-Dimensional scatter plots. With the addition of colors, the desig-
nation or cluster membership of MPC can be identified. The rise of
big data produced techniques to further improve the visualization of
datasets to reveal patterns and clusters within the data. The methods
developed reduced the features and embedded the dimension to a
two-dimensional matrix, which can be visualized using a scatter
plot. Dimensionality reduction techniques use a transformation to
extract the essential details while preserving the features and the
data [27]. The reduction techniques can be linear and non-linear.
Data visualization has benefitted disciplines like bioinformatics re-
garding large data sets of gene expressions. Keim [28] states that to
infer knowledge in a dataset effectively, it must include the human
domain knowledge and interaction in the data exploration.

4 Design Consideration
This section presents a brief discussion of the main concepts of
visualization techniques used in the MPC datasets in this work.

4.1 Parallel Coordinate Plot (PCP)

PCP is one axis based method for representing multidimensional
datasets. The parallel plot maps all the data dimensions to paral-
lel horizontal axes that displays the values of each data point to
its respective feature. It can represent all the data dimensions and
can be color-coded to show the cluster identification. The parallel
plot’s drawback is that large data sets crowd the graph resulting
in visual clutter [29]. Another drawback is the overshadowing of
values if one parameter has large magnitudes compared to others.
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This disadvantage can be addressed by using data normalization
before plotting. In this paper, the dataset used was normalized be-
fore visualization and mapping. The coordinate axes order can be
re-arranged to uncover specific patterns and relationships among
the features to interact with the data fully.

4.2 Dendrogram and Heatmaps

The dendrogram is a visualization technique that uses a tree-like
structure representing clusters by nodes that interconnect similar
multipaths. It uses distance metrics for computing, which among
the measurements are closed to one another and projects a line graph
to a node included in a more massive cluster. Heatmaps represent a
colored data matrix representing the magnitude of parameters [30].
The clustergram function in MATLAB is used in this work. Hier-
archical clustering is used to form the visual representation; hence,
data interpretation must focus first on the dendrogram linkage of
elements. This technique reorders the row elements based on the
tree-like structure of the values.

4.3 Principal Component Analysis

Principal Component Analysis (PCA) is a reasonably old dimen-
sionality reduction technique that captures multi-dimensional data
variance [31]. The goal of the PCA is to construct principal compo-
nents by computing the covariance matrix using the eigenvector and
eigenvalues of the data. Upon applying PCAon a D-dimensional
data, its principal components, each with a percentage on how it
largely affects the variance. PCA projects a line in each dimension
that captures the maximum variance of the data. Selecting a princi-
pal component with the highest variance score leads to an analysis
of the multi-dimensional dataset. PCA projects the best fitting line is
the highest scored principal component’s dimension and minimizes
squared distances of the points to the line in the respective dimen-
sion. The algorithm does the same for all the orthogonal dimension
to the previous dimensions and readjusts the axes with respect to
the projected line. Using PCA captures the global structure of the
data linearly.

4.4 t-Distributed Stochastic Neighbor Embedding

t-SNE is a popular and relatively new dimension reduction technique
developed in 2008 by van der Maaten [32]. It is a non-linear projec-
tion algorithm that computes the local structure data points indicated
by a distance metric and is mapped to low dimensional space. t-SNE
utilizes an optimized cost function to remove the crowding problem
of data points and applies Student-t distribution instead of Gaussian.
t-SNE requires a perplexity parameter that is a value of neighboring
points the user wishes to preserve during transformation. In this
work, the features of the MPC are the input variables for each of
the multipaths. The t-SNE outputs matrices containing the joint
probability of the L multipaths with the computed scores embedded
to plot the data based on the stochastic neighbors. The plot of the
t-SNE is a grouped scatter plot based on the perplexity given and
groups the points with the nearest correlation. t-SNE preserves the
local structure of the dataset and a powerful dimensionality reduc-
tion technique in a non-linear fashion. In MATLAB, the t-SNE

function allows the user to define the distance metric to calculate
the pairwise distance. In this work, the Euclidean distance metric is
employed.

5 Results and Analyses
The data set used in this study is extracted from the IEEE data port
presented in [33]. Datasets were first extracted from the COST2100
Channel Model [34]. The dataset was transformed from the spher-
ical coordinates to rectangular coordinates using the directional
cosine method resulting in a 7-dimension feature of each MPC.
Whitening the data also converts the data into specific values to
accommodate necessary adjustments. This transformation assumes
that the cluster ID of the channel reference is considered the ground
truth of each MPC. Two specific propagation scenarios were se-
lected from the eight propagation scenarios in the dataset—the
Indoor Line of Sight and the Semi-Urban Non-Line of Sight in a
wideband channel. The dataset captures 29 and 911 multipaths for
the indoor and semi-urban propagation scenarios, respectively. The
visual technique’s performance in drawing knowledge with the data
can be observed using these two scenarios.

Whitened Multipath 
Dataset

 

Parallel 
Coordinates Plot

Heatmap and 
Dendrogram

Principal 
Component 

Analysis

t-SNE

Indoor Line of 
Sight (LOS)

Semi-Urban
Non-Line of 

Sight (NLOS)

  

Propagation Environment

Visualization Technique

MATLAB

Figure 2: The methodology of the study

Figure 3: Parallel Coordinate Plot (Indoor)

The methodology in the implementation of this work is shown
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in Figure 2. The datasets chosen are implemented in the MATLAB
environment due to the availability of the previously discussed vi-
sualization techniques’ tools and functions. The input data sets are
stored, evaluated, and presented using visualization methods. The
color represents each multipath’s reference cluster in the graphs
except for the heatmaps in Figure 3.

Figure 4: Parallel Coordinate Plot (Semi-urban)

Figure 5: Heatmap and Dendrogram (Indoor)

Figure 6: Heatmap and Dendrogram (Semi-urban)

The parallel coordinate plot is a useful technique in visualizing
all dimensions of the data as it plots all the MPC dimensions all at
once. A specific color represents the cluster ID based on the dataset.

In the indoor scenario, more straightforward analysis is possible due
to the small number of MPC, and the outliers can easily be observed
with the light blue color cluster. The indoor scenario in Figure 3
shows the MPC clusters have the same AoD values but varies within
the arrival angle and delay. This result shows the advantage of using
a parallel plot for cluster analysis. As opposed to the indoor figure,
the projection of the semi-urban environment in Figure 4 visually
clutters the graph due to a large number of MPC data. To address the
cluttering, the user can filter clusters that can be seen as validated
clusters and use a density-based parallel plot as presented in [29].

Figure 7: Principal Component Analysis (Indoor)

Figure 8: Principal Component Analysis (Semi-urban)

Figure 9: t-SNE (Indoor)

The clustergram function in MATLAB utilizes the linkage func-
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tion and dendrogram that produces a hierarchical clustering result
and is presented in a heatmap. The dendrogram in Figure 5 and
Figure 6 show the cluster using a tree diagram that links the MPC
with a close relationship in the lowest node and represents the high
separation of the values with the upper branch. In contrast with
the other tools in this work, this function is limited to presenting
a heatmap of the reference cluster ID. The authors suggest creat-
ing a customized heatmap based on the computed cluster id and
doing a dendrogram to compare the algorithm’s performance and
the hierarchical clustering.

Figure 10: t-SNE (Semi-urban)

PCA outputs two principal components with the highest vari-
ance in the MPC dataset. MATLAB’s pca function provides each
principal component’s scores with the two highest scores are pro-
jected to represent the dataset in a 2D scatterplot. These principal
components are computed by matrix factorization using the sin-
gular value decomposition (SVD), including the eigenvectors. By
truncating the matrix to the desired dimension, pca produces a low
dimensional representation of the data using the principal compo-
nents. The x-axis in Figure 7 shows the highest scored principal
component that handles most of the variance. The increased value
of data points in both axes shows the MPCs variance in the first
and second principal components. The cluster with ID 247 indi-
cates a low variance in both the principal components and can be
interpreted as uncorrelated to the other clusters. On the other hand,
the MPC in the semi-urban scenario clusters is grouped closely and
signifies a high correlation as can be seen in Figure 8.

The tsne function in MATLAB from the extracted dataset, the
cluster ID is removed from the dataset and later represents each
cluster classification using colors. The features of the MPC, which
is an L × 9 matrix, is reduced to an L × 2 matrix and plotted in a
scatterplot. Given the pairwise distance of xk and xl MPC, the func-
tion computes the conditional probability that the kth MPC picks
the lth MPC as its neighbor. The perplexity parameter value sets
the number of neighboring points desired by the user. The t-SNE
implementation can be varied by selecting the perplexity parame-
ters. Furthermore, the number of iterations was set to the default
value of the tsne function with 500 steps. In the indoor scenario in
Figure 9, the perplexity was set to group the neighboring data points
is maximized to 5 since the data set has 21 MPC. Based on visual
observation, the grouping reflects the cluster properly, and each of

the neighboring groups can be correlated to form a new cluster. In
the semi-urban environment in Figure10, perplexity was set to 40
adjacent points, and observed overlapping clusters could be corre-
lated with one another. Even so, the visual grouping by the t-SNE
performs well and isolates clusters that have high dissimilarity with
other clusters. The use of t-SNE for iteratively providing insight into
the MPC clusters can help interpret the propagation environment’s
physical realism if the interacting objects are identified.

Due to the wide variety of data when measuring MPC in propaga-
tion scenarios, several algorithms are being investigated to correctly
cluster the MPC. Using these visualization techniques, designers
can quickly identify outliers produced by the algorithm and provide
a physical realism within the data. It can be observed that the t-SNE
can significantly identify natural clusters between MPC and can
visually analyze the effectiveness of algorithms applied to measured
MPC. With the built-in functions of MATLAB, the user can spec-
ify another column with another cluster ID that is the output of a
clustering algorithm. These flexible parameters can compare the
clusters from the ground truth of the data set.

Furthermore, visualization can be done as a pre-processing and
post-process steps on clustering to observe the structure of data
before using an algorithm and the effectiveness of the clustering
algorithm with the MPC. Using t-SNE, which solves the crowding
problem of the data set, the clusters in the plot can be easily used to
identify specific scatterers with physical distance and have a high
effect on the signals being transmitted. This work presents visualiza-
tion to enhance the manual approach of clustering in parallel with
the development and research of clustering algorithms.

The authors encourage the use of the variation and extensions of
the visualization tools presented. The implementation of the visual
techniques with algorithmic clustered datasets, both measured and
synthetic, is also considered.

6 Conclusions

This study implements visualization techniques to wireless mul-
tipath clusters. It can be observed that these techniques aid the
analysis in finding natural clusters and outliers of MPC visually. As
measurement campaigns suggest increasing the parameters, MPC
clustering then has more features than previously discussed. Since
the optimal algorithm for clustering MPC is still an open topic for
research, visual analysis can be drawn to enhance the clusters by
visual representation further. The techniques used in this study con-
siders the angular, delay, and relative power properties of the MPC
and are visualized in one plot. The use of the parallel coordinate
plot and t-SNE is effective in both the indoor and outdoor scenarios.
The proper validation of clustering results in channel modeling can
be improved by allowing users to visualize each feature of the data
in the dimension provided by the parameters. The user domain
knowledge and inputs based on the scenario can serve as a basis
to improve the validity of these clusters, leading to an efficient and
effective way of observing the effects of the wireless channel. Pre-
senting the data in different possible ways aids cognition and infers
knowledge in clustering the MPC. Furthermore, the execution of
this work with more data analysis and the development of a GUI is
considered for future work.

www.astesj.com 1069

http://www.astesj.com


A.D.M. Africa et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1064-1070 (2020)

Conflict of Interest The authors declare no conflict of interest.

Acknowledgment De La Salle University is acknowledged for
supporting this work.

References
[1] M. Chen, U. Challita, W. Saad, C. Yin, M. Debbah, “Artificial Neural

Networks-Based Machine Learning for Wireless Networks: A Tutorial,”
IEEE Communications Surveys Tutorials, 21(4), 3039–3071, 2019, doi:
10.1109/COMST.2019.2926625.

[2] E. Bonek, “Chapter 2 - MIMO Propagation and Channel Modeling,” in
A. Sibille, C. Oestges, A. Zanella, editors, MIMO, 27 – 54, Academic Press,
Oxford, 2011, doi:10.1016/B978-0-12-382194-2.00002-2.

[3] M. ITU-R, Minimum requirements related to technical performance for IMT-
2020 radio interface (s), Nov, 2017.

[4] G. Wunder, P. Jung, M. Kasparick, T. Wild, F. Schaich, Y. Chen, S. T. Brink,
I. Gaspar, N. Michailow, A. Festag, L. Mendes, N. Cassiau, D. Ktenas, M. Dry-
janski, S. Pietrzyk, B. Eged, P. Vago, F. Wiedmann, “5GNOW: non-orthogonal,
asynchronous waveforms for future mobile applications,” IEEE Communica-
tions Magazine, 52(2), 97–105, 2014, doi:10.1109/MCOM.2014.6736749.

[5] A. Africa, L. Bulda, E. Del Rosario, M. Marasigan, I. N. I. M. Z. Marasigan,
“Radio Wave Propagation: Simulation of Free Space Propagation Path Loss,”
Int. J. Emerg. Trends Eng. Res, 2020.

[6] R. He, B. Ai, A. F. Molisch, G. L. Stuber, Q. Li, Z. Zhong, J. Yu, “Cluster-
ing Enabled Wireless Channel Modeling Using Big Data Algorithms,” IEEE
Communications Magazine, 56(5), 177–183, 2018, doi:10.1109/MCOM.2018.
1700701.

[7] L. Materum, J.-i. Takada, I. Ida, Y. Oishi, “Mobile Station Spatio-Temporal
Multipath Clustering of an Estimated Wideband MIMO Double-Directional
Channel of a Small Urban 4.5 GHz Macrocell,” EURASIP Journal on
Wireless Communications and Networking, 2009(1), 804021, 2009, doi:
10.1155/2009/804021.

[8] A. A. M. Saleh, R. Valenzuela, “A Statistical Model for Indoor Multipath Prop-
agation,” IEEE Journal on Selected Areas in Communications, 5(2), 128–137,
1987, doi:10.1109/JSAC.1987.1146527.

[9] K. Yu, Q. Li, D. Cheung, C. Prettie, “On the tap and cluster angular spreads
of indoor WLAN channels,” in 2004 IEEE 59th Vehicular Technology Con-
ference. VTC 2004-Spring (IEEE Cat. No.04CH37514), volume 1, 218–222
Vol.1, 2004.

[10] N. Czink, P. Cera, J. Salo, E. Bonek, J. Nuutinen, J. Ylitalo, “A Frame-
work for Automatic Clustering of Parametric MIMO Channel Data Including
Path Powers,” in IEEE Vehicular Technology Conference, 1–5, 2006, doi:
10.1109/VTCF.2006.35.

[11] M. R. Arias, “Analysis of Multipath Propagation based on Cluster Channel
Modelling Approach,” Polibits, (42), 77–82, 2010, doi:10.17562/PB-42-9.

[12] Z. Huang, R. Zhang, J. Pan, Y. Jiang, D. Zhai, “A Framework of Multipath
Clustering Based on Space-Transformed Fuzzy c-Means and Data Fusion for
Radio Channel Modeling,” IEEE Transactions on Vehicular Technology, 69(1),
4–15, 2020, doi:10.1109/TVT.2019.2947605.

[13] Y. Li, J. Zhang, P. Tang, L. Tian, “Clustering in the wireless channel with a
power weighted statistical mixture model in indoor scenario,” China Commu-
nications, 16(7), 83–95, 2019, doi:10.23919/JCC.2019.07.007.

[14] A. Teologo, “Cluster-Wise Jaccard Accuracy of KPower Means on Multipath
Datasets,” International Journal of Emerging Trends in Engineering Research,
7, 203–208, 2019, doi:10.30534/ijeter/2019/16782019.

[15] M. Roque, “Interface for the Factor-inclusion Weighting Approach in Deter-
mining the Number of Multipath Propagation Clusters,” International Journal
of Advanced Trends in Computer Science and Engineering, 6, 1768–1776,
2019, doi:10.30534/ijatcse/2019/107842019.

[16] J. Li, B. Ai, R. He, M. Yang, Z. Zhong, Y. Hao, G. Shi, “On 3D Cluster-
Based Channel Modeling for Large-Scale Array Communications,” IEEE
Transactions on Wireless Communications, 18(10), 4902–4914, 2019, doi:
10.1109/TWC.2019.2930694.

[17] S. Liu, D. Maljovec, B. Wang, P. Bremer, V. Pascucci, “Visualizing High-
Dimensional Data: Advances in the Past Decade,” IEEE Transactions on
Visualization and Computer Graphics, 23(3), 1249–1268, 2017, doi:10.1109/

TVCG.2016.2640960.

[18] K. Chen, L. Liu, “VISTA: Validating and refining clusters via visualization,”
Information Visualization, 3(4), 257–270, 2004, doi:10.1057/palgrave.ivs.
9500076.

[19] T. Metsalu, J. Vilo, “ClustVis: a web tool for visualizing clustering of multi-
variate data using Principal Component Analysis and heatmap,” Nucleic acids
research, 43(W1), W566–W570, 2015, doi:10.1093/nar/gkv468.

[20] S. W. Marvel, K. To, F. A. Grimm, F. A. Wright, I. Rusyn, D. M. Reif, “ToxPi
Graphical User Interface 2.0: Dynamic exploration, visualization, and shar-
ing of integrated data models,” BMC bioinformatics, 19(1), 1–7, 2018, doi:
10.1186/s12859-018-2089-2.

[21] M. Charrad, N. Ghazzali, V. Boiteau, A. Niknafs, M. M. Charrad, “Package
‘nbclust’,” Journal of statistical software, 61, 1–36, 2014.

[22] W. Chen, F. Guo, F. Wang, “A Survey of Traffic Data Visualization,” IEEE
Transactions on Intelligent Transportation Systems, 16(6), 2970–2984, 2015,
doi:10.1109/TITS.2015.2436897.

[23] M. Steinbauer, A. F. Molisch, E. Bonek, “The double-directional radio chan-
nel,” IEEE Antennas and Propagation Magazine, 43(4), 51–63, 2001, doi:
10.1109/74.951559.

[24] F. Ademaj, S. Schwarz, T. Berisha, M. Rupp, “A Spatial Consistency Model
for Geometry-Based Stochastic Channels,” IEEE Access, 7, 183414–183427,
2019, doi:10.1109/ACCESS.2019.2958154.

[25] D. Z. He, Ruisi, Applications of Machine Learning in Wireless Communica-
tions, Institution of Engineering and Technology, 2019.

[26] R. Xu, D. Wunsch, “Survey of clustering algorithms,” IEEE Transactions on
Neural Networks, 16(3), 645–678, 2005, doi:10.1109/TNN.2005.845141.

[27] J. Tang, J. Liu, M. Zhang, Q. Mei, “Visualizing large-scale and high-
dimensional data,” in Proceedings of the 25th international conference on
world wide web, 287–297, 2016, doi:10.1145/2872427.2883041.

[28] D. A. Keim, “Information visualization and visual data mining,” IEEE
Transactions on Visualization and Computer Graphics, 8(1), 1–8, 2002, doi:
10.1109/2945.981847.

[29] J. Heinrich, D. Weiskopf, “State of the Art of Parallel Coordinates,” in Euro-
graphics, 2013.

[30] T. Galili, A. O’Callaghan, J. Sidi, C. Sievert, “heatmaply: an R package for
creating interactive cluster heatmaps for online publishing,” Bioinformatics,
34(9), 1600–1602, 2018, doi:10.1093/bioinformatics/btx657.

[31] I. T. Jolliffe, “Principal components in regression analysis,” in Principal com-
ponent analysis, 129–155, Springer, 1986.

[32] L. v. d. Maaten, G. Hinton, “Visualizing data using t-SNE,” Journal of machine
learning research, 9(Nov), 2579–2605, 2008.

[33] J. F. Blanza, A. T. Teologo, L. Materum, “Datasets for Multipath Clustering at
285 MHz and 5.3 GHz Bands Based on COST 2100 MIMO Channel Model,” in
2019 International Symposium on Multimedia and Communication Technology
(ISMAC), 1–5, 2019, doi:10.1109/ISMAC.2019.8836143.

[34] L. Liu, C. Oestges, J. Poutanen, K. Haneda, P. Vainikainen, F. Quitin, F. Tufves-
son, P. D. Doncker, “The COST 2100 MIMO channel model,” IEEE Wireless
Communications, 19(6), 92–99, 2012, doi:10.1109/MWC.2012.6393523.

www.astesj.com 1070

http://www.astesj.com


 

www.astesj.com     1071 

 

 

 

 

Review of Different Methods for Optimal Placement of Phasor Measurement Unit on the Power System 

Network 

Ademola Abdulkareem, Divine Ogbe, Tobiloba Somefun* 

Department of Electrical and Information Engineering, Covenant University, Ota, 112107, Nigeria 

A R T I C L E   I N F O  A B S T R A C T 

Article history: 

Received: 06 August, 2020 

Accepted: 11 November, 2020 

Online: 14 December, 2020 

 Phasor Measurement Unit (PMU) is an integral device for tracking, protection, and 

regulation of the power network. PMU gives synchronised calculations of actual-time data 

for voltage phasor, current phasor, and the frequency. Placing PMU in every node to 

observe the power network is not realistic from an economic standpoint and even for big 

data management. Thus, raising the number of PMUs in the node network to achieve 

optimum monitoring of the power network is a mandatory issue. In tracking the problem of 

optimal PMU placement, various methods have been proposed by various researchers in 

recent times. To facilitate understanding among the various approaches, this study 

classified the existing methods into two headings; heuristic and 

mathematical(conventional)methods. The study discusses the different existing optimisation 

approaches used to solve the optimal PMU placement problems. The benefits, as well as 

the drawbacks of each approach, is thoroughly examined and wind up the discussion that 

the heuristic approach is a fast knowledge-based methodology, which was used as the 

optimization solver for the IEEE 14, 30 and Nigeria national grid 28 and 52 bus system. 
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1. Introduction  

Phasor measurement unit is an electrical instrument that 

measures the phase angle and magnitude of current and voltage in 

the power network system, using a synchronised time source 

provided by global positioning system, which can provide 

accuracy up to one microsecond [1]. To decide the condition of a 

power network, the estimations of the state variables (phase angles 

and voltage magnitude), of all system nodes should be known. 

Realising these values helps to calculate the flow of real and 

reactive power in the power network. It will be very strenuous to 

consider system nodes one of after the other most especial a large 

system, this is one area in which intelligent devices find 

application [2] in this case PMU estimations solve the problem 

effortlessly. 

At a particular period, the voltage phase angle and magnitude 

and current sinusoidal waveforms are expressed as real and 

imaginary numbers that are known as a phasor. The value of the 

magnitude is dependent on the amplitude of the sinusoidal 

waveform, while the phase angle is gotten relying on the time 

position as presented in the figures. Figure 1a shows the sinusoidal 

waveform is behind as for the cosine reference, as it is behind, the 

phase angle will be negative, though, in Figure 1b, the sinusoidal 

waveform is ahead as for the cosine reference. Subsequently, the 

phase angle is positive. Since the phasor measurement unit is 

provided with the global positioning system, every phasor 

estimation is time-tagged, consequently, permitting phasor 

estimations gotten from the phasor measurement units in different 

positions in a system to synchronise. 

PMU firstly receives signals in analogue form. The signal 

being received contains estimated voltages and currents from 

current and voltage transformer. The anti-aliasing filter then used 

in eliminating high-frequency factors surpassing the sampling 

limit of Nyquist. It will, therefore, suppress the frequency factors 

that exceed the Nyquist sampling rate. The phase-locked oscillator 

divides the global positioning system one pulse each second into 

the needed number of pulses as regards the sampling of the 

waveform. Through the use of a 16-piece accuracy analogue to a 

digital converter, the input signals will be digitised at sampling 

moments when the time signals are sampled from the phase-locked 

oscillator before feeding it to the phasor microprocessor. The 

microprocessor resamples the signals from the digitised sample 

information and estimates the positive succession. Then the 
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approximate phasor is time-stepped before being moved using 

modems to a communication medium [3]. 

 

Figure 1: (a) phasor representation. -90º regarding cosine reference [3] 

 

Figure 1: (b) phasor representation. 90º regarding cosine reference [3] 

2. Optimal PMU Placement Problem Formulation 

There are two main performances used in the analysis for 

observing power system; they are numerical observability and 

topological observability [4]. Numerical observability suffers from 

a lot of matrix computations; thus, it is not advisable to employ 

them for analysing power systems, especially large ones. 

Topological observability of a system is achieved when a full rank 

of traversing the tree is obtained. Some simplified and improved 

effective rules when topologically analysing a power system are 

illustrated below: 

Rule 1: For a PMU-installed node, voltage phasor and the 

connecting branches current phasor are known as demonstrated in 

Figure 2. This measurement is known as direct measurement. In 

Figure 2, PMU is installed in node 1; consequently, the voltage 

phasor of the node is known, and the current phasor of the 

connecting line is also known following the first rule. 

 

Figure 2: illustrating Direct measurement Rule 1 

Rule 2: When the voltage phasor is known, and the current 

phasor at one end of the branch is also known, it guarantees that 

the other end is observable by determining the voltage phasor, as 

illustrated in Figure 3. This type of measurement is known as 

pseudo-measurement. 

 

Figure 3: illustrating pseudo-measurement Rule 2 

Since the value of the current phasors of the lines connected to 

node 1 is known, the value of the other nodes can be solved for by 

utilising Ohms law. 

𝐼12 =
𝑉1 − 𝑉2

𝑅12 + 𝑗𝑋12

                                             (1) 

𝑉2 = 𝑉1 − 𝐼12(𝑅12 + 𝑗𝑋12)                                  (2) 

𝐼13 =
𝑉1 − 𝑉3

𝑅13 + 𝑗𝑋13

                                            (3) 

𝑉3 = 𝑉1 − 𝐼13(𝑅13 + 𝑗𝑋13)                                 (4) 

𝐼41 =
𝑉4 − 𝑉1

𝑅14 + 𝑗𝑋14

                                            (5) 

𝑉4 = 𝑉1 + 𝐼41(𝑅41 + 𝑗𝑋41)                                (6) 

 

Rule 3: In a case where the voltage phasor for both ends is 

known, the current phasor of the connecting branch can be gotten 

as shown in Figure 4. Knowing the voltage phasor of node-1 and 

node-2, the current phasor of the connecting line can be calculated 

using Ohm’s law. 

 

Figure 4: Illustrating observability of the branch current for rule 3 

𝐼12 =
𝑉1 − 𝑉2

𝑅12 + 𝑗𝑋12

                                       (7) 

Rule 4: For a zero-injection node, knowing all the current of all 

connected branches, except one, calculating the current for the 

unknown branch can be achieved using Kirchhoff current law 

(KCL) this rule is demonstrated in Figure 5. node-3 is the zero-

injection node, and current phasor of every branch is known except 

the current for the branch between node-3 and node-4. 

Rule 5: For a zero-injection node where the voltage phasor is 

not known, if all the neighbouring nodes are known, the zero-

injection node can be known through calculations, as shown in 

Figure 6. In the diagram, node-3 is the zero-injection node and the 
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voltages for the neighbouring nodes is known. By using node 

calculations, the voltage for node-3 is known. 

 

Figure 5: Model observability of zero-injection node for rule 4 

 

Figure 6 Modelling unobservable ZIN rule 5 

𝑉3 = 𝑉1 − 𝐼13(𝑅13 + 𝑗𝑋13)                           (8) 

𝑉3 = 𝑉2 + 𝐼32(𝑅32 + 𝑗𝑋32                             (9) 

𝑉3 = 𝑉4 + 𝐼34(𝑅34 + 𝑗𝑋34)                        (10) 

0 = 𝐼12 − 𝐼32 − 𝐼24                                (11) 

Rule 6: For a group of neighboring zero-injection nodes that 

are not observable because the voltages are not known, but the 

neighboring nodes connected to the group of zero injection nodes 

are known. The unknown voltage phasors of the zero-injection 

nodes can be made known by using both Kirchhoff’s current and 

voltage laws as illustrated in Figure 7. In this figure, the voltage of 

node-3 and node-4, but the voltages of the nodes connected to them 

are known. 

 

Figure 7 Modelling unobservable ZINs rule 6 

Minimum number of PMU: One of the purposes of the optimal 

PMU placement problem is to resolve the minimum number of 

PMUs needed for a power system and their right allocation to make 

sure that the system is totally observable. This objective can be 

represented mathematically as shown: 

   ∑ Aij

N nodes

i

                                           (12) 

  𝑠. 𝑡 𝐵 ∗ 𝐴 ≥ 1                                     (13) 

𝐼 =  [111 … … 1] 𝑇
𝑁 𝑋 1 

                             (14)    

𝐴(𝑖) = {
1           𝑖𝑓 𝑃𝑀𝑈 𝑖𝑠 𝑖𝑛𝑠𝑡𝑎𝑙𝑙𝑒𝑑 𝑜𝑛 𝑛𝑜𝑑𝑒 𝑖 
0    𝑖𝑓 𝑃𝑀𝑈 𝑖𝑠 𝑛𝑜𝑡 𝑖𝑛𝑠𝑡𝑎𝑙𝑙𝑒𝑑 𝑜𝑛 𝑛𝑜𝑑𝑒 𝑖

             (15) 

𝐵(𝑖, 𝑗) = {

1                                                𝑖𝑓 𝑖 = 𝑗
1        𝑖𝑓 𝑛𝑜𝑑𝑒𝑠 𝑖 𝑎𝑛𝑑 𝑗 𝑎𝑟𝑒 𝑗𝑜𝑖𝑛𝑒𝑑 

0 𝑖𝑓 𝑛𝑜𝑑𝑒𝑠 𝑖 𝑎𝑛𝑑 𝑗 𝑎𝑟𝑒 𝑛𝑜𝑡 𝑗𝑜𝑖𝑛𝑒𝑑 
               (16) 

3. Placement Methods  

Several methods have been deployed for optimal location on 

power system network in different regards such as distributed 

generators and PMU [5,6]; in this section, several of the methods 

used to optimally site PMU are extensively reviewed.  

3.1. Conventional Method 

Two of the conventional methods that have been reported in 

previous studies are discussed under this subsection. 

3.1.1. Integer Linear Programming (ILP) 

Integer Linear Programming methods, also recognised as 

binary integer programming, considering both the system's 

injection and power measurement as well as PMU error calculation 

by state estimation. Integer linear programming algorithm is based 

on the individual vectors derived from the adjacency matrix of the 

transverse tree [7]. Upon decomposition, the PMUs are positioned 

ideally in the networks utilising the integer linear programming 

principle to reduce the deployment rate. Two types of ILP models 

are mixed integer linear programming (MILP) and binary integer 

linear programming (BILP) [8]. 

3.1.2. Integer Quadratic Programming (IQP) 

Integer quadratic programming utilises the connectivity matrix 

that reflects the topology of the system to define the optimal PMU 

placement (OPP) problem.  The quadratic function's objectives 

were structured, taking into account linear constraints and the 

vector of integer values. The method will decrease the number of 

PMUs by providing full network observability in standard 

operations as well as in outages [8].  

In [9], the authors discussed factors that affect calculation 

precision, including measurements inconsistencies, number of 

PMU measurements, and quasi-power measurements 

implementation. Quasi-power uncertainty is determined by the 

propagation concept of uncertainty, and the optimum location of 

PMU is calculated by integer quadratic linear programming. 

Various types of state variables as well exhibited different 

sensitivities to different measurements [10]. 

3.1.3. Drawbacks of Conventional Methods 

Usually, the conventional technique is utilised to model a 

network when the network is not so complex. Also, conventional 
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technique takes more computational time when compared with 

Heuristic techniques to solve a complicated network problem.   

3.2. Heuristic Methods 

Most of the Heuristic Methods that have been reported in 

previous studies are discussed under this subsection. 

3.2.1. Genetic Algorithm 

The foundation of genetic algorithm is to model natural 

selection which has no requirement for secondary functions like 

derivatives calculation. Some of the advantages of genetic 

algorithm which makes it more applicable to OPP problems are: 

the likelihood of the local minimum being trapped is reduced, 

Calculations are decreased from one state to the other, and the 

fitness assessment of each sequence directs the search [11].  

In [12], they investigated optimally placing PMUs and 

communication links for distributed state estimation in distribution 

networks. They combined integer linear programming and genetic 

algorithm to find the least number of PMUs in a distribution 

network. A distributed state estimation system segmenting 

technique is created to minimise the burden it takes to compute and 

communicate [13]. The aim of the partitions is to balance the 

number of buses in subareas. By turning the network segmenting 

into the problem of assigning a centralised bus of each subarea, the 

scale-balanced partitioning scheme between subareas is obtained 

by applying genetic algorithms. 

3.2.2. Particle Swarm Optimisation 

Particle swarm optimisation is a similar technique to genetic 

algorithm, where population solutions are randomly assigned to a 

system firstly [14]. In [15], the authors described particles as 

entities that are hovering through multidimensions in space. For 

every particle, the best location is determined by the fittest position 

faced by that particle and its neighbouring particles. The process 

of the particle swarm optimisation begins with a primary point and 

velocity for every particle, where the velocity of each particle is 

restricted by reasons of not hovering in unusable space as well as 

overflowing forbiddance [16]. 

3.2.3. Tabu Search 

The Tabu search algorithm is a combinatorial method, and it 

combines techniques such as conventional method and heuristic 

method.  This method is majorly used in solving combinatorial 

optimisation problems in covering and scheduling. Tabu lists, 

which is a major element of tabu search, consists of numbers of 

states visited in recent times and unwanted states. Another major 

element of tabu search is the state definition and the encompassing 

area. The tabu search resets when it does not converge [17]. 

In [18], the authors solved the optimal PMU placement 

problem and achieved maximum observability of a system and 

maximum redundancy by utilising tabu search-based linear state 

estimation model [19]. This quick technique of topological 

observability analysis required a loss simulation function relying 

on the matrix of incidence to solve the optimal PMU placement 

problem. This technique also concerns the convenience and high 

speed to monitorable power network by manipulating integer 

numbers [20]. 

3.2.4. Differential Evolution 

The method of differential evolution (DE) uses elements such 

as N-dimensional vectors to reduce progressing space functions. 

Mutation, fusion and choice are the key functions used in the 

global optimising process. Differential evolution approach is 

utilised extensively in various problems of cost function including 

multimodal, non-differentiable, and nonlinear functions. Certain 

advantages of this method include simultaneous computations, 

simple use, and strong synchronisation properties [21].  

The researchers introduced multi-objective optimal PMU 

placement in [22] utilising a non-dominating filtering DE 

technique, that is an organic synthesis of the nondominated 

filtering procedure and DE technique Pareto. This theory put into 

consideration total measurement reliability and voluntary PMU 

failure to achieve complete observability of the network in addition 

to finding a solution to the optimal PMU placement problem [3] 

Using the differential evolution technique obtained from genetic 

algorithm contributed to the suggested method for the 

nondominated sorting differential evolution algorithm. It was 

stated that obtaining a particular and absolute Pareto front and 

having several Pareto ideal solutions was the improvement of this 

method. 

3.2.5. Simulated Annealing  

The simulated annealing method solves complex 

combinatorial optimisation where the existing solution is changed 

arbitrarily. The new changed solution is the worst change with a 

decreased probability as computing continues. The ideal outcome 

for a major problem of combinatorial optimisation requires an 

effective disturbance framework, cost function, space for the 

solution, and cooling plan for the simulated annealing to solve. 

Simulated annealing can be considered adequate by looking for a 

large-scale network and achieving good speed in seeking an ideal 

or near-ideal solution [23] 

Authors in [24], investigated effective use of different PMU 

estimated values and exposure to extremely critical network data 

were put into consideration for the ideal deployment of PMUs to 

make the power system fully observable. A topological 

observability formulation based on the incidence matrix evaluated 

the original PMU arrangement to have a network with complete 

observability.  

3.2.6. Ant Colony Optimization 

A further concept used to present an optimisation problem 

solution is ant colony optimisation, which originally utilises the ant 

population. The function of the ant colony was to travel across 

neighbouring states of the problem by implementing an ideal 

controller for the stochastic local resolution, resulting in solving 

optimising problem. Evaporation of the pheromone trace and 

action of the daemon are procedures in ant colony optimisation. 

The use of ant colony optimisation to determine good paths across 

graphs will decrease computational issues [25]. 

Authors in [26], investigated on an enhanced ant colony 

optimization which was used to solve the ideal PMU placement 

problem for achieving a totally visible power network with the 

least number of PMUs and putting into consideration total 

measurement redundancy. The depth-first search as a conceptual 
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graph approach was used to create an estimation tree to evaluate if 

the power system was observable [27]. 

3.2.7. Iterated Local Search 

The key viewpoint of iterated local search is to search for a 

subspace characterised by local optimal solutions rather than the 

entire solution space. By using an integrated heuristic, there is a 

series of solutions where the best option is achieved if repeated 

arbitrary tests of the heuristic were to be used [28].  

The optimal PMU placement method introduced in [29] 

involves two phases which included an initial PMU dispensation 

to reach a visible network by using an iterated local search to 

decide the least number of PMUs required to make a system fully 

visible. Page rank placement formulation is utilised in this 

approach to determine the significance of every bus.  

3.2.8. Mutual Information 

Taking into account not only access to a system with maximum 

observability but also analysing irregularities in the network states 

that utilised mutual information between PMUs measurements 

values and system states, and information theoretical method to 

solve optimal PMU placement problems was addressed in [30].  

3.2.9. Matrix Reduction 

For the problems of placing PMUs, a distribution matrix 

occurs, whereby the graph indicates the distribution scope 

whenever a station is placed in different locations. The problem 

level is determined by the range of the distribution. The approach 

of matrix reduction aims to establish ideal placement by increasing 

the matrix of incidence.  Using a formulation based on removing 

digital data, the matrix reduction technique was proposed to 

achieve the least number of PMU to reach observability of the 

network completely and reduce the computation process [31].  

3.2.10. Imperialistic Competition Algorithm 

Imperialistic competition technique is a new technique 

formulated to solve optimal placement problems. Just like other 

heuristic techniques, imperialistic competition algorithm begins 

with a first population named country which is a colony of two 

types. Competitiveness of the countries brings about the minimal 

of the problem. The effectiveness of the Imperialistic competition 

technique in wide area optimisation was evaluated on test buses 

and as confirmed [32]. 

3.2.11. Immune Genetic Algorithm 

The Immune Genetic Algorithm was utilised to proffer solution 

to placing the PMU optimally utilising three impact vaccinations 

to create a topologically measurable power system. The two 

measures that occur in an immune genetic algorithm approach to 

defend against viruses and bacteria are vaccines and immunity 

alternatives. The vaccination basis is the combination of technical 

knowledge and previous data about the optimal PMU placement 

problem. Two operators, namely, crossover and mutation, were 

considered by the immune genetic algorithm, which was utilised 

to maximise the tests [33]. 

3.2.12. Biogeography Based Optimisation 

The biogeography-based technique is a mathematical model 

for the movement of species from one region, which is known as a 

habitat to another region, rising and extermination conditions of 

species. This technique is used to provide solutions to the problem 

of optimisation through complex performance environments and 

to improve the efficiency of species migration and integration into 

the habitat [34].  

3.2.13. Chemical Reaction Optimization 

To find a solution to the OPP problems, a newly formed 

heuristic approach named population-based chemical reaction 

technique was implemented. Through modelling the behaviour and 

movement of gases in a chemical reaction, reaching a low energy 

steady state was the key goal of the chemical reaction techniques, 

which sought to achieve the least free energy level. High 

performance was demonstrated by the application of the chemical 

reaction technique to metrics and practical problems [35]. 

Using a new heuristic approach called chemical reaction 

technique and simplified chemical reaction technique model, 

optimal PMU placement problem solved to achieve a completely 

measurable power network considering the system with and 

without zero-injection nodes [36].  

3.2.14. Artificial Bee Colony (ABC) 

Artificial bee colony technique's key motivating criteria are 

food resources path, food resources range, and food resources 

performance information [37]. The developed formulation could 

be used in solving unimodal and multi-modal mathematical 

optimization problems. Also, a multiple objective optimal PMU 

placement algorithm, called binary-coded was implemented in 

solving the optimal PMU placement problem and obtain the least 

quantity of PMU and highest possible network redundancy. 

Consideration was given to eventuality constraint conditions like a 

one-line outage, and arrangements of the least quantity of needed 

PMUs were determined [37].  

3.2.15. Bacteria Foraging Algorithm  

Biological evolution propensity towards animal exclusion with 

weak feeding strategies that work to find, handle, and consume 

food and spread the genes of animal performance in feeding 

approaches as they are more probable to achieve productive 

results. Weak foraging approaches after several years are either 

discarded or revamped [4]. Four operators utilised in the developed 

bacterial foraging algorithm were chemotaxis, swarming, 

reproduction, and removal and distribution [38]. 

3.2.16. Cellular Learning Automata 

Cellular learning automata technique is cantered on the use of 

training automaton to change cellular automaton state conversion 

likelihood. This approach begins by determining each cell's inner 

condition. Instead, on the basis of cellular learning automata law, 

the strengthening signal for every training automata is calculated. 

Maintaining this operation will achieve the intended state [39]. 

In [29], a CLA approach was used to examine the integration 

of two opposing objective functions like the least number of PMUs 

and total measurement reliability to achieve a completely 

measurable power network. This research put into consideration 
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the drawbacks of flexibility, including PMU/branch loss and 

traditional measurements and zero-injection nodes. 

3.2.17. Hybrid Methods 

Utilising a formulated hybrid genetic algorithm and simulated 

annealing, a solution was introduced in [38] to ideally place PMUs 

and remote terminal units for a large network of interconnected 

grids determined by a multiarea system state estimate. Using 

remote terminal units and conventional measurements, a PMU was 

incorporated into a power network to ensure the calculated state 

more precisely and reduce the expense of conventional 

measurement and cost of the remote terminal unit. Utility centre of 

one multiarea area to reach system measurements required a single 

PMU placement, as PMU measurement calculated the network 

node voltage. A criterion for the PMU was the node with the 

highest connecting line. The identification of faulty data was 

achieved by taking into account the vital measurement of each 

region. 

A synthesis of least traverse tree technique with the optimised 

genetic algorithm is a hybrid method named MST-GA presented 

in [40] to achieve the least number of PMUs required to make a 

system fully observable and to consider optimising redundancy. 

This approach enhanced mutation operation taking into account 

grid topology information. As the key and side steps, fusion and 

mutation were used as an activity to create new entities, the 

outcome of the new analysis of this approach was a decrease in the 

number of PMUs required and a variety of solutions [41]. 

To easily capture the objectives and contributions of the 

previous studies with respect to methods/techniques deployed 

Table 1 is developed while Table 2 gives the comparison of 

conventional and heuristic methods with respect to four factors 

namely; the size of the problem, data requirement, accuracy, and 

effectiveness. 

3.2.18. Drawbacks of Heuristic Methods 

To efficiently implement the heuristic technique, it takes a 

specific level of expertise and experience [4,8]. Often these 

functionality specialists are difficult and costly to employ, 

particularly if they need domain knowledge. If the analysts are not 

included in the development, they may not be informed of the 

technical design constraints or why such design choices have been 

made [8]. Heuristic tests are poorly organized, and thus risk 

identifying one-time, low-priority issues.  Lastly, heuristic 

assessments do not allow for an assessment of the performance of 

re-designs [3]. 

 
Table 1: Objectives and contributions of investigated studies 

Author(s)/Reference 
Number 

Objective Technique Considerations Gaps Benefits 

B. Mallikarjuna, P. 
Gopakumar, M. J. B. 
Reddy and D. K. 
Mohanta [23] 

Ideal positioning of PMUs to allow 
monitoring of incorrect data. simulated 
annealing technique is implemented with 
the stochastic new approach 

Simulated 
Annealing 

detection of critical 
measurements 

Zero-injection nodes 
(ZIN)& Measurement 
Redundancy was not 
considered 

Observability of the power 
network with critical 
measurements 

C. Margarida, K. 
Xenia and V. Ana, 
[42] 

Limiting the quantity of PMU allocation 
utilising stochastic simulated annealing 
algorithm 

Stochastic 
Simulated 
Annealing 

Detection of critical 
measurements is 
introduced as a 
consequence function 

The algorithm was not Line 
loss, PMU the outage  

Detection of critical 
measurements 

Z. Zhida, Y. Hao, L. 
Peng, L. Peng, K. 
Xiangyu, W. 
Jianzhong and W. 
Chengshan [12] 

Reducing the quantity of PMUs, and 
determining their geographical allocation, 
achieving a total network of measurable 
power. A genetic algorithm-
based procedure is used, and PMUs are 
installed with current phasor 
measurements as the maximum 
quantity of simultaneous lines 
are highlighted in all network nodes 

Genetic 
Algorithm 

Connection of PMUs 
with the number of 
current phasors to be 
calculated 

Quality of the result were 
not documented. 

Needed channels for current 
in the optimisation problem 

C. Peng, H. Sun and 
J. Guo. [43] 

Limiting the quantity of PMUs and 
increasing the redundant measurements. In 
place of one optimal solution, Pareto-ideal 
solutions are presented 

Non-
Dominated 
SortingGeneti
c Technique 

Zero-injection nodes & 
Measurement 
Redundancy 

It was assumed that PMUs 
capacity is limitless. PMU 
channels limit was not 
considered 

Offering Pareto-ideal 
facade forcontradictory 
objectives, solution repair 

S. M. Mazhari, H. 
Monsef, H. Lesani 
and A. Fereidunian 

[39] 

A multi-objective ideal allocation to 
minimise the quantity of PMUs and 
increase the accuracy of measurements. 
PMU allocation is also analysed by the 
implementation of a standardised 
observability function based on traditional 
non-synchronous 

 

Cellular 
Learning 
Automata 

Traditional 
measurements, PMU 
failure, Branch loss 

This technique might not 
give the least quantity of 
PMUs to make the network 
observable 

High 
performanceinelectrical net
works on a large scale 

A. A. Hany, Y. A. 
Almoataz and V. 
Mukherjee [25] 

The ABC definition is used to attain 
the least quantity of PMUs to achieve a 
total measurable power network, fulfilling 
measurement redundancy 

Artificial Bee 
Colony 

One branch loss, zero-
injection nodes 

The pheromone variation 
span is restricted to interval 
[0, -1], 

System viability and 
efficiency is shown by the 
comparison of the 
simulation results with the 
previous works 
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N. C. Koutsoukis, N. 
M. Manousakis, P. 
S. Georgilakis and 
G. N. Korres [19] 

Two contending purposes involving the 
least quantity of PMU and maximum 
redundancy on the network 

Tabu Search Zero-injection nodes & 
Measurement 
Redundancy 

Placement of PMU in 
ZINwas not allowed in the 
initialization. 

Optimal problems solved 
with high precision and 
reduced calculation 

R. Ramachandran 
and S. Karthick [44] 

Limiting the quantity of PMU placement 
and developing a parallel tabu search 
formulation 

 

Parallel Tabu 
Search 

Communication 
restraint, Zero-injection 
nodes, and matrix 
condition of the state 
estimations 

Traditional measurements, 
PMU failure, Branch loss 
was not considered 

Reduced calculation period 

M. Nazari-Heris and 
B. Mohammadi-
Ivatloo [4] 

Two contending purposes involving the 
least quantity of PMU and maximum 
redundancy  

Clonal 

Algorithm 

Total redundancy ZIN enhancement of 
secondary voltage control 
operation was not 
considered 

Maximum velocity of the 
procedure, achieving 
practical schemes 

M. Zhou, V. 
Centeno, A. Phadke, 
Y. Hu, D. Novosel 
and H. Volskis [31] 

Reducing the quantity of PMUs. Utilising 
pre-processing techniques and providing 
solutions using mathematical based 
methods 

 

Matrix 
Reduction 

Computer-generated 
data removal, Pre-
processing technique and 
matrix reduction 
procedure, utilising 
Lagrangian relaxation 

Quality assessment was not 
recorded because there was 
no other tested optimal 
placement set for the 
Brazilian network 

Minimising the size of 
allocation model and the 
calculation exertion, 
employed in a large-scale 
network 

S. Md, I. H. Md, M. 
Abido, A.-F. Taher 
and M. A.H [15] 

Limiting the quantity of PMUs so as the 
power network can be fully observed. 
Developing a hybrid technique based on 
binary particle swarm optimisation 

Binary Particle 
Swarm 
Optimisation 

Increasing redundancy in 
the power network, one 
PMU and Multi-PMU 
failure 

loss of PMU and branch 
loss were ignored 

Maximum velocity of the 
procedure and reduced 
calculation period 

A. A. Hany, Y. A. 
Almoataz and V. 
Mukherjee. [25] 

Reducing the quantity of PMU in the 
system. Developing an improved ant 
colony technique 

 

Ant Colony 
Optimisation 

High redundant 
measurements in the 
system 

The pheromone variation 
span is restricted to interval 
[0, -1], 

Avoiding inactivity 
behaviour and elevated 
velocity of the procedure, 
employing a graph theoretic 
technique  

S. S. Noureen, V. 
Roy and S. B. Bayne 
[8] 

Reducing the quantity of PMU and remote 
terminal units with critical measurements 
free 

Hybrid 
Genetic 
Algorithm and 
Simulated 
Annealing 

Traditional measurement 
and RTU faulty data 
recognition, one-line 
outage 

Fault monitoring, ZIN was 
ignored  

Relevant to existing power 
networks observed utilising 
remote terminal units 

S. Mahapatra, S. 
Pandab and S. C. 
Swaina [33] 

Limiting the quantity of PMU placement 
and increasing measurements redundancy, 
taking considerations of traditional 
measurements 

Bacterial 
Foraging 
Algorithm 

Total redundancy & 
zero-injection nodes 

The linear model could not 
correctly depict complex 
dynamics of the network, 
particularly in disturbances. 

Appropriate for existing 
power networks due to 
modelling standard 
measurement 

M. N. Seyyed and 
M. Javad [21] 

Limiting means square error by achieving 
the least quantity of PMUs, with or 
without the presence of standard 
measurement 

Differential 
Evolution 

Normal measurement 
least square error of state 
estimate 

Fault monitoring, Zero-
injection nodes was ignored 

The precise, fast and 
straightforward procedure, 
ability to employ in multiple 
objectives problem 

B. Rohit and B. 
Biplab [45] 

Limiting the cost of installation of 
Mismodelling dissimilar cost of PMUs for 
various nodes 

 

Particle 
Swarm 
Optimisation 

Dissimilar cost of PMU 
allocations 

It was assumed that PMUs 
capacity is limitless. PMU 
channels limit was not 
considered 

Taking consideration of 
real-time equipping cost of 
PMUs, limiting entire cost 
in place of the quantity of 
PMUs 

B. Rohit and B. 
Biplab [46] 

Reducing the number of meters and PMUs 
Taking consideration of one line/meter 
loss and one line/PMU loss 

 

Biogeography 
Based 
Optimisation 

Zero-injection nodes, 
line loss, SCADA meter 
loss, PMU the outage, 
PMU/branch loss 

 

Traditional measurements, 
PMU failure, Branch loss 
was not considered 

using simulated node 
reduction method for 
decreasing the size of the 
network 

 

M. Hurtgen and J.-
C. Maun. [28] 

Reducing the overall quantity of PMUs 
utilising PageRank placement technique 
and iterated local search 

 

Iterated Local 
Search 

PMU outage Zero-injection nodes 
(ZIN)& Measurement 
Redundancy was not 
considered 

Taking consideration of 
eventualities, simple 
comprehension and 
implementation 

S. S. Noureen, V. 
Roy and S. B. 
Bayne. [8] 

Limiting the quantity of PMUs. Observing 
guide nodes needed for secondary voltage 
control 

 

Branch and 
Bound 

Zero-injection nodes 
enhancement of 
secondary voltage 
control operation 

PMU outage, branch loss, 
measurements redundancy, 
considered 

Observing guide nodes for 
boosting speed of the 
voltage control system 

Y. Zhao, P. Yuan, Q. 
Ai and T. Lv [22] 

Reducing the quantity of PMUs to monitor 
both the overall network and fault in the 
power network 

Differential 
evolution 

Fault monitoring, Zero-
injection nodes 

The constraints utilized 
ignored some optimal 
solutions 

Utilising PMUs for power 
network monitoring and 
fault detection 
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Table 2: Comparison of Conventional and Heuristic Technique 

S/N Properties Conventional Technique Heuristic Technique 

1 Size of the 
Problem 

Usually, the conventional technique is utilised to 
model a network when the network is not so 
complex. 

Heuristic technique is a form of computation which tries to 
mimic human or animal capability in a very simplified manner 
in order to proffer solution to the problem of PMU allocation 

2 Data 
requirement 

The conventional method utilises physical 
principles to obtain network relationships, which 
are typically rightfully generalised with several 
assumptions and need a previous understanding 
of the nature of the data relationships.   

The heuristic technique focuses on data based on the data only 
to decide the framework and variables to solve a network 
problem, with fewer assumptions about the network’s nature. 

3 Accuracy As compared to Heuristic technique, because of 
several factors implemented, the conventional 
technique does not have a better degree of 
correctness. 

Owing to very little possibilities of failure, Heuristic technique 
has higher precision. 

4 Effectiveness The conventional technique takes more 
computational time when compared with 
Heuristic techniques to solve a complicated 
network problem.   

The heuristic technique can be used effectively in performing 
routine and tasks that consume time. 

 

4. Results 

According to the comparison in Table 2, heuristic technique 

did better in terms of complexity of the network, data requirement, 

and level of correctness and effectiveness as regards to time. For 

this research genetic algorithm is selected the optimization solver 

for optimal placement of PMUs on IEEE14, 30 and Nigerian 

330KV (28 and 52 bus system) networks. It was selected in place 

of other heuristic algorithms because it is one of the pioneer 

evolutionary algorithms, simplicity and ease of implementation, 

and logical reasoning behind the use of operators like selection, 

crossover and mutation.  The mutation operator is executed bit by 

bit after offspring is produced, for every node in the chromosome 

expression, an evenly appropriated random number is created 

between zero and one. If the number produced is lower than the 

likelihood of the mutation, then the corresponding bit will be 

S. S. Noureen, V. 
Roy and S. B. Bayne 
[8] 

Limiting means square error by achieving 
the least quantity of PMUs 

Differential 
evolution 

Taking consideration of 
incessant alterations in 
the power network’s 
topology 

Fault monitoring, ZIN was 
ignored 

Integrating PMU allocation 
problem into state estimate. 

 

A. Ahmadi, Y. 
Alinejad-Beromi 
and M. Moradi [16] 

Limiting the quantity of PMUs, 
recommending new the rule for the 
network to be observed topologically 

Modified 
binary particle 

swarm 
optimisation 

Zero-injection nodes, 
PMU/Branch loss 

Measurement redundancy 
was not studied, and the 
problem of local least 
affected the results 

Establishing new rules of 
topologically Observable 
valuation for limiting the 
quantity of the needed 
PMUs 

H. Mohammadi, G. 
Khademi, D. Simon 
and M. Dehghani 
[34] 

Two contending purposes involving the 
least quantity of PMU and maximum 
redundancy 

Multi-
objective 
biogeography-
based 
optimisation 

measurements 
redundancies, zero-
injection nodes. 

 

The large amount of cost 
evaluations utilized made a 
little difference in the 
solution 

The proposed technique 
generates well-circulated 
Pareto-optimal solutions  

 

M. Nazari-Heris and 
B. Mohammadi-
Ivatloo [4] 

Multi-objective model, reducing the 
quantity of PMUs and increasing 
measurements 

Genetic 
algorithm 

Considering single 
branch/single PMU loss 
considered 

ZIN enhancement of 
secondary voltage control 
operation was not ignored 

Very little population and 
iterations needed are less 

L. Qiao, C. Tao, W. 
Yang, N. Rohit, F. 
Franz and M. D. Ilić 
[30] 

Reducing the quantity of PMUs utilising 
anInfo-theoretic approach 

 

Mutual 
information 

PMU outage, standard 
measurement 

 

ZIN was not considered Modelling the 
improbabilities in the 
network states 

A. Bashian, M. 
Assili, A. Anvari-
Moghaddam and O. 
R. Marouzi [11] 

Reducing the quantity of PMUs needed for 
a total observable network and increasing 
measurements redundancy. A 
topologically observable rule of zero-
injection nodes is also presented 

Binary 
imperialistic 
completion 
algorithm 

PMU outage, branch 
loss, measurements 
redundancy,  

Cost considering ZIN was 
ignored 

Quick integration, less 
deviance, competence of 
locating global optimal and 
zero standard deviation 

S. Li and Z. Meng 
[37] 

Artificial bee colony technique is 
implemented to attain least Quantity of 
PMUs to achieve total observability of the 
power network, a fitting measurement 
redundancy 

Artificial bee 
colony 

One branch loss and 
Zero-injection nodes 

The technique in this study 
was only tested on small 
scale network 

Viability and performance 
of the technique validated 
by comparison of the 
simulation outcomes with 
the related previous 
research 
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modified from zero to one or one to zero, thereby putting or 

eliminating the PMU on the appropriate node. Once all the 

offspring have been generated, the current population and the 

created offspring are categorized based on the decreasing order of 

the objective function provided, and a tournament selection is 

carried out to determine the new generation. Again, a difference is 

made based on the size on the problem, the top 10 chromosomes 

are chosen to utilize the tournament selection scheme and inserted 

directly into the current generation. The suggested approach is 

implemented to find a solution to the problem by taking 

consideration of these cases: Normal operation; and Case 

considering Zero Injection (ZIN) 

4.1. Normal operation 

In this case, the solution for the optimal PMU placement 

problem is obtained by ignoring ZIN. 

Table 3: Normal operation 

 
IEEE14 

IEEE 

30 
NG 28 NG 52 

Number 

of PMU 
4 10 11 17 

PMU 

location 

Bus 

number 

2, 6,7, 9 

1, 5, 8, 

11, 12, 

19, 23, 

26, 29 

1, 3, 4, 12, 

13, 17, 20, 

21, 23, 24, 

27 

3, 4, 6, 8, 10, 

16, 19, 24, 26, 

27, 32, 35, 39, 

41, 42, 46, 51 

Table 3 shows PMU placement result for the IEEE 14, IEEE 

30, Nigeria bus 28 and 52 considering normal arrangement of the 

bus. 

4.2. Case considering ZIN 

In this case, the solution for the optimal PMU placement 

problem is obtained by considering ZIN. 

Table 4:  Locations of the ZINs 

Bus  Zero Injection location 

IEEE-14 7 

IEEE-30 6, 9, 22, 25, 27,28 

NG-28 11 

NG-52 - 

Table 4 shows the location of the zero-injection node for each 

bus considered. 

Table 5: Considering Zero Injection Node 

 IEEE14 IEEE 30 NG 28 NG 52 

Number 

of PMU 
3 7 10 N/A 

 

Bus PMU 

location 

2, 6, 9 

1, 2, 10, 

12, 19, 23, 

27 

1, 3, 4,12, 

17, 20, 21, 

23, 24, 27 

N/A 

 

Table 5 shows PMU placement results for the IEEE 14, IEEE 

30, Nigeria bus 28, and 52 considering zero injection node. When 

a zero-injection node is considered, the number of PMUs needed 

to observe a system is reduced because that particular bus is 

merged with a connecting node. 

Table 6: System of Redundancy Index (SORI) 

Bus GA ILP [54] IQP [55] 

IEEE14 NPMU: 4 

SORI: 19 

NPMU: 4 

SORI: 19 

NPMU: 4 

SORI: 19 

IEEE 30 NPMU: 10 

SORI: 52 

NPMU: 10 

SORI: 50 

NPMU: 10 

SORI: 50 

NG 28 NPMU: 11 

SORI: 46 

N/A N/A 

NG 52 NPMU: 17 

SORI: 71 

N/A N/A 

Table 6 shows a benchmark with previous studies that utilized 

a mathematical method considering a normal operation. The result 

is favourably compared with the previous work carried out on 

IEEE 14 and IEEE 30 bus system. However, the result obtained in 

this study is superior to the mathematical methods since it gives 

the same number of PMU and a higher quality of SORI. Based on 

this fact, Genetic Algorithm is recommended and is adequately fit 

heuristic technique for PMU placement which improved resilience 

of the system and enhanced its reliability. 

5. Conclusion 

The problem of placing PMU optimally was solved using GA 

heuristic technique and the quality of the result was compared to 

results of previous research, from the comparison as shown in the 

result, it can be observed that the system of redundancy index for 

the heuristic algorithm used did better than the mathematical 

programming method when implemented on the IEEE 30 bus 

system, and achieved the same quality for the IEEE 14 bus system. 

Methods such as conventional and heuristic techniques, exist to 

solve the optimal placement problems; this study presented a 

thorough review study on both techniques. Stabilisation and 

control of Optimal PMU Placement (OPP) have become a power 

network necessity. We covered a magnificent set of techniques in 

this study. This would give researchers a structure for classifying 

these methods and choosing the appropriate solution prior to 

applying for PMU placement.  Analysis of optimisation techniques 

in this research shows that minimising the OPP would be a 

framework and help identify optimisation conditions for 

projections in time to come. 
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 Human emotional states can transform naturally and are recognizable through facial 
expressions, voices, or body movements, influenced by received stimuli. However, the 
articulation of emotions is not practicable by every individual, even when feelings of joy, 
sadness, or otherwise are experienced. Biomedically, emotions affect brain wave activities, 
as the continuously functioning brain cells communicate through electrical pulsations. 
Therefore, an electroencephalogram (EEG) is used to capture input from brain signals, study 
impulses, and determine the human mood. The examination generally included observing a 
person's frame of mind in response to a given stimulus where the immediate results were 
inconclusive. In this study, the associated classifications were normal, focused, sad, and 
shocked. The raw brainwave data from 50 subjects were recorded by employing a single-
channel EEG called the Neurosky Mindwave. Meanwhile, the assessments were performed 
while the candidates’ minds were stimulated by listening to music, watching videos, or 
reading books. The Fast Fourier Transform (FFT) method was utilized for feature extractions, 
along with the K-nearest neighbours (K-NN) for classifying brain impulses. The parameter k 
had a value of 15, and the average classification accuracy was 83.33%, while the highest 
accuracy for the focused emotional state was 93.33%. The Neurosky Mindwave in conjunction 
with the FFT and KNN techniques is potential analytical solutions to facilitate the enhanced 
identification of human emotional conditions. 
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1. Introduction  

The signal of the brainwaves has specific traits and 
characteristics of the person. The brainwaves cannot be imitated 
or interpreted by individuals so that there is no chance of 
resemblance. Identity recognition is essential to identify the 
features of the person [1].  

Identity development is done using biometric technology, 
which aims at personality-implantation through the use of parts of 
the body or social behavior—application of Identity Recognition 
using Biometrics Technology for self-recognition by using parts 
of the body or human behavior [2-6]. In [7], the author has 
presented machine-learning algorithms to categorize EEG 
dynamics according to subject self-reported emotional states 

during music listening. Support Vector Machine was employed to 
classify four emotional states and obtained an accuracy of 82.29% 
across 26 subjects. Vanitha [8] has used Hilbert-Huang Transform 
(HHT) to remove artifacts and relevant time-frequency features 
from the EEG signal, and the extracted features are manipulated 
to detect stress levels using Support Vector Machine (SVM) 
Classifier on real-time stress detection. 

EEG is used as a diagnostic tool by medicine. In comparison, 
a broader application of the EEG is to analyze a person's mental 
state, thought patterns, or emotional state [9]. The EEG signal's 
visual observation is real, given the very low amplitude of the 
EEG signal, and the pattern is very complex. In addition, EEG 
signals are strongly influenced by various variables, including 
emotional conditions, health, respondent activity, environment, 
electrical disturbances from other organs, and external stimuli. 
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[10]. Conducting the introduction of the EEG signal requires a 
pattern of brain activity that is prominent and constant. This 
pattern emerged due to specific stimulation from volunteers. EEG 
signals are shown to provide more insight into the subject's 
emotional processes and responses. The recorded EEG signals 
will get the waveform, the duration, the orientation of the signal, 
and the signal rhythm. [11, 12]. 

The EEG signal pattern data's shape and position are not yet 
known because the signal pattern and response speed response of 
each individual's brain to the received stimuli are different [13]. 
Therefore, we need a signal processing method EEG that can 
pattern specific brain activity [14].  

In this study, the Fast Fourier Transform (FFT) based 
spectrum analysis method converts the EEG signal from the time 
domain to frequency domain. The FFT results were classified by 
K-Nearest Neighbor (KNN) as a training data set to characterize 
the brain wave output from the EEG as a material for analyzing 
differences in brain waves in each emotional state studied. 

2. Data Acquisition  

2.1. Neurosky Mindwave Mobile 

Neurosky Mindwave Mobile is a brain-computer interface 
(BCI) device that can be used wirelessly and connected to several 
devices such as computers and smartphones via Bluetooth 
connection to collect input from the human brain wave activity 
[15].  

 
Figure 1: Neurosky Mindwave Mobile and electrode’s position 

Mindwave provided single-channel EEG in the form of an 
electrode and placed in the forehead or Fp1 position to measure 
the brain's electrical voltage and ear-clip on the left ear or A1 
position as ground. With Neurosky's ThinkGear and eSense 
technologies, connected devices can receive a real-time visual 
representation of brain waves generated from the electrodes [16, 
17]. 

2.2. Subjects 

In this study, EEG data were recorded from 50 subjects aged 
around 20 - 22 years old who were in healthy condition. All of the 
subjects were undergraduate students and were informed about 
the purpose of this experiment. 

2.3. Stimuli 

The use of appropriate stimuli is needed to get better brain 
wave recording results where a psychologist has validated the 

stimulus used for this study. Respondents were given stimuli in 
the form of listening to music, watching videos, and mathematical 
calculations to influence brain wave activity in the subject to 
produce an emotional condition that was following the object to 
be studied [18, 19].  

2.4. Procedure of Data Collecting 

Before starting data collection, make sure that the respondent 
is in good health.  The data collection process is carried out in a 
quiet and calm place to make subjects feel comfortable and reduce 
disturbances affecting data collection. We use the computer 
laboratory at Ahmad Dahlan University for this research. 

 
Figure 2: Illustration of the data collecting process   

Data collection will be needed as much as 200 data with 50 
respondents and carried out four times with a span of at least two 
days. The recording time for data collection is 7 minutes. When 
the recording begins, the respondent will be given a stimulus in 
instrumental music, video, and math questions [20].  

3. Methods 

3.1. Fast Fourier Transform (FFT)  

FFT is applied in various fields,from digital signal processing 
and solving partial differential equations to algorithms to 
multiplicate integers in large numbers. FFT is an algorithm for 
calculating discrete Fourier transforms (DFT) quickly and 
efficiently. Because many signals in a communication system are 
continuous in the time domain, we use the Fourier transform to 
represent the frequency domain [21]. 

 
Figure 3: Time-domain signal and frequency domain of EEG signals 

FFT is a reliable method for signal processing in the form of a 
sine wave as EEG signals, and it was proven in previous studies 
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related to real-time applications because of superior speed 
compared to other available methods. However, it is not suitable 
for the analysis of short EEG signals [22]. The FFT formula is 
defined in (1). 

dts(t)eS(f)
~

~

πftj∫
−

−= 2
  (1) 

FFT algorithm is used to reduce the complex transformations 
performed by DFT. For comparison, when using DFT, then the 
transformation complexity is N2. Meanwhile, with the FFT 
algorithm and faster transformation times, the complexity of the 
transformation is too decreased to (N) log (N).  

3.2. K-nearest neighbor 

K-Nearest Neighbor is a method for classifying objects based 
on training data closest to the object. The data is then presented 
with a distance measure to be processed into a mathematical 
calculation. In this classification, the calculation is done by using 
Euclidean Distance. The training data with the closest distance are 
said to be neighbors and then sorted from the closest distance to 
the farthest distance. Each neighbor is different from one another 
or the like. Similar neighbors with the largest number among k 
neighbors correspond to the object being classified [23]. To find 
the neighbor, it uses distance metrics like euclidean distance as 
given in equation (2) . 
 

∑ = −= N
k kykxyxD 1

2)(),(   (2) 

 
where D (x, y) is the distance between x and y facilities, xk-yk is 
the x and y coordinates of  variable k  (k = 1,3,5,… n). The value 
of k must be an odd number, and the number of training data is 
even to avoid ambiguity. This value is necessary to facilitate the 
achievement of classification results from the number of closest 
neighbors. When there is a class with the most neighbors, the test 
data will get that class result [24]. 

3.3. Hardware Design 

The block diagram above shows that Neurosky Mindwave 
Mobile is a major component in this hardware system. Neurosky 
captures input from brain waves via electrodes attached to the FP1 
area of the respondent's head and sends an EEG signal via a 
Bluetooth connection, which acts as a communication protocol 
between Mindwave and PC / Laptop. 

 
Figure 4: Hardware system diagram 

3.4.  Software Design 

The block diagram above explains that when raw EEG data 
is obtained from recording brain waves using Neurosky 
Mindwave on respondents who have been given a stimulus.  Raw 

data taken in the signal pre-processing stage is cut 2 seconds early 
to minimize noise at the beginning of the recording, due to 
external interference such as a Bluetooth connection between the 
recording device and the application, or due to the imperfect 
installation of the device on the respondent's head. The next stage 
of feature extraction is carried out using the FFT algorithm to 
convert the EEG signal in the time domain into the frequency 
domain and extract all important frequency components from the 
EEG signal such as Delta waves (0.1 - 3 Hz), Theta (4 - 7 Hz.), 
Alfa (8 - 12 Hz), Beta (12 - 30 Hz), and Gamma (30 - 100 Hz) 
[25]. From the results of feature extraction, a huge amount of data 
is obtained, and data simplification must be done by not including 
data that is below the average value so that the classification 
results are more accurate for each emotion. Furthermore, 
grouping training data and test data are carried out using the KNN 
classification method in mathematical calculations with the 
Euclidean formula to calculate the closest distance to the results 
of the FFT feature extraction. The final step is to determine the 
accuracy of the KNN classification results on waves using the 
Confusion Matrix. 

 
Figure 5: System design diagram 

4. Result 

In this research, several experimental stages were carried out. 
The first step is signal pre-processing to reduce noise in raw data, 
then feature extraction to change the form of RAW data from 
brain waves to the FFT spectrum. Second, monitoring the FFT 
results in each emotional state, followed by taking all the highest 
data from the FFT spectrum with a range of 0.2 Hz. Finally, KNN 
is used to classify emotions (normal, focused, sad, and shocked) 
and calculate accuracy using a confusion matrix. 

4.1. Feature Extraction of Raw Data  

As previously explained, FFT feature extraction with a  
sampling frequency of 512 Hz is used to convert the time domain 
signal from raw data to the frequency domain. We use 
MATLAB2016b software to do this process. The results of 
running the program can be seen in Figure 6 below. 

The picture above shows the feature extraction program 
results, which produces two different forms of signal output with 
the same raw data input from subjects who have been given a 
stimulus in the form of listening to instrumental music. It can be 
seen that the signal in the time domain has data along with 
2.13x105 ms with the highest amplitude of 631, which is in the 
range of 1.32x105 ms, while the signal in the frequency domain 
has data with a range of 0 - 50 Hz where the highest amplitude 
value is at a frequency of 2.26 Hz. These results will show a 
different value for each respondent due to different human brain 
wave activity against the given stimulus. 

ftje π2−
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Figure 6: Feature extraction result of raw data 

4.2. FFT Spectrum Comparison  

In this stage, a comparison of four signal combinations 
resulted from FFT feature extraction that represented the subject's 
emotional condition. The results of running programs are shown 
in Figure 7. 

 
Figure 7: FFT spectrum of all emotional state 

It can be seen that the spectrum of the FFT signal in four 
emotional states, namely Normal, Focus, Sad, and Shocked. 
When the spectrum is observed, there is a significant difference 
from the shape of the spectrum wherein the Focused and Normal 
emotional state, the difference in the form of the spectrum is very 
recognizable compared to the Sad and Shocked emotional states. 

 
Figure 8: The average value of amplitude in the FFT spectrum 

Then the amplitude value is compared to prove the truth of 
the observations. However, each spectrum with a frequency range 
of 0 - 50 Hz produces hundreds of thousands of data so that only 
the average value from data will be taken. Normal emotions get 
an average score of 0.2386, Focus 0.8904, Sad 0.3625, and 
Shocked 0.3044. Figure 8 shows the average value of the FFT 
spectrum. 

From a comparison of the average values on each FFT 
spectrum, focus emotional state has the highest amplitude and 
lowest for Normal emotions, between Sad and Shocked emotions 
there is a small difference in the average results so that it can be 
proven the truth of observation result on the FFT spectrum. 

4.3. Collecting Data Based on Spectrum Peaks 

A reduction process is carried out at this stage at a frequency 
of 50 Hz to 10 Hz because the fluctuation of data values in the 
FFT spectrum always occurs at frequency range 0-10 Hz. Figures 
9 to 12 show the results of the reduction process. 

 
Figure 9: FFT Spectrum of Normal emotion 

 
Figure 10: FFT spectrum of Focus emotion 

The Values at the highest peaks of the marked frequency 
spectrum will be collected from the figure above. The frequency 
in the range 0 - 10 Hz produces 40 data by looking for the highest 
peak value every 0.2 Hz. Then, from 40 data, each 10 data's 
average value will be sought to produce four average values used 
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as material for the classification process. The results of the 
average value are shown in table 1. 

 
Figure 11: FFT spectrum of Shocked emotion 

Table 1: Frequency average value 

Focus Normal Sad Shocked 

8.891733187 1.908573527 4.199081623 3.059306615 

3.371044125 1.2510798 2.052021058 1.633249441 

2.851979474 1.124556395 1.583934658 1.250179144 

2.597699756 1.202698894 1.554512291 1.136366638 

If the reduction process is not carried out in the FFT 
spectrum, then based on the previous discussion (4.2), it is 
explained that the frequency in the range 50 Hz produces 
hundreds of thousands of EEG data and a minimum average 
value, which can complicate the classification process. We get 
between the results of previous observations and the current 
calculations to get very similar results from this process. It can be 
proven that the results of recording brain waves with the stimulus 
used to produce good data quality. 

 
Figure 12: Average value of FFT based on spectrum peaks 

4.4. KNN Classifier 

In this process, 50 respondents studied and recorded brain 
waves four times obtained 200 data with 140 training data and 60 

testing data. The KNN classification is then carried out to 
determine the results of the subject's actual emotional state from 
the 60-testing data.  

 
Figure 13: FFT spectrum of Sad emotion 

 
Figure 14: Visualization of KNN classification    

The KNN classification results run through MATLAB2016b 
are displayed in a scatter chart and the coordinate points. It can be 
seen that each color at the coordinate point is a representation of 
the emotional condition of the subject, which forms a group based 
on the value obtained from 60 testing data. If observed, there are 
several color points whose coordinate values are closer to other 
neighboring groups. This indicates a change in the status of the 
color point. more clear results are shown in Table 2 below 

Table 2: Result of KNN Classifier 

 Match Error Match Error Match Error 
k Values 7 15 23 
Normal 11 4 13 2 13 2 

Focus 13 2 14 1 12 3 

Sad 9 6 12 3 11 4 

Shocked 12 3 11 4 12 3 

Total  45 15 50 10 48 12 

The table above shows that the KNN classification results using 
the k = 15 value are the best choice among k = 7 or k = 23. Sixty 
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test data produces 50 data that corresponds to the original 
emotional state status, and 10 data does not match. Then perform 
accuracy testing using the confusion matrix as in table 3 below. 

Table 3: Accuracy result using confusion matrix 

 Accuracy 
k Values 7 15 23 
Normal 73.33% 86.66% 86.66% 

Focus 86.66% 93.33% 80.00% 

Sad 60.00% 80.00% 73.33% 

Shocked 80.00% 73.33% 80.00% 

Average 74.99% 83.33% 79.99% 
 

From the table above, the highest average accuracy is 
obtained from the results of the KNN classification using a value 
of k = 15 with a result of 83.33%, where the accuracy value of the 
focused emotional state gets the highest result of 93.33%, 
followed by a normal emotional state of 86.66%, 80% sad 
emotional state, and shocked get the lowest accuracy of 73.33%. 
Differences in accuracy results using the right stimulus 
dramatically affects the accuracy obtained. Regulations about sad 
emotions and focus are needed to help improve the accuracy of 
the results obtained. 

5. Conclusion 

This study aims to identify human emotions towards a given 
stimulus by applying the FFT method as feature extraction from 
the raw data generated by recording brain waves using the 
Neurosky Minwave mobile with the KNN method using the 
variable k = 15 to classify the FFT spectrum. Accuracy in each 
emotional state studied was performed using a confusion matrix 
where the best accuracy was obtained for Focus emotions as much 
as 93.33%, followed by Normal emotions 86.66%, Sad 80%, and 
Shocked getting the lowest accuracy results of 73.33%. The 
results of the average accuracy in the classification of brain waves 
were 83.33%. This research found that FFT and KNN can be used 
as alternatives in the EEG signal analysis method.  

Acknowledgment 

The research is funded by Ministry of Research and Technology / 
National Agency for Research and Innovation Fundamental 
Research with contract number: 1627.9/LL5/PG/2020 

References 

[1] A. Yudhana, S. Mukhopadhyay, I.R. Karas, A. Azhari, M.M. Mardhia, S.A. 
Akbar, A. Muslim, F.I. Ammatulloh, “Recognizing Human Emotion patterns 
by applying Fast Fourier Transform based on Brainwave Features,” 
Proceedings - 1st International Conference on Informatics, Multimedia, 
Cyber and Information System, ICIMCIS 2019, 249–254, 2019, 
doi:10.1109/ICIMCIS48181.2019.8985227. This paper is an extension of 
work originally presented in International Conference on Informatics, 
Multimedia, Cyber and Information System (ICIMCIS). 

[2] I. Jayarathne, M. Cohen, S. Amarakeerthi, “BrainID: Development of an 
EEG-based biometric authentication system,” 7th IEEE Annual Information 
Technology, Electronics and Mobile Communication Conference, IEEE 
IEMCON 2016, (October), 2016, doi:10.1109/IEMCON.2016.7746325. 

[3] Z. Pang, J. Li, H. Ji, M. Li, “A new approach for EEG feature extraction for 
detecting error-related potentials,” 2016 Progress in Electromagnetics 
Research Symposium, PIERS 2016 - Proceedings, 3595–3597, 2016, 
doi:10.1109/PIERS.2016.7735380. 

[4] B. Trowbridge, C. Rodriguez, J. Prine, M. Holzemer, J. McCormack, and R. 
Integlia, “Gaming, fitness, and relaxation,” in Games Entertainment Media 
Conference (GEM), 2015 IEEE, 1–4, 2015.  

[5] D. Bright, A. Nair, D. Salvekar, S. Bhisikar, “EEG-based brain controlled 
prosthetic arm,” Conference on Advances in Signal Processing, CASP 2016, 
479–483, 2016, doi:10.1109/CASP.2016.7746219. 

[6] A. Yudhana, Sunardi, Priyatno, “Development of Door Safety Fingerprint 
Verification using Neural Network,” Journal of Physics: Conference Series, 
1373(1), 2019, doi:10.1088/1742-6596/1373/1/012053. 

[7] Y.P. Lin, C.H. Wang, T.P. Jung, T.L. Wu, S.K. Jeng, J.R. Duann, J.H. Chen, 
“EEG-based emotion recognition in music listening,” IEEE Transactions on 
Biomedical Engineering, 57(7), 1798–1806, 2010, 
doi:10.1109/TBME.2010.2048568. 

[8] V. Vanitha, P. Krishnan, “Real time stress detection system based on EEG 
signals,” Biomedical Research (India), 2016(Special Issue 2), S271–S275, 
2016. 

[9] S. Al Irfan, A. Yudhana, S.C. Mukhopadhyay, I.R. Karas, D.E. Wati, I. 
Puspitasari, “Wireless Communication System for Monitoring Heart Rate in 
the Detection and Intervention of Emotional Regulation,” Proceedings - 1st 
International Conference on Informatics, Multimedia, Cyber and 
Information System, ICIMCIS 2019, 243–248, 2019, 
doi:10.1109/ICIMCIS48181.2019.8985210. 

[10] P.D. Purnamasari, P. Yustiana, A.A. Putri Ratna, D. Sudiana, “Mobile EEG 
Based Drowsiness Detection using K-Nearest Neighbor,” 2019 IEEE 10th 
International Conference on Awareness Science and Technology, ICAST 
2019 - Proceedings, (June), 1–5, 2019, doi:10.1109/ICAwST.2019.8923161. 

[11] M. Soleymani, S. Asghari-Esfeden, Y. Fu, M. Pantic, “Analysis of EEG 
Signals and Facial Expressions for Continuous Emotion Detection,” IEEE 
Transactions on Affective Computing, 7(1), 17–28, 2016, 
doi:10.1109/TAFFC.2015.2436926. 

[12] V. Starcevic, D. Berle, K. Viswasam, A. Hannan, D. Milicevic, V. 
Brakoulias, E. Dale, “Specificity of the Relationships Between Dysphoria 
and Related Constructs in an Outpatient Sample,” Psychiatric Quarterly, 
86(4), 459–469, 2015, doi:10.1007/s11126-015-9344-8. 

[13] D. Nie, X.W. Wang, L.C. Shi, B.L. Lu, “EEG-based emotion recognition 
during watching movies,” 2011 5th International IEEE/EMBS Conference 
on Neural Engineering, NER 2011, 667–670, 2011, 
doi:10.1109/NER.2011.5910636. 

[14] R.A. Surya, A. Fadlil, A. Yudhana, “Identification of Pekalongan Batik 
Images Using Backpropagation Method,” Journal of Physics: Conference 
Series, 1373(1), 2019, doi:10.1088/1742-6596/1373/1/012049. 

[15] E.C. Djamal, M.Y. Abdullah, F. Renaldi, “Brain computer interface game 
controlling using fast fourier transform and learning vector quantization,” 
Journal of Telecommunication, Electronic and Computer Engineering, 9(2–
5), 71–74, 2017. 

[16] S. Sengupta, S. Biswas, S. Nag, S. Sanyal, A. Banerjee, R. Sengupta, D. 
Ghosh, “Emotion specification from musical stimuli: An EEG study with 
AFA and DFA,” 2017 4th International Conference on Signal Processing and 
Integrated Networks, SPIN 2017, 596–600, 2017, 
doi:10.1109/SPIN.2017.8050019. 

[17] A. Azhari, L. Hernandez, “Brainwaves feature classification by applying K-
means clustering using single-sensor EEG,” International Journal of 
Advances in Intelligent Informatics, 2(3), 167–173, 2016, 
doi:10.26555/ijain.v2i3.86.  

[18] R. Das, E. Maiorana, P. Campisi, “EEG Biometrics Using Visual Stimuli: A 
Longitudinal Study,” IEEE Signal Processing Letters, 23(3), 341–345, 2016, 
doi:10.1109/LSP.2016.2516043. 

[19] N. Masood, H. Farooq, “Investigating EEG patterns for dual-stimuli induced 
human fear emotional state,” Sensors (Switzerland), 19(3), 1–23, 2019, 
doi:10.3390/s19030522. 

[20] E.C. Djamal, D.P. Pangestu, D.A. Dewi, “EEG-Based Recognition of 
Attention State Using Wavelet and Support Vector Machine,” 2016 
International Seminar on Intelligent Technology and Its Applications 
(ISITIA), 139–144, 2016, doi: 10.1109/ISITIA.2016.7828648. 

[21] C.S. Huang, C.L. Lin, L.W. Ko, S.Y. Liu, T.P. Su, C.T. Lin, “Knowledge-
based identification of sleep stages based on two forehead 
electroencephalogram channels,” Frontiers in Neuroscience, 8(SEP), 1–12, 
2014, doi:10.3389/fnins.2014.00263. 

[22] R. Jaswal, “Brain Wave Classification and Feature Extraction of EEG Signal 
by Using FFT on Lab View,” International Research Journal of Engineering 
and Technology, 1208–1212, 2016. 

[23] A.E. Putra, C. Atmaji, F. Ghaleb, “EEG-Based Emotion Classification Using 
Wavelet Decomposition and K-Nearest Neighbor,” Proceedings - 2018 4th 
International Conference on Science and Technology, ICST 2018, 1, 1–4, 
2018, doi:10.1109/ICSTC.2018.8528652. 

http://www.astesj.com/


A. Yudhana et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1082-1088 (2020) 

www.astesj.com     1088 

[24] S. Shukla, R. Chaurasiya, Emotion Analysis Through EEG and Peripheral 
Physiological Signals Using KNN Classifier, Proceedings of the 
International Conference on ISMAC in Computational Vision and Bio-
Engineering 2018 (ISMAC-CVB), 2019, doi:10.1007/978-3-030-00665-11  

[25] B. Senzio-Savino, M.R. Alsharif, C.E. Gutierrez, K. Yamashita, 
“Synchronous emotion pattern recognition with a virtual training 
environment,” Proceedings of the 2015 International Conference on 
Artificial Intelligence, ICAI 2015 – WORLDCOMP, 650–654, 2019. 
 

http://www.astesj.com/


 

www.astesj.com   1089 

 

 

 

 
5G, Vehicle to Everything Communication: Opportunities, Constraints and Future Directions 

Boughanja Manale*, Tomader Mazri 

Advanced Systems Engineering, Electrical Engineering, Networks and Telecommunications System, Ibn Tofail Science University, 
Kenitra, 14070, Morocco  

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 31 August, 2020 
Accepted: 14 November, 2020 
Online: 14 December, 2020 

 The 5G, as a new source of telecommunication infrastructure technology, has attracted many 
stakeholders to promote the progress of its standards and the development of its technology 
industry. The 5G reinforces new technologies and delivers vehicles for everything services 
(V2X) to drivers and passengers. It also offers several advantages. On the other hand, due 
to pervasive network connectivity, there are significant trust, security, and privacy issues for 
vehicles this affects the overall performance of 5G V2X. This paper provides a 
comprehensive review; and particularly; an overview of the mobile communication system 
and introduces the Next Generation (NG). additionally, the paper concentrates on the fifth-
generation structure and its use cases. The 5G-V2X as a new field of communication requires 
more attention and focus, moreover, it aims to present the problems facing this new 
technology as well, and some future directions for research have been highlighted. 
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1. Introduction 

Telecommunication changed radically in recent years, from 
traditional wired telephony oriented services to data-based services, 
from non-shrewd devices to smart handheld and versatile mobile 
computers.  

Mobile ad hoc networks (MANET) formed a network without 
infrastructure because the mobile nodes in the network 
dynamically establish a path to transmit data packets. The strength 
of this network is its rapid development, robustness, flexibility, and 
mobility. With the rapid growth of this network and the massive 
focus on data creation through mobile phones and devices. 
Previous generations become unable to manipulate this data 
because they achieve their limits. For this purpose, a fifth-
generation has been developed. The appearance of 5G has given 
several advantages to mobile involvement and some new 
technologies appear with it [1] to enhance communication between 
devices: 

• Millimeter waves 
• Small cells  
• Massive multi-input multi-output (MIMO) 
• Beamforming 
• Full-duplex.  

The 5G named also next-generation (NG), is emerging the 
network. Due to their capacity to handle large and diverse sets of 
devices, the NG is expected to bring a true wireless worldwide web 
(WWWW) which will have the ability to support massive data 
rates and a huge number of user applications and services. 
Moreover, it will reduce latency and will improve energy 
efficiency. 

The 5G aims to create a networked society, where anyone can 
view and share information anytime from anywhere [2]. It will 
bring wireless connectivity for everything that is connected. Due 
to this fact, 5G faces some issues that can be summarized as 
follows: 

• The number of connected devices has increased considerably; 
• Traffic has increased significantly; 
• Wide variety of applications with various characteristics and 

demands. 

Our goal is to provide a detailed review where we will show 
the development brought to 5G and present some use cases and 
application of 5G, especially we will discuss the relation between 
5G and V2X communication and application. This paper is an 
extension of an original work presented at the international 
conference of computer science and renewable energies (ICCSRE) 
[3]. In the previous article, we have shown that with the application 
of 5G the generation of data will increase. For that, it is essential 
to implement a dedicated storage method to manage this large 
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quantity of data. In this article, we will focus more on NG itself; 
explain the difference between 5G and prior generation, and some 
applications that allow generating this data. For this reason, our 
paper is organized as follows: In the first section, we will present 
an overview of the development of mobile networks. Then, we will 
introduce the 5G new radio access technologies in section two. We 
will provide some applications for 5G in section four. Further, in 
section five, we will introduce the 5G V2X application, and we 
will present the security issues that face the 5G V2X services. To 
address this security issue, we present some future directions for 
further studies to promote greater efforts on trust, confidence, 
assurance, and trustworthiness in 5G V2X services. Finally, we 
will conclude our paper. 

2. Overview 

So far, four generations of cellular communication systems 
have already been adopted [4]. Starting with the 1G that relies on 
an analog FM cellular system to 4G. With the huge interest in data 
creation and connected devices, the past generation achieved their 
limits. To deal with this problem the 5G has been created to solve 
the problem of the frequency spectrum cutting [5].  The 5G 
performances will develop later on with the progressive 
introduction of new technologies: use of millimeter waves, small 
cell, massive MIMO (or smart micro antennas), beamforming, and 
full-duplex [6], we will briefly explain those new advances. 

• Massive MIMO: the concept was created in [7]. The purpose 
is to permit the system to achieve higher throughput. The 
massive MIMO can provide multiple services to various 
customers simultaneously in all directions. 

• Millimetric waves: mobile wireless systems have been always 
in the band 300MHz - 3GHz. However, the spectrum becomes 
congested with the huge increase in mobile data traffic and the 
number of connected devices and the frequency band is 
coming to an end, creating a signal cutoff  [8]. The proposed 
solution was to use millimeter waves. This latter refers to the 
wave between 30 and 300 GHz, and their wavelength varies 
between 1 and 10 mm [9]. 

• Small cells: are considered to be low-power radio switching 
equipment controlled by the administrator [10]. We can 
describe a small cell as a little power base station that will be 
very nearby to the usual towers and transmit the signal without 
having any break of connection or attenuation of the signal 
bypassing all obstacles. 

• Beamforming: given the number of antennas used in 5G, the 
signal will be transmitted from the base station to the devices 
in an unmonitored manner [11]. This technique permits the 
orientating of the signal. 

• Full duplex (FD): this technique brings to the device the 
capability to Send and get the data on the identical frequency 
band. FD improves the efficiency of the network. 

 The figure 1 summarizes those advances. 

3. 5G new radio access technology 

5G wireless is conceived to provide a connected environment, 
where information can be accessed and shared anywhere and 
anytime, by anyone and deliver a wireless connection for anything. 
However, with this requirement, the 5G will face several 
challenges like the volume of traffic the large variety of 

applications, and so on. To overcome this difficult task, 5G 
wireless access demands not just new functionality, but also a 
much more spectrum and larger frequency bands. The millimeter 
waves provide a huge spectral range, wide transmission bandwidth 
for the 5G [12]. The figure 2 shows the frequency spectrum. 

 
Figure 1: 5G Advances 

 

Figure 2: The frequency spectrum of the current and NG communication system 

The past generations of cellular mobile systems were operating 
below 6 GHz frequencies, but with the implementation of the mm 
waves frequencies, much more spectrum is available and can deal 
with the huge amount of connected devices With the use of this 
principle in both 5G and Long Term Evolution (LTE), will have 
covered to have wireless access [13]. The appearance of 5G did 
not stop the evolution of LTE. LTE continues its evolution to meet 
the growing demand for 5G. This evolution is called the LTE 
evolution [14]. Figure 3 shows the LTE and 5G radio access. 

 

Figure 3: 5G radio access 

3.1. Spectrum for 5G 

Due to the lack of spectrum in the conventional mobile wireless 
band regulator started to envisage alternative approaches to 
manage the spectrum availability. For this reason, one of the major 
adjustments between the past generation of mobile communication 
and the fifth generation is the use of a higher frequency spectrum 
in the millimeter-wave interval [15]. It is about technological 
evolution and revolution, mixed to the spectrum. This approach is 
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made to make the spectrum more available with a higher frequency 
to exploit the frequency above 6 GHz and provide more bandwidth 
for mobile applications. The regulators have taken some measures 
for the proper functioning of the new generation among them:  

• Spectrum sharing: technologies that will allow wireless 
broadband applications to operate bands assigned to multiple 
sites. 

• Spectral efficiency: to minimize the bandwidth needed to 
supply a given quality of service level. 

• Advanced MIMO: for higher modulation and lower signaling 
throughput. 

• Densification: 5G communication system aims to get mobile 
customers closer to base stations, particularly by 
implementing a dense network of small cells. 

All these developments reduce the amount of spectrum 
required for a single user, which indirectly leads to a greater 
spectrum availability to serve more users with an increased Quality 
of Services (QoS).  

3.2. Use cases for 5G 

5G will need to bring solutions for a variety of equipment 
running within a completely heterogeneous environment. The new 
human-centric applications include several fields: augmented 
reality, virtual reality, and gaming. This requires an extremely 
higher flow rate and reduced delay. In other words, we can 
differentiate two segments for machine-model  communication: 

• The Massive Internet of things (MIoT): which is categorized 
by a large number of low-cost device connections, in this case, 
a small amount of data supported by each device with 
extended battery lifetime and a wide range of coverage. This 
type is used more in the field of intelligent building, transport 
logistics, and agriculture. 

• The critical internet of things (CIoT): shaped with highly 
dependable, extremely low-latency connectivity. For example, 
it can support autonomous vehicles, robotic surgery, and road 
safety.  

Unlike previous products, 5G aims to bring improved support 
for a diversity of distinct services. 5G target three sets of use cases 
with very unique features: 

• Enhanced Mobile Broadband (eMBB): This kind of use case 
is a direct extension of the conventional mobile broadband 
connection scenario based on the current mobile 
telecommunication standards. This set of boxes addresses 
broadband access everywhere, and in highly inhabited areas. 
This later provides the user with multiple services such as 
multimedia and 3D video [16].  

• Large scale machine to machine communication (mMTC): 
with high latency and stability demands. This type of use case 
mainly relates machine to machine communication (MTC). It 
enables mobile communication with vehicles, this type 
requires simultaneous broadband and high mobility capacity. 
The problem with the mMTC that requires increased 
reliability and decreased latency [17]. 

• Ultra-Reliable Low Latency Communication (URLLC): the 
development of IoT is leading to a multiplication of wireless 

attached devices carrying TCM network traffic. It is intended 
that the expected number of these devices will soon surpass. 
The goal of mMTC is to provide the ability to connect a large 
set of equipment that may occasionally send a small quantity 
of data. mMTC devices are categorized by having long battery 
life and can be deployed remotely [16].    

3.3. The key feature of 5G 
The 5G was defined by the 3rd generation partnership project 

(3GPP) as a collection of key functionalities with associated 
parameters. In addition to the technological and protocolling 
environment and architecture inherited from the 4G system. We 
can summarize those technologies as follows: 

• 3D MIMO: to ensure high performance in terms of spectral 
effectiveness. MIMO was firstly implemented in the LTE 
system was improved than the third generation [18]. The old 
system was composed of traditional antennas and composed 
of 8 to 10 elements stacked in a column, but with the evolution, 
restraint adjustments have been made and provide a 
downward tilt angle for network convergence. In this situation, 
the identical radio frequency (RF) pulses are delivered to 
everyone on the antenna. In such a manner, with the 
implementation of 3D MIMO, the signal will be 
simultaneously monitored in both the horizontal and vertical 
levels. 

• Software-Defined Air Interface (IA): the fifth generation 
intended to handle various use scenarios and a broad range of 
the spectrum with a signal AI. For this reason, a unified 
framework was defined to handle different usage scenarios. 

• User-Centric Network: to ensure the most suitable operator 
environment on the entire network, based on user 
requirements and the network conditions. Therefore, to 
provide a better user-centric experience the 5G network 
should handle a user context awareness where the network can 
serve the user more effectively when there is more 
information or expertise which means that the more 
information is loaded onto the network, the better the 
customer is served. Also, it should have the MEC 
functionality that includes traffic, security, transport isolation 
computing, and storage resources. Last and not least it should 
have a core network perspective to plan the use of the base 
stations. 

• SDN/NFV: This technology enables the management and 
coordination of various network tranches on a shared physical 
infrastructure [19]. 

4. 5G applications 
4.1. 5G and Mobile Ad Hoc Network 

Mobile Ad Hoc Network (MANET) refers to a signal type of 
cellular network that contains mobile wireless nodes for 
communication [20]. These nodes are dynamically organized in 
random and volatile topologies. The utility to use the 5G for 
wireless communication in the field of MANET is to give more 
efficiency to the network. With the implementation of the NG, the 
MANET network achieves high levels of flexibility and 
intelligence. Figure 4 illustrates an example of MANET using the 
5G connection. 
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Figure 4: An example of MANET applied in 5G 

The NG allows the connection of several devices and provides 
communication between multiple types of equipment. This 
communication can be classified into two different parts the device 
to device communication (D2D) and the vehicle for everything 
communication (V2X).  

D2D communication: also known as proximity service 
communication (ProSe). The main objective of this functionality 
is to allow mobile devices to explore the presence of any other 
close devices within a radius of 500 meters and establish direct 
communication with it. The basic D2D procedures consist of three 
main steps: 

• Device detection (ProSe discovery): detects if there are other 
devices nearby.  

• Link parameters: establish a link between the associated 
devices. 

• Data communication (ProSe communication):  send or receive 
data via a set of links. 

Figure 5 shows the D2D communication. 

 

Figure 5: Basic ProSe procedure 

V2X communication: are the exchanges between the vehicle 
and any device that may impact the vehicle, and the opposite. The 
X can for instance be on a different vehicle (V), an area of 
infrastructure (A/I), a pedestrian (P), a domicile (D), or any entity 
that communicates with the vehicle. We can summarize the cases 
of use of the vehicle with X as follows: 

• Vehicular internet: user experience similar to that provided by 
their home and network. 

• Pre-collision detection and mitigation: detect impending 
collisions and exchange relevant data from the vehicles 
involved. 

• Cooperative vehicles: V2V and V2I communication to safely 
operate vehicles such as a train of autonomous cars on a 
highway. 

• V2V information exchange: allows the vehicle to 
communicate on road to avoid any congestion. 

5. 5G and V2X  

The 5G mobile communication system will continue to emerge 
to meet unprecedented requirements beyond the capabilities of the 
past generations. The NG will not only be used for human 
interaction but also will be implemented in-vehicle 
communication. Therefore, the 5G has to support:  

• Connection density: to handle million of demands and links 
across the square kilometer. 

• Continuous latency from end to end. 

• The density of road traffic volume: several dozens of terabytes 
created each second per square km. 

• Mobility and maximum data rate. 

• Network efficiency and high network capacity. 

Continuous improvement and the increase in the number of 
applications have led to the development of new usages, in 
particular, that of connected objects. Vehicular communications or 
V2X communications allow vehicles to communicate in real-time 
with their environment to enhance road control, traffic 
performance, and energy savings. Figure 6 illustrates the different 
modes of communication, grouped under the term V2X. 

 
Figure 6: V2X communication modes 

Embedded 5G will reform the experience of users in the 
transport sector (vehicles, subways, planes, trains, etc.), in 
particular by developing internet connectivity, which will make it 
possible to create an environment connected to the vehicle. V2X 
(Vehicle to Everything) communication technology will enable 
enormous changes the almost instantaneous exchange can be 
summarized as follows: 

• Vehicle-to-vehicle (V2V): that permit inter-vehicle 
communication. 

• Vehicle to infrastructure (V2I): it another type of 
communication that allows the vehicle to communicate with 
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its surrounding like the communication between the roadside 
unit and the vehicle. 

• Vehicle to pedestrian (V2P); that permits the exchange 
between the vehicles and the pedestrian into the road. 

• Vehicle to motorcycle (V2M): Communication between 
vehicles and motorcycles to decrease the high rate of 
collisions and deaths in motorcycle crashes.  

The concept of a connected vehicle is based on sensors that 
operate in line-of-sight such as radars, cameras, or laser remote 
sensing. The 5G will play a key role in making road transport more 
efficient and safe. Indeed,  the automotive industry will require a 
more robust, stable, and low-latency network. 

5.1. 5G V2X architecture 

The structure of the fifth generation and vehicle to everything 
architecture is based on four network levels:  

• 5G Access Network; 

• Network Edge; 

• 5G Core Network; 

• Data Network.  

The 5G Access Network is composed of a Next Generation 
Radio Access Network (NG-RAN) or/and a non 3GPP access 
network, which interconnects the 5G Core Network and the User 
Equipment (UE). Figure 6 shows the 5G V2X architecture: 

 
Figure 7: 5G V2X architecture 

5.2. Security issues in 5G V2X services: problems and risks 

Even though 5G guidelines are as yet being defined it will 
confront a few difficulties the moment of its implementation. The 
new radio (NR) will require a steady improvement in security. In 
this specified situation, portable security and oversaw security 
services are one of the most escalated areas regarding 
advancement, to react to the difficulties in the field of digital 
security inborn to computerized change for the communication 

service providers and their clients. Moreover, 5G vows to reshape 
services and advance development by providing an expanded 
transfer speed, multitenant edge processing, and a few creative 
services, high-data transmission networks, and high-bandwidth 
connectivity to machine learning and artificial intelligence (AI). 
The insurance of services in 5G V2X requires ground-breaking, 
versatile, and coordinated security. The implementation of 5G 
V2X brings with it several security threats. The attack on the 
vehicle can lead to serious problems and can affect all sides of the 
security requirement 

• Attacks on availability: the attacks that focus on the 
availability of data are the riskiest in V2X communication 
since they have a real impact on the basic circumstances of 
well-being. We can find attacks such as the jamming attack 
which is a radio interference attack that can be carried out 
across any communication based on wireless technology.  

• Attack on data integrity: where the attacker intercepts the data 
circulated into the network. the attacker can launch attacks 
such as GPS spoofing or even replay attacks. 

• Attack on confidentiality: as an important security 
requirement in V2X communication and all sent data in the 
V2X should be secured.  An attack such as eavesdropping and 
location tracking are launched in the network to break through 
the V2X confidentiality 

• Attack on authenticity: Assuring authenticity consists of the 
process to verify that nodes are granted access to the network 
according to their identities using certificates and digital 
signatures. Some threats that infringed this requirement are 
certificate replication where the nodes use replicated 
certificates that were added to the blacklist. Moreover, the 
Sybil attacks where one node (the attacker node) pretends to 
be many identities in the road network. 

• Attack on the non-repudiation: Non-repudiation is concerned 
with the ID of the effective node that is performing a particular 
behavior. 

The table below shows some attacks that impact the security 
requirement: 

Table 1: Threats of security for 5G V2X 

Security 
Requirement 

Attack  External Internal 

availability Blackhole 
Grey hole  

  × 

Flooding   × 
Jamming × × 
Coalition   × 

data integrity Messages 
Alteration 

  × 

False 
messages 
injection 

  × 

Replay     
GPS Spoofing × × 

confidentiality Eavesdropping   × 
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Location 
tracking 

× × 

authenticity Certificate 
replication 

    

Sybil      
non-
repudiation 

Masquerading 
impersonation 

    

5.3. Security solutions for 5G V2X communication 

Vehicular communication experiences numerous difficulties, 
hence, guaranteeing safe communication is viewed as a 
complicated process due to the lack of safety features in both 
empowering innovations of the vehicle to everything interchanges, 
an additive safety scheme is required to secure vehicle networks. 
The fields of security for 5G V2X was not deeply discussed. In this 
section, we will try to gather the mean full strategy that has been 
implemented to secure the 5G V2X communication. In [21], they 
proposed a lightweight and protected navigation system for 
VANET. Each vehicle implements a cryptographic and digital 
signature to manage the secured correspondence process from the 
vehicle to the roadside unit (RSU). The system dealt with the 
replay attack and the man-in-the-middle attack. Another solution 
was proposed by [22], consisting of a trusted and smart forwarding 
protocol using double ciphering for data packets and implemented 
strong verification schemes to gauge the trust of the node. In [23],  
they proposed a new technique depends on a one-time Identity-
Based confirmed asymmetric gathering key consent to make 
cryptographic blend areas that oppose malicious Eavesdroppers. 
There are several types of research have proposed potential 
solutions for 5G from a machine learning (ML) perspective. In 
[24], the authors suggested a monitoring system employing a 
Support Vector Machine (SVM) learning algorithm to prevent the 
replay attack.  Also in [25] an anti-jamming methodology for 
auxiliary users to choose the correspondence channel and mobility. 
Another researcher [26], based on deciding the arrangements of 
conceivable interfacing neighboring vehicles, and design the 
boundaries reserving the joint V2V network. In [27], they have 
introduced a trusted and standard secure signature solution for 
collecting plain text for vehicle system applications. The authors 
in [28], have suggested an algorithm for VANET that delivers 
authenticate delivered messages. He gave oversight roles to some 
specified nodes referred to as verification nodes. The authors in 
[29], suggested a model framework as an IDS based on 
compartmental attacks. it addressed various attacks in VANET 
such as the black hole, wormhole, and Sybil attacks. 

6. Discussion 

This article presents the state of the art on 5G technology 
applied to transportation to make roads safer. The security of 5G 
V2X communication presents a great challenge, for this reason, a 
security layer should be added to strengthen security, and the 
communication must respect the CIA principle (confidentiality, 
integrity, and availability): 

• Confidentiality concerns the condition under which the 
vehicle user has the right to know what information is sent by 
the On-Board Unit (OBU) and for how long this information 
exists.  

• Integrity to verify that all data has been transferred.  

• Availability, to ensure that the protocols must remain 
operational even in the event of a failure, and remains fault-
tolerant and stabilize once the failure has been eliminated.  

In addition to two other aspects: privacy, this technique implies 
the preservation of the privacy of the driver and the vehicle. Also, 
the authentication which consists of ensuring that the intended 
recipient receives messages from a real sender.  

As we have already presented, many applications and solutions 
have been implemented to ensure the security of 5G V2X 
communication to preserve and maintain the security of users. We 
can summarize these in three categories: 

• Identity-Based Cryptography (IBC):  The concept of IBC is a 
cryptographic scheme very suitable for devices with limited 
computing resources. It has been presented in many articles, 
to encrypt and effectively sign the messages interchanged. 

• Behavior-Based: The concept is quite simple this solution is 
based on the behavior of the attached vehicles communicating 
in the network and the messages transmitted by the RSU. 

• Machine Learning-Based (ML): This provides threat and 
attack prediction based on suspicious network activities and 
anomaly detection. The implementation of ML enables 
automation, adaptability, and enables efficient orchestration 
and dynamic provisioning for scaled network resources 
cognition and prediction of mobility 

Last and not least the security of such a network can be done 
depending on four parameters:  

• Arrangement: shows if the model is mounted on a flat or 
cluster network. 

• Structure: specifies if the model has used structured, 
distributed, or hybrid. 

• Purpose: specify if the goal of the system is an IDS, the 
implementation of a safe route, or the protection of the 
message content. 

• Targeted attacks: specifies the attacks handled in the model. 

7. Open issues and future orientations 

Open issues and future perspectives were highlighted in this 
section. Securing the 5G V2X is a quite difficult challenge, For this 
reason, both security solutions and possible cures for identified and 
unidentified menaces rely on 5G-V2X implementation 
approaches. We can divide two approaches for 5G V2X. The first 
one the V2X is implemented with non-autonomous-5G (NA-5G), 
possible assaults on LTE-V2X are real and can leverage 5G-V2X 
capabilities. However, with the second implementation 
Autonomous-5G (A-5G), the attack window diminishes and 
safeguarding from threats can be augmented. Network deployment 
plays a critical factor in the 5G-V2X security policy decision. for 
this purpose, we have encountered the security needs at two levels 
in the 5G V2X field: 

• Secure network caching at the network edge: Storing 
commonly demanded data in the cache at the edges of storage 
is an important and effective way to decrease the delay of V2X 
operations. Yet, it is difficult to maintain the privacy of stored 
and buffered content, from which opponents can determine 
which are the relevant services for a given target. To ensure 
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network caching is secure, these key issues need to be 
resolved: knowing when and where to cache the desired data 
for a given vehicle, choosing trusted peripheral devices for 
data storage, and ensuring the confidentiality of buffered data 
when peripheral nodes are under attack. For this reason, cache 
placement could be well planned. 

• Security-enhanced network slicing:  The security and 
confidentiality of the grid segmentation have not yet gained a 
lot of attention.  Therefore, it is essential to perform both 
authentication and authorization for a specified part of a 
network.  For this reason, it is crucial to guarantee 
authentication with low latency to V2X services. 

8. Conclusion and perspectives 

Five generation and V2X services have expanded 
tremendously and have benefited our day-to-day lives. While 
providing a range of advantages to conductors and passengers on 
the road, 5G V2X's connectivity has as well raised several 
concerns about security, trust, and privacy. In this article, we have 
presented the fifth generation and its characteristics. Besides, we 
have identified the key challenges that face this new generation. 
We also briefly outlined the main issues in securing the 5G V2X 
by determining its issues of reliability, safety, and privacy. Finally, 
we brought some open issues and future orientations in this field. 
This latter should have more attention in the future our perspective 
is to build a system that will be able of securing the communication 
between the vehicle and everything basing on the 5G connection.   
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Forecasting the occurrence and development of thunderstorms near insured mobile objects,
such as aircraft carriers, oil tankers, requires the usage of appropriate single-point monitoring
systems (SPMS) of thunderstorm activity. These systems must be small and included in the
equipment of the objects. A SPMS based on EH location finder meets the requirements of small
dimensions. But the primary processing algorithms for them used to determine the location of
the radiation source lead to errors in the calculation of the bearing per atmospheric discharge.
This inevitably occurs due to the presence of an anomalous component of the magnetic field of
an arbitrarily oriented dipole. The error depends on the orientation of the equivalent dipole
of the radiation source. If the dipole moment is vertical, the error is minimal, otherwise the
direction finding error is completely determined by the horizontal projection of the equivalent
dipole and can be equal to π radians. Information of a thunderstorm activity collected by SPMS
can be used by secondary processing algorithms to identify a real location of the thunderstorm
foci. It is especially important when processing pre-storm radiation which consist of intra-
and inter-cloud discharges. Secondary processing algorithms reduce errors by analyzing the
parameters of all registered lightning discharges over a certain time interval. The proposed
algorithms divide the entire space into a set of three-dimensional cells and determine the their
grade of membership to a thundercloud or its projection. The presented methods for analyzing
the location parameters of radiation sources defined across the entire set of received signals and
ways to display them reduce the uncertainty of determining the coordinates of the thunderstorm
location. Processing of pre-thunderstorm radiation is essential for predicting the development
of thunderstorms.

1 Introduction
Predicting the occurrence and development of a thunderstorm near
the insured object requires the development of appropriate single-
point systems for monitoring thunderstorm activity. For mobile
insured objects, such as aircraft carriers, oil tankers, these systems
must be small and included in the equipment of the objects [1].
Primary processing algorithms which used to determine location of
the radiation source can lead to errors in calculation the bearing of
discharge. It inevitably occurs in a single-point monitoring systems
(SPMS). The error depends on the orientation of the equivalent
dipole of the radiation source. If the dipole moment is vertical then
the error is minimal, otherwise the direction finding error is com-
pletely determined by the horizontal projection of the equivalent
dipole and can be equal to π radians.

Information of a thunderstorm activity collected by a SPMS
can be used by secondary processing algorithms to identify a real
location of the thunderstorm foci. It is particularly critical when pro-
cessing pre-storm radiation which consist of intra- and inter-cloud
discharges. Secondary processing algorithms can reduce the uncer-
tainty of determining the coordinates of the thunderstorm location
by analyzing the location parameters of radiation sources that found
for a time interval. This approach has been announced at ”2019 Rus-
sian Open Conference on Radio Wave Propagation (RWP), Kazan,
Russia” [2] in the field of study that deals with electromagnetic
methods of lightning detection. This paper is an original extension
of this work.

Each cloud and ground lightning flash consist of many indi-
vidual physical processes. These processes can be associated with
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characteristic electric and magnetic fields. Lightning emits signif-
icant electromagnetic energy in the radio-frequency range from
below 1 Hz to near 300 MHz. This electromagnetic radiation can
be detected by lightning locating systems. Lightning data have
utility in different areas of importance meteorological service orga-
nizations. Typically, meteorological organizations use this data to
protect life and property. Commercial organizations use lightning
data to provide weather warnings, forecasts to aviation, agriculture,
energy, mass media.

There are plenty of lightning locating systems that uses different
radio-frequency ranges, for example, the very low-frequency (VLF)
range from 3 to 30 kHz, the low-frequency (LF) range from 30 to
300 kHz. Accurate lightning locating systems necessarily employ
multiple sensors. But single-point passive monitoring system are
also popular as they are inexpensive, mobile and do not require
communication. Many companies are engaged in the production of
such devices [3]–[6].

A challenging problem which arises in this domain is processing
pre-thunderstorm radiation (that is before the first lightning flash).
During the project ISTC 1822 [7] were recorded 2.5 million atmo-
spherics and less than 10% were defined as a lightning discharge,
the rest radiation were classified as pre-thunderstorm radiation. Al-
gorithms used in multiple sensors systems require registration of
the atmospherics by several sensors, it is not always possible. Oth-
erwise, single-point systems generally filtered out this data or it
processed incorrectly.

Algorithms to determine location of the radiation source uses
the magnetic direction finding (MDF) technique to calculate the
bearing of discharge. It works really well for multistation systems
especially with combination with time of arrival (TOA) technique.
But using MDF technique in SPMS leads to significant errors for
the discharges whose equivalent dipole has an orientation different
from vertical.

In general, the results of the project showed possibility of cre-
ating a new generation of passive thunderstorm detection systems
to extend their functionality. One way to overcome these problems
is not only revision of the technical characteristics of sensors, but
also development of new mathematical models and algorithms for
analyzing thunderstorm activity. The problem of identifying the
position of thunderstorm foci is practically important to forecasting
the development of thunderstorm. The registration of the cloud
radiation by a single-point lightning protection system, for the pur-
poses of forecasting thunderstorm development, can be reached by
expansion of receiving hardware dynamic range and development
of mathematical and software.

The standard model for the lightning discharge is based on
a vertical dipole that cannot adequately represent all discharges.
Modern methods of analyzing the electromagnetic radiation source
(EMRS) field allow to determine the parameters of the EMRS lo-
cation by many algorithms based on the dipole as a model of the
EMRS [1], [8]–[10]. A more correct approach is to simulate a light-
ning discharge as a arbitrarily oriented dipole and it possible by
using special a group of E − H methods that allow arbitrary orien-
tation of dipoles [11, 12]. These algorithms allow us to estimate
the position parameters of this dipole: the distance to the radiation
source and the pseudo bearing, and can be used for processing pre-
thunderstorm radiation. In this case, signals from various sources

of electromagnetic radiation are registered, the appropriate math-
ematical model of which is an arbitrarily oriented electric dipole.
Processing signals from dipoles with a predominant horizontal pro-
jection leads to uncertainty in the estimation of the bearing on the
[2, 12] discharge, which significantly reduces the quality of dipoles
location detection. One way to reduce this uncertainty is to analyze
the information received from all dipole sources.

The aim of the work is describing approach for the secondary
processing of monitoring results of thunderstorm activity in VLF
range, allowing to get plausible estimates of the location of a thun-
derstorm center based on its pre-storm radiation.

A review of the status of passive storm monitoring systems and
the demonstration of the use of lightning-position detection systems
for the passive radar of hazardous meteorological phenomena are
presented in [8]. Modern methods for analyzing the field, allowing
to determine the parameters of the EMRS, characterizing its location
and orientation are presented in the works [12].

2 Primary processing of EMRS signal

Figure 1 shows the geometry of the problem: the earth’s surface is
plane Oxy, the observation point is origin O, the polar coordinates
of the radiation source are r, ψ, θ , and the angular coordinates of
the radiation source dipole moment are ψ0, θ0.

Figure 1: Geometry of the problem

There are a dipole P0 and an imaginary dipole P1 which is the
mirror image of the dipole P0. P0 results a field (E,H) consisting
of the field (E(P0), H(P0)) of the source P0, and the reflected field
represented by the field (E(P1), H(P1)) of the P1.

The electric E and magnetic H components of the field in terms
of the Cartesian system of coordinates with origin at the observation
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point O and the Oz axis being the normal of the bounding plane
have representation [9]

Ex = Ey = Hz = 0, (1)

Ez =
1

2πε0c2r

{
p′′[cos θ sin θ sin θ0 cos(ψ − ψ0) − sin 2θ cos θ0]+

+(p′α + pα2)[3 sin θ cos θ sin θ0 cos(ψ − ψ0)]
}

=

=
w

2πε0c2r

[
p′′u + (p′α + pα2)(3u − 2v)

]
, (2)

Hx =
1

2πc2r
(sin θ cos θ0 sinψ − cos θ sin θ0 sinψ0)

(
p′′ + p′α

)
=

=
w sinϕ
2πc2r

(
p′′ + p′α

)
, (3)

Hy =
1

2πc2r
(− sin θ cos θ0 cosψ+cos θ sin θ0 cosψ0)(p′α+ p′′) =

= −
w cosϕ
2πc2r

(p′α + p′′), (4)

α =
c
r
, u = sin θ cos(φ − ψ), v =

sin(φ − ψ0)
sin(ψ − ψ0)

, (5)

tanϕ =
sin θ cos θ0 sinψ − cos θ sin θ0 sinψ0

sin θ cos θ0 cosψ − cos θ sin θ0 cosψ0
, (6)

c is speed of light in vacuum, ε0 is permittivity of vacuum.
The values of the parameters r, ϕ, u, v are measured as a re-

sult of primary processing, for each pulse signal received from a
radiation source [9]. The quality of estimating the location of an
individual source is quite low. Really, a vertical dipole (that is when
θ0 = 0) have

ϕ = ψ, sin θ = u =
1
v
.

In other cases (that is for an inclined dipole) there is an uncertainty
in determining the coordinates ψ and θ. As shown in the article in
[9] they are bounded by

arcsin u ≤ θ ≤
π

2
, (7)

ϕ − arccos u ≤ ψ ≤ ϕ + arccos u. (8)

The probability density for angles ψ and θ are

fψ(η) =
s

2ψ̂
[
s2 cos 2(ϕ − η) + sin 2(ϕ − η)

] ,
− arccos u ≤ η − ϕ ≤ arccos u, (9)

fθ(ζ) =
su cos ζ sin ζ

ψ̂
(
s2u2 − u2 + sin 2ζ

)
·
√

sin 2ζ − u2
,

arcsin u ≤ ζ ≤
π

2
. (10)

where

s =

∣∣∣∣∣1 − vu
uv

∣∣∣∣∣ , ψ̂ = arctan
(

1
s

tan arccos u
)
. (11)

It’s easy to see that for s < 1, that is for θ0 approaching the vertical,

ϕ = arg max
η:− arccos u≤η−ϕ≤arccos u

fψ(η), (12)

arcsin u = arg max
ζ:arcsin u≤ζ≤ π

2

fθ(ζ), (13)

in other words, the maximum likelihood estimates are the same
as for the vertical dipole: ψ = ϕ and θ = arcsin u; and for s ≥ 1,
that is for orientation with a significant horizontal component, poor
angular resolution is gained.

An adequate mathematical model of the pre-thunderstorm
EMRS is an inclined electric dipole with a predominance of the
horizontal component. Processing signals from dipoles with a pre-
dominant horizontal projection leads to uncertainty in the estimation
of the angle coordinates of the [2, 9] discharge, which significantly
reduces the quality of dipoles location detection.

The multipoint system of passive monitoring of thunderstorm
activity not only removes the uncertainty of location [9], but also
allows to determine the orientation of the dipole [13, 14]. Never-
theless, the improvement of forecasting methods using single-point
systems remains relevant [15, 16].

One way to reduce the uncertainty of thunderstorm location is
to analyze the information received from all dipole sources for time
T .

The purpose of secondary processing is to estimate the location
of the thunderstorm center by information about all dipoles location
parameters for time T .

3 Secondary processing of EMRS signals
from thunderstorm foci

It is known that the Cartesian coordinates x, y of the possible posi-
tion of the EMRS satisfy the condition [9]:

x cosϕ + y sinϕ = r sin θ cos(ϕ − ψ) = ru, (14)

which determines the OXY projection of the EMRS possible posi-
tions set. The coordinates of the possible location EMRS belong to
the set of solutions of the system of equations

x cosϕ + y sinϕ = ru, x2 + y2 + z2 = r2. (15)

Let S be set of all solutions of (15) system. In general, S is multiple.
Entire space divided into 4N3 cells:

C(i, j, k) =


i∆ ≤ x ≤ (i + 1)∆

(x, y, z) j∆ ≤ y ≤ ( j + 1)∆
k∆ ≤ z ≤ (k + 1)∆

 , k = 0, 1, . . . , N,

i, j = −N, −N + 1, . . . ,−1, 0, 1, . . .N. (16)

The OXY plane is divided into flat cells

C(i, j) = {(x, y) : i∆ ≤ x ≤ (i + 1)∆, ∆ ≤ y ≤ ( j + 1)∆,
i, j = −N, −N + 1, . . . ,−1, 0, 1, . . .N} , (17)

and OZ axis of the coordinate system OXYZ to be divided into
segments

C(k) = {z : k∆ ≤ z ≤ (k + 1)∆}, k = 0, 1, . . . , M.
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In the future we will use the following notation:

COXYZ(r, u, ϕ) = {(i, j, k) | C(i, j, k) ∩ S , ∅}

is set of cells in which the EMRS can be locate with a non zero
probability;

COXY (r, u, ϕ) = {(i, j) | ∃k : C[i, j, k] ∩ S , ∅}

is OXY projection of set COXYZ(r, u, ϕ);

COZ(r, u, ϕ) = {k | ∃C(i, j) : C(i, j, k) ∩ S , ∅}

is OZ projection of set COXYZ(r, u, ϕ).
For each cell containing solutions of the (15) system, we find the

probability that the EMRS belongs to this cell when some hypothe-
sis is fulfilled. In the future, we will use the found probabilities to
build a three-dimensional map of the membership level of cells that
are part of the thunderstorm center.

3.1 Hypothesis H1:
Uniform probability distribution on COXY(r, u, ϕ)

It is following from (15) that on the OXY plane, the valid points
farthest from the origin of the coordinates are (x1, y1) and (x2, y2)

x1,2 = r(u cosϕ ∓
√

1 − u2 sinϕ), (18)

y1,2 = r(u sinϕ ±
√

1 − u2 cosϕ, z1,2 = 0. (19)

The coordinates x, y for all possible ERMS positions belong to
segment [(x1, y1), (x2, y2)] ⊂ OXY between the points (x1, y1) and
(x2, y2). The all possible radiation source locations can be repre-
sented in a parametric form as the set of points:

L(r, u, ϕ) =



x(λ) = ru cosϕ+

+r(2λ − 1)
√

1 − u2 sinϕ,

y(λ) = ru sinϕ+

+r(1 − 2λ)
√

1 − u2 cosϕ,

z(λ) = 2r×
×

√
λ(1 − λ)(1 − u2)

0 ≤ λ ≤ 1


. (20)

Let

Λ =

{
0,

1
N
,

2
N
, . . . ,

N − 1
N

, 1
}
.

It is following from (20) that points (x(λ), y(λ)), λ ∈ Λ are evenly
distributed on the segment [(x1, y1), (x2, y2)], and

[(x1, y1), (x2, y2)] ⊂
⋃

(i, j)∈COXY (r,u,ϕ)

C(i, j).

If the hypothesis on uniform probability distribution on COXY (r, u, ϕ)
is accepted, there are equalities

COXYZ(r, u, ϕ) =

=

{
(i, j, k) : i =

⌊
x(λ)
∆

⌋
, j =

⌊
y(λ)
∆

,

⌋
k =

⌊
z(λ)
∆

⌋
, λ ∈ Λ

}
,

COXY (r, u, ϕ) =

{
(i, j) : i =

⌊
x(λ)
∆

⌋
, j =

⌊
y(λ)
∆

⌋
, λ ∈ Λ

}
.

Let

N(i, j, k) = card {λ ∈ Λ : (x(λ), y(λ), z(λ) ∈ C(i, j, k))} ,

N(i, j) =
∑

k∈COZ (r,u,ϕ)

N(i, j, k), .

Then, the probability of EMRS in cell C[i, j, k] is equal to

POXY (i, j, k) =
N(i, j, k)

N(i, j) · N
.

3.2 Hypothesis H2:
Uniform probability distribution on COZ(r, u, ϕ)

It follows from (15) that the set of points of all possible locations of
EMRS can be represented in a parametric form other than (20) :

L(r, u, ϕ) =


x(z) = ru cosϕ ±

√
r2(1 − u2) − z2 sinϕ,

y(z) = ru sinϕ ∓
√

r2(1 − u2) − z2 cosϕ,
z : 0 ≤ z ≤

√
r2(1 − u2)

 . (21)

Let

M =

 √
r2(1 − u2)

∆

 , Z = {0, ∆, 2∆, . . . , M · ∆} . (22)

It is following from (22) that points z ∈ Z are evenly distributed on
the segment

[0,
√

r2(1 − u2)] ⊂
⋃

k:∈COZ (r,u,ϕ)

C[k].

If the hypothesis on uniform probability distribution on COZ(r, u, ϕ)
is accepted, there are equalities

COXYZ(r, u, ϕ) =

=

{
(i, j, k) : i =

⌊
x(z)
∆

⌋
, j =

⌊
y(z)
∆
,

⌋
k =

⌊ z
∆

⌋
, z ∈ Z

}
,

COXY (r, u, ϕ) =

{
(i, j) : i =

⌊
x(z)
∆

⌋
, j =

⌊
y(z)
∆

⌋
, z ∈ Z

}
.

Let

M(i, j, k) = card {z ∈ Z : (x(z), y(z), z) ∈ C(i, j, k)} ,

M(k) =
∑

[i, j]∈COXY (r,u,ϕ)

M(i, j, k), k : k · ∆ ∈ Z,

then

POZ(i, j, k) =
M(i, j, k)
M(k) · M

.
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3.3 Hypothesis H3:
Uniform probability distribution on COXYZ(r, u, ϕ)

Since (20) and (21) give different representations of set L(r, u, ϕ),
there are also two ways to represent a set of cells with a non-zero
probability of having the EMRS:

COXYZ(r, u, ϕ) = {(i, j, k) : POXY (i, j, k) > 0} =

= {(i, j, k) : POZ(i, j, k) > 0} .

If the hypothesis on uniform probability distribution on
COXYZ(r, u, ϕ) is accepted, we have

POXYZ(i, j, k) =
1

card COXYZ(r, u, ϕ)
, (i, j, k) ∈ COXYZ(r, u, ϕ).

3.4 Three-dimensional map of the level belonging
of thunderstorm foci to space cells

So, for each cell containing solutions of the (15) system, we found
the probability that the EMRS belongs to this cell when hypothesis
H ∈ {H1, H2, H3} is fulfilled. Let us use the found probabilities to
build a three-dimensional map of the membership level of cells that
are part of the thunderstorm center when hypothesis H is fulfilled.

The set of discharges registered for the time period T is defined
as R(T ). The cell grade membership to thunderstorm of the radiation
source defined as the sum of all of radiation during this period.

gradeR(T )
H (i, j, k) =

∑
d∈R(T )

PH(i, j, k)(d)

max
(l,m,n)

∑
d∈R(T )

PH(l,m, n)(d)
. (23)

Further we demonstrate the possibility to estimate the thunderstorm
center location by (23) formula applying simulation.

4 Simulation
Let’s define two artificial thunderstorms R1(T ) and R2(T ) for mod-
eling purposes. All discharges of the thunderstorms will have the
same location R = 60 km, ∆ = 10 km, ψ = π/4, θ = π/3.

Figures 3–8 demonstrate the observation point (x = 0, y =

0, z = 0) and the thunderstorm location cell is C(i = 3, j = 3, k = 3)
(marked with a blue square). Cell color shows the cell grade mem-
bership level to the thunderstorm (see figure 2).

Figure 2: Scale of the level of belonging of a cell to a thunderstorm center

The R1(T ) emits 256 pulse signals from dipole radiation sources
with orientation ψ0 ∈ {πk/16 : k = 1, 2, . . . , 32}, θ0 ∈ {πk/8 :
k = 0, 1, . . . , 8}, that is EMRS are different incline dipoles, which
is typical for a thunderstorm center. Location parameters values
r, u, v, ϕ are calculated by (5)-(6) formulas.

Figure 3: Map of R1(T ) under hypothesis H1

Figure 4: Map of R1(T ) under hypothesis H2

Figures 3–8 demonstrate three projections of the three-
dimensional map of thunderstorm foci Rl(T ), l ∈ {1, 2} level be-
longing to space cells under hypothesis H ∈ {H1,H2,H3}

gradeR
H(T )(i, j) =

∑
k

gradeR
H(T )(i, j, k), (24)

gradeR
H(T )(i, k) =

∑
j

gradeR
H(T )(i, j, k), (25)
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gradeR
H(T )( j, k) =

∑
i

gradeR
H(T )(i, j, k). (26)

Figure 3 demonstrates the belonging of desired cell to cell with
maximum level of membership. Figure 4 demonstrates that the
desired cell does not belong to cells with maximum level of mem-
bership. Figure 5 demonstrates the belonging of desired cell to cell
with maximum level of membership.

Figure 5: Map of R1(T ) under hypothesis H3

Figures 3, 5 make it possible to identify the desired cell
C(i = 3, j = 3, k = 3). Figure 4 does not allow to identify the
desired cell at all.

Table 1 shows cells with grade membership level to the thun-
derstorm R1(T ) no less 0.9 and similar to visual analysis of the
projections hypothesis H1 and H3 found the desired cell.

Table 1: Cells with grade membership level to the thunderstorm R1(T ) no less 0.9

Hypothesis COXYZ(r, u, ϕ) ∩ {(i, j, k) : gradeR1(T )
H (i, j, k) > 0.9}

H1 {(3, 3, 3), (3, 2, 3), (4, 3, 3)}
H2 {(1, 5, 0), (1, 5, 1), (3, 3, 4), (5, 1, 0), (5, 1, 1)}
H3 {(3, 3, 3)}

But the best hypothesis is hypothesis H3, because it will allow to
identify the cell with a thunderstorm center uniquely and accurately.

The R2(T ) has the same location as R1(T ) but emits only
100 pulse signals from dipole radiation sources with orientation
ψ0 ∈ {2πk/100 : k = 1, 2, . . . , 100} , θ0 = π/2, that is EMRS are
different horizontal dipoles, which is typical for a pre-storm cen-
ter. Location parameters values r, u, v, ϕ are calculated by (5)-(6)
formulas.

Figures 6–8 demonstrate three projections of the three-
dimensional map of thunderstorm foci R2(T ) level belonging to
space cells under hypothesis H ∈ {H1,H2,H3}.

Figure 6 demonstrates that the desired cell does not belong to
cells with maximum level of membership.

Figure 6: Map of R2(T ) under hypothesis H1

Figure 7 demonstrates that the desired cell does not belong to
cells with maximum level of membership.

Figure 7: Map of R2(T ) under hypothesis H2

Figure 8 demonstrates that the desired cell belong to cells with
maximum level of membership only.
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Figure 8: Map of R2(T ) under hypothesis H3

Table 2 also shows the best hypothesis is H3. Hypotheses H1
and H2 maps do not contains the desired cell and does not allow to
unambiguously establish the location of the foci.

Table 2: Cells with grade membership level no less 0.9 to the thunderstorm R2(T )

Hypothesis COXYZ(r, u, ϕ) ∩ {(i, j, k) : gradeR2(T )
H (i, j, k) > 0.9

H1 {(3, 3, 4)}
H2 {(3, 3, 4)}
H3 {(3, 3, 3), (3, 3, 4)}

5 Conclusion
These findings provide a potential new technique to processing of
the results of thunderstorm activity monitoring in the VLF range.
The processing of all data from the SPMS during thunderstorm activ-
ity introduces a lot of uncertainty and makes it difficult to determine
the real location of the thunderstorm center. The methods of analy-
sis and visualization of the entire set of received signals presented
in this paper reduce the uncertainty in determining the coordinates
of the thunderstorm location. Processing of pre-thunderstorm radi-
ation is significantly important to forecasting the development of
thunderstorm.

The artificial single-point thunderstorm model described in the
paper is a very simple, which is very convenient for research, how-
ever, a real thunderstorm can have a more complex structure, there-

fore it is important to carry out modelling with more complex mod-
els of thunderstorms, for example, check the proposed approaches
for their ability to identification of multiple foci. This is an interest-
ing topic for future work.

In future work, investigating another hypothesis of probability
that the EMRS belongs to cell might be important.
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 The apple tree (Malus domestica) is an agricultural species of great importance in 
Morocco. Currently, it occupies about a quarter of the surface of fruit-bearing rosaceae. 
Apple tree production has evolved rapidly, stimulated by a buoyant market, a varietal range 
which is tending to diversify and a dynamic profession. The present study aims to determine 
the physico-chemical properties of soil and apple leaves in Beni Mellal-Khenifra region, 
Morocco.  Data collection was consisted to sample the soils at different depths, three 
Pearson correlation coefficients were determined: i) Correlation between organic matter 
and soil mineral elements, ii) Correlation between clay content and soil mineral elements 
and correlation between CaCO3 content and soil mineral elements. The analytical results 
of soils were compared to reference values.  The results show that there is no correlation 
between these mineral elements and the rate of CaCO3 and clay fraction. Analysis of the 
main components showed that the apple leaf contains more sodium, copper and zinc and 
less magnesium, phosphorus and potassium. The coefficient of variation (CV) of manganese 
content expressed as a percentage is significantly higher than that of the other elements, 
while the potassium content is the lowest, in particular for magnesium and sodium the 
coefficient of variation is zero. In apple orchards in the Middle Atlas, there are great 
variations in terms of yield levels, fertilizer inputs, soil richness in nutrients and their 
concentration at leaf level. These variations are due to differences in cultivation practices, 
in particular fertilization, because the relationship between apple yield and nutrient content 
at soil and leaf level is significant. 

Keywords:  
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Apple leaves 
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 Introduction  

The agricultural sector plays a key role in economic activities 
in Morocco. Likewise, it represents a strong support to the 
development of the country because it constitutes a higher 
percentage of 20% of the gross domestic product and employs 
about 40% of the active population [1, 2]. 

In Morocco, the apple tree (Malus domestica) is the species, 
which occupies the largest surface in terms of fruit rosaceae. 
Currently, orchards planted with apples total 32,000 ha, or about a 
quarter of the surface area of fruit-bearing rosaceae. Annual 
production is estimated at 560-600,000 tonnes, based on an 

average yield of around 20 T/ha [3]. However, Intensive 
agriculture and the search for new fertile land put pressure on the 
ecosystem, which in turn leads to reduced soil fertility [4, 5]. As a 
result, yields are relatively low and land productivity decreases. 
There are several types of soils in Morocco which have developed 
on different geological substrates and in various climatic, 
topographical and biotic contexts. These soils must be protected as 
a natural resource because it contains substances essential to the 
maintenance of ecosystems and human populations, such as 
essential minerals. this study is carried out in the Beni Mellal-
Khenifra region which is characterized by a variety of soils and by 
the predominance of fertile types rich in organic matter which 
allows an important agricultural activity, in particular for apple 
trees [6]. So far, interpretation of soil and leaf analyzes for 
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Moroccan apple orchards has been limited. For this reason, the 
main objective of our study is to determine the physicochemical 
properties of soil analysis and apple leaves in the Beni Mellal-
Khenifra region in Morocco. More specifically, i) Determining the 
correlation coefficients between organic matter and soil mineral 
elements, ii) Correlation between clay content and soil mineral 
elements and correlation between CaCO3 content and soil mineral 
elements. 

 
Figure 1: Geographical location and soil types in Beni Mellal-Khenifra region, 

study site [7]. 
 Materials and methods 

2.1. Presentation of the study area 

The Beni Mellal-Khenifra region is a major contributor to 
national agriculture. From field crops to local products, its 
environmental diversity allows it to have a very varied agriculture. 
Between mountains, foothills and plains, the diversity of climates 
and soils offers the Beni Mellal-Khenifra region many agricultural 
opportunities. In addition to its environmental and natural wealth, 
this region has the advantage of having significant water resources 
unlike other regions of the Kingdom. The study area is part of the 
perimeter of the Beni Mellal-Khenifra region, which is made up of 
four large distinct geographic areas, which maintain relations of 
exchange, complementarity and forms of solidarity, particularly in 
the field of agriculture and extensive farming [7]. It has a total 
surface area of 2.8 million hectares, of which 960,000 hectares of 
useful agricultural area (205,000 hectares under irrigation and 
700,000 hectares of rangelands). Moreover, the region has adopted 
a specific agricultural plan designed to remove the constraints that 
hamper agricultural development. It is a specific region, inserted 
between the Atlas Mountains and the Atlantic coastal provinces, 
with a much-contrasted physiognomy and a marked character. 
However, these contrasts, however clear-cut they may appear, 
present undeniable advantages for the implementation of mutually 
beneficial solidarity, the rich natural heritage (hydraulic and forest) 
which is highly diversified, the agricultural potential of the plain 
which is being reconverted (Beni Amir and Beni Moussa), the 

opportunities offered by mining activity, the major structuring 
projects (connecting infrastructures and agro-industrial and 
commercial platforms) and the hinge position in the national 
system [7]. 

2.2. Soil types in the area 

The soils in the region are diverse due to the nature of the 
source rocks. They are shallow, shallow, and low in humus. Their 
water reserves are sometimes limited. Moreover, the dominance of 
holm oak, a very plastic species from an ecological point of view, 
confirms this situation when the ecological atmosphere is difficult. 
The substrates are colonized by thermo-xerophilic (Aleppo pine, 
thuja and red juniper) and xerophilic (Thuriferous juniper) species 
(Figure 1). Even at altitude, the soils generally remain shallow to 
shallow, humus and humid for a fairly long period of the year, 
allowing the establishment of friendly forest species (zene oak, 
cedar and holm oak) [7]. 

2.3. Soil sample collection 

The study covered 19 observation sites (10 samples by site). 
Soil samples were taken at different depths (0-60 cm) using an 
auger on plots of apples. These samples were air dried overnight 
or longer and sieved through a 2 mm sieve to obtain a fine soil. 
The results of the soil analyzes were compared to limit values and 
reference standards. We also measured the electrical conductivity 
and pH of the main elements using the same techniques as below:           

Table 1: Analysis technique. 

Analysis Methods 
Granulometry Sieving (2 mm to 45 µm 

sieve) 
pH 1/ 2.5 pH to put 

CE 1/5 25 °C Granulometry 
Cation exchange capacity 
CEC and exchangeable 

shares 

Cationic exchange capacity 
CEC and exchangeable 

shares 
Na+ and K+ Cations Flame spectrophotometer 

Ca++ and Mg++ Cations Volumetric titration 
Chlorides Cl- MOHR method (silver 

nitrate precipitation in the 
presence of chromates) 

Sulphate SO4-- Precipitation at BaCl2 

2.4. Sampling of plant material 

The foliar analysis of the apple tree (or foliar diagnosis of the 
apple tree), is the best way to determine the quantity and the type 
of fertilizer to give to the fruit trees. Thirty samples of healthy and 
homogeneous trees were chosen (70 to 90 days after full flowering 
(stage F2)) and the samples were representative of the plot. We 
chose the woody branches representative of the vigor and the 
average growth of the tree (eliminate the greedy ones), the leaf in 
the middle of the branch with its stem. 

In total 200 sheets. The collected leaves are placed in new 
perforated plastic bags and awaiting transport to the analysis 
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laboratory; they are stored cool or cold at 4-5 ° C so that they retain 
all their characteristics. The analysis is carried out the day after 
harvest at the latest. It focuses in particular on the nitrogen content 
expressed as a percentage of dry matter (% DM). The results of 
soil analyzes were compared to values thresholds and reference 
standards specific to apple production (Table 2).  

Table 2: Reference thresholds [8]. 

 
N (% 
MS) 

P (% 
MS) 

K (% 
MS) 

Ca (% 
MS) 

Mg (% 
MS) 

 Apple  
2.2-2.4 0.22 

1.13 à 
1.75 

1.25 
 0.22 à 

0.3 
Prunes 

2.4 -3 
0.14-
0.25 

1.6 - 3 1.5 – 3 
0.3 -  
0.8 

2.5. Statistical methodology  

Statistical analysis was performed using SPSS software. 
Descriptive statistics were used and analyzes of variance and 
comparison of means were performed at a probability level of 
p<0.05. 

 Results  

3.1. Physico-chemical characteristics of the soil studied for each 
site 

The results of the particle size analysis of the studied soils are 
presented in table 3. On the samples analyzed, the texture tests did 
not reveal significant clay contents except for site 2, which showed 
values barely greater than 45%. The clay content of the studied 
soils varies between 26% and 46.57%. Under these conditions, the 
deep migration of nutrients is slow and leaching losses are low. 
According to the Texture Triangle (FAO), which is used to 
determine the textural class of soils, the study area mainly has 
loamy clay soils. Considering also that apple trees prefer healthy 
and deep loamy-clayey-loamy soils with a permeable subsoil, it 
can be assumed that the studied soils are favorable for this apple 
crop. 

Table 3: Physical constituents of the soils studied. 

Observation 
sites  Depth 

Granulometry (%) 
Clay Silt Sand 

1 20-50 35 30 35 
2 0-20 35 30 35 
3 0-20 45 25 30 
4 20-50 45 30 25 
5 30-60 26 18.77 55.23 
6 0-30 40.73 25.98 33.29 
7 30-60 39.91 26.1 33.99 
8 0-30 26.92 47.52 25.56 
9 30-60 27.13 46.69 26.18 
10 0-30 31.97 39.2 28.83 
11 30-60 32.1 38.99 28.91 
12 0-30 44.81 43.24 11.95 
13 30-60 45.02 43.45 11.53 
14 0-30 46.49 42.54 10.97 
15 30-60 46.96 41.99 11.05 

16 0-30 40.46 35.71 23.83 
17 30-60 41 35.5 23.5 
18 40-60 42.7 44.05 12.95 
19 0-40 41 43.5 15.5 

The pH is an important parameter of soil dynamics, the degree 
of acidity or basicity plays a very essential role in the absorption 
of nutrients by the plant. The average pH of the soil samples 
studied is eight, which shows that the majority of sites are basic 
with an alkaline tendency (Table 4).  

Table 4: General Statistics of different physico-chemical characteristics of the 
samples studies. 

The soils studied exhibited an organic matter content in the 
range 0.48-3%. Analysis of the elements of Iron, zinc and copper 
revealed average contents of 6.5 mg/kg, 3 mg/kg and 1 mg/kg 
respectively. For all the soils studied and sampled at different 
depths, three Pearson correlation coefficients were determined: 
one between the different soil types and CaCO3 content, the 
second between the different soil types and the percentage of 
organic matter, and the third between the different soil types and 
the clay content. The coefficients of determination obtained show 

Charact
eristics 

Min Max Me
dian 

Average Standard 
deviation 

Statis
tique 

Erreur 
std 

Statistiqu
e 

MO 0.4
8 

3 2.00 1.71 .187 0.772 

pH 8 9 8.00 8.06 .063 0.250 
CaC 
O3 

6 41 10.0
0 

12.11 1.838 8.013 

Clay 26 47 41.0
0 

38.58 1.596 6.955 

Silt 19 48 37.5
0 

36.44 2.033 8.624 

Sand 12 55 26.0
0 

26.11 2.567 10.889 

Fe 
mg/kg 

1 8 6.50 5.83 .452 1.917 

Bm 
g/kg 

0 0 0.00 0.00 0.000 0.000 

Zn 
mg/kg 

0 6 3.00 2.72 0.523 2.218 

Cu 
mg/kg 

0 1 1.00 0.65 0.119 0.493 

P2O5 
mg/kg 

2 47 5.00 10.40 2.953 11.438 

K2O 
meq/10
0g 

0 551 340.
00 

301.9
4 

38.147 157.283 

CaO 
meq/10
0g 

12 6850 138
8.00 

3217.
27 

689.23
0 

2669.376 

MgO 
meq/10
0g 

0 380 320.
00 

269.5
3 

36.272 140.479 
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that variation of soil types and their sampling at different depths 
explains 12% of the variation of clay content, 11% of CaCO3 and 
8% of the material content. In terms of physico-chemical 
characteristics, descriptive statistics are the set of methods and 
techniques that allow us to present, describe and summarize, 
numerous and varied data; they allow us to know the 
characteristics of our sample. 

 For all variables, the standard deviation is more or less low, so 
the dispersion of the measurements around the mean is narrow. 
The results are therefore consistent, except for the last three 
variables, namely the K2O, CaO and MgO content, where the 
standard deviation is very high, which shows that there is a wide 
dispersion of the results for these contents (Table 5,6 and 7). 

Table 5: Correlation between organic matter and soil mineral elements 

 
Fe 

mg/kg 

B 
mg/
kg 

Zn 
mg/
kg 

Cu 
mg/
kg 

P2O
5 

mg/
kg 

K2O 
meq/1
00g 

CaO 
meq/1
00g 

MgO 
meq/1
00g 

MO
% 

Correlatio
n Pearson 

0.40
2 

.a -
0.07

3 

0.23
9 

-
0.01

8 

0.573* 0.433 0.285 

Sig.(bilater
ale) 

0.12
3 

  0.78
8 

0.39
1 

0.95
1 

0.026 0.094 0.285 

N 16 5 16 15 14 15 16 16 
**The correlation is significant at the 0.01 level (bilateral). 
*The correlation is significant at the 0.05 level (bilateral). 
at. Calculation impossible because at least one variable is a constant 

Table 6: Correlation between clay content and soil mineral elements 

**The correlation is significant at the 0.01 level (bilateral). 
*The correlation is significant at the 0.05 level (bilateral). 
at. Calculation impossible because at least one variable is a constant. 
 

Table 7: Correlation between CaCO3 content and soil mineral elements 
 

Fe 
mg/
kg 

B 
mg/
kg 

Zn 
mg/
kg 

Cu 
mg/
kg 

P2O
5 

mg/
kg 

K2O 
meq/1
00g 

CaO 
meq/1
00g 

MgO 
meq/1
00g 

Ca  
CO
3 

Correlatio
n Pearson 

0.22
4 

.a 0.37
7 

0.37
5 

-
0.20

1 

-0.010 0.171 0.321 

Sig.(bilate
ral) 

0.37
2 

  0.12
3 

0.13
8 

0.47
3 

0.970 0.499 0.194 

N 18 6 18 17 15 17 18 18 
**The correlation is significant at the 0.01 level (bilateral). 
*The correlation is significant at the 0.05 level (bilateral). 
at. Calculation impossible because at least one variable is a constant. 
 

In order to study the relationship between the mineral element 
content and the CaCO3, MO and clay fraction, we calculated the 
Pearson correlation coefficient (Figure 2). The results show that 
there is no correlation between these mineral elements and the rate 
of CaCO3 and clay fraction. The results for the organic matter 
content show that the latter explains 57% (p<0.05) of the variation 
in K2O content. 

 
Figure 2: Principal component analysis of the physico-chemical properties of the 

soils sampled 

The ANOVA test application, to compare the average 
characteristics of 19 sites (without distinction of depths) is 
presented in the table above. It shows that in the different sites 
studied, the difference in mean is insignificant for the parameters 
pH, organic matter, CaCO3 content, clay content, B, CaO; it is also 
insignificant for the silt and sand variables, so the null hypothesis 
H0 is accepted as long as there is no difference in the means. For 
the variables Fe, Zn, Cu, P2O5, K2O, MgO the difference of the 
means is significant and, in this case, the null hypothesis H0 is 
rejected. 

3.2. Physico-chemical properties of apple leaf soil 

The differences in the average composition of the three 
varieties are shown in the table 8. The apple leaf contains more Na, 
Cu and zinc and less Mg, P and K. The coefficient of variation 
(CV) of the manganese content expressed as a percentage is much 
higher than that of the other elements, and the coefficient of 
variation (CV) of the potassium content is the lowest, especially 
for magnesium and sodium the coefficient of variation is zero 
(Figure 3). 

Table 8: Global apple leaf nutrient content statistics. 

 Average Standard 
deviation CV Min Max 

Magnesium, Mg 
(%) 0.1900 0 0 0.19 0.19 

Phosphorus, P (%) 0.2200 0.01732 7.873 0.20 0.23 

Potassium, K (%) 0.553333 0.0152753 2.761 0.5400 0.5700 

Calcium, Ca (%) 1.4333 0.25580 17.846 1.19 1.70 

Manganese, Mn 
(ppm) 24.033 6.5577 27.286 20.0 31.6 

Zinc, Zn (ppm 32.733 6.0343461 18.435 25.8000 36.8000 

Copper, Cu (ppm) 129.33 12.662 9.790 118 143 

Boron, B (ppm) 26.333 2.5482 9.677 23.4 28.0 

Sodium, Na (%) 249.00 0.000 0 249 249 

 
Fe 

mg/
kg 

B 
mg/
kg 

Zn 
mg/
kg 

Cu 
mg/
kg 

P2O
5 

mg/
kg 

K2O 
meq/1
00g 

CaO 
meq/1
00g 

MgO 
meq/1
00g 

Arg
% 

Correlati
on 

Pearson 

-
0.14

2 
.a 

-
0.10

8 

-
0.13

5 

-
0.05

4 
-0.329 0.369 -0.312 

Sig.(bilat
eral) 

0.57
5 

 0.67
1 

0.60
5 

0.85
0 0.197 0.132 0.207 

N 18 6 18 17 15 17 18 18 
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Figure 3: Phosphorus and potassium content in different apple varieties. 

The differences in the average composition of the four 
varieties are shown in the table 9 and figure 4. Apple leaf contains 
more Na, Cu and zinc and less Mg, P and K. The coefficient of 
variation (CV) of the copper content expressed as a percentage is 
significantly higher than that of other elements, and the coefficient 
of variation (CV) of boron content is the lowest. 

Table 9: Global statistics on nutrient levels in apple fruit twigs. 

 Average Standard 
Deviation CV Min Max 

Azote, N 
(%) 0.42000 0.151217 36.004 0.2100 0.560 

Magnesium, 
Mg (%) 0.612500 0.4090130 66.778 0.2500 1.100 

Phosphorus, 
P (%) 0.060000 0.0529150 88.192 0.0100 0.130 

Potassium, 
K (%) 2.4800 0.84573 34.102 1.31 3.26 

Calcium, Ca 
(%) 1.8000 1.07316 59.620 0.60 3.10 

Manganese, 
Mn (ppm) 4.5100 1.98741 44.067 2.10 6.30 

Zinc, Zn 
(ppm 11.9675 7.93202 66.280 2.60 19.70 

Copper, Cu 
(ppm) 2.2225 2.05596 92.506 1.02 5.30 

Boron, B 
(ppm) 4.9475 0.94026 19.005 4.12 6.30 

Sodium, Na 
(%) 0.2100 0.07659 36.473 0.15 0.31 

Chlorine, Cl 
(%) 0.1525 0.0377492 24.754 0.1100 0.200 

 

 

Figure 4:  Phosphorus and potassium content in different varieties of apple fruit. 
 

 Discussion 

The apple tree represents in Morocco an agricultural species 
of great importance. Growing apples requires a long period of 
vegetative rest to meet its cold needs; it also requires very specific 
conditions with regard to the various production factors, in 
particular for the soil / irrigation water combination. The main 
areas of apple plantations in Morocco are; Meknes, Midelt, 
Khenifra, Haouz Marrakech, Fes, Ouarzazate. Our study was 
carried in Beni Mellal-Khenifra region. The results of the 
granulometric analysis of the studied soils showed that the samples 
have a silty clay texture, which is often very favourable for apple 
tree cultivation. A good yield could therefore be obtained if the 
mineral elements provide the essential and important quantities for 
the good development of the crop. According to the literature 
review, the physicochemical properties of the soil play a major role 
in the yield of apples, in particular the pH [10,11]. It should be 
noted that apple trees generally prefer slightly acidic soils with a 
pH between 6.5 and 6.8 [12]. However, the soil samples analyzed 
recorded rather average alkaline pH values of up to 8.85. Despite 
the measured pH, qualified as alkaline, the yields obtained on the 
farm are very satisfactory. Indeed, even if we often talk about an 
optimal pH for a particular plant, in fact the pH does not meet a 
physiological need of the plant. It is the action of pH on the 
physical, chemical and biological properties of the soil that creates 
a more favourable environment for mineral nutrition and plant 
growth. In fact, plants are most often able to cope with a pH 
difference of up to one unit. Most plants grow very well in soil 
with a pH of 6.5 [12]. Doucet in 2006 states that agricultural 
species that grow at pH 6 most often prefer a pH of 6.5 and that all 
plants that grow in neutral soil with a pH of around 7 can tolerate 
a pH of 6.5 [13]. Regarding active limestone, apple tree fears soils 
with a high content of active limestone. This is not the case for our 
study soil with variable proportions which can sometimes be very 
high or even twice the tolerated standards. This can easily lead to 
iron deficiency. Furthermore, the more abundant the total CaCO3 
rate in the soil, the greater the risk of blocking trace elements and 
phosphorus, hence the need to take these constraints into account 
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when developing fertilization programs. For a good interpretation 
of the rate of organic matter, it is necessary to take into account the 
quantity, but also the quality of this organic matter, the ventilation, 
humidity and temperature conditions. According to the guide 
reasoned fertilization in fruit arboriculture, presented by the 
Chamber of Agriculture of Tarn-et-Garonn, the value of the 
desirable organic matter content according to a clay content> 30 % 
must be between 2.5 and 3%. However, the organic matter content 
in the present study is generally low, with contents varying 
between 0.48% and 3 %. Nevertheless, it is therefore necessary to 
add MO to the soil. As long as the OM content is high, the 
production potential of the soil is great. In addition, it will improve 
the physical properties (structure, porosity, water and air 
circulation, water retention capacity) and chemical (cation 
exchange capacity, reversible anionic bond, release of trace 
elements. by decomposition in the soil) [15]. Compared to the 
interpretation standards given by the INRA (National Institute of 
Agronomic Research) for Contribution to the establishment of 
standards of fertilization of apple trees in the Middle Atlas. 
According to Dr. Rachid Razouk (researcher, CRRA Meknes), the 
optimal levels of nutrients found in clay-loam soils (the case of the 
study) are classified as low for phosphorus, in the “sufficient” class 
for potassium and in the "high" class of Ca and Mg [16]. However, 
for K2O, the values found correspond in fact to the optimum 
intakes for a high apple yield. Internationally, experts agree that 
1.5% is the theoretical critical limit, below which fertility declines 
rapidly. It is often desirable to aim to maintain a minimum rate of 
2.5% and even 3.5 to 4% in heavy soils [13]. A similar study was 
carried out to assess the quality of agricultural soils in the 
northeastern area of the plain Tadla (Morocco).The results 
indicated that 1.12% of the study area has poor suitability for 
sustainable intensive agriculture due to their unsuitable texture and 
low salinity, while about 77% of cultivated soils are adapted to 
agricultural production [17]. According to Barakat et al, 2017 the 
diagnostic of the quality of agricultural land in Beni-Moussa, 
Tadla plain (Morocco), showed that about 1.69% (1324.38 ha) of 
studied area are classified in the clas ‘excellent suitable’, 17.14% 
(13449.81 ha) in ‘good suitable’, 75.70% (59393.30 ha) in 
‘medium suitable’ and 5.47% (4293.11 ha) in ‘poor suitable’ for 
sustainable intensive agriculture. Reading the results of the leaf 
analysis and their comparison with international standards for the 
nutrient content of apple leaves shows that for the elements 
phosphorus, calcium and magnesium, their concentration levels in 
the leaves are too satisfactory. On the other hand, the nutrient 
potassium has levels in the leaves below the desired limits 
compared to the required reference standards. A slight potassium 
deficiency is probably due to excessive nitrogen fertilization, as 
nitrogen-induced vegetative growth generates high potassium 
requirements. In general, leaf levels of N, P, K, Ca, and Mg are 
significantly correlated with their levels in the soil. However, foliar 
analysis is an effective tool for assessing the nutritional status of 
trees and for readjusting fertilizer requirements taking into account 
factors that can affect nutrient availability and root uptake. 

 Conclusion 

The soils studied and sampled at different depths (0-60 cm) 
have a clay-loam texture. They are relatively poor in organic 
matter, the content of organic matter and major elements are not 
sufficient to optimize the optimum yield of the apple tree culture. 

The study shows a correlation between apple yield and nutrient 
content in the soil and leaves. The nutrient deficiencies observed 
can be corrected by the application of fertilization and adequate 
maintenance. However, further studies are needed to fully 
understand other variables such as the nature of rootstocks, the 
varieties cultivated and the method of irrigation which strongly 
influences apple tree production and yield. A prospect may be 
distant; indeed, it would be very interesting to generalize our 
paradigm to other sectors related to apple growing. As well as 
tackling research on phytosanitary techniques in order to move 
from the conventional vision to the integrated vision. Further 
research could also focus on other crops. 
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 Despite that groundwater is an important and vital water resource, it is not well managed; 

depletion of aquifers around the world due to overexploitation is of serious concern 

especially in arid regions where the situation is much more alarming. Tafilalet plain in 

Morocco which belongs to this type of environment is certainly no exception and is viewing 

its groundwater disappearing. Artificial aquifer recharge (AAR) is found to be appropriate 

to such an urgent issue. Thus, the objective of this paper is the exploration of suitable sites 

to process Artificial aquifer recharge in Tafilalet plain by the joint use of remote sensing 

(RS), geographic information systems (GIS), and the analytic hierarchy process (AHP) 

method. For doing so, eight parameters were considered as groundwater influencing 

parameters such as slope, soil, geology, land Cover/land Use, depth to the water table, 

aquifer transmissivity, electrical conductivity and drainage density. The laters were 

integrated and processed in a GIS, their thematic layers were created, and their relative 

weights were generated by The AHP method based on their significance in recharging the 

aquifer. Afterward, thematic layers were reclassified and assigned their weights, so the GIS 

overlay tool was used for inferring artificial groundwater recharge potential regions in the 

study area. 47 % were identified as suitable while only 12 % were identified as unsuitable. 

Such studies facilitate groundwater management for stakeholders and water managers 

because important decisions may be taken in a record time which will preserve water 

resources and prevent them from being in an alarming situation. 
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1. Introduction 

Groundwater is a valuable natural resource and constitutes a 

significant freshwater reservoir as it accounts for 30 % of the 

earth’s freshwater while surface water accounts for just 0.3 % [1, 

2]. Besides, groundwater offers a multitude of benefits in different 

forms. In fact, groundwater meets the need for drinking water to 

relatively half of the world's population [3, 4] and around 38 % of 

the world's irrigated lands are supplied by groundwater [5], not to 

mention its contribution to the industry sector and its paramount 

role for the environment. Nevertheless, there is growing evidence 

that groundwater is under threat of numerous difficulties such as 

climate change impacts, contamination, pollution in addition to 

depletion [6–10]. Actually, many aquifers throughout the world 

suffer from groundwater depletion [11–17] and this situation is 

much more serious in arid regions since groundwater constitutes 

their main source of water supply. Mismanagement and namely 

over-exploitation are considered as its major cause alongside many 

other factors. In fact, rapid population growth, agricultural and 

industrial activities that require a considerable availability of water 

together with climatic conditions notably of arid environments 

consisting of high evapotranspiration rates, low precipitation, and 

low vegetation cover are placing greater pressure on limited 

aquifer resources which has led to their intensive extraction in 

many parts of the world [9, 12, 17–25]. Moreover, If this 

abstraction is greater than the natural groundwater recharge, it is 

referred to as an overdraft; so, groundwater levels will drop sharply 

over time, triggering depletion [8, 9, 14, 17, 25–30], which can 

make the situation complicated as the replenishment of the aquifers 
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to the original levels takes a lot of time [3] and it is more 

complicated in cases of fossil or compacting aquifers because of 

their irreversible and non-renewable character [14, 31]. In such a 

way, countless negative impacts and many political, social, 

environmental, and economic issues, such as conflicts, land 

subsidence, degradation of groundwater dependent ecosystems, 

deterioration of water quality, aquifers drying and obviously water 

scarcity will take place particularly in countries which are 

groundwater dependent [10, 11, 14, 23–25, 27, 28, 32–39]. 

The above situation has been a major point of concern of water 

researchers, water managers, and water decision-makers, seeing 

that in many parts of the world a lot of measures have been taken 

to properly manage their groundwater resources and to prevent the 

worsening of the situation. The implementation of monitoring 

networks to control groundwater levels, the establishment of 

groundwater laws, and the setting up of exploitation rules for 

regulating its use, in addition to the organization of awareness-

raising companies to urge on the importance of water and also 

education on water conservation are a good illustration of the 

undertaken measures [9,37,38,40,41], but even so, the decline of 

groundwater resources levels has been noticed and is still ongoing 

in many places around the globe. This is especially due to the 

violations of the established rules and the intensive mining of 

underground water notably in case of droughts. Added to that, the 

natural recharge of aquifers by streams, precipitation, rivers, pond 

seepage, reservoirs,  irrigation canals, and lakes has become 

overwhelmed by the intensity of groundwater withdrawals [25] 

and has become difficult to occur especially in urbanized areas 

[42], because the presence of impervious surfaces such as roads, 

sidewalks, driveways and parking lots has led to many 

modifications to natural processes like impeding the infiltration of 

water. Thereby, the natural recharge of aquifers has proved to be 

insufficient to fill the quantity of water coming out of the aquifers 

in many parts of the world. Given these trends, water researchers, 

water managers, and water decision-makers have been prompted 

to think about solutions and innovative scientific analyses in order 

to bring better and sound management strategies that may address 

this groundwater issue and guarantee its sustainable use. If 

decreasing discharge and regulating abstraction has not brought 

important results, then this depletion can only be alleviated by 

increasing and boosting recharge. 

Thus, artificial or managed aquifer recharge is a promising 

solution to this problem. Actually, artificial aquifer recharge 

(AAR) or managed aquifer recharge (MAR) is defined as an 

intentional human intervention arranged to enhance groundwater 

resources through processes implemented to heighten and improve 

the replenishment of depleted aquifers or depleting aquifers  [22, 

43–47]. The (AAR) has many gains and benefits, the major ones 

are the restoration of groundwater balance and the revival of the 

overexploited aquifers [11, 19, 25, 39, 48, 49], the other ones are 

enhancement and raising the water table which will cut down its 

operating costs, improving groundwater quality and prevention of 

seawater intrusion in the case of coastal aquifers [28, 46, 49, 50], 

alleviating floods adverse impacts given that during strong storms 

aquifers can be managed to play the role of a water storage 

reservoir which will mitigate the magnitude of flooding [22, 45, 

51–53], besides (AAR) can limit the loss of land covered with 

surface water storage structures and limit the loss of water by 

evaporation in dams, ponds, and other surface reservoirs by storing 

it in aquifers [12, 39]. In order to artificially recharge aquifers, 

treated wastewater, floodwater, or water pumped from another 

aquifer can be used and redirected across the land surface. So, a 

variety of ways and systems have been developed such as 

infiltration basins, canals, ponds, ditches, sprinkler systems, rills, 

and irrigation furrows where the surface water is put on and 

subsequently infiltrates into the soil and moves downward to 

recharge aquifers or simply artificial recharge can be achieved by 

injecting water directly into the aquifer through injection wells 

especially in case of confined aquifers and each of these ways is 

implemented according to specific conditions. Applying the 

(AAR) needs some criteria to be met notably, the presence of 

highly permeable geological formations allowing percolation of 

recharge water, endowed with high capacity of water storage 

(unsaturated zone thickness should be deep enough to increase the 

piezometric level) and have high transmissivity. Moreover, the 

presence of a water source ensuring volumes of water needed for 

the recharge such as dams, stormwater runoff, wastewater 

treatment station, and desalination station besides, the water 

intended for artificial groundwater recharge as well as those of 

receiving aquifer must be of good quality and meet a certain 

number of standards and also good knowledge of the climatic 

characteristics of the region is essential in (AAR) projects 

(temperature, evaporation, rainfall, frequency of floods, periods of 

drought, snowmelt, etc.). Consequently, performing the (AAR) 

requires a suitable place whose selection depends on solid 

scientific analysis. Actually, selecting optimal sites for (AAR) 

involves integrating several parameters proved to have an 

influence on the infiltration of water to aquifers. To do this, a 

combination of geospatial technologies and multi-criteria decision 

analysis (MCDA) is used in this study. 

Tafilalet plain was chosen as the study area in the present study 

as it is one of the Moroccan regions calling for urgent intervention 

and requiring important measures to be taken at all levels, 

including the environmental one; it suffers from enormous 

environmental difficulties mainly scarcity and poor water quality, 

due essentially to long periods of drought that has affected the 

region in recent years, combined to severe nature of the climate 

which makes groundwater resources the main source of water 

supply in low-flow periods. In 1967, the Hassan Addakhil dam was 

constructed in the north of Errachidia city and located at a distance 

of about 80 km from the Tafilalet plain, it was built on wadi Ziz in 

order to regulate floodwaters and, simultaneously, it serves a 

variety of goals, ranging from irrigation to water supply for 

domestic and industrial uses and remarkably it helps to establish a 

certain balance of groundwater of Tafilalet aquifer both 

quantitatively and qualitatively, but in front of considerable 

population growth and an agrarian-based economy resulting in 

increasing the number of wells notably prived ones, the 

exploitation of groundwater resources is proceeding at a very fast 

pace which has lead to their overdraft, so the implementation of 

artificial aquifer recharge in this region is essential to recover its 

overexploited groundwater. 

Thus, the prime focus of the current paper is to delineate the 

artificial groundwater recharge potential regions in Tafilalet plain 

(Morocco), using the analytic hierarchy process (AHP) method 

which is a forme of Multiple-criteria decision analysis (MCDA) 

and geospatial technologies represented here by remote sensing 

(RS) and geographic information systems (GIS). 
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Figure 1: Study area location map 

After this introduction, the following parts are organized in five 

sections, the first one is an overview of the study area, the second 

one is a presentation of the materials and definition of the methods 

used, the third one is a description of the major results, the fourth 

one is a discussion about the outcomes and the last one is a 

conclusion of the main ideas of this study. 

2. Study Area 

Tafilalet plain belongs to the pre-Saharan region located in the 

extreme southeast of the kingdom of Morocco, particularly in the 

Drâa-Tafilalet region, at an altitude of 700 to 800 m, it lies in 

between the coordinates of projection system Lambert zone 

Morocco (Zone I) X = 580000 m to X = 630000 m and Y = 50000 

m  to Y = 120000 m (Figure 1), covers an area of about 700 km², 

and the majority of its population are rural. Besides, Tafilalet plain 

is part of the quaternary basin of Tafilalet; it is an erosional 

depression arising out of the secondary and tertiary coverage 

clearing during the quaternary era, the bottom of this depression 

was, afterward, covered by the alluvium of wadis Ziz and Rheris. 

In fact, it constitutes the zone of gathering and accumulation of 

alluvial deposits, conveyed by surges of the Ziz and Rheris wadis 

and their tributaries. Moreover, Tafilalet plain extends over three 

different geological formations, it is enclosed by the High Atlas in 

the north, it crosses the pre-Africain furrow and is surrounded at 

the south by the old massif of the Anti-Atlas domain as well as 

overlying an impermeable Palaeozoic and pre-Cambrian 

substratum. 

Concerning the climate, Tafilalet plain is dominated by an arid 

to semi-arid climate, typified by a great rainfall scarcity as the 

average annual precipitation barely reaches 70 mm all over the 

area, this is mainly due to the presence of Atlas reliefs in the north 

which constitute a barrier to oceanic influences. The climate is also 

characterized by a great irregularity of the temperature, rising to 

very high values in summer (about 40 degree C ° especially in 

July) and dropping to very low values in winter (surroundings 0 

degree C ° especially in January), this great difference in 

temperature brings out two seasons: a hot season from May to 

October and a cold season from November to April so, in the 

Tafilalet plain, The dry periods last almost all the year with 

extremely hot summers and highly cold winters which is mainly 

due to its openness on the Sahara. In addition, The mean annual 

evapotranspiration is close to 500 mm which is higher than the 

mean annual rainfall, this means that Tafilalet plain suffers from 

water deficit all over the year. Adding to that, the dominant winds 

are commonly known as Chergui, they are characterized by their 

hotness and dryness and they blow from the southeast to the 

northeast. 

Regarding the water resources, Tafilalet plain is, on the one 

hand, underlain by confined and unconfined aquifers, the north of 

the region encloses the infra Cenomanian aquifer which is a totally 

confined aquifer, whereas the entire area is almost occupied by an 

unconfined, shallow and very extensive aquifer named as 

“Tafilalet aquifer” which is the aquifer targeted in this study. In 

fact, this aquifer is not very thick and the water below the ground 

surface is 2 m to more than 30 m in some places, its shape matches 

the slightly convex shape of the plain and its slope is very weak. 

Consequently, this makes the water of this aquifer sensitive to 

hydrological and atmospheric conditions such as pollution and 

evapotranspiration. The spatial distribution of Tafilalet aquifer 

transmissivities indicates dispersed values ranging from 10-2 m²/s 
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to 10-4 m²/s and groundwater flows mainly from the north-east to 

south-west, south, and south-east characterized by an average 

hydraulic gradient that declines from upstream to downstream 

[54]. From a lithological point of view, the base of the aquifer is 

constituted by conglomerates and lacustrine limestones including 

gravelly levels and at the top of the aquifer, there are sands, gravel, 

and pebbles, covered with unevenly distributed powerful silts. 

Moreover, the main sources of groundwater recharge of the 

Tafilalet aquifer are essentially from the High Atlas mountains 

surrounding the plain in the north, from surface runoff including 

rivers, mainly Ziz and Rheris wadis, as well as irrigation water 

which infiltrates to the aquifer, and without forgetting precipitation 

and dams contribution. Conversely, the Tafilalet aquifer 

discharges mostly by evapotranspiration, by extraction from wells, 

and by Khettarats and springs. On the other hand, Tafilalet plain is 

crossed by many ephemeral wadis, the major ones are wadi Ziz in 

the center, wadi Rheris in the west. Besides, the region holds some 

springs resulting from the emergence of groundwater resources to 

the surface, such as Aïn Dolla-Attrouss and Aïn Chorfa. 

Furthermore, the heart of the Tafilalet plain is made up of a 

very large palm grove, which occupies most of its surface so, a 

great part of the plain is devoted to agriculture, especially irrigated 

agriculture, making it the main economic activity in this region and 

is the main source of income for a large population. Because of 

climate aridity, the majority of crops are water-demanding which 

implies a strong mobilization of water notably during the months 

of June and July and due to the scarcity of surface waters in the 

region, growers are turning to groundwater exploitation to fill this 

water gap and meet their water needs. This has made the 

groundwater balance in aquifers of Tafilalet plain quickly in 

deficit. 

3. Materials and Methods 

The overall process followed in this study of the artificial 

aquifer recharge site selection has been schematically presented in 

(Figure 2). 

3.1. Influencing factors Selection reason 

The prediction of suitable sites for artificial aquifer recharge 

depends on a number of parameters that have an influence in either 

a direct or indirect way on the process of aquifer recharge. The 

selection of these factors was based firstly on a deep review of 

studies of artificial recharge carried out in other areas in the world, 

secondly on a complete understanding of the characteristics and 

specificity of the study area "Tafilalet Plain" and thirdly on the 

point of view of experts. Thus, eight factors were revealed to have 

control over the recharge of the Tafilalet aquifer, including slope, 

soil, geology, land cover/ land use, depth to the water table, aquifer 

transmissivity, electrical conductivity and drainage density as 

mentioned in (Table 1). 

• Slope: The slope is one of the essential factors influencing the 

artificial aquifer recharge because the slope directly affects the 

penetration of water into the soil. Actually, the flatter the 

ground, the more time the water has to sink in, unlike the steep 

slopes where the water runs over the ground rather than 

entering it [25, 55–57]. However, the penetration of water is 

not guaranteed even if the slope is suitable because it depends 

on the soil's nature. 

• Soil: Soil is a factor of significant importance in aquifer 

recharge because soil’s nature determines the percolation 

ability of the soil as well as the water infiltration quantity and 

eventually governs the recharging capacity of the bedrock 

[58]. Moreover, soil acts as a purificator of water [29] that is 

why it should contain high rates of loam and sand to avoid 

groundwater contamination and to ensure a high infiltration 

rate. 

• Geology: Taking into consideration geology in artificial 

aquifer recharge site selection is of major importance because 

geological formations which must be selected should enjoy 

high permeability so that water can flow seamlessly 

downward towards the groundwater besides,  they should 

have adequate transmissivity and high water storage capacity. 

• Depth to the water table: Depth to the water table or 

unsaturated zone thickness is the distance from the ground 

surface to the groundwater, it is another major factor to 

consider in artificial groundwater recharge site selection since, 

the deeper the water table, the greater the amount of 

groundwater storage, and the more efficient the artificial 

aquifer recharge will be  Moreover,  the deeper the water table, 

the more purified the water will be, because it will pass 

through a very large layer of soil, which is called soil aquifer 

treatment (SAT) [19, 29]. Acceptable depth is about 3 m 

consequently, sites, where the depth is less than 3 m, should 

not be considered [59]. 

• Transmissivity: transmissivity is an important hydrodynamic 

parameter of an aquifer which makes its consideration 

paramount in the selection of suitable sites for artificial 

groundwater recharge. Actually, transmissivity determines the 

rate of water flowing per unit width of the fully saturated 

thickness of an aquifer under a unit hydraulic gradient [25, 

60–62] so, to avoid the excessive formation of groundwater 

mounds that interfere with the infiltration process, aquifers 

should be unconfined and sufficiently transmissive to allow 

the lateral flow of infiltrated water well away from the 

recharge zone [49]. 

• Drainage density: Drainage density is defined as the total 

length of streams of all orders per unit area and provides an 

indication of the watershed draining state. Drainage density 

was heeded as another factor of artificial aquifer recharge site 

selection because it indirectly signals the suitability of a site. 

In fact, high drainage density allows less penetration and more 

surface runoff and areas with great infiltration capacity are 

endowed with low drainage density [25, 39, 51, 58, 63–68] 

hence appropriate to artificial aquifer recharge. 

• Electrical Conductivity: Groundwater quality is a paramount 

parameter that should be investigated in the artificial aquifer 

recharge projects because it is a determinant factor of the 

future usage of that water. Usually, the water intended for 

artificial aquifer recharge is of good quality but when it 

penetrates across a geological formation and mingles with 

different dissolved materials in it, its quality may get altered. 

Electrical conductivity (EC) is considered in this study 

because its variations have similar trends to those of total 

dissolved solids (TDS) as shown in the following formula : 

 EC = TDS / 0.65 () 
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In fact, the higher the electrical conductivity, the poorer the 

water quality and vice versa [69]. Thus, the quality of groundwater 

will be assessed through the EC in the artificial aquifer recharge 

site selection. 

• Land Cover / Land Use (LCLU) : (LCLU) is one of the 

important aquifer recharge influencing factors, it affects both 

the infiltration capacity and the water restraining of the land. 

Actually, areas with an important density of vegetation cover 

are appropriate for undertaking artificial aquifer recharge 

projects because the denser the vegetation cover, the more the 

runoff is slowed down and the more water infiltration takes 

place and also the less evapotranspiration and soil surface 

erosion will occur. In addition, organisms present in the soil 

and plant roots form openings in the subsoil, allowing water 

to infiltrate easily, unlike in areas without vegetation and in 

built-up areas, where the soil is mostly impervious, which 

favors runoff and prevents infiltration. 

 

 

Figure 2: Methodology workflow 
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Table 1: Data Extraction and Preparation 

Data Origin format Data source Acquisition mode Output 

Slope ASTER DEM at 

30 m 

National Aeronautics and space 

administration (NASA) website 

Extraction Slope map of 

Tafilalet plain 

Soil Digital soil  map 

of the world 

Food and Agriculture Organization 

of the United Nations (FAO) 

website 

Extraction Soil map of 

Tafilalet plain 

Geological 

data 

geological map 

of Tafilalet-

Taouz (1/200000 

scale) 

Hydraulic basin agency of Guir Ziz 

Rheris 

Digitalization Geological map of 

Tafilalet plain 

land 

Cover/land 

Use (LCLU) 

 

satellite image 

(Landsat 8) 

United states geological survey 

(USGS) institute website 

Classification LCLU map of 

Tafilalet plain 

Depth to the 

water table  

Excel sheet of 

field 

investigation 

data 

hydraulic basin agency of Guir Ziz 

Rheris 

Interpolation Depth to the water 

table map of 

Tafilalet aquifer 

Transmissivity Excel sheet of 

field 

investigation 

data 

hydraulic basin agency of Guir Ziz 

Rheris 

Interpolation Transmissivity 

map of Tafilalet 

aquifer 

Electrical 

conductivity 

Excel sheet of 

field 

investigation 

data 

 

hydraulic basin agency of Guir Ziz 

Rheris 

Interpolation Electrical 

conductivity map 

of Tafilalet 

aquifer 

Drainage 

density 

ASTER DEM at 

30 m 

National Aeronautics and space 

administration (NASA) website 

Extraction of the 

hydrographic network 

then application of Line 

Density 

 

Drainage density 

map of Tafilalet 

plain 

3.2. Data  extraction, preparation, and GIS processing: 

Given the interdisciplinary nature of groundwater, using 

remote sensing (RS) and geographic information systems (GIS) 

techniques are required because RS is a technology that provides 

important and information-rich geospatial data, especially for 

unreachable and very large areas. Moreover, GIS is commonly 

known for its usefulness to handle, analyze, integrate, and process 

various thematic geospatial data. 

Therefore, in order to get the geographic data related to the 

above-mentioned factors, various data sources were used: FAO 

database, NASA database, USGS database, and other data were 

given by the hydraulic basin agency of Guir-Ziz-Rheris as detailed 

in Table 1. Furthermore, in order to process and to analyze those 

data, the geographic data processing functions of the ArcGIS 

software were used. In fact, as indicated in Table 1, slope and 

hydrographic network were extracted from ASTER DEM at 30 m, 

then the drainage density was formed by applying the Line Density 

function to the hydrographic network, the soil was extracted from 

the digital soil map of the world taken from the FAO database, 

geology was digitized from the geological map of Tafilalet-Taouz 

(1/200000 scale), electrical conductivity, transmissivity and depth 

to the water table were taken from field surveys carried out with 

the hydraulic basin agency of Guir-Ziz-Rheris and land cover/land 

use (LCLU) was classified from satellite image (Landsat 8) drawn 

from USGS database. Thus, a geospatial database was constructed 

and filled with the aforementioned data. Afterward, using ArcGIS 

software a thematic layer of each factor was created (Figure 3) and 

each thematic layer has been converted to raster format and 

reclassified into five classes pertaining to its importance for 

artificial groundwater recharge (Figure 4), each class is translated 

to a category and each category has assigned a score as it is detailed 

in Table 2. Actually, the five categories adopted are very good, 

good, moderate, poor, and very poor in accordance with a specific 

evaluation scale  (Table 3). 

3.3. AHP method application 

After reclassification of all the thematic layers, appropriate 

weights were generated by the analytic hierarchy process method 

(AHP). 

Indeed, AHP is a multi-criteria decision analysis method and a 

mathematically-based technique [70], the mathematical 

underpinnings and the philosophy of which were developed in the 

seventies of the last century by the mathematician Thomas L. Saaty 

[71], AHP involves breaking down a convoluted multi-criteria 

decision problem into a hierarchy also called decision modeling in 

order to organize and better understand the problem and analyze 

the decision to be made.
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a) Slope map 

 

b) Soil map 

 

c) Geological map 

 

d) LCLU map 

 

Figure 3: Thematic maps 
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e) Depth to the water table map 

 

f) Transmissivity map 

 
g) Electrical Conductivity map 

 

h) Drainage Density map 

 
Figure 3: (Continued) 
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a) Classified Slope map 

 

b) Classified Soil map 

 
c) Classified Geological map 

 

d) Classified  LCLU map 

 
Figure 4: Classified thematic maps 
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e) Classified Depth to the water table map 

 

f) Classified Transmissivity map 

 
g) Classified Electrical Conductivity map 

 

h) Classified Drainage Density map 

 
Figure 4: (Continued) 
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Table 2: Classes of each parameter and assigned categories 

Parameter Class Category Score 

Slope (%) 0 - 3 

3 - 6 

6 - 9 

9 - 15 

> 15 

Very good 

Good 

Moderate 

Poor 

Very poor 

9 

8 

5 

2 

1 

Soil Calcisols 

Fluvisols 

Leptosol 

Very good 

Good 

Moderate 

9 

8 

5 

Geology Primary 

Early quaternary (Regs, crusts) 

Early quaternary (Puddingstone, Lake Limestone, Sandstone) 

Late quaternary 

Very poor 

Moderate 

Good 

Very good 

1 

5 

8 

9 

LCLU Sand 

Vegetation 

Buildings 

Bare ground 

Very good 

Good 

Very poor 

Poor 

9 

8 

1 

2 

Depth to the water table (m) 2 - 5 

5 - 10 

10 - 20 

20 - 30 

> 30 

Very poor 

Poor 

Moderate 

Good 

Very good 

1 

2 

5 

8 

9 

Transmissivity (m²/s) 0.00004 - 0.005 

0.005 - 0.015 

0.015 - 0.025 

0.025 - 0.05 

> 0.05 

Very poor 

Poor 

Moderate 

Good 

Very good 

1 

2 

5 

8 

9 

Electrical conductivity (µs/cm) 880 - 1000 

1000 - 5000 

5000 - 10000 

10000 - 30000 

> 30000 

Very good 

Good 

Moderate 

Poor 

Very poor 

9 

8 

5 

2 

1 

Drainage density (km/km²) 0 - 1 

1 - 2 

2 - 3 

3 - 4 

> 4 

Very good 

Good 

Moderate 

Poor 

Very poor 

9 

8 

5 

2 

1 

After structuring the problem in such a way, the second step 

is to evaluate, compare and prioritize in a pairwise comparison 

matrix, based on decision-makers’ judgments each criterion 

against the others pertaining to their importance in the problem 

decision making. To represent the magnitude of judgments, 

Saaty’s fundamental scale should be used (Table 4), in doing so, 

relative weights of each criterion is deduced using Saaty's 

eigenvector technique and the generated weights must be validated 

because judgments are subjective and can typically be made with 

errors, so Saaty defined an index for measuring the degree of 

inconsistency which is the consistency ratio C. R. and it should be 

computed. 

Table 3: Adopted evaluation scale for reclassification 

Category Very 

poor 

Poor Moderate Good Very 

good 

Score 1 2 5 8 9 

 

Actually, C. R. is a way of measuring the number of "errors" 

created when making the judgments, the rule-of-thumb is that if 

the C.R. is below 0.1, the errors are relatively small, thus the final 

estimate is acceptable [70,72–76].  

The above-explained concept of AHP could be explained 

mathematically as follows: 

Suppose c1, c2, …, cn are n criteria influencing a decision with 

respect to a given problem, the pairwise comparisons matrix  

B=[bij] of that problem is an n×n matrix and it may be represented 

as follows : 

c1        …  cn 

c1

⋮
cn

   [

1 ⋯ b1n

⋮ ⋱ ⋮
1

b1n
⁄ ⋯ 1

] 

comparing the n criteria in pairs should comply with the following 

conditions: 
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bij>0 and bij=
1

bji
 for all i and j which means that B  should be a 

positive and a reciprocal matrix. Besides, the values that can be 

attributed to bij for all i and j must be on the scale of intensities 

defined by Saaty (Table 4). 

Table 4:  The fundamental Scale 

Intensity of 

importance 

Definition Explanation 

1 Equal importance Two criteria 

contribute 

equally to the 

objective 

3 Moderate importance one criterion is 

slightly favored 

over another 

5 Strong importance one criterion is 

strongly favored 

over another 

7 Very strong importance one criterion is 

highly favored 

over another 

9 Extreme importance one criterion is 

extremely 

favored over 

another 

2,4,6,8 Intermediate values when 

compromise is 

needed 

Reciprocals if criterion i has one of the 

above values assigned to it 

when compared with criterion 

j , then j has the reciprocal 

value when compared with i . 

 

 

Deriving the weights w1,w2, …, wn relative to the n criteria c1, 

c2, …, cn  can be done by Saaty's eigenvector technique when 

judgments are inconsistent. Saaty's eigenvector technique stipulate 

that weights can be computed as the principal right eigenvector of 

the matrix  B : 

 BW = λmaxW () 

where λmax is the maximum eigenvalue of the matrix  B , or 

 wi = 
∑ bijwj

n
j=1

λmax
   for all i = 1, 2, …, n () 

After generating the weights, the consistency of the matrix 

should be measured by C.R. as explained above but first 

consistency index C.I. should be computed by the following 

formula:  

 C.I = 
λmax―n

n―1
 () 

because C.R. is the ratio of C.I. to R.I. : 

 C.R = 
C.I

R.I
 () 

with: 

R.I. is the random index and is defined for each size of the 

matrix which is illustrated in Table 5.  

C.R. must be less than 0.1 to consider the result as acceptable, 

larger values require the decision-maker to revise judgments in 

order to reduce the inconsistencies. 

Therefore, for the current study, application of the AHP gives 

firstly the hierarchy structure illustrated in Figure 5, secondly, the 

pairwise matrix (Table 6) was developed by comparing pairs of 

factors with the help of expert point of views and using the 

fundamental scale of  Saaty (Table 4) to translate judgments into 

values. Comparisons were done with regard to the relative 

influence of each factor on aquifer recharge and on implementing 

the (AAR) technique in Tafilalet plain. R.I. used is 1.41 because 

the dimension of the pairwise matrix of the current study is 8×8 

(Table 6) so, after computation, the obtained C.R. is equal to 0.041 

which is less than 0.1 and according to the AHP method this result 

is satisfactory and the generated weights are acceptable. 

Based on the generated weights, geology is the highest 

eigenvector while drainage density is the lowest (Table 6). In fact, 

geology, soil type, depth to the water table, and transmissivity are 

the factors that were given the highest weights. This was expected 

because, according to the analysis that was made during pairwise 

comparisons, the first thing to look out for in a project for artificial 

recharge of an aquifer suffering from overexploitation is the 

geological formations, which must be sufficiently permeable and 

transmissive, the soil, which must have a high infiltration capacity 

and the groundwater which must be deep enough to provide 

sufficient space for water storage to allow the water table to 

regenerate its level. 

3.4. AAR index generation 

After generating the relative weights for each factor by the 

AHP method, the reclassified thematic layers of the factors were 

multiplied by their weights and finally added up using the 

weighted sum function of ArcGIS software. 

Thus, the potential sites for the artificial aquifer recharge map 

was produced by calculating the AAR index according to the 

following formula: 

 IAAR= ∑ Fiwi
n
i=1  () 

where:  

-IAAR is the AAR index  

-n is the number of factors influencing (AAR) which is eight in 

the current study 

-Fi stands for factor 

-wi stands for weight 

Table 5: Random inconsistency index 

𝑛 1 2 3 4 5 6 7 8 9 10 

R.I. 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 
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Figure 5: Hierarchy structure of the current study 

Table 6: Pairwise matrix developed for the current study 

Criteria Slope Soil Geology LCLU Depth to the 

water table 

Transmissivity Electrical 

conductivity 

Drainage 

density 

Generated 

Weights 

Slope 1 1/2 1/5 1/3 1/2 1/2 1 5 0.07 

Soil 2 1 1/2 2 1 1 3 6 0.15 

Geology 5 2 1 4 2 3 2 6 0.28 

LCLU 3 1/2 1/4 1 1/2 1/2 2 5 0.10 

Depth to the 

water table 

2 1 1/2 2 1 1 3 7 0.16 

Transmissivity 2 1 1/3 2 1 1 3 6 0.15 

Electrical 

conductivity 

1 1/3 1/2 1/2 1/3 1/3 1 5 0.07 

Drainage 

density 

1/5 1/6 1/6 1/5 1/7 1/6 1/5 1 0.02 

4. Result 

The map of potential sites for artificial aquifer recharge which 

is illustrated in Figure 6 was produced as explained above and then 

reclassified according to five categories which are: very poorly 

suitable, poorly suitable, moderately suitable, suitable, and very 

suitable. It indicates that the most suitable areas for the artificial 

groundwater recharge of Tafilalet aquifer are located notably in the 

northeast and in the west of the plain. Statistically, About 47 % of 

the study area is suitable for artificial aquifer recharge and about 

40 % are moderately suitable. Thus, those results can be used to 

formulate an efficient groundwater management plan for 

sustainable utilization of these limited resources because identified 

areas will be prioritized in the implementation of artificial aquifer 

recharge projects. 

Based on the produced map of potential sites for artificial 

recharge of Tafilalet aquifer (Figure 6), most suitable zones are 

underlain by high permeable geological formations that mostly 

belong to the late quaternary and covered with soils with high 

infiltration capacity most often constituted by alluvium and basic 

aeolian reliefs rich in meteoric materials and located in areas where 

the water table is very deep more than 20 m deep in addition the 

slope of the plain is generally not too steep and the above-

mentioned description of the Tafilalet aquifer revealed that it is an 

alluvial and unconfined aquifer so, the artificial aquifer recharge 

technique most conducive with regard to the aforementioned 

conditions is infiltration basins nevertheless, the climatic 

characteristics of the region known by very high 

evapotranspiration rates will constitute a big challenge because 

more water will be lost by evaporation so less water will infiltrate 

unless the artificial aquifer recharge is conducted just during wet 

seasons when evapotranspiration rate decreases. Thus, several 

other factors must be taken into account when deciding whether a 

specific (AAR) system is suitable to be implemented, even if the 

appropriate locations are identified. 

5. Discussion 

The present-day situation of Tafilalet aquifer should urge water 

managers to work hard to avoid its worsening so, great efforts in 

risk mitigation need to be greatly accelerated and they should be 

centered on a range of scientific and engineering-based solutions. 

The current study presents one of those solutions which is the 

(AAR) and how to identify, in a scientific way, the most suitable 

locations for its implementation. In fact, A GIS-based multi-

criteria analysis was performed, using eight thematic maps in order 

to produce an appropriate map for the identification of sites for 

(AAR) in Tafilalet plain. The resulting map shows that the most 

suitable areas are identified in the northeast and in the west of the 

region while inappropriate locations are limited to small portions 

in the northern, southern, and eastern parts of the study area. This 

result is extremely important because it will help taking 

appropriate decisions for mitigating the overexploitation problem 

of the Tafilalet aquifer that is why the scientific approach should 

be taken into consideration in such important projects because it 

gives nearly accurate results and it brings time savings. 
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Figure 6: Potential artificial aquifer recharge sites map 

The (AAR) will certainly sort out the problem of depletion of 

groundwaters in the Tafilalet aquifer as it was proved in some other 

aquifers in Morocco and in other countries. In fact, the (AAR) has 

already initiated and applied to some aquifers suffering from the 

same problem in Morocco such as the Charf El Akab aquifer in the 

region of Tangier, the Haouz Mejjate aquifer in the region of 

Marrakech, the Souss aquifer in the region of Agadir and the 

Berrechid aquifer located in the south of Casablanca, those 

aquifers have already started to reap its benefits. Even if the (AAR) 

practices in Morocco are still very much in their infancy, the 

technology is beginning to be recognized at the national level as 

having a value in tackling groundwater depletion issues. 

Some attempts have been made in Tafilalet plain by the 

hydraulic basin agency of Guir-Ziz-Rheris in this regard and 

artificial recharging techniques have already begun to emerge on 

the plain, such as the construction of dikes or sills in the bed of the 

wadi Ziz in order to slow down the speed of the water and increase 

the wetted areas along the bed of the wadi, however, if the working 

field is extended to other locations that must be well chosen, these 

locations must be identified by means of scientific decision-

making like GIS and multi-criteria analysis taking into 

consideration several criteria such as geological, pedological, 

hydrogeological, and many other factors to make sure that they are 

suitable for artificial recharge, in doing so, other artificial recharge 

techniques can be performed and can better and quickly restore the 

groundwater level situation of Tafilalet aquifer to its normal stage. 

6. Conclusion 

The aridity of the climate together with the excessive need for 

water is putting pressure on groundwater resources of Tafilalet 

plain so, the water level of the Tafilalet aquifer is declining to a 

threateningly low level which may undermine its productivity and 

causing its depletion, problems which are more likely to have 

irreversible adverse effects may occur like imperiling 

groundwater-dependent ecosystems, human activities as well as 

economic development of the region. Thus, the core objective of 

this study is to investigate suitable places for artificially recharge 

the Tafilalet aquifer to restore its levels to normal and fill the gap 

caused by overexploitation. For this purpose, thematic layers of 

factors that control groundwater recharge like depth to the water 

table, drainage density, electrical conductivity, slope, aquifer 

transmissivity, geology, soil, LCLU were prepared mapped, and 

reclassified in a GIS (ArcGIS software), after that, AHP method 
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was applied to compute weights of each factor and the map of 

appropriate sites of artificial groundwater recharge was generated 

by the application of weighted sum tool of ArcGIS software. The 

result has revealed that around 47% of the study area has been 

identified as a high potential zone for groundwater recharge which 

is a very important outcoming. However, identifying suitable 

places is essential but not sufficient for implementing (AAR) 

because as mentioned above even if infiltration basins are 

estimated as the appropriate (AAR) system to implement in 

Tafilalet plain, there are other factors to consider like climatic 

conditions of the region, need for periodic maintenance of the 

basin in order to sustain infiltration rates over the long term 

because organic matter build-up, silting and/or clogging can make 

the surface of the basin impervious and the capacity of infiltration 

will decrease over time in addition to the existence of a good 

quality water source nearby that will ensure the supply of water to 

be put into the basin and many other conditions that if not met will 

render the project impractical. Lastly, the present study has shown 

an example of the benefits of coupling multi-criteria analysis with 

GIS and remote sensing techniques in taking relevant decisions to 

better manage and protect groundwater resources. 
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 This research presents the outcomes of thin layer convective drying of ginger rhizomes with 
different treatments using the ARS-0680 environmental chambers for the drying process. 
TD 1002A – Linear Heat Conduction Experimental equipment was used in measuring the 
thermal conductivity of the ginger samples at varied temperature levels ranging from 10oC 
– 60oC and drying time of  2 – 24 hours. The result of this experiment shows that the average 
moisture content for 2 hours drying at 60oC was 70.6% while at 24 hours drying was an 
average of 7.55% which is close to the range of 4 – 7%. The drying rate at drying times of 
24 hours was 0.889/oC and 0.4437/oC for 2 hours drying, giving 50% by moisture reduction 
rate. While the lowest moisture content (5.98%) is obtained for unpeeled ginger and the 
highest (9.04%) at 24 hours drying at 60oC, the analysis shows the variation in the 
temperature varied as the ginger shrinks when subjected to heat. 
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1. Introduction   

Thin layer drying can be utilized in removing volatile liquid 
from porous materials such as foodstuffs, ceramic products, wood, 
and so on. Porous materials have microscopic capillaries and pores 
which allow for the simultaneous transfer of both moisture and air 
when subjected to heating or cooling. The drying of moist porous 
solids involves concurrent exchange of heat and mass. Moisture is 
eliminated simply by evaporation into an unsaturated gaseous 
phase. Drying is fundamentally essential for the preservation of 
crops for prospect usage. Crops are usually conserved by removing 
sufficient moisture from them to evade decay and deterioration. 
Reducing the moisture content of ginger rhizome to a very low 
level will discourage the growth and multiplication of 
microorganism which could decompose the rhizome. 
Nevertheless, the drying process could cause the enzymes present 
in ginger rhizomes to be destroyed. 

Thin-layer drying studies provide the basis for understanding 
the unique drying characteristics of any particular food material. 
The results of such studies have been extensively employed in the 
simulation of dryers under deep-bed drying conditions and for 
quantifying parameters for the design of specialized drying 
equipment. In thin-layer drying, the moisture content of a bio-

material exposed to a stream of drying air of known relative 
humidity, velocity, and the temperature is observed over a while. 
Several mathematical models have been developed to simulate 
moisture movement and mass transfer during the drying of many 
agricultural products [1]. The porous material that will be used for 
this study is ginger. The physicothermal properties of ginger will 
be obtained and used in the resulting mathematical equations. 

Ginger rhizomes are popular in most countries throughout the 
world [2]. Ginger rhizomes are edible spices of tropical origin, 
though it can thrive in humid regions. It is harvested in different 
seasons depending on the region. In Nigeria, the harvesting period 
is usually in July, while in areas like Hawaii and the USA 
harvesting season is in December.  Gingers grows up to 125cm 
high under conducive environments and it is an annual crop [3, 4]. 

 
Figure 1: Raw materials for the experiments (Ginger Rhizomes) [1] 
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It is grown for its pungently aromatic underground stem or 
rhizome which is an important export crop valued for its powder, 
oil, and oleoresin, all of which have both food and medicinal value 
[5]. 

Ginger is an herbaceous perennial plant known as 
Zingiberofficinale, which belongs to the order scitamineae and the 
family zingriberaceae  

Nigeria is presently the fifth top producer of ginger in the 
world and one of the principal exporters of ginger [6] The most 
important form in which ginger enters international trade is as a 
dried product; next in importance is as preserved product, and least 
important is as fresh product [7]. 

The quality of fresh ginger produced in Nigeria is the best in 
the world. However, it has been observed that the quality of its 
dried ginger has been declining due to the low level of 
mechanization of ginger production and processing [8]; with the 
attendant mold growth and loss of some important ginger qualities 
because of which Nigerian ginger attracts the cheapest price in the 
world market [9]. 

The aforementioned issues formed the basis for this work. 
Attention will be directed towards the use of a thin-layer drying 
process to determine the drying characteristics of thin layered 
ginger in a convective environment. 

The drying of the porous material was conducted 
experimentally under free and forced convection environmental 
conditions. Ginger rhizomes used were peeled, unpeeled, split, and 
then cut into slices before drying at elevated temperatures in the 
environmental chamber [10]. The heat and mass transfers were 
studied using available correlations of boundary layer equations.  

The economy of Nigeria had since the mid-1960s of oil boom 
deviated from agriculture to petroleum. This has placed undue 
pressure on the oil reserves in the volatile Niger Delta region and 
agriculture and its produce have been neglected. Therefore, any 
adverse influence on oil both locally and internationally affects the 
economy of Nigeria drastically. The present administration of 
President Muhammad Buhari has promised Nigerians better days, 
change in all sectors, and improved agricultural outputs. Nigeria 
needs to process its agriculture produce to derive the desired 
benefits available in the international markets. This research seeks 
to find solutions to the prevailing low quality of dried ginger in 
Nigeria. 

Most researches done on ginger rhizomes were focused on the 
effects of cutting, solar-drying, and particle size of Ginger 
(Zingiber officinale Roscoe) pigment and powder [11]; 
configuration of volatile oil [9]; biochemical variations in ginger 
during storage [12]; and advances of ginger processing 
technologies [8, 13, 14, 15-17]. The goal of this work is to analyze 
experimentally the drying characteristics of thin layered ginger 
rhizome in a convective environment.  

This study on the thin layer drying characteristics of ginger 
rhizomes produced in Nigeria will be experimental and analytical. 
It will not delve into production methods, harvesting techniques, 
and marketing strategies. For this study; four different treatments 
were carried out on the ginger. They are blanched, unblanched, 
peeled, and unpeeled treatments [18].  

The ginger rhizomes obtained for the study required minimum 
duration of six to eight months of planting and will be dried to 7 – 
15% moisture content. The ginger samples used in this study were 
obtained from one region. It is assumed that most ginger produced 
in Nigeria have similar quality and characteristics. 

2. Materials and Method 

The ginger samples utilized in this study were supplied from 
Kachia in Southern Kaduna in the Kaduna State of Nigeria and 
were preserved at room temperature before being used for the 
experimentations. The experiments were carried out at the 
Electronic Manufacturing Engineering Laboratory (ERMERG) 
Hawkes building, University of Greenwich, Maritime Kent, UK. 

Variously treated ginger samples (peeled, blanched, unpeeled 
and unblanched) were used in the experiments. The variously 
treated ginger samples were cut into slices of 30mm diameter and 
18mm thickness by scoopers designed for this purpose. ARS – 
0680 Temperature and Humidity Chamber were used to dry the 
samples. The chamber houses the samples and temperature is 
controlled by an electric heater. The ginger drying experiment was 
conducted according to ASAE Standard S352.2. Before the 
commencement of the experiment, the whole apparatus was 
operated for at least 15-30 minutes to stabilize the humidity, air 
temperature, and velocity in the dryer.  

 
Figure 2: Schematic representation of ginger samples (a) Samples of fresh ginger 
(b) Sample in the electronic balances (c) Samples after drying; and (d) Bagged 
ginger samples after drying. 

Drying started by 08:00 hours and lasted till the specimen 
attended the final moisture content. The weight loss of the sample 
in the environmental chamber was recorded during the drying 
period of 2 and 24 hours with an electronic balance (EK-200g, 
Max 200 0.01g) see figure 2c. At the end of drying, the thermal 
conductivity of the dried sample was measured with the aid of 
linear heat conduction equipment, TD1002A - Linear Heat 
Conduction Experiment Unit (LHTEU) [19]. 

3. Mathematical Modeling and Theoretical Principle 

3.1. Determination of the most suitable model for drying 

Thin-layer drying always requires a good understanding of the 
regression and correlation analysis. Linear and non-linear 
regression analysis are used to ascertain the relationship between 
variables MR and t in thin layer drying for selected drying models. 
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The recommended models chosen for applications were further 
validated using correlation analysis, standard error of estimate 
(𝑆𝑆𝑆𝑆𝑆𝑆) and root means square error (RMSE) analysis respectively. 
The major indicator for selecting the best models is the 
determination coefficient (R2).  The highest determination 
coefficient and lowest standard error of estimate and RMSE values 
are used to determine the goodness of fit [20, 21, 22]. The 
determination coefficient (R2); standard error of estimate (𝑆𝑆𝑆𝑆𝑆𝑆) 
and root mean square error (RMSE) calculations can be performed 
using the following equations [23]: 

𝑅𝑅2

=
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where 𝑁𝑁  is the number of observations,  𝑀𝑀𝑅𝑅𝑝𝑝𝑝𝑝𝑝𝑝, 𝐼𝐼 𝑖𝑖𝑖𝑖ℎ  predicted 
moisture ratio values, 𝑀𝑀𝑅𝑅𝑝𝑝𝑒𝑒𝑝𝑝,𝑖𝑖  𝑖𝑖𝑖𝑖ℎ  experimental moisture ratio 
values, and df is the number of degree of freedom of the regression 
model. 

3.2. Moisture Content (%) Calculation Formula  

The moisture content of the materials can be calculated by 
using two methods: wet or dry basis  

i. The wet basis is calculated as follows: 

𝑀𝑀𝑤𝑤𝑤𝑤 =
𝑤𝑤(𝑖𝑖) −𝑤𝑤(𝑗𝑗)

𝑤𝑤(𝑖𝑖)
                                                (4) 

where 
𝑀𝑀𝑤𝑤𝑤𝑤 = 𝑀𝑀𝑀𝑀𝑖𝑖𝑀𝑀𝑖𝑖𝑀𝑀𝑀𝑀𝑀𝑀 𝐶𝐶𝑀𝑀𝐶𝐶𝑖𝑖𝑀𝑀𝐶𝐶𝑖𝑖,𝑤𝑤𝑀𝑀𝑖𝑖 𝑏𝑏𝑏𝑏𝑀𝑀𝑖𝑖𝑀𝑀 (%) 
𝑤𝑤(𝑖𝑖) = 𝑚𝑚𝑏𝑏𝑀𝑀𝑀𝑀 𝑀𝑀𝑜𝑜 𝑖𝑖ℎ𝑀𝑀 𝑀𝑀𝑏𝑏𝑚𝑚𝑠𝑠𝑠𝑠𝑀𝑀 𝑏𝑏𝑀𝑀𝑜𝑜𝑀𝑀𝑀𝑀𝑀𝑀 𝑑𝑑𝑀𝑀𝑑𝑑𝑖𝑖𝐶𝐶𝑑𝑑 (𝑑𝑑) 
𝑤𝑤(𝑗𝑗) = 𝑚𝑚𝑏𝑏𝑀𝑀𝑀𝑀 𝑀𝑀𝑜𝑜 𝑖𝑖ℎ𝑀𝑀 𝑀𝑀𝑏𝑏𝑚𝑚𝑠𝑠𝑠𝑠𝑀𝑀 𝑏𝑏𝑜𝑜𝑖𝑖𝑀𝑀𝑀𝑀 𝑑𝑑𝑀𝑀𝑑𝑑𝑖𝑖𝐶𝐶𝑑𝑑 (𝑑𝑑) 
 
The dry basis is calculated as follows: 

𝑀𝑀𝑑𝑑𝑤𝑤 =
𝑤𝑤(𝑖𝑖) − 𝑑𝑑

𝑑𝑑
                                                  (5) 

Moisture content, dry basis 𝑴𝑴𝒅𝒅𝒅𝒅, is the amount of water per unit 
mass of dry solids (bone dry) existing in the sample 
Where 
Mdb = Moisture Content, dry basis (%) 
w(t) = mass of wet materials at instant t (g) 
w = mass of wet material (g) 
d = mass of dry material (g) 
 
Note that the two moisture contents are related by the following 
equation: 

𝑀𝑀𝑑𝑑𝑤𝑤 =
𝑀𝑀𝑤𝑤𝑤𝑤

1 −𝑀𝑀𝑤𝑤𝑤𝑤
                                          (6) 

3.3. Determination of the effective diffusivity and activation 
energy 

The effective diffusivity of agricultural products can be 
determined using Fick’s Second law for slab geometry [17, 18]. 
The common geometries were considered during the analytical 

solution of Fick's Second law for the infinite slab is expressed as: 

𝑀𝑀𝑅𝑅 =
8
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∞
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where n is a positive integer, L is the half-thickness of samples 
(m), Deff is the effective moisture diffusivity (m2/s), t is time (s), 
MR is the fractional moisture ratio. 

Eq (7) can be modified in a logarithmic form as: 

𝑠𝑠𝐶𝐶 (𝑀𝑀𝑅𝑅) = ln �
8
𝜋𝜋2
� − �
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4𝐿𝐿2

�                             (8) 

The effective moisture diffusivity can be obtained by plotting 
𝑠𝑠𝐶𝐶(𝑀𝑀𝑅𝑅)against drying time; this gives a straight line with a slope 
(K) expressed as:   

𝐾𝐾 = −  �
𝜋𝜋2𝐷𝐷𝑝𝑝𝑓𝑓𝑓𝑓

4𝐿𝐿2
�                                                      (9) 

The relationship between the effective diffusivity on 
temperature is described by the Arrhenius equation as [17-19]: 

𝐷𝐷𝑝𝑝𝑓𝑓𝑓𝑓 = 𝐷𝐷0𝑀𝑀𝑒𝑒𝑠𝑠 �−
𝑆𝑆𝑎𝑎
𝑅𝑅𝑇𝑇

�                               (10) 
Eq. (10) can  be expressed in the logarithmic form as: 

ln𝐷𝐷𝑝𝑝𝑓𝑓𝑓𝑓 = �−
𝑆𝑆𝑎𝑎
𝑅𝑅𝑇𝑇

� + ln𝐷𝐷0                      (11) 

where𝐷𝐷0  is the pre-exponential factor of Arrhenius equation 
(𝑚𝑚2/𝑀𝑀) ; 𝑆𝑆𝑎𝑎  is the activation energy in (𝑘𝑘𝑘𝑘/𝑚𝑚𝑀𝑀𝑠𝑠) ; 𝑅𝑅  is the 
universal gas constant 8.314𝑘𝑘/𝑚𝑚𝑀𝑀𝑠𝑠𝐾𝐾) , and 𝑇𝑇  is absolute air 
temperature (K). 

From equation (11), plotting of 𝐥𝐥𝐥𝐥𝑫𝑫𝒆𝒆𝒆𝒆𝒆𝒆against (T)-1 would 
lead to the evaluation of activation energy for the diffusion of 
moisture during drying and 𝑬𝑬𝒂𝒂isobtainedas:−(𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒆𝒆 ×  𝑅𝑅) = 𝑬𝑬𝒂𝒂, 
where (–Ea/R) is the slope of equation (18). 

The average drying rate of the ginger in terms of initial and 
final moisture content could be evaluated using following equation 
[24]. 

�
𝑑𝑑𝑀𝑀
𝑑𝑑𝑖𝑖
�
𝑎𝑎𝑎𝑎𝑎𝑎

=
𝑀𝑀𝑜𝑜 −𝑀𝑀𝑡𝑡

𝑖𝑖
                         (12) 

where dm/dt 𝑖𝑖𝑀𝑀 the average drying rate (kg/kg), t is the time (min), 
Mo is the initial moisture content ant and Mt is final moisture 
content [24]. 

The air velocity and temperature effect on the drying rate 
could be determined using appropriate statistical method. The 
overall drying rate of the ginger could be evaluated considering the 
total drying time as:  

�
𝑑𝑑𝑀𝑀
𝑑𝑑𝑖𝑖
�
𝑜𝑜

=
𝑀𝑀𝑜𝑜 −𝑀𝑀𝐹𝐹

𝑖𝑖1
                              (13)     

The evaluation of moisture content considering the dry basis 
could yield values more than 100% because the excessive moisture 
that could be present in some ginger rhizomes.  The dry basis might 
be used to approximate the percentage moisture content as the 
moisture-free material. However, the wet basis moisture content is 
usually recommended for usage [25]. 
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4. Results and Discussion 

Tables 1 – 13 show the experimental results obtained during 
the whole experiment. This study considered two important 
features of thin-layer drying of ginger rhizomes: 

• moisture content characteristics  
• thermal conductivity of each sample at varying drying time 

and temperature with the aid of linear heat conduction’s 
experimental unit in a convective chamber [26]. 

Table 1 shows the results obtained for moisture ratios and 
thermal conductivities of the variously treated ginger at a drying 
temperature of 10°C. The moisture ratios of the variously treated 
ginger samples decrease as the drying time increases. This implies 
that moisture is eliminated from the samples over time. Blanched 
treated samples recorded the least moisture ratio of 41.13. Also, 
the thermal conductivities for the various treatments decrease with 
the drying time. As expected, a decrease in moisture will not 
encourage faster moisture reduction. 

Tables 2-6 present the results obtained for moisture ratios and 
thermal conductivities of the variously treated ginger at drying 
temperatures of 20°C, 30°C, 40°C, 50°C, and 60°C respectively. 
Both moisture ratios and thermal conductivities decrease with 
drying time. The least values were recorded at a drying time of 24 
hours. The results of the variation of moisture ratios with drying 
time were plotted in figures 3 to 8 for various drying chamber 
temperatures,    

The drying behavior of variously treated ginger rhizomes 
were studied using experimental drying curves. Drying curves for 
drying period of 2 –24hours at drying temperatures of 10°C to 60°C 
with step of 10 were considered. The results were employed to 
investigate the thermal conductivity content for the various 
treatments. The effect of moisture ratio on thermal conductivity 
with time was examined 

4.1. Experimental Results at Temperatures 10°C 

Table 1 shows the results obtained for moisture ratios and 
thermal conductivity of the variously treated ginger samples at a 
drying temperature of 10°C 

Table 1:  Moisture ratio (%) and thermal conductivity (W/m.K) at drying 
temperature of 10°C 

Unblanched Peeled 
Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Moist
ure  
Ratio 
(%) 

Thermal 
Conducti

vity 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

1 2 88.64 0.4064 1 2 88.74 0.3768 
2 4 84.75 0.3188 2 4 82.95 0.3004 
3 8 78.28 0.2657 3 8 77.29 0.2623 
4 10 73.67 0.2303 4 10 63.58 0.2115 
5 14 65.22 0.1834 5 14 60.65 0.1919 
6 16 51.1 0.1727 6 16 57.47 0.1658 
7 24 49.55 0.1607 7 24 55.91 0.1449 
Blanched Unpeeled 
Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Moist
ure  
Ratio 
(%) 

Thermal 
Conducti

vity 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Moist
ure  
Ratio 
(%) 

Thermal  
Conducti

vity 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

1 2 84.58 0.3290 1 2 91.08 0.3397 

2 4 78.58 0.2878 2 4 83.91 0.3093 
3 8 63.21 0.1993 3 8 82.07 0.2657 
4 10 62.45 0.1901 4 10 73.41 0.2329 
5 14 53.42 0.1699 5 14 68.77 0.2205 
6 16 47.02 0.1558 6 16 64.68 0.2093 
7 24 41.13 0.1400 7 24 62.22 0.1713 

 

Figure 3: Variation of Moisture Ratio with Drying Time at 100C 

Figure 3 shows the variation of moisture ratio with drying time 
at a temperature of 10°C for variously treated ginger samples. The 
unblanched ginger sample had a moisture ratio of about 88.64% 
before drying commenced, it lost moisture smoothly until 14hours 
where the moisture ratio reduced to 65.22%. It then drops abruptly 
to 51.1% within two hours and continued smoothly till 24hours. 
The blanched ginger sample had an initial moisture ratio of 
84.58%; it lost moisture gradually till the end of the drying process 
with a final moisture ratio of 41.13%. It lost about 43.45% of 
moisture within twenty-four hours. Peeled and unpeeled treated 
samples lost 32.87% and 28.86% of moisture respectively within 
the twenty-four hours of drying. From figure 3, it could be deduced 
that the blanched ginger sample lost the highest amount of 
moisture with time while the unpeeled lost the least amount of 
moisture within the drying duration.  Generally, the moisture ratio 
decreases with time for the variously treated ginger samples. 

4.2. Experimental Results at Temperature of 20°C 

Table 2 shows the results obtained for moisture ratios and 
thermal conductivity of the variously treated ginger samples at a 
drying temperature of 20°C 

Table 2: Moisture ratio (%) and thermal conductivity (W/mK) at the drying 
temperature of 20°C 

Unblanched Peeled 
Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti

vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

1 2 86.35 0.4064 1 2 87.85 0.3768 
2 4 77.07 0.3188 2 4 77.18 0.3238 
3 8 71.67 0.2382 3 8 72.83 0.2839 
4 10 70.92 0.1974 4 10 66.39 0.2115 
5 14 55.60 0.1901 5 14 50.00 0.1818 
6 16 49.87 0.1658 6 16 47.71 0.1594 
7 24 47.81 0.1491 7 24 37.49 0.1391 

Blanched Unpeeled 
Sam
ple 

Tim
e 

Initial 
Moist
ure  

Thermal 
Conducti

Sam
ple 
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Initial 
Moist
ure  
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40

50

60

70

80

90

100

0 5 10 15 20 25 30

M
oi

st
ur

e 
Ra

tio
 (%

)

Drying Time (Hours)

Unblanched

Blanched

Peeled

Unpeeled

http://www.astesj.com/


G.A. Ikechukwu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1132-1142 (2020) 

www.astesj.com     1136 

S/No
s. 

(Ho
ur) 

Ratio 
(%) 

vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 
S/No
s. 

(Ho
ur) 

Ratio 
(%) 

vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 
1 2 86.29 0.2919 1 2 86.17 0.3454 
2 4 77.81 0.2527 2 4 81.82 0.3343 
3 8 67.75 0.2228 3 8 76.63 0.2839 
4 10 65.19 0.1742 4 10 64.34 0.2329 
5 14 43.29 0.1570 5 14 60.97 0.2205 
6 16 38.58 0.1449 6 16 53.16 0.1802 
7 24 34.26 0.1312 7 24 48.36 0.1713 

 

 

Figure 4: Variation of Moisture Ratio with Drying Time at 200C 

Figure 4 presents the variation of the moisture ratio of the 
variously treated ginger sample with drying time at a temperature 
of 20°C. All the samples had almost the same initial moisture ratio 
of about 86%. The unblanched treated ginger sample lost about 
38.54% of moisture, the blanched treated sample lost about 
52.03%, the peeled treated sample lost about 50.36% and the 
unpeeled treated sample lost about 37.81%. As previously 
observed at drying temperature at 10°C, also at a drying 
temperature of 20°C blanched treated ginger sample lost the 
highest amount of moisture and the unpeeled treated ginger sample 
lost the least amount of moisture. 

4.3. Experimental Results at Temperature of 30°C 

Table 3 presented the results gotten for moisture ratios and 
thermal conductivity of variously treated ginger samples at a 
drying temperature of 30oC 

Table 3: Moisture ratio (%) and thermal conductivity (W/mK) at the drying 
temperature of 30℃ 

Unblanched Peeled 
Sam
ple 
S/No

 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� W
m.K

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� W
m.K

� 

1 2 87.34 0.1074 1 2 87.95 0.1459 
2 4 80.81 0.0996 2 4 80.12 0.1132 
3 8 76.18 0.0987 3 8 74.83 0.0909 
4 10 72.15 0.0955 4 10 66.33 0.0776 
5 14 47.60 0.0809 5 14 45.73 0.0715 
6 16 45.05 0.0785 6 16 38.35 0.0693 
7 24 39.55 0.0677 7 24 27.76 0.0652 
Blanched Unpeeled 
Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� W
m.K

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� W
m.K

� 

1 2 86.65 0.1006 1 2 87.71 0.1126 
2 4 78.52 0.0913 2 4 81.89 0.1021 

3 8 65.23 0.0810 3 8 74.17 0.0810 
4 10 62.35 0.0800 4 10 68.97 0.0740 
5 14 30.50 0.0761 5 14 48.42 0.0658 
6 16 24.49 0.0732 6 16 43.42 0.0630 
7 24 17.48 0.0689 7 24 31.15 0.0611 

 

 
Figure 5: Variation of Moisture Ratio with Drying Time at 300C 

 
Figure 5 presents the variation of the moisture ratio of the 

variously treated ginger sample with drying time at a temperature 
of 30°C. All the samples had almost the same initial moisture ratio 
of about 87%. The unblanched treated ginger sample lost about 
47.79% of moisture, the blanched treated sample lost about 
69.17%, the peeled treated sample lost about 60.16% and the 
unpeeled treated sample lost about 56.56%. The blanched treated 
ginger sample has the highest amount of loss while the unblanched 
treated ginger sample has the least amount of loss.  

4.4. Experimental Results at Temperature of 40℃ 

Table 4 shows the results obtained for moisture ratios and 
thermal conductivity of the variously treated ginger samples at a 
drying temperature of 40oC 

Table 4: Moisture ratio (%) and thermal conductivity (W/m. K) at a drying 
temperature of 40°C 

Unblanched Peeled 
Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial  
Moist
ure  
Ratio 
(%) 

Thermal  
Conducti
vity 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial  
Moist
ure  
Ratio 
(%) 

Thermal  
Conducti
vity 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

1 2 79.32 0.0756 1 2 75.93 0.0717 
2 4 67.33 0.0691 2 4 60.47 0.0710 
3 8 54.64 0.0660 3 8 49.39 0.0662 
4 10 44.36 0.0638 4 10 47.08 0.0624 
5 14 41.33 0.0608 5 14 30.59 0.0590 
6 16 37.03 0.0581 6 16 27.01 0.0548 
7 24 30.12 0.0557 7 24 23.92 0.0516 

Blanched Unpeeled 
Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial  
Moist
ure  
Ratio 
(%) 

Thermal  
Conducti
vity 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial  
Moist
ure  
Ratio 
(%) 

Thermal  
Conducti
vity 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

1 2 70.11 0.0707 1 2 81.46 0.0717 
2 4 54.37 0.0662 2 4 70.55 0.0658 
3 8 40.6 0.0648 3 8 57.36 0.0611 
4 10 27.84 0.0636 4 10 38.15 0.0572 
5 14 23.65 0.0606 5 14 35.26 0.0560 
6 16 18.83 0.0574 6 16 32.5 0.0557 
7 24 17 0.0562 7 24 26.3 0.0543 
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Figure 6: Variation of Moisture Ratio with Drying Time at 400C 

Figure 6 presents the variation of the moisture ratio of the 
variously treated ginger sample with drying time at a temperature 
of 40°C. The unblanched treated ginger sample lost about 49.20% 
of moisture, the blanched treated sample lost about 53.11%, the 
peeled treated sample lost about 52.01% and the unpeeled treated 
sample lost about 55.16%. It can be observed that the unpeeled 
treated ginger sample experienced the highest moisture loss, but 
the blanched treated ginger sample attended the lowest moisture 
ratio of 17%. 

4.5. Experimental Results at Temperature of 50℃ 

Table 5 shows the results obtained for moisture ratios and 
thermal conductivity of the variously treated ginger samples at a 
drying temperature of 50oC 

Table 5: Moisture ratio (%) and thermal conductivity (W/M. K) at a drying 
temperature of 50°C 

Unblanched Peeled 
Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

1 2 71.65 0.0715 1 2 65.5 0.0759 
2 4 58.38 0.0698 2 4 58.91 0.0695 
3 8 42.51 0.0675 3 8 39.79 0.0634 
4 10 37.55 0.0652 4 10 27.99 0.0571 
5 14 28.44 0.0582 5 14 18.68 0.0555 
6 16 25.53 0.0563 6 16 16.5 0.0543 
7 24 17.95 0.0541 7 24 13.21 0.0519 
Blanched Unpeeled 
Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

1 2 66.64 0.0730 1 2 67.85 0.0776 
2 4 51.57 0.0650 2 4 57.92 0.0710 
3 8 44.89 0.0626 3 8 41 0.0622 
4 10 31.78 0.0610 4 10 39.92 0.0596 
5 14 14.42 0.0584 5 14 32.2 0.0540 
6 16 12.79 0.0581 6 16 23.71 0.0465 
7 24 10.25 0.0556 7 24 15.49 0.0460 

Figure 7 presents the variation of the moisture ratio of the 
variously treated ginger sample with drying time at a temperature 
of 50°C. The unblanched treated ginger sample lost about 53.70% 
of moisture, the blanched treated sample lost about 56.39%, the 
peeled treated sample lost about 52.29% and the unpeeled treated 
sample lost about 52.36%. It can be observed that the blanched 

treated ginger sample experienced the highest moisture loss and 
also attended the lowest moisture ratio of 10.25%.  

 
Figure 7: Variation of Moisture Ratio with Drying Time at 500C 

4.6. Experimental Results at Temperature of 60℃ 

Table 6 shows the results obtained for moisture ratios and 
thermal conductivity of the variously treated ginger samples at a 
drying temperature of 60oC 

Table 6: Moisture ratio (%) and thermal conductivity (W/mK) at the drying 
temperature of 60°C 

Unblanched Peeled 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

1 2 74.16 0.0762 1 2 70.75 0.0791 
2 4 52.92 0.0720 2 4 46.68 0.0727 
3 8 42.16 0.0695 3 8 29.89 0.0664 
4 10 33.33 0.0691 4 10 24.17 0.0611 
5 14 16.49 0.0652 5 14 13.82 0.0557 
6 16 14.88 0.0644 6 16 11.54 0.0534 
7 24 6.63 0.0553 7 24 8.56 0.0483 
Blanched Unpeeled 
Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Sam
ple 
S/No
s. 

Tim
e 
(Ho
ur) 

Initial 
Moist
ure  
Ratio 
(%) 

Thermal 
Conducti
vity 
� 𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

1 2 63.11 0.0836 1 2 74.36 0.0776 
2 4 47.27 0.0762 2 4 59.27 0.0689 
3 8 26.49 0.0732 3 8 46.56 0.0622 
4 10 17.71 0.0576 4 10 31.13 0.0596 
5 14 14.15 0.0566 5 14 24.49 0.0540 

6 16 10.32 0.0536 6 16 13.69 0.0465 
7 24 9.04 0.0516 7 24 5.98 0.0460 

Figure 8 presents the variation of the moisture ratio of the 
variously treated ginger sample with drying time at a temperature 
of 60°C. The unblanched treated ginger sample lost about 67.53% 
of moisture, the blanched treated sample lost about 54.07%, the 
peeled treated sample lost about 62.19% and the unpeeled treated 
sample lost about 68.38%. It could be observed that the unpeeled 
treated ginger sample experienced the highest moisture loss.   

The respective ginger rhizome samples were dried at 
temperatures of 10°C to 60°C, at step of 10.  Figures 3-8 present 
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the drying curve behavior of the variously treated ginger rhizomes 
at drying time of 2 - 24 hours and the effect of temperature on the 
different treatments.  It could be observed that as the drying time 
increases, the moisture ratio decreases. Nevertheless, caution must 
be exercised to avoid excessive heating resulting from high 
temperature.  Drying of ginger at excessive temperature could 
result in severe quality loss and shrinkages. Drying at above 60°C 
could result to quality loss and minor discoloration of the samples.  

 

Figure 8: Variation of Moisture Ratio with Drying Time at 600C 

The thermal conductivity decreases with the moisture ratio as 
the drying time progresses as shown in Tables 1-6. In Figures 3-8 
the moisture ratio of the blanched ginger samples decreased the 
most when compared to other ginger samples while the unpeeled 
decreased the least. This could be as a result of the morphology of 
the ginger samples.  
4.7. Drying Rate of Ginger Rhizome 

Equation 12 shows that the average drying rate for ginger 
samples could deduct from Figures 3-8. The drying rate is the 
gradient of the graph of moisture ratio versus drying time.  The 
values of the rate of drying for the various samples at different 
temperatures level were presented in Table 7; also, the averages 
for the various treatments of the samples were presented in Table 
7. The negative value for the drying rate is a result of a loss of mass 
as the water content of the ginger escapes during drying. The 
blanched samples recorded the highest average drying rate 
indicating that it dries faster than the other samples, while the 
unblanched samples recorded the least average drying rate.   

Table 7: Average Drying Rate for Variously Treated Ginger Samples 

Samples dM/dt 
10⁰C 20⁰C 30⁰C 40⁰C 50⁰C 60⁰C Averag

e 
Unblanched -

1.967 
-

1.839 
-

2.433 
-

2.177 
-2.37 -2.98 -2.2943 

Blanched -
2.026 

-
2.568 

-
3.495 

-
2.365 

-
2.683 

-
2.366 

-2.5838 

Peeled -
1.598 

-
2.341 

-
2.956 

-
2.359 

-
2.547 

-
2.614 

-2.4025 

Unpeeled -
1.351 

-
1.844 

-
2.768 

-
2.554 

-
2.339 

-
3.126 

-2.3303 

The sliced treated sample exhibited the highest drying rate, 
which might be attributed to diffusion behavior of the surface. The 
moisture travelled faster to the surface and evaporated than other 
treatments. Similar research showed that blanching increases the 

drying rate [27]. The various treatments exhibited different drying 
behaviors at lower drying temperatures; but as the drying 
temperature increased to 50°C, the difference becomes minimal. 
These variances could arise since blanching moderately exposed 
the sample to hot water and some cells might be slackened; which 
could cause the moisture diffusion to be higher and as 
consequently, resulting to higher the drying rate. The effect of this 
becomes conspicuous at drying temperature of 40°C - 50°C. 
Similar results were presented for red chili [28] and pear fruit [29]. 
External and internal factor have been reported to be responsible 
for controlling drying mechanisms in agricultural products. [30, 
31]. The results indicated that the use of environmental chamber 
for drying purposes has minimized the drying time when compared 
with available reports on drying of peeled and unpeeled ginger 
which hitherto took 11 days to attain a moisture content of 17% 
using the open sun drying and 7.8% with the solar dryer [32]. 
Although samples in the solar dryer dry faster than those in the 
open-air sun, the convective drying methodology is a better time-
saving measure. This observation agrees with some published 
reports [33-35]. 

4.8. Effect of Drying Time on Thermal Conductivity 

Drying time is an important factor in the agro-based industrial 
process. Most agriculture products come in wet conditions and 
need to be dried to required standard moisture content at a given 
time interval. Variations in thermal conductivity of the variously 
treated ginger samples at various drying temperatures for drying 
time are shown in tables 8 to 13. Figures 9 to 14 present the effect 
of drying time on the thermal conductivities of the variously 
treated ginger samples.   

Table 8: Variations in Thermal Conductivity of the Variously Treated Ginger 
Samples at Drying Temperature of 10℃ 

Time 
(Hour) 

Thermal  
Conductivity 
(unblanched) 

Thermal 
Conductivity 
(blanched) 

Thermal 
Conductivity 
(unpeeled) 

Thermal  
Conductivity  
(peeled) 

  �
𝑾𝑾
𝒎𝒎.𝑲𝑲

� �
𝑾𝑾
𝒎𝒎.𝑲𝑲

� �
𝑾𝑾
𝒎𝒎.𝑲𝑲

� �
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

2 0.4064 0.329 0.3397 0.3768 
4 0.3188 0.2878 0.3093 0.3004 
8 0.2657 0.1993 0.2657 0.2623 
10 0.2303 0.1901 0.2329 0.2115 
14 0.1834 0.1699 0.2205 0.1919 
16 0.1727 0.1558 0.2093 0.1658 
24 0.1607 0.14 0.1713 0.1449 

 

 
Figure 9: Variations of Thermal Conductivities of the Ginger samples at a drying 

temperature of 100C 
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Figure 9 presents the variation of thermal conductivity with 
drying time at a drying temperature of 10°C. The best fits to the 
data were logarithmic and polynomial of the second-order trend. 
The thermal conductivities for the variously treated samples 
decrease with time, which implies that as time progresses, less 
amount of moisture is lost. The thermal conductivity of the 
unblanched treated sample reduced from 0.4064W/mK to 
0.1607W/mK within the twenty-four drying time. The thermal 
conductivity of the blanched treated sample reduced from 
0.3397W/mK to 0.1713W/mK within the twenty-four drying time. 
The thermal conductivity of the unpeeled treated sample reduced 
from 0.329W/mK to 0.14W/mK within the twenty-four drying 
time. The thermal conductivity of the peeled treated sample 
reduced from 0.3768W/mK to 0.1449W/mK within the twenty-
four drying time.  

Table 9: Variations in Thermal Conductivity of the Ginger Samples at Drying 
Temperature of 20℃ 

Time 
(Hour) 

Thermal 
Conductivity 
(unblanched) 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Thermal 
Conductivity 
(blanched) 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Thermal 
Conductivity 
(unpeeled) 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

Thermal 
Conductivity 
(peeled) 

�
𝑾𝑾
𝒎𝒎.𝑲𝑲

� 

2 0.4064 0.2919 0.3454 0.3768 
4 0.3188 0.2527 0.3343 0.3238 
8 0.2382 0.2228 0.2839 0.2839 
10 0.1974 0.1742 0.2329 0.2115 
14 0.1901 0.157 0.2205 0.1818 
16 0.1658 0.1449 0.1802 0.1594 
24 0.1491 0.1312 0.1713 0.1391 

 

 
Figure 10: Variations of Thermal Conductivities of the Ginger samples at a 

drying temperature of 200C 
Figure 10 presents the variation of thermal conductivity with 

drying time at a drying temperature of 20°C. Also, the best fits to 
the data were logarithmic and polynomial of a second-order trends. 
Also, the thermal conductivities for the variously treated samples 
decrease with time.  It could be seen that as time increases, the 
thermal conductivity of the blanched treated sample is reduced as 
low as 0.1312W/mK. 

The variation of thermal conductivity with drying time at a 
drying temperature of 30°C is shown in figure 11. Also, the best 

fits to the data were logarithmic and polynomial of a second-order 
trend. As expected the thermal conductivities for the variously 
treated samples decrease with time.  It could be seen that as time 
increases, the thermal conductivity of the unpeeled treated sample 
is reduced as low as 0.0611W/mK. 
Table 10: Variations in Thermal Conductivity of the Ginger Samples at Drying 

Temperature of 300C 

Time 
(Hour) 

Thermal 
Conductivity 
(unblanched) 

Thermal 
Conductivity 
(blanched) 

Thermal 
Conductivity 
(unpeeled) 

Thermal 
Conductivity 
(peeled) 

2 0.1074 0.1006 0.1126 0.1459 
4 0.0996 0.0913 0.1021 0.1132 
8 0.0987 0.081 0.081 0.0909 
10 0.0955 0.08 0.074 0.0776 
14 0.0809 0.0761 0.0658 0.0715 
16 0.0785 0.0732 0.063 0.0693 
24 0.0677 0.0689 0.0611 0.0652 

 

 
Figure 11: Variations of Thermal Conductivities of the Ginger samples at a 

drying temperature of 300C 

Table 11: Variations in thermal conductivity of the ginger samples at drying 
temperature of 400C   

Time 
(Hour) 

Thermal 
Conductivity 
(unblanched) 

Thermal 
Conductivity 
(blanched) 

Thermal 
Conductivity 
(unpeeled) 

Thermal 
Conductivity 
(peeled) 

2 0.0756 0.0707 0.0717 0.0717 
4 0.0691 0.0662 0.0658 0.071 
8 0.066 0.0648 0.0611 0.0662 
10 0.0638 0.0636 0.0572 0.0624 
14 0.0608 0.0606 0.056 0.059 
16 0.0581 0.0574 0.0557 0.0548 
24 0.0557 0.0562 0.0543 0.0516 

 
The variation of thermal conductivity with drying time at a 

drying temperature of 40⁰C is shown in figure 12. The best fits to 
the data were logarithmic and polynomial of a second-order trend. 
As expected the thermal conductivities for the variously treated 
samples decrease with time.  It shows that as time increases to 
twenty fours, the thermal conductivity of the peeled treated sample 
reduces to 0.0516W/mK. 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0 5 10 15 20 25 30

Th
er

m
al

 C
od

uc
tiv

ity
(𝑾𝑾

/(
𝒎𝒎

.𝑲𝑲
))

Drying Time (hour)
Thermal Conductivity (unblanched) Thermal Conductivity (blanched)

Thermal Conductivity (unpeled) Thermal Conductivity (peeled)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0 5 10 15 20 25 30

Drying Time (hour)

Thermal Conductivity (unblanched) Thermal Conductivity (blanched)

Thermal Conductivity (unpeled) Thermal Conductivity (peeled)

http://www.astesj.com/


G.A. Ikechukwu et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1132-1142 (2020) 

www.astesj.com     1140 

 
Figure 12: Variations of Thermal Conductivities of the Ginger samples at a 

drying temperature of 400C 
 
Table 12: variations in thermal conductivity of the ginger samples at the drying 

temperature of 500C 

Time 
(Hour) 

Thermal 
Conductivity 
(unblanched) 

Thermal 
Conductivity 
(blanched) 

Thermal 
Conductivity 
(unpeeled) 

Thermal 
Conductivity 
(peeled) 

2 0.0715 0.073 0.0776 0.0759 
4 0.0698 0.065 0.071 0.0695 
8 0.0675 0.0626 0.0622 0.0634 
10 0.0652 0.061 0.0596 0.0571 
14 0.0582 0.0584 0.054 0.0555 
16 0.0563 0.0581 0.0465 0.0543 
24 0.0541 0.0556 0.046 0.0519 

 

 
Figure 13: Variations of Thermal Conductivities of the Ginger samples at a 

drying temperature of 500C 

Figure 13 present the variations of thermal conductivity with 
drying time at a drying temperature of 50°C. The best fit to the data 
was found to be logarithmic and polynomial of a second-order 
trend. The thermal conductivities for the variously treated samples 
decrease with time, while the unpeeled treated sample exhibited 
the least value of thermal conductivity.  

Table 13: variations in thermal conductivity of the ginger samples at the drying 
temperature of 600C 

Time 
(Hour) 

Thermal 
Conductivity 
(unblanched) 

Thermal 
Conductivity 
(blanched) 

Thermal 
Conductivity 
(unpeeled) 

Thermal 
Conductivity 
(peeled) 

2 0.0762 0.0836 0.0776 0.0791 
4 0.072 0.0762 0.0689 0.0727 
8 0.0695 0.0732 0.0622 0.0664 
10 0.0691 0.0576 0.0596 0.0611 
14 0.0652 0.0566 0.054 0.0557 
16 0.0644 0.0536 0.0465 0.0534 
24 0.0553 0.0516 0.046 0.0483 

 

 
Figure 14: Variations of Thermal Conductivities of the Ginger samples at a 

drying temperature of 600C 

Figure 14 presents the variation of thermal conductivity with 
drying time at a drying temperature of 60°C. The best fits to the 
data were found to be logarithmic and polynomial of a second-
order trend. The thermal conductivities for the variously treated 
samples decrease with time. Also, the initial thermal conductivities 
for the various treatments decrease with temperature. The thermal 
conductivity value recorded was highest at drying time of 2 hours 
and then drops meaningfully until it reaches a drying time of 24 
hours. This trend was prominent at drying temperatures of 10°C - 
20°C and became insignificantly at drying temperatures of 30°C - 
60°C for the variously treated samples.  

The drying characteristics of Nigerian ginger rhizomes 
investigated shown that the drying route employed might be 
hastened only during the initial stages of the drying process where 
the movement of mass and air and are external factors that 
influence the rate of drying. The unpeeled and blanched treated 
ginger rhizomes are similarly influenced by the presence of 
moisture barriers like the unpeeled skins. As the studies reveal, 
drying of ginger rhizomes at low temperatures of 10°C-20°C does 
not have much significance on drying behavior as it maintains high 
initial moisture content and high thermal conductivity. However, 
as the temperature increases above 60°C ginger rhizomes becomes 
sensitive to temperature both in texture and color.  The author 
opines that the drying of ginger rhizomes could be accomplished 
at temperatures between 50°C to 60°C to maintain the desired 
drying criteria. 
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5. Conclusion 

The following conclusions were drawn from this study: 

• It was gathered that ginger rhizomes might be dried at various 
temperatures.  But ginger rhizomes dried at lower 
temperature might not reduce the effects of pest and bacterial 
infections, while drying at high temperatures say 60°C will 
considerably reduce the effects of pest and bacterial infecting 
connected with moist ginger rhizomes. 

• The drying rate at drying time of 24 hours was 0.889/°C and 
0.4437/°C for 2 hours drying time, giving about 50% 
reduction in moisture content. The interception which 
theoretically gives the initial moisture content of 0°C is lower 
at 24 hours drying (59.33%) compared to 95.12% on dry 
bases at 2 hours drying time, as expected. The average drying 
time for the variously treated ginger sample is about 2.4hours.  

• The result of this study shows that the lowest moisture 
content of 5.98% was obtained for unpeeled ginger while the 
highest value of 9.04% was gotten for blanched sample for 
drying time of 24 hours and drying temperature of 60°C.  

• The average moisture contents were 70.6% and 7.55% for 2 
hours drying time at 60°C and 24hours drying time at 60°C 
respectively.  The moisture content of 7.55% is close to the 
range of 4-7% desired for this research. This is an 
improvement to the result of 22.54% obtained at 50°C under 
blanched condition drying for 32 hours. [36, 37] as reported 
earlier the principal processing of ginger rhizomes involve 
sorting, washing, soaking, splitting, or peeling and drying to 
moisture content  of 7-12%.   

• The importance of drying ginger for a long time at 
temperatures close to 60°C has been shown in this work. At 
higher temperatures, ginger shrinkage and surface 
discoloration may occur. As can be seen, good results are 
attainable at a temperature of 60°C to maintain the quality of 
the products.  

• The average effective moisture diffusivity and the average 
activation energy for the variously treated ginger rhizome 
samples are 5.49x10-10m2/s and 22.63kJ/mol respectively.  
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 The heath-care sector has confronted significant difficulties in the past few years due to 
several issues such as insufficient human resources, budget cuts, and shortage of equipment 
and drugs. The logistics in the health-care sector take an extensive part of the budget, 
especially since it is the main axis to provide the hospital’s pharmacies with goods (drugs 
and materials).The delay in the delivery of drugs, inappropriate transport conditions, and 
quality are the main challenges for the health-care supply chain. 
These issues will affect the user and hospital satisfaction and product quality during 
transportation/storage. The Geo-Distributed storages play a considerable role to provide 
equipment and drugs faster, thus, routing and scheduling method and also clustering 
method for geographic data is needed for defining regions and areas to be served by 
distributed storage. Having multiple storages to severe multiple health-care facilities it can 
be presented as Multiple Depot Vehicle Routing Problem (MDVRP) which can be solved 
using metaheuristics, however, the MDVRP cannot take into account the nature of the 
context (health-care), priority, and capacity of the facility to serve which is in this context 
the hospital bed capacity (HBC). 
This paper presents a new smart logistic method for the health-care sector to provide a 
better drug pulling system, by using the clustering method to provide a suitable location for 
new pharmacies and using genetic algorithm to perform routing and scheduling for Multi-
Depot Vehicle Routing Problem (MDVRP) in the health-care context to feed the hospital’s 
pharmacies with goods. This approach considers planned routes from the depot 
(central/regional pharmacy) to hospitals, as chromosomes, and groups the chromosome 
based on geographic distance and hospital bed capacity as a cluster. This method provides 
results with minimal computing power and resources and less calculation time. 
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1. Introduction 
Logistics play a major role in sustaining hospitals and health-

care facilities as motioned in [1], from operating rooms to patient 
bed and health-care units, they are all supplied by hospital 
pharmacies with drugs and equipment. As shown in figure 1, those 
pharmacies are supplied by health-care warehouses or in other 
words central pharmacies, in the same case, the goods can be sent 
to another warehouse (regional pharmacy) to provide a more 
accessible warehouse to the hospital. Each regional pharmacy is 
responsible for serving hospitals and facilities in a region; those 
Hospitals vary greatly geographically and demographically. This 
has a significant impact on how health-care logistics practices can 
be applied in each region. As a result, the drug takes time to be 
delivered and low quality of transport, which causes the patient to 

be unsatisfied, and that affects the service quality. Also, the quality 
can be affected by other factors such as the drug needs and bed 
capacity in each hospital (HBC). 
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Figure 1: Drug's supply chains in health-care 

The regional pharmacy needs to store a specific number of 
drugs based on hospital needs. Therefore, a drug pulling system is 
needed. The idea to build regional pharmacies for each region is 
unrealistic, due to the limit of the construction budget, human 
resource, and infrastructural factor. That is why an alternative 
solution is building a regional pharmacy that can serve multi-
region hospitals. In this case, the system needs to cluster health-
care facilities based on each region's needs to determine the 
suitable set or regions that can be served by the selected pharmacy, 
with the proposition of the nearby position for pharmacy 
construction. However, in many cases such as pandemic disease 
period and urgent situation, the region pharmacy has to serve 
multiple hospitals at once or even serve other hospitals in other 
nearby region’s hospitals, which can be presented as routing and 
scheduling issues of the drugs to hospitals from regional 
pharmacies. In this case, an intelligent transportation system (ITS) 
approach needs to be applied to provide routing and scheduling 
solutions.  

Nowadays, researchers use clustering methods besides 
Artificial Intelligence to solve similar issues related to routing and 
scheduling problems. The genetic algorithm is an optimization 
technique based on a parallel search mechanism which makes it 
more efficient than other classical optimization techniques. It 
reflects the process of natural selection, using the genetic operation 
as crossover and mutation to escape the local optimum by selecting 
the fittest individuals to reproduce a new population. 

This paper will discuss at first section Multiple Depot Vehicle 
Routing Problem and the mathematical formulation, in the second 
section will present the approach of clustering region by 
geographic distance and hospital bed capacity, with a comparison 
between three well-known clustering methods. The third section is 
dedicated to the routing and scheduling method using genetic 
algorithm for drug delivery between Regional pharmacies and 
hospitals based on drug demand 

2. Literature Review 

Multi-Depot Vehicle Routing Problem is considered one of the 
well-known problems in the research field currently for solving the 
delivery of goods in multi-depot instead of one depot as VRP, the 
goal is to optimize cost and exchange between multiple sources 
and destinations. As proposed in [2], the author presents an 
approach using a model MDGVRP (MD green VRP) based on an 
ant colony with a solution to route the optimal path while 
considering the capacity of the vehicle and fuel capacity. 

An ordinary algorithm can resolve vehicle routing problems. 
However, Multi depot vehicle routing problems cannot be resolved 
without consuming high computing power and resources, and the 
precision is still questionable. To get better precision, the genetic 
algorithm (GA) can be used in this case, because of the stochastic 
properties and efficiency of GA, also MDVRP can be resolved by 
using those techniques. In [3] author measure the MDVRP 
efficiency with and without GA, the result can be concluded to 
good impact on MDVRP while using the GA in term of 
performance, Also in [4] the author described an approach to 
resolve the MDVRP based on clustering algorithms, the authors 
proposed two algorithms, first one is the ‘Minimum Distance‘, 

after sorting the distance from suppliers to depots, the supplier with 
the minimum distance is selected for the nearest depot without 
exceeding the depot capacity, and repeating the process until all 
supplier have been assigned. The second algorithm is ‘Minimum 
Distance with Balancing Depot ‘, the first supplier located nearest 
to the depot will be chosen to be assigned, after. each unassigned 
depot will be assigned to the closest supplier sequentially provided 
that their supply does not exceed the depot’s capacity. In [5] the 
author developed a new method based on machine learning with a 
combination of GA for solving problems related to VRP, this 
method learn to classify the coordinates into regions which drive 
to divide to routing calculations into regions, this method provides 
many benefits over previous research and traditional solutions 
used by companies by 25.68% of routing cost, and 8.1% over 
classical GA methods[4], also the ML side of this algorithm can 
predict of future customer regions which give new behavior to 
resolve the problem.  

Clustering has been used to solve problems in diverse fields as 
bioinformatics, data mining, several methods, and clustering 
algorithms have been proposed to define hospital clusters. William 
Thomas has contributed several times for clustering and 
identifying hospitals with a methodology of clustering 
communities and hospitals simultaneously, which led to a 
geographically connected area of populations served by a common 
cluster of hospitals [1-6]. The State of Michigan has applied the 
Thomas methodology. In [7] the author explains an approach 
based on disease-specific hospital networks with considering 
similarity among disease symptoms, k-mean is among the most 
popular clustering algorithms [8], K-means is an unsupervised 
algorithm for non-hierarchical clustering, making it possible to 
group in K distinct clusters the observations of the data set. Thus, 
similar data will be in the same cluster. Moreover, an observation 
can only be found in one cluster at a time (exclusivity of belonging). 
The same observation, therefore, cannot belong to two different 
clusters. In [9] the author audited similarity in geographic location 
and patient utilization to create health-care facilities clus0ters by 
using two steps k-means clustering. In [10] the author uses cluster 
analysis to group health-care facilities based on the distribution of 
health-care spending across service categories with k-means as a 
clustering technique. On the other hand, by comparing centralized 
and decentralized pharmacies structure. In [11] author used the 
Weighted k-Means Algorithm to cluster Text, in [12] author 
showed that in the case of centralized pharmacies, the cost of 
transport is reduced, which makes the logistics chain less 
expensive. The transportation of goods — which, in this case, are 
drugs and equipment — are linked to the routing and scheduling, 
these two factors can give satisfaction for the consumer, in our 
cases, it is the hospitals and patients. Many studies have been 
proposed to solve the routing and scheduling problem, in 1995 [13] 
the author introduced the MDVRP. In [14] the author proposed two 
solutions for the MDVRP problem based on Genetic algorithms. 
Both authors in [15] and [16] tried to solve the problem with exact 
methods. However, the author of [17] demonstrated that both 
techniques are not effective. In [18] proposed an approach to solve 
for Priced MDVRP, which the vehicle visits customer only if it is 
profitable, they propose two methods: the heuristic method to 
solve the MDVRP and mixed-integer linear programming (MILP), 
and conclude that heuristics give better results. In [19] author 
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solved the MDVRP with separate delivery by proposing a heuristic 
based on integer programming. 

 

3. Positioning the Contribution 

As mentioned above, transportation is a main part of health-
care. Costs invested in logistics can exceed 50% [20] of the 
hospital budget. In addition to the coasts, there are infrastructural 
issues. Those kinds of issues can cause slow delivery and affect the 
patient's satisfaction. The good’s quality can also be affected by 
several aspects, such as the delivery condition especially if the 
central pharmacy or regional pharmacies are located in another 
region or distant region, caused by the lack of structure and 
construction of pharmacy, or pharmacies that are not well 
distributed or centralized in some specific region based on a 
political decision. Besides infrastructural issues, the organization 
is also involved, especially for routing and scheduling, to distribute 
drugs, regional pharmacy needs to prepare and send a vehicle with 
the quantity or equipment of specific drug without exceeding the 
vehicle capacity, but also there are some cases when other regional 
pharmacies can serve other region’s hospitals. Especially if the 
vehicle capacity and the distance (the hospital in the same 
pharmacy region are near to other region’s hospitals) can afford 
the delivery or in urgent cases. This challenge can’t be resolved by 
the traditional VRP (Vehicle Routing Problem), because in this 
case, we are facing a multi-depot routing (Multi-regional 
pharmacies).  

Our contribution/model allows solving the above issues and 
challenges, by proposing locations for the construction of future 
regional pharmacies, based on the number of newest pharmacies, 
geographic distance, and hospital bed capacity in each cluster (a 
group of hospitals). Also, the model improves the routing and 
scheduling for drug delivery, while allowing regional pharmacies 
to serve other regional hospitals in specific cases without overlap 
between pharmacies for serving the targeted hospital. The 
proposed contribution has been applied to solve a recent challenge 
pointed by the Ministry of the health of Morocco.  In this paper, 
we propose a solution to improve the creation of new centralized 
pharmacies and determine the methodology of good’s (drugs and 
equipment) delivery to regions, by clustering regions who will be 
served by regional pharmacies as the first step based on 
Performance indicators shared by the same ministry [21]. The 
second step is to project the MDVRP problem to the logistic chain 
of health-care by making the hospital (or set of hospitals) as a 
customer and centralized pharmacies as a depot. 

4. Vehicle Routing With Several Pharmacies 

4.1. Background 

The distribution of goods based on routing paths is one of the 
most important challenges of logistics currently. In general, the 
cost is associated with the distance. Costs invested in 
transportation exceed 50% of the total cost of a supply chain [20]. 
The objective then is to minimize the cost of combined routes on 
Multi-depot vehicle routing problems (MDVRP) by minimizing 
the distance traveled by a group of vehicles exposed to different 
requirements. However, MDVRP is a non-deterministic 
polynomial-time (NP-Hard) for deciding the courses of several 

vehicles of several depots to a group of customers simultaneously 
and return to the same deposit without surpassing the capacity limit 
of each vehicle. 

 The Vehicle Routing Problem (VRP) as illustrated in figure 2, 
is a class of operational search and combinatorial optimization 
problems. The aim is to determine the routes of a fleet of vehicles 
to deliver a list of customers or to carry out tours of interventions 
(maintenance, repairs, and checks) or visits (medical visits, 
commercial, etc.). The main idea is to minimize the cost of 
delivering goods. This problem is a classic extension of the 
traveling salesman problem. It is an employee who is responsible 
for distributing products (or services) on behalf of one or more 
employers. 

 
Figure 2: Illustration of Traditional VRP 

MDVRP is a VRP with Multi depots from which the vehicle 
can serve its customers. If customers are grouped around 
repositories, then the distribution problem must be modeled as a 
set of independent VRPs. However, if clients and repositories are 
intertwined or for specific needs the delivery must be from another 
depot, the problem of multi-depot vehicle routing needs to be 
resolved. As shown in figure 3, the MDVRP processes several 
numbers of deposits. Each vehicle or set of vehicles is assigned to 
a single depot, which is usually both the origin and destination of 
the vehicle route 

 
Figure 3: Illustration of MDVRP 

We can group the approaches to solve the VRP into two 
doctrines: Exact algorithms and heuristics algorithms. Obviously, 
the MDVRP is more complex to solve than a simple VRP. 
Consequently, propose an optimal solution for an NP-hard 
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problem takes a long time, and maybe impossible with an exact 
algorithm. Both authors in [15] and [16] tried to solve the problem 
with exact methods. However, the author in [17] demonstrated that 
both techniques are not effective. In [18], the author proposes an 
approach to solve for Priced MDVRP, which the vehicle visits the 
customer only if it is profitable, they propose two methods:  
heuristic method to solve the MDVRP, and mixed-integer linear 
programming (MILP), and conclude that heuristics give better 
results. 

It is unrealistic to use Linear Programming (LP) to solve large 
instances of the problem [22]. The intelligent algorithm is more 
widely applied, so the proposition is GA as a heuristic algorithm 
and one of the most promising hybrid intelligent methods for 
optimization problems. Distribution logistics encompasses all 
activities related to the supply of finished products and goods to 
customers. The central point of distribution logistics is the 
transportation of goods from the manufacturer to the consumer. 

In our case, the manufacturers are a set of centralized 
pharmacies, and consumers are presented as hospitals’ pharmacies. 
The idea of this contribution is to project the MDVRP model into 
the need for pharmacy logistics, representing centralized pharmacy 
as a single depot and hospitals as customers (or set of customers in 
cases of delegated hospitals to another hospital or health center). 
In some cases, one central pharmacy (CP) is not enough for some 
regions, also grouping/clustering phase is needed for our 
proposition, the grouping approach focuses on grouping hospitals 
and provides a suitable geographical place to consider building 
regional pharmacy while taking into account both distance and bed 
availability as a performance indicator in each region and hospitals 
which will be described in the next section. 

4.2. Mathematical formulation 

We can present our MDVRP mathematically as follows: G =
(V, E) is a graph where V is the set of vertices partitioned into two 
collections.  

Vc = {V1, V2, . . . . , Vn}Represent the list of the hospitals. 

Vp = {Vn+1, Vn+2, . . . . , vn+m}  represent the collection of 
centralized pharmacies,  

E set of edges connecting two points. 

A  Cost matrix D = �Dij� is the length of arc �vi, vj� 
(corresponding to distance) 

Expecting D symmetry, and the distance between sets of three 
points satisfies the triangle inequality. 

Each centralized pharmacy  Vn+m ∈ Vd  has the same model. 
km(The number of vehicles at the CP) are identical in term of 
vehicle (model, capacity Q, shape). 

We consider the following:  

Each vehicle starts from a centralized pharmacy (CP), serving 
a set of hospitals, at the end of the route or when Q is not enough 
to serve the next Hospital, the vehicle must return to the starting 
CP to refill. 

Every hospital is visited only once by one vehicle, we consider 
in this example that a route can be done only by one vehicle. 

The total demand for each route does not exceed the vehicle 
capacity Q 

The vehicle cannot exceed the vehicle capacity Q, and the 
number provided by each CP is limited.  

Centralized Pharmacies cannot serve each other’s (CP cannot 
serve another CP). 

The main objective for MDVRP, in this case, is to link 
hospitals into the proper CP with minimization of distance traveled 
by vehicle across the network.  

 n   hospitals are grouped to form m clusters. Each cluster 
consists of n1, n2, … . , nm number of hospitals. 

The number of vehicles based at a CP is km.  

kjis the group of hospital linked to a vehicle  

Based on [23], MDVRP formulation for finding x which is the 
minimizes can be described as following: 

Decision variables X and Y: 

xijkm = {hospital j else 0} 

yikm = {CP m else 0} 

MIN = ∑m
p=1 ∑kp

q=1 ∑n
i=1 ∑n

j=1 dijxijqp  (1) 

Subject to: 

∑n
i=1 qiyiqp ≤ Q     (2) 

0 ≤ njq ≤ nj      (3) 

∑kj
q=1 njq = nj∀j = 1 to m    (4) 

∑m
j=1 nj = n     (5) 

∑m
p=1 ∑kp

q=1 yiqp = 1    (6) 

xijqp = 1 ∨ 0      (7) 

yiqp = 1 ∨ 0      (8) 

The objective function according to Equation (1) minimizes the 
total delivery distance and cost of each vehicle within a CP. (2) 
limits capacity Q of the vehicle, (3) indicates the hospitals served 
by every vehicle must not overtake the number of the hospital a CP 
can deliver to. (4) shows the sum of the hospitals served by the 
whole route should be the sum of the hospitals served by CP m. (5) 
shows every hospital served by a CP. (6) guarantee that every 
hospital must be visited only once by vehicle. (7)(8) is the value 
bound of the decision variables. 

5. Clustering Algorithms with Multiple Health-care 
Facilities 

5.1. Clustering based on distance and HBC 

Clustering is organizing objects (data) into homogeneous 
groups based on specific characteristics (data points) so that 
similar objects are kept in groups, while dissimilar objects belong 
to different groups or in other cases ignored. 
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Clustering algorithms are used in many fields such as image 
segmentation to group similar regions, insurance fraud detection, 
document clustering based on topics keywords, identifying crime-
prone areas, customer segmentation for grouping customers based 
on behavior and needs, and public transport data analysis. 

With 12 administrative divisions as regions, Morocco is the 
most north-western country in Africa. The construction of 
centralized pharmacies is for serving the hospitals pharmacies in 
defined regions, several approaches have been proposed to cluster 
hospitals [1, 6, 7, 9, 10]. We propose in our work clustering by 
Performance indicators of regions instead of hospitals. The data 
provided are grouped by regions. 

The performance indicators in our case are Hospital Bed 
Capacity (HBC) by region. Table 1 shows the HBC in Morocco by 
region with latitude and longitude for each region. Table 1 presents 
the old territorial division based on 16 regions besides the HBC 

Table 1: The HBC by Region in Morocco for 2015 

REGION ID HBC Geo-Position 

Oued Ed-Dahab-Lagouira  A   53  (22.733, -14,286) 

Laâyoune-Boujdour-Sakia 
El Hamra 

 B    313   (25.443 -13,174) 

Guelmim-EsSemara  C   322   (28.708 -9,545) 

Souss-Massa-Draa  D   2199    (31.120, -6,067  

Marrakesh-Tensift-El Haouz  E   2347   (31.562, -7,959) 

Meknes-Tafilalet  F    663  (31.905, -4,727) 

Tadla-Azilal  G    964   (32.004, -6,578) 

Doukkala-Abda  H   2872  (32.599, -8,660) 

Chaouia-Ouardigha  I   1343   (33.047, -7,265) 

Fes-Boulemane  J  1474   (33.187, -4,233)  

Oriental   K   1739  (33.419, -2,145) 

Grand Casablanca   L    826  (33.520, -7,568) 

Rabat-Sale-Zemmour-Zaer  M    2884  (33.817, -6,237) 

Taza-Al Hoceima-Taounate  N  1506 (34.258, -4,233) 

Gharb-Chrarda-BeniHssen  O    757 (34.543, -5,898) 

Tangier-Tetouan   P  813 (35.262, -  5,561)  

The above table contains different data about regions and bed 
capacity in each classified by region. The order in this table is 
random, there is no order by any indicator, and each region has a 
specific geographic and demographic diversity. 

Morocco is bordering the Mediterranean Sea and the Atlantic 
Ocean each region in a vertical shape as shown in figure 4.  

Each dot in the above figure shows the location of a region 
presented in the previous table with their id to simplify the 
graphical presentation of the clustering operations. 

5.2. Clustering algorithms to determine construction regional 
pharmacies area 

One of the major challenges is to determine the most 
appropriate place to install the central pharmacy to serve a region 
or a set of regions and ensure the connectivity between these latter. 
The cluster appears to be the remedy to similar issues in a larger 
area. We aim to find the location of CP by using a range of 
clustering algorithms as k-means, DBSCAN, and Weighted K-
means. All clustering algorithms are implemented using Python 
with numpy to calculate distance and matplotlib to display results 
as shown in map figures. The simulation of the clustering 
algorithms is done in an Alienware 32Gb RAM and i7 CPU (the 
execution of the scripts was in CPU level and not the GPU). 

 
Figure 4: Old Territorial Division Based On 16 Regions of Morocco. 
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Figure 5: Geographic result as clustering with k = 3 using k-means. 

5.2.1. Clustering with K-means 

K-means is an unsupervised algorithm for non-hierarchical 
clustering, making it possible to group in K distinct clusters the 
observations of the data set. Thus, similar data will be in the same 
cluster. Moreover, an observation can only be found in one cluster 
at a time (exclusivity of belonging). The same observation, 
therefore, cannot belong to two different clusters.  

We present each center of the region characterized by latitude 
and longitude as points in the cluster. Figures 5 and 6 present the 
result of clustering with k-means with 3 and 4 clusters in map 
shape. 

 

Figure 6: Geographic result as clustering with k = 4 using k-means. 

The results of using k-means for 3 clusters show a favoring 
result for cluster 1 with a total of 15192 HBC and less than half for 
a  cluster with 6195 HBC, for cluster 3 the HBC more minimal 
than the other clusters. Therefore, this method doesn't present 
equality or equilibrium between clusters, it shows a considerable 
imbalance between all three clusters. We can also notice the same 
disproportion for clustering with 4 clusters with different 
variations of total in every 4 clusters 

5.2.2. Clustering using DBSCAN 

DBSCAN is less popular than the k-means algorithm, based on 
the concept of density: cluster is an area of space where the density 
of observations is important. At the output, the algorithm generates 
as many clusters as areas of the high-density space. Isolated points 
are considered noise. The DBSCAN algorithm uses 2 parameters: 
the distance and the minimum number of MinPts (minimum 
number of points required to form a dense region) points to be in a 
radius for these points to be considered as clusters. The input 
parameters are therefore an estimate of the density of points of the 
clusters. The basic idea of the algorithm is then, for a given point, 
to retrieve its radius-neighborhood and check that it contains 
MinPts points or more. This point is then considered part of a 
cluster. We then go through the radius-neighborhood closer to find 
all the points of the cluster. Using the same data presented for k-
means (without giving the number of clusters), the result was as 
following (Figure.7): 

 
Figure 7: The result of clustering by using DBSCAN. 
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Figure 8: The result of weighted k-means for 3 clusters. 

The result provided by this approach introduces the creation of 
3 clusters where the density is outstanding. However, 4 regions are 
designed to be noise instead of points linked to a cluster, these are 
points that do not belong to any group/cluster. Noises or points that 
do not fit into any cluster are also significant at least in our case 
they present regions that need to be served, as they can represent a 
problem or rare event in data clustering, which we need to consider 
because it represents HBC in an isolated area, especially in 
epidemic cases, also this method cannot handle the number of 
clusters needed, the nature of DBSCAN consists on given number 
of clusters as a result which is not suitable in our case for decision 
making. 

5.2.3. Clustering with weighted k-means 

K-means algorithm groups data by assigning all points to the 
nearest clusters, and determining the cluster means. The algorithm 
repeats previous steps until points assemble. Weighted k-means 
automatically calculates the feature weights in a cluster, adopting 
the idea that features can have different degrees of relevance from 
other features. Figure 8 and 9 present the result of the current 
method for 3 and 4 clusters. 

 
Figure 9: The result of weighted k-means fork = 4. 

The result shows equilibrium between the two first clusters in 
the case of three clusters (first 11551, second 9836), and another 
equilibrium between the three first clusters in the case of four 
clusters (first 7623, second 5382, third 8704). Each cluster is 
unbiased in terms of HBC, south regions make an exception in this 
case because the points that represent the southern regions are far 
from the other points, which is tolerable since the integration of 
these regions with other regions will raise the costs of the transport. 

Examination with k-means, DBSCAN, and weighted k-means 
shows progressively suitable results for weighted k-means. the 
method does not present an equilibrium between the clusters. 
However, clusters are unbiased, which the other clusters methods 
can’t afford. 

6. Genetic Algorithm 

The Genetic Algorithm is a stochastic optimization technique 
based on a parallel search mechanism which makes it more 
efficient than other classical optimization techniques such as 
branch and bound, Tabu search method and simulated annealing. 
The main idea of GA is to avoid getting trapped in local optimum 
by genetic operators, crossover, and mutation. GA maintains a 
population of possible random solutions representing 
chromosomes that can evolve through a generation.  The 
chromosomes are evaluated for fitness in each generation. The 
best-fitting chromosomes have a high probability to be selected for 
genetic operations such as crossover and mutation for the creation 
of the next generation. 

GA  is the most widely class of heuristics methods used as an 
application to the MDVRP problem, that why GA has received 
great attention from many authors, In [24] the author present a 
comparative study of different types of GA’s applied to  MDVRP, 
in [14] the author propose two solutions for the MDVRP. The first 
one is an implementation of the GA for solving the issues. The 
second one is a hybrid method with Clarke and Wright saving 
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method and nearest neighbor, and he proved that the last method 
performs better than the first one. 

Initial population: or the first chromosome is formed based on 
the routes, CP and hospitals according to the clustering method we 
use in the first section (grouping, routing, and scheduling). 
Consider an MDVRP instance with 5 hospitals and 0 represent CP. 
If the path representation for this instance is (0 2 4 1 0 3 5 0), then 
two routes are required by the vehicles to serve all the hospitals. 
The first route: departs from the CP at 0 and travels to hospitals (2 
4 1) as soon as the vehicle has returned to the CP. Second route: 
leaves the CP 0, serves hospitals 3, 5, and returns to the CP. 

Evaluation: evaluate each chromosome by measuring the 
fitness value, the main function in MDVRP is to optimize the 
delivery time and decrease spending cost in n CP. The operation 
starts in every CP simultaneously, that's why it’s normal that some 
vehicles in the network can achieve the objective (finish the 
delivery to the set of hospitals) while others can achieve the same 
objective later. In our context we consider fitness score calculated 
based on a total of cost route 𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚 of each vehicle ( 𝑘𝑘 ) in every 
CP ( 𝑚𝑚 ). The cost formula will be mathematically presented as 
the following:  

cost = ��𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚

km

 

The cost for one vehicle of the 𝑖𝑖  CP is calculated as the 
following:  

𝐶𝐶𝐶𝐶𝑖𝑖1 =  𝐷𝐷(𝑑𝑑𝑖𝑖 , 𝑐𝑐1) +  �𝐷𝐷(𝑐𝑐𝑗𝑗 ,𝑑𝑑𝑖𝑖) + 𝐷𝐷(𝑐𝑐𝑛𝑛 ,𝑑𝑑𝑖𝑖) for all j ∈   𝑛𝑛𝑗𝑗𝑗𝑗  

Selection: for each generation, the best chromosome (based on 
fitness value) is selected for the mating pool and reproduction for 
the next generation, to generate new individuals in the population 
approach used in [14] use roulette wheel selection operation, while 
others use tournament selection [23]. The selection strategy is 
based on fitness evaluation, chromosomes will be selected with 
generated probability measured by the fitness function, the fittest 
individual we are selected for the next step.   

Genetic operation: the mutation and crossover used in GA as 
genetic operation, both mutation and crossover affect the selected 
chromosomes with genetic operations rate. 

Crossover: consists on combine genetic information from two 
genomes to a new generation. In [25] the author developed a 
technique for crossover based on BCRC - Best Cost Route 
Crossover - oriented to the vehicle routing problem with time 
windows (VRPTW). The classical order crossover is used by [14] 
to perform crossover into MDVRP. The aim is to combine the 
genetic information of exactly two parents to create new 
information 

Mutation: consists of swapping two distinct customers i and j 
randomly selected, there are many propositions of mutation 
methods, and we can group them into two classes, heuristic 
mutation and inversion mutation. The effect is to flip a 
chromosome substring to create an offspring, mutation works on 
only one chromosome. The creation of the initial population will 

be projected as a chromosome with hospitals and regional 
pharmacies, hospitals presented as numbers while0𝑎𝑎, 0𝑏𝑏are CP. 

1 2 3 4 5 6 7 8 9 10 0a 0b 

Grouping: We used the weighted-k means to cluster regions 
into the hospital’s groups. Usually, in the same region, the 
geographical obstacle is not considerable. Also, the HBC for each 
hospital is not available. Therefore, in the grouping section, we use 
only Euclidean distance, however, if the space is large and can be 
affected by the shape of the globe, we can add haversine as 
distance instead of normal Euclidean one. The chromosome will 
be two sets of the group each group has its own pharmacy. 

𝐶𝐶𝐶𝐶𝐴𝐴1, 2, 3, 4, 5.  𝐶𝐶𝐶𝐶𝐵𝐵6, 7, 8, 9, 10. 

The figure below (Figure 10) presents a flowchart to describe 
the initialization of parameters and the iteration on GA algorithm: 

 

Figure 10: Flowchart of GA implementation. 

7. Methods and Results 

For the simulation, we used a list of hospitals by region from 
the Moroccan administration Open Data website, and we added 
demand for drugs to be served for the Casablanca region. Some of 
those health-care facilities use call for tender instead of begging to 
serve from CP based on category. For the purpose of this 
simulation, we consider all the facilities in table 2 are served by 
centralized pharmacies. Also, we consider three CP in the region 
only for the demonstration: 

Table 2: The list of healthcare facilities in the grand Casablanca region. 

ID HOSPITAL COORDINATE DRUGS 
UNIT 

1 Sekkat 
(Salam) 33.54631, -7.5884 30 

2 Centre de 
Léprologie 33.55384, -7.59255 40 

3 Mohamed V 33.58945, -7.55146 10 
4 Med Bouafi 33.55874, -7.60972 15 
5 Ben M'sick 33.55225, -7.5782 22 
6 IbnRochd 33.58125, -7.61976 41 
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7 My Youssef 33.60274, -7.63226 13 
8 20 Aout 1953 33.57474, -7.6199 8 

9 Hôpitald'enfa
nts 33.58088, -7.62111 21 

10 Al Hassani 33.55849, -7.68736 26 
11 Tit Mellil 33.54937, -7.48586 50 
12 My Abdellah 33.69778, -7.38551 14 
13 SidiOthmane 33.55804, -7.57312 7 

14 Prince My 
Hassan 33.60457, -7.63394 13 

15 Al Mansour 33.6078, -7.50362 30 

Consider three CP with coordinate: CP1 {33.58212, -7.6594}, 
CP2 {33.57125, -7.5813}, CP3 {33.58200, -7.5289} 

The capacity of each vehicle is 50 units, the population size is 
10 chromosomes. In our demonstration we followed the standard 
GA for MDVRP mentioned by [23] after performing our clustering 
method mentioned above. The operation was simulated using C# 
as programming language on an Alienware aurora R2 CPU i7 and 
RAM 32 GB. 

The grouping will give us three set CP1, CP2 and CP3: 

CP1: [6-7-9-14-1-2-4] CP2: [5-8-10-11-13] CP3: [3-12-2015] 

The bellow table (table 3) shows the simulation for weighted-
k means by generations with their set of groups. The group here 
means the route that each vehicle needs to do to de starting from 
the source (CP in our case) which is presented as 0. Each 0 means 
a go back to CP to load drugs for the next route. 

Table 3: Result of simulation for weighted-k means. 

Generation Fitness Group Path 
Initial 
Generation 

60000> CP1 0-3-15-0-12-0 
CP2 0-1-13-0-11-0-10-

5-0-8-2-0-4-0 
CP3 0-14-0-6-0-7-9-0 

Generation 1 55986 CP1 0-3-15-0-12-0 
CP2 0-1-13-0-11-0-10-

5-0-8-2-0-4-0 
CP3 0-6-0-14-7-9-0 

Generation 20 51848 CP1 0-12-15-0-3-0 
CP2 0-8-10-0-1-0-11-0-

4-5-13-0-2-0 
CP3 0-6-0-9-7-14-0 

Generation 100 49948 CP1 0-12-15-0-3-0 
CP2 0-4-1-0-10-5-0-11-

0-2-13-0-8-0 
CP3 0-14-7-9-0-6-0 

Due to the mutation and crossover, each generation has its own 
fitness, a part of the above table presents an example of fitness by 
several generations (initial, 1, 20, 100). Figure 11 presents details 
of the evolution of fitness score by generation. The fitness is 
calculated based on several visits for the CP in each group, the 
figure also presents the comparison between k-means method used 

in [3] with the distance clustering and weighted k-means proposed 
in this paper. Both methods have the same initial data. 

 
Figure 11: Fitness time for each generation. 

Results show considerable regression in fitness score, which 
means acceptability of solution in newer generations in both 
clustering methods. Both methods have been improved over each 
generation, and the results shows that generation 100 is more fit in 
comparison with the others. However, the fitness score reached by 
weighted-k means is more acceptable than k-means. 

The time simulation for each generation had shown a 
regression that can be presented in figure 12 as a chart for both 
methods. The time by minutes is calculated based on the distance 
crossed from each node of the set in each group with the visits of 
CP.  

 

Figure 12. Consuming time for each generation. 

In terms of time, the total consumption time from generation to 
generation is considerably changing in both methods. For the 
weighted k-means, the first generation shows better results in 
terms of time (less time-consuming means better results) in 
comparison with the initial random population (generation 0). At 
generation 40, the result is considered as the “better result”, before 
time rises again. However, results show better results at generation 
80 to 100 which means an escape from local minima to new global 
minima due to the use of crossover and mutation in GA and that 
shows less time in comparison with the normal k-means method. 

Thus the result shows a less distance traveling between nodes 
(figure 11) and a faster route for each group using the weighted k-
means in comparison of k-means (figure 12). Note that k-means 
has been improved over generations but not more fit then weighted 
k-means, which can impact the traveled cost by distance, the figure 
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13 shows the comparison between our proposed GA and the GA 
proposed by [3]. 

 
Figure 13: Comparison between K-means and weighted k-means in terms of 

cost. 

The cost in weighted k-means is more efficient in comparison 
with traditional k-means, the figure 13 shows that the result using 
our proposed solution is competitive with k-means proposed by [3], 
however, the k-means solution can be more efficient if the 
hospitals’ area in large number, which in our case not realistic due 
to the nature of the problem that we are resolving, the hospitals 
cannot exceed a large number in comparison with the CP and 
population in a specific region.   

8. Conclusion and Future Work 

Health-care and hospitals suffer from drug delivery delay and 
distribution due to the lack of infrastructure and distributed 
central/regional pharmacies. Our contribution is the adoption of 
clustering methods to locate the appropriate placement to set new 
central/regional pharmacy and group hospitals to favorable 
pharmacy based on hospital bed capacity, and using an algorithm 
based on genetic algorithms to set routing and scheduling plans for 
drug distribution at the level of one region or a set of regions. The 
MDVRP besides clustering is rarely adopted in the resolution of 
similar matters. The most relevant algorithm to adopt is weighted 
k-means one that showed favorable results, at least in our case. 
Also, even if this solution appears to be specific to the health-care 
sector, this work can concern further fields like agriculture and 
food-processing.  

As an additional feature/improvement to the current model, it 
can be helpful considering applying parallelization and prediction 
for the GA algorithm and taking into consideration the conditions 
of transportation and providing an access to the result beside the 
transportation process with transparency.  
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 There is currently an overload of information on the internet, and this makes information 
search a challenging task. Researchers spend a lot of man-hour searching for journals 
related to their areas of research interest that can publish their research output on time. In, 
this study, a recommender system that can assist researchers access relevant journals that 
can publish their research output on time based on their preferences is developed. This 
system uses the information provided by researchers and previous authors' research 
publications to recommend journals with similar preferences. Data were collected from 867 
respondents through an online questionnaire and from existing publication sources and 
databases on the web. The scope of the research was narrowed down to computer science-
related journals. A hybrid model-based recommendation approach that combined Content-
Based and Collaborative filtering was employed for the study. The Naive Bayes and Random 
Forest algorithms were used to model the recommender. WEKA, a machine learning tool, 
was used to implement the system. The result of the study showed that the Naïve Bayes 
produced a shorter training time (0.01s) and testing time (0.02s) than the Random forest 
training time (0.41) and testing time (0.09). On the other hand, the classification accuracy 
of the Random forest algorithm outperformed the naïve Bayes with % correctly classified 
instance of 89.73 and 72.66; kappa of 0.893 and 0.714; True Positive of 0.897 and 0.727 
and ROC area of 0.998 and 0.977, respectively, among other metrics. The model derived in 
this work was used as a knowledge-base for the development of a web-based application, 
named "Journal Recommender" which allowed academic authors to input their preferences 
and obtain prompt journal recommendations. The developed system would help researchers 
to efficiently choose suitable journals to help their publication quest. 
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1. Introduction 

The overload of information available through the world wide 
web today has created a lot of challenges for information seekers. 
Researchers who are in need of journals related to their research 
area sometimes find it difficult to access and keep track of the 
relevant journals or research materials of their interest including 
searching for relevant journal to publish research outputs. 

Conducting a very good research could be very stressful and 
searching for the right journal to publish it could even be more 
stressful. Academic authors are therefore faced with making their 
decision based on a number of competing preferences such as the 

scope of the journal, the access type, article processing charge, 
speed of the review process, impact factor, indexing and ranking 
just to mention a few. A simple approach used in searching for 
such journal publishers is to randomly surf the web by typing some 
specific keywords predetermined by the author. Results obtained 
from using this style may not be too beneficial as it is probability-
based and highly dependent on the searching skills and 
maneuvering abilities of the author. Some authors, also, make their 
journal selection decision by checking out the reference lists form 
existing related journals available to them. This style is also limited 
in scope and it depends fully on related journals currently available 
to the author. Moreover, some potentially useful journals may be 
difficult to access by authors. It is also a fact that the article 
processing charge of some accessible journals may be too 
expensive especially for authors from low income countries where 
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access to research grants and funding are also a major challenge. 
There is, therefore, a need for a recommender system that can 
assist in solving the highlighted problems. 

Recommender systems are described as information filtering 
systems that are designed to solve the challenge of information 
overload by filtering a large amount of information according to 
the user's observed behaviour, interest, preferences and producing 
very useful and vital information fragment as output [1]. 
Recommender systems have the ability to predict the choice of its 
user based on their past preferences. In this work, the use of a 
journal recommender systems to automatically suggest relevant 
journals to the researchers based on some initial information 
provided by the users and other information from journal 
publishing sites, was developed. To provide more relevant 
recommendations, the developed recommender system would 
incorporate the list of journals, the type of journal access whether 
it is an open access or restricted access, free or article processing 
fee, research topic, the field of study, indexing and rating. It is also 
specific to the field of study, which is Computer science-related 
journals.  

This work resolves information overload problem to academic 
authors; whereby a researcher would want his/her authored works 
to be published, this might take a more extended period because 
the scope in the popular bibliographic database is vast. Also, in this 
age, when there is high proliferation of academic journals, getting 
the right journal to publish an article could turn out to be a huge 
task. A recommender system for guiding researchers when 
searching for journals to publish their articles promptly was 
developed in this work. This would make their publication quest 
easier and effective.  

2. Literature review 

In this section, some relevant literature tied to the research were 
reviewed and some closely related works were also presented. 

2.1. Recommender Systems 

The increasing use of internet services has resulted in a massive 
amount of data and information available on the internet. The 
nature of this data is so dynamic as well as diverse that it becomes 
difficult for one to look for the kind of data that matches the 
requirements. This challenge has aroused the development of new 
technology to assist Internet users to cope with information 
overload and indecisions on a product, service and items. They are 
called Recommender Systems. According to [2], recommender 
systems are applications that filters users' preferences, suggesting 
the most suitable items to specific users based on similar 
information about the users, the items, and their relationships. 
Solving the problem of information overload and filtering out the 
most important items, products and services are considered to be 
the primary purpose of recommender systems. Personalized 
recommendations could be generated by analyzing the behaviour 
of a user and other similar users to suggest user's interests and 
preferences [3]. Recommender systems are very useful in diverse 
domains such as education, commercial, entertainment, for 
example, movies, music and others. This work focused on 
deploying the recommender system in the academic domain in 
order to facilitate the search for useful educational web resources 
such as Journals, more comfortable to find, thereby helping 

researchers enhance their publishing process by getting access to 
very useful journal recommendations leading to faster publication 
time. 

2.2. Techniques of Recommender Systems 

The main recommendation techniques include traditional 
methods such as content-based, collaborative filtering-based, 
hybrid-based (a combination of content-based and collaborative 
filtering methods) and knowledge-based methods [4]. Other 
recently appearing variants in the literature are trust-based, group-
based, fuzzy set-based, context awareness-based and social 
network-based methods. The most acceptable and widely used out 
of all are the traditional recommendation methods. Content-based 
is further divided into tag-based and descriptive-based. 
Collaborative filtering's subdivisions are Model-based and 
Memory-based, under model-based are Clustering, Association, 
Bayesian networks while for Memory-based are User-based and 
Item-based. 

In content-based recommendation methods, items similar to 
items previously preferred by a specific user are usually 
recommended [5]. More on the basic principles, techniques, 
strengths and limitations of content-based recommender 
approaches can be found in [5]-[7]. On the other hand, 
collaborative filtering is a process of filtering information or 
pattern based on the opinion of other users, or the similarity 
between items [6]. This approach makes recommendation by 
finding similar users having a rating history similar to the new user. 
This implies that user preferences, in this case, are compared with 
the other users [7]. More information on the collaborative 
approach, its characteristics, techniques, strengths and drawbacks 
can be found in [6]-[10]. A hybrid recommendation system is an 
approach that deals with the combination of different 
recommendation models to evolve a more efficient and effective 
technique that would outperform the traditional stand-alone 
recommendation techniques. This is done to overcome the 
weaknesses of stand-alone recommendation techniques while 
combining their power and strengths to achieve better 
recommendation.  There are seven main combination approaches 
for building hybrid recommendation system, and they are also 
grouped into three designs which are Monolithic, Parallelized and 
Pipelined. More details on hybrid recommendation systems, 
adapted in this work, could be obtained from the works of [4], [10] 
and [11]. 

2.3. Related Works 

Apart from some of the previous works done by authors [12] 
and [13] on the exploration of recommender systems in the 
education sector, some other related works are also presented here. 
The authors considered only one algorithm in their 
implementations. A knowledge-base of product semantics 
recommender system was built by [14]. The recommender system 
was capable of determining semantic attributes of products, 
thereby helping the authors to understand the customer's taste. In 
order to learn the attributes of the product descriptions found on 
retailers' websites, supervised and semi-supervised learning 
techniques were applied to the system. The system was able to map 
products to an abstract layer of semantic features by 
recommending other items in the same class of products that 
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matches the user's model and understand the customer taste and 
also recommend items across categories. This approach is believed 
to enhance the user experience and build the user's confidences in 
the recommendations. The work of [14] focused on narrow classes 
of products from retailers’ websites. A recommendation system 
based on collaborative filtering approach using Convolution Deep 
Learning Model was proposed by [15]. The convolution deep 
learning model used was based on the Label Weight Nearest 
Neighbor with three categorizations. The authors in [15] concluded 
that their proposed system outperformed the other traditional 
recommendation algorithms in terms of efficiency and 
effectiveness. 

In [16], a product recommender system based on a hybrid 
recommendation technique was presented. The system focused on 
books as the product, and in order to recommend more accurately, 
a personalized book recommendation algorithm was used. It was 
based on the time-sequential collaborative filtering and content-
based filtering. Essential factors such as time sequence of 
purchasing books of different users in the database and content of 
the user profile were considered in the system, and it is expected 
to satisfy users by providing best and efficient book 
recommendations. The accuracy of recommendation results in this 
work was low and this was due to the small volume of books used 
as the experimental dataset. The authors in [17] were able to 
predict fake information and fake Facebook accounts using a 
machine learning-based recommendation approach, which can 
also work on online social network. The limitation of the work was 
the low prediction accuracies recorded. In [18], a collaborative 
filtering job recommender system was developed, which was 
executed by exploring and analyzing Google employees' features 
to match the qualifications of job seekers and, thereafter, 
recommending Google to job seekers. The classification 
algorithms used were SVM, Naïve Bayes, Neural Networks and 
Decision Tree. The low F1 score and the few number of companies 
with few features was the limitation to the work. 

3. Methodology  
This section presents the research methodology, which 

includes the techniques used in the recommendation system and 
the design of the hybrid recommendation system.  

3.1. Data collection and description 

The primary aim of this work is to develop a system that 
recommends computer-related journals to academic researchers 
and authors. Two sets of data were used for the study. First primary 
data was collected through an online questionnaire prepared 
through google form and broadcasted across the web. Secondary 
data was also collected directly from major journal databases and 
indexing organizations available online. The sources of the data 
were obtained from bibliographic databases, journal publishers, 
and their journals, some of them are, Science Direct, Scopus, 
Researchgate, Elsevier, Google Scholar, DOAJ just to mention a 
few. The selected journals from these databases were specific to 
the field of computer science, and the topics selected covered every 
aspect of computer science including Computer programming, Big 
data analytics, Software engineering, Computer Architecture, 
Artificial Intelligence, Cybersecurity, Decision trees, Encryption, 
Data Mining, Recommendation systems, Human-Computer 
Interaction, Robotics and Cloud computing just to mention a few. 

The questionnaire, used to collect the data was administered 
online using Google Forms, with eight hundred and sixty-seven 
(867) respondents, who are researchers that have published at least 
one article in a standard journal responded to the survey. There 
were three major sections in the online questionnaire. The first 
section contained the "Demographic data of the respondents". The 
second section contained "Questions on Articles Already 
Published by Respondents in Learned Journals" and "Questions on 
Publishing Preferences". The first section consisted of five 
questions. The second and third questions consisted of ten 
questions, each making a total twenty-five questions altogether. 
The demographic section contained five questions that required 
answers about the target audience which included their optional 
full names, institution, gender, highest academic qualification and 
work status of respondents. In summary, the majority (71%) of the 
respondents were males, and the remaining 29% were females. 
76% of the respondents were PhD holders, and most (73%) of the 
respondents had published at least two articles in learned journals.  

3.2. Attribute Representation and Categorization 

Four major attributes were used for the recommendation in this 
work. They are Area of Research Interest (ARI), Journal Access 
Type (JAT), Article Processing Charge (APC), Indexing and 
Ranking (IAR). All the data were stored in Microsoft Excel and 
saved as a comma-separated (.CSV) files.  The attributes used were 
assigned labels represented by three-character nominal values to 
make the data suitable for classification. These attributes represent 
preferences of future authors that will be matched in the journal 
recommendations model built from preferences selected by 
previous authors and secondary data obtained from publishing 
sites.  

Eighty-one ARI was identified in Computer Science. They are 
Artificial Intelligence, Adaptive computing, Big Data Analytics, 
Bioinformatics, Biometric Technology, Classification, Cloud 
Computing, Clustering, Computational Biology, Computer 
Forensics, Computer Security, Computer Vision, Content 
Management Systems, Crowdsourcing, Cryptography, 
Cybernetics, Data Security, Data Management, Data 
Warehousing, Data Mining,  Decision Support Systems, Decision 
trees and forests, Distributed systems, E-Commerce, E-
Government, E-Learning Technologies, Embedded Systems, 
Evolutionary computing, Genetic Algorithms, Global Positioning 
System (GPS), Global System for Mobiles (GSM), Geographical 
Information Systems (GIS), Green Computing, Grid Computing, 
Human-Computer Interaction (HCI), Image processing 
technologies, Information systems, Internet Telephony, Intrusion 
Detection Systems, Knowledge based systems, Knowledge 
Management Systems, Machine Learning, Management 
Information Systems, Mobile agents, Mobile Computing, Multi-
agent systems, Network Security, Artificial Neural Networks, 
Open Source Technology, Parallel Computing, Computer 
Architecture, Parasitic Computing, Pattern Recognition 
Techniques, Pervasive Computing, Proactive Computing, Real-
time information systems, Recommender Systems, Robotics, 
Social Networks and Online Communities, Soft Computing, 
Support Vector Machines (SVM), Theoretical Computer Science, 
Internet of Things, Virtual Reality, Visualization, Voice Over 
Internet Protocol, Web-mining, Network Topology, Biosystems & 
Computational Biology, Cyber-Physical Systems and Design 
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Automation, Computer Engineering, Database Systems, Computer 
Education, Computer Graphics, Process Mining, Operating 
Systems, Programming Systems, Scientific Computing, Security, 
Theoretical Computing, Networking and Deep Learning. The JAT 
was divided into two categories, which are Open Access (OA) and 
Restricted Access (RA). Table 1 shows the distribution 
characteristics of the preferences of the respondents concerning 
JAT. The majority (62.51%) of the respondents preferred to 
publish in open access journals. 

Table 1: Journal access type preferences 

JAT Frequency Percentage (%) 

OA 542 62.51 

RA 325 37.49 

TOTAL 867 100.00 

APC was sub-divided into three other categories, which are 
low, medium and high with low having highest percentage 
(83.04%) preferences among the respondents, as shown in Table 
2. 

Table 2: Journal Article Processing Charge Preferences 

Category APC Frequency Percentage (%) 

BELOW 
500USD LOW 720 83.04 

500 - 1000 USD MEDIUM 92 10.61 

ABOVE 1000 
USD HIGH 55 6.34 

  TOTAL 867 100.00 

Furthermore, few (23.07%) of the respondents did not care 
about indexing and ranking of the journal while the majority 
(76.93%) considered ranking and indexing as the most crucial 
factor for publishing their articles in a journal (Table 3). 

Table 3: Journal Indexing and Ranking Preferences 

IAR Frequency Percentage (%) 

YES 667 76.93 

NO 200 23.07 

TOTAL 867 100.00 

3.3. The Design of the Recommender System 

This section gives an accurate description of how the proposed 
system was designed. Unified Modeling Language (UML) was 
used to understand the flow of this system, and it shows the 
functions the users can do. The users of the system are represented 
as actors of the system, and the actions performed are called the 
use-case. There are two primary users of the system, the admin and 
the user. Figure 1 shows the use-case diagram for the Admin and 
User of the system. The Admin will normally log in as the system 
administrator. The System Admin can add journals and make it 

accessible to the system users with all the required details attached 
to it. The details are its Title, Topic category, Publisher, Its type of 
access, Its article processing fee, Issues per year and its link for 
easy access. System Admin can also add the category of a journal 
which also means the field of the journal, Publishers of Journals 
into the system and can View, Edit, Update and Delete Journals 
details. The User, on the other hand, can register and login to the 
system, search for Journals, Publishers, Categories with the use of 
keywords, view system recommendations regarding journals 
selected and generated by the system based on particular 
preferences. 

 
Figure 1: The Use-Case Diagram for the Recommendation System 

 
Figure 2: The Hybrid Filtering Recommendation Activity Diagram 

http://www.astesj.com/


A.O. Ogunde et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1153-1162 (2020) 

www.astesj.com   1157 

3.3.1. Description of the hybrid filtering recommendation activity 
diagram 

In a hybrid recommendation model shown in figure 2, 
recommendations were based on content-based filtering and 
collaborative recommendation combined using a monolithic 
feature augmentation approach. It also employed the combination 
of Naïve Bayes and Random forest algorithms for searching the 
desired journal. This model combined the results of collaborative 
and the result of content-based views the results to the users. 

3.3.2. Description of the register process activity diagram 

The activity diagram in Figure 3 shows that for a user to make 
use of the system, the user has to be registered with valid 
registration details. The user views the blank registration form and 
fills in personal details such as name, email address and phone 
number and other details the system requires. As the user begins to 
fill the form, the system simultaneously stores the information. The 
user is also expected to fill the preferences details such as the user's 
research topic, the type of access to journals, and field of study. 
Then the account form as part of the registration is the 
authentication using passwords. After the user has filled all the 
dialogue boxes for registration, the user's account is successfully 
created, and the account is active. 

 
Figure 3: The Register Process Activity Diagram 

3.3.3. Description of the search process activity diagram 

The activity diagram in figure 4, shows the search process of 
when a user decides to search for a journal by using its name, 
publisher and the category, type of access, issue per year. A user 
can also make use of keywords as an alternative for the searching 
process, for example, searching for the word " Inter" for 
"International". The user selects the search form and fills it, the 
system checks for the search result, filters, sorts and views multiple 
lists of results to the user. The system can also inform the user 
when there are no matches of the searched journal. Every user can 
search as many as they require for journals of their interest. 

 
Figure 4: The Search Process Activity Diagram 

4. Implementation and Results 

This section provides the details of implementation followed 
by the discussion of the results. 

4.1. Implementation 

The WEKA Explorer version 3.9.4 was used for the training of 
data and implementation. This was done based on the data 
generated from the respondents' preferences discussed in section 
three. Naïve Bayes and Random Forest algorithms were used for 
the classification of the data and training of the model. The model 
generated was used as a knowledge-base for the development of 
the web-based journal recommender application. The data was 
saved in comma-separated values (CSV) format as required in the 
WEKA explorer and preprocessed by converting it into the .arff 
format, which is the format recognised by WEKA for a 
classification of this type. The preprocessed data were trained 
using the Naïve Bayes and Random Forests without any splitting. 
In classifying the data, accuracy was based on predicting the 
journal preferences class labels in the training data. Naive Bayes 
classifier is a major classifier that is very useful in Collaborative 
Filtering based Recommendation Systems. Naïve Bayes uses 
machine learning and data mining techniques to filter the 
information and use it to predict future occurrences. Naive Bayes 
algorithm can handle both continuous and discrete data. It requires 
less training data, can make probabilistic predictions, requires less 
training data, easy to implement and fast. Random Forest 
algorithm can be used for both classifications and regression task. 
It provides higher accuracy than other classification algorithms. 
Random forest classifier will handle the missing values and 
maintain the accuracy of a large proportion of data. If there are 
more trees, it will not allow overfitting trees in the model. Random 
Forests was chosen over decision trees and other classification 
methods because it is easy to interpret and make for 
straightforward visualizations, the internal workings are capable of 
being observed and thus make it possible to reproduce work, it can 
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handle both numerical and categorical data, and performs well on 
large datasets and are extremely fast. 

4.2. Results and Discussion 

Results of data training and classification carried out in WEKA 
explorer using the two ranking algorithms is presented in this 
section. 

4.2.1. Results from Classification with Naïve Bayes Algorithm 

Figure 5 shows the results of data training and model 
generation and with Naïve Bayes algorithm in WEKA explorer. 
Eight hundred and sixty-seven instances of the data and five 
attributes were trained using the 'Use training set' option. 

 
Figure 5: Details of Classification with Naïve Bayes Algorithm 

Results from the classification using Naïve Bayes algorithm 
are shown in Figure 6. Time taken to build the model was 0.01 
seconds. Time taken to test the model on training data was 0.02 
seconds. There were six hundred and thirty (72.66%) correctly 
classified instances and two hundred and thirty-seven (27.34%) 
incorrect classified instances. Mean Absolute Error (MAE), which 
is a measure of the average magnitude of the errors in a dataset 
without considering their direction, was 0.0225. This result 
implied that the error associated with this classification was 
minimal and insignificant. Root Mean Squared Error (RMSE), 
which is a measure of the average magnitude of the error, was 
0.0943. In this study, RMSE was larger than MAE, which implied 
that there was variance in the individual errors of the dataset. This 
is consonance with the standard as RMSE is always larger than or 
equal to the MAE. Kappa statistic, which measures the agreement 
of prediction with the actual class was 0.714. This showed a higher 
agreement between the predicted and the actual class. The 
evaluation measures that also showed the accuracy of the model 
are given as True Positive (TP) Rate, False Positive (FP) Rate, 
Precision, Recall, F-Measure, MCC, ROC Area and PRC Area. TP 
signifies the correct predictions. From the results obtained using 
Naïve Bayes classification, TP was an average of 0.727, which 
implied that more of the class labels were predicted correctly. False 
Positive (FP), which is the number of instances predicted positive 
that was negative, was an average of 0.014, which implied that 
fewer instances were not predicted correctly. Precision was an 
average of 0.789, which meant that many cases that were predicted 

positive are positive. The recall was an average of 0.727, which 
indicated that more of the positive instances were predicted 
positive.  F-measure was an average of 0.760, which indicated that 
the precision and recall were evenly weighted. MCC was an 
average of 0.765. ROC Area was an average of 0.977. PRC Area 
was an average of 0.785. The high values obtained for MCC, ROC 
Area and PRC indicated that the model was predicting with a very 
high level of accuracy. 

 
Figure 6: Results from Classification with Naïve Bayes Algorithm 

4.2.2. Results from Classification with Random Forest 
Algorithm 

Figure 7 shows the results of data training and model 
generation and with Naïve Bayes algorithm in WEKA explorer. 
Eight hundred and sixty-seven instances of the data and five 
attributes were trained using the 'Use training set' option. 

 
Figure 7: Details of Classification with Random Forest Algorithm 

http://www.astesj.com/


A.O. Ogunde et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1153-1162 (2020) 

www.astesj.com   1159 

Results from the classification are shown in Figure 8. Time 
taken to build the model was 0.41 seconds. Time taken to test the 
model on training data was 0.09 seconds. There were seven 
hundred and seventy-eight (89.73%) correctly classified instances 
and eighty-nine (10.27%) incorrect classified instances. Kappa 
statistic was 0.893, which represents a higher agreement between 
the actual and the predicted class. MAE was 0.0061 and RMSE 
was 0.0526. which implied that there was variance in the 
individual errors of the dataset. Other evaluation measures that also 
showed the accuracy of the model are TP, which was an average 
of 0.897, which implied that more of the class labels were 
predicted correctly. Fewer instances were incorrectly predicted 
with FP as 0.004. The recall was an average of 0.897 and precision 
was an average of 0.900, which meant that many cases that were 
predicted positive are positive. F-measure was an average of 0.886, 
which indicated that the precision and recall were evenly weighted. 
ROC Area was an average of 0.998, PRC Area was an average of 
0.912 and MCC was an average of 0.892. The high values obtained 
for ROC Area, PRC and MCC showed that the prediction accuracy 
of the model was very high. 

 
Figure 8: Results from Classification with Random Forest Algorithm 

4.2.3. Comparing Results of Classification with Naïve Bayes 
and Random Forest Algorithms 

The performance metrics for comparing the data training and 
model generation of the Naïve Bayes and Random Forest 
algorithms are shown in Table 4. The Naïve Bayes classification 
was faster than Random Forest in model building and testing. On 
the other hand, the Random Forest algorithm outperformed Naïve 

Bayes in terms of classification accuracy, Kappa statistics, true 
positives, ROC Area and all other performance metrics measured 
in this work. 

Table 4: Results of Classification Using Naïve Bayes and Random Forest 
Algorithms Compared 

PERFORMANCE METRICS NAÏVE 
BAYES 

RANDOM 
FOREST 

Training time (s) 0.01 0.41 
Testing time (s) 0.02 0.09 
Instances correctly classified (%) 72.66 89.73 
True positive  0.727 0.897 
False positive  0.014 0.004 
MAE 0.0225 0.0061 
RMSE 0.0943 0.0526 
Kappa Statistics 0.714 0.893 
ROC Area 0.977 0.998 
PRC Area 0.785 0.912 
F-measure 0.760 0.886 
Avg_Precision 0.789 0.900 
MCC 0.765 0.892 

4.2.4. Evaluation of Results 

In this section, the results obtained from the study were 
compared with existing methods, which were already discussed in 
section two. After comparing the classification accuracies, the 
classification accuracy derived in this work (89.73%) 
outperformed four related works [13], [16]-[18]. 

Table 5: Results of Classification Using Naïve Bayes and Random Forest 
Algorithms Compared 

Reference Year of 
Publication 

Algorithm 
Used 

Classification 
Accuracy 
(%) 

13 2019 C4.5 78.84 
16 2017 Time 

sequence-
based 
algorithm 

60 

17 2018 CNN 75 
18 2015 Neural 

Network 
63 

This 
work 

2020 Random 
Forest 

89.73 

 
4.3. System Interface 

The section describes the features of the developed 
recommender system. The most important pages are described 
here and in the following subsections. The system's interface was 
built with HTML, CSS, PHP, Java scripts and AppServe. The 
interface for the application was thoroughly tested to ensure that it 
complies with the requirement of the recommendation system. The 
home page (Figure 9) is the first page a user is presented once the 
application loads. It shows the labels Home, Categories, Journals, 
Publishers, Recommendations, Register, Login and Search icons. 

For example, users will click the 'Journals’ menu to access the 
list of journals in the system and likewise click 
‘Recommendations’ menu to make necessary recommendations 
after answering a few questions by selecting their options. The 
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‘categories’ menu shows the various fields of computer science 
available for searching.  

 

Figure 9: The home page of the 'Journal Recommender' 

4.3.1. The Registration Page 

The ‘Registration page’ is the page where a user creates an 
account. In this page the system requests for Name, Phone number, 
Email address, the type of user, Research topic, Selection of the 
field of study, the type of the Journal access he/she is interested in 
patronising, that is, open access or purchasable. The Registration 
Page (Figure 10) is significant because recommendations are 
generated from preferences any user inputs into the system, and 
the information supplied here helps to build the system’s database 
with more robust information useful for future suggestions or 
recommendations. 

 
Figure 10: The Registration Page 

4.3.2. The Journal Page 

The ‘Journal page’ (Figure 11) is a direct link to all the journals 
available in the recommender system, and it gets updated from 
time to time.  

 
Figure 11: The Journal Page 

4.3.3. The Publisher’s Page 

This ‘publisher’s page’ (Figure 12) consists of the complete list 
of journal publishers and the journals each of them contain in the 
developed system.  

Figure 12: The Publisher’s Page 

4.3.4. The ‘Get Journals Recommendation’ Page 

The ‘Get Journals Recommendation’ Page (Figure 13) is the 
main page displayed to the user when the “Recommendations” link 
is clicked. It requires the user to fill in the recommendation form, 
which is based on user’s interests and selection of options. Some 
of the options that determine the final recommendation are the type 
of Journal Access, the kind of journals that serves user’s interest, 
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the research topic, the amount of article processing fee that is 
charged and a few others. The user is expected to fill the form. 

 
Figure 13: The Get Journals Recommendation Page 

In Figure 13, the field “What Kind of Journals are you 
interested in?” refers to the type of journal access the user wants. 
Some journals are accessible to view, that is, open access, and 
others have to be purchased before viewing. The user is given a 
choice to choose the type of journal access he/she is interested in. 
Also, the field, Article Processing Fee’, is also known as 
publication fee, which is charged to authors to make their work 
available in either the open access but free or restricted access and 
paid versions. This information is usually included in the Authors 
Instruction page of most journals. The range used for the purpose 
of the recommendation carried out in this work is from free, one to 
one-hundred USD, one hundred and one USD, two hundred and 
one to three hundred USD, three hundred and one to four hundred 
USD, four hundred and one to five hundred USD and five hundred 
USD & above. The category field defines what field of computer 
science the user is interested in. Examples of the fields in the drop-
down list are Software Engineering, Information systems and 
Artificial Intelligence, just to mention a few. The rating field is 
used the system’s feedback mechanism based on the user’s 
acceptance of the recommendations. It has just two options, which 
are “Very Helpful” if the user is satisfied and “Not Helpful” if the 
user is dissatisfied with the recommendations from the system. 
This information is handy as the system makes use of it to self-
improve itself from time to time. 

4.3.5. System’s extendability 

The System Admin.’s page allows the flexibility and 
extendability of the system. The admin can add and update more 
publishers, more journals, more publishers, new users, review 
article processing charges and several other functions that extend 
the system’s robustness and effectiveness.  

5. Conclusion 

An academic researcher can be an author who wants his or her 
article, papers or life’s work to be published in journals through 
publishing groups. Over the years, the amount of information on 

the internet is enormous, and this causes information overload 
problem to researchers during their publication quest to finding the 
right journals to publish their works. This study proposed a 
solution that applied a monolithic hybrid recommender system 
with feature combination and augmentation along with two 
algorithms, which are Naïve Bayes and Random Forest. Data used 
in this work were computer science-related journals, collected 
from pre-existing data that are readily available on academic web 
sites and repositories. Five attributes were used as preferences for 
the recommendation of journals. They are the fields of study, type 
of journal access, research topic, article processing fee and rating 
of the journals. These attributes were trained and modelled in a 
machine learning tool, WEKA, and the model generated was used 
to develop a front-end interface application where prospective 
academic researchers and authors can enter preferences and view 
journal recommendations directly generated by the developed 
system. This system was tested and was found to make 
recommendations with high levels of accuracy. The recommender 
system, developed in this work, will help researchers and authors 
to quickly and dynamically determine which journal is best 
suitable for their ready-to-be published articles. It is highly 
recommended that universities, researchers, authors could start 
adopting the system to improve publishing speed and output. 
Future works will involve the use of ensemble machine learning 
algorithms. A comparative analysis would also be done to test the 
best method under different scenarios. Finally, future works would 
also include recommendations of other significant disciplines aside 
from computer science. 
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The filter bank multi-carrier (FBMC) technique is being considered as the major candidates for
the 5G schemes. The orthogonal frequency division multiplexing (OFDM) technique is used
in 4G but it has drawbacks such as higher Out-of-Band (OOB) power reduction, and higher
peak to average power ratio (PAPR). OFDM uses cyclic prefix (CP) extension to overcome
on inter symbol interference (ISI) problem but reduces the spectral efficiency (SE). Wireless
networks often suffer from extreme mobility that results to inter-carrier interference (ICI) and
degradation of the performance system. In a previous work symbol time compression (STC) -
Shaped system was proposed for the OOB power reduction, PAPR reduction, ISI reduction and
removes the extension of cyclic prefix (CP). This paper will modify the STC- Shaped system for
completely ICI cancellation due to high mobility with keeping of OOB power reduction, PAPR
and ISI reduction as well as CP removal. Comparative study between this proposed scheme and
FBMC will be also presented. As the windowing concept is applied to mitigate OOB, PAPR, ISI
and ICI problems, it is implemented on overall symbol of the proposed scheme. A significantly
transmitted power saving of this scheme would be achieved to be about -4.3 dB compared to the
OFDM transmitted power. This recommends the system to be in satisfactory agreements with
the 5G green communication needs. The system performance measurements have been fulfilled
using cumulative distribution function (CDF), power spectral density (PSD) and bit error rate
(BER). In this paper, the mathematical model of the proposed modified STC-Shaped technique
will be introduced. Finally, the analysis of ICI power will be covered in this paper.

1 Introduction
The OFDM is the key technique for 4G networks, and it can effec-
tively transform a frequency-selective (FS) channel into multiple
frequency-flat channels at different sub-carriers, allowing easy one-
tap channel equalization to alleviate the multi-path effect [1, 2].
Nonetheless, OFDM also has drawbacks, such as large side lobes
in spectrum, large PAPR, higher adjacent channel interference and
higher power radiation OOB. While OFDM uses the CP to mitigate
the ISI problem but reduces the overall spectral efficiency [3]–[6].

OFDM main drawback [7] is its sensitivity to frequency offsets,
also known as carrier frequency offset (CFO). This problem can
be divided into two situations: (i) the frequency mismatch in the
oscillators of the transceiver, and, (ii) the Doppler Effect as the
transmitter and the receiver move relatively. The CFO is classified
into two types: the integer offset frequency (IFO) and the fractional
offset frequency (FFO). IFO causes the sub-carriers to shift on the
receiver side, which causes a major deterioration of the bit error

rate (BER) output but does not damage the Orthogonality between
components of the sub-carrier frequency; therefore ICI does not
appear. With FFO, its presence will demolish the orthogonality
among the sub-carriers [8]. Therefore, the time varying channel de-
teriorates the BER performance of OFDM systems. ICI mitigation
schemes for high mobility OFDM systems can be classified into
two categories.

The first category is the receiver ICI cancellation schemes [9].
The second category is ICI self-cancellation schemes [10]. The
receiver ICI cancellation schemes require estimation the character-
istics of time varying channel to mitigate the interference of each
sub-carrier to adjacent sub-carriers (ICI). This category handles
normalized Doppler frequency up to εd = 0.3 but suffers from less
accuracy, Large computational complexity due to large number of it-
erations and needs extra BW due to pilots. The ICI self-cancellation
scheme is based on the difference between the ICI coefficients of
two consecutive sub-carriers is very small. Thus, the main idea is to
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modulate the input data symbol onto a group of sub-carriers with
predefined coefficients such that the generated ICI signals within
that group cancel each other hence the name self-cancellation. The
ICI self-cancellation schemes are not spectral efficient because re-
dundant data in the transmitter. It suffers from reduction 50% of the
system throughput, and it mitigates ICI up to εd = 0.2.

Therefore, a half-time OFDM-STC is needed. The STC scheme
raises the spacing of the sub-carrier twice, thus reducing the Doppler
frequency by 50 percent and then improving the efficiency of the
BER compared with OFDM. STC model is applied by distributing
input information streams and combining them. STC has been sig-
nificantly overcoming both of ICI and CFO [11, 12]. During an
OFDM symbol duration expose time varying channel in high-speed
mobile environments, thus being orthogonality disrupted resulting
in ICI and therefore, the system efficiency is diminished [13].

Many other non-orthogonal filtering-base waveform have cur-
rently been introduced to satisfy the 5G specifications. With regard
to the filtering’s granularity, these waveform candidates can be
categorized into two kinds: sub band filtering and sub-carrier fil-
tering. FBMC [14, 15] is a sub-carrier filtering waveform. FBMC,
theoretically, the frequency localization C/C’s resulting from the
long-length filters’s prototype will make CFO more robust; it is
hard to design a prototype filters with low OOB to mitigate ISI and
ICI. In this paper, the FBMC scheme [16] will be implemented and
compared with the proposed system.

This paper’s key contribution is to address some of the problems
in wireless communications networks that adopt 5G technology
based on STC scheme. STC model compresses symbol duration of
OFDM into the half. This paper would leverage the 50% symbol
interval compression obtained by using the STC strategy by extend-
ing the duration of the symbol without degradation of the system’s
throughput. In this paper, the STC-Shaped system will be modified
for completely ICI cancellation due to high mobility with keeping
of OOB power reduction, PAPR reduction, ISI reduction and CP
removal [17].

The proposed modified STC-Shaped system is achieved by us-
ing symbol extension, symbol shaper in the transmitter side and
combiner process in the receiver side. The symbol extension will
repeat the compressed OFDM symbol data in the transmitter side.
Therefore, the entire OFDM symbol is composed of N data coeffi-

cients from
−N
2

to
N
2
−1. The first half of the entire OFDM symbol

includes data from the STC accompanied by its repeater. Next, the
shaper of symbol will be applied using the suggested raised cosine
function (RCF). Then, data is transmitted via linear time varying
(LTV) channel. The useful information and its repeater with using a
symbol shaper will ensure proper retrieval of data in receiver. The
combiner is attained at the receiver side.

This Paper contributes the following

• The proposed system decreases OOB power radiation for tra-
ditional OFDM system which is very near to the needs of 5G
such as FBMC.

• And though, CP is removed, in multi-path environment the
scheme is more rigorous against ISI.

• PAPR is also reduced in this method as opposed to traditional
OFDM and FBMC.

• The performance of the proposed scheme is investigated for
BPSK modulation technique in DVB-T2 system under COST
207, typical rural fading channel environment. The perfor-
mance measurements are the ICI power and bit errors rate
(BER). It is demonstrated that, under normalized Doppler
frequency, the proposed modified STC-Shaped scheme sig-
nificantly improves the BER efficiency.

• Also, the proposed scheme decreases the ICI power compared
to OFDM and FBMC. A significant power saving of the pro-
posed scheme is aimed during the system development and
implementation.

The substance of this paper is structured as follows: The FBMC
transceiver is presented in section two. The OFDM system in high
mobility was presented in Section three. The proposed modified
STC-Shaped model has been covered in Section four. Analysis of
ICI power is demonstrated in Section five. The obtained simulation
results are shown in section six. The complexity of the proposed sys-
tem is introduced in section seven. Finally, Section eight indicated
the conclusion of the proposed system.

2 Overview of Filter Bank Multi-Carriers
In the QAM modulator, the stream from a binary source is converted
to parallel data streams. IFFT algorithm is applied for conversion
to time domain. The output stream of IFFT is suitable to the FIR
filter Poly-phase Network (PPN) at an overlap factor K=4. This
transmitter-side PPN filters are known as synthesis filters. These
filters output are again converted into serial pattern for transmission.
The mathematical basis for the design of the PHYDYAS project
synthesis filters has been obtained in Eq.1. Fig.1 displays the FBMC
transmitter block diagram [16].

G(F) =

k−1∑
l=−(k−1)

Gl

sin
(
π

[
f − l
mk

]
Nk

)
Nk sin

(
π

[
f − l
mk

])
 (1)

where:

Coefficient Value
G0 1

G(±1) 0.97196

G(±2)

√
2

2
G(±3) 0.235147

At the receiver side of Fig.1, y(n) denotes the received signal
of Eq.2 where t(n) is the transmitted signal and C is the channel
impulse response, w(n) symbolizes the AWGN added to the signal.

r(n) = C ∗ t(n) + w(n) (2)

The signal is transmitted through the RF down conversion,
where it has been divided into parallel streams. The PPN is the
analytic filter in the receiver-side, and then Fast Fourier Transform
converts the signal into frequency domain. And finally OQAM is

www.astesj.com 1164

http://www.astesj.com


M.Y.I. Afifi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1163-1170 (2020)

converted to QAM which leads to recovery of initial bits of data.
The block diagram of the overall FBMC system is shown in figure
1.

Figure 1: Block diagram of FBMC System[16].

3 Conventional OFDM Model Under
Time Varying Channel

On the transmitter side, the following equation is described as a
discrete OFDM symbol after IFFT [12, 13]:

x(n) =
1
N

N−1∑
m=0

Xme

 j2πnm
N


 − Ncp ≤ n ≤ N − 1 (3)

The nth received symbol of OFDM through multi-path time-
varying channel after CP removal is as follows [12, 13]:

y(n) =

L−1∑
l=0

h(l)
n Xn−τ(l) + Wn 0 ≤ n ≤ N − 1 (4)

where:

Parameters Symbolize
n Index of time
xn Symbol of OFDM at the nth sample

N
Total number of useful sub-carriers in
OFDM symbol

Ncp The duration of CP

Xm
The complex transmitted data symbols on
the mth sub-carriers (m = 0, . . . ,N − 1)

L The total number of channel paths

h(l)
n

The lth path channel impulse response at the
nth sample

τ(l) Delay spread of the lth path

wn
The additive white Gaussian noise (AWGN)
with zero mean

The received OFDM symbol at the mth sub-carrier is written as
follows [12, 13]:

Ym =
1
N

L−1∑
l=0

yne

− j2πnm
N



= Hn.mXm︸  ︷︷  ︸
desired signal

+

N
2
−1∑

m′=0 m′,m

Hm.m′Xm′︸                   ︷︷                   ︸
ICI terms

+ Wm︸︷︷︸
AWGN

(5)

where;

Hm.m′ =
1
N

∑L−1
l=0 e

− j2π
m′

N
τ(l) ∑N−1

n=0 h(l)
n e
− j2π

n
N

(m−m′)
does not vary

during OFDM symbol duration, that is 0 ≤ n ≤ N − 1, thus there is
no ICI terms. In contrast, if Hm,m′ , 0 for m′ , m ICI occurs due
to time variation of each complex path gain h(l)

n , within one OFDM
symbol 0 ≤ n ≤ N − 1. In the next section, the proposed modified
STC Shaped scheme will be discussed and implemented.

4 The Proposed Modified STC-Shaped
System

The proposed scheme is based on STC process, symbol extension
and symbol shaping at the transmitter side, while only combining
process at the receiver side. The desiring steps of the proposed
method are followed;
In the transmitter side

• Input data streams are entered into STC stage.

• After STC process, the number of sub carriers decreased into
half.

• Symbol extension process is proposed by repeating the com-
pressed OFDM symbol in front of the useful part.

• The symbol shaper is suggested by using modified raised
cosin function.

• Finally, the transmitted data has been sent to the LTV channel.

In the receiver side

• The received data are entered to the proposed combining
stage for retrieving compressed OFDM symbol, which the
extended part is combined to the corresponding information
part.

• Finally, the STE stage is used to recovery the original input
data streams.

The block diagram of the overall proposed system is shown in
figure 2. After STC process, the number of sub-carriers becomes

Nc =
N
2

[17]. After IFFT, the nth compressed OFDM symbol is
expressed by modifying Eq.4 as follows:
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Figure 2: Block diagram of the proposed modified STC-Shaped System.

xc
n =

1
N

Nc−1∑
m=0

Xc
me

 j2πnm
N


0 ≤ n ≤ Nc − 1 (6)

Thus, after STC process, the transmitted signal as shown in
figure 3

Figure 3: Time domain signal of the STC scheme and OFDM [17].

The symbol extension process is achieved by repeating the com-
pressed OFDM symbol Xc

m in front of the useful part as shown in
figure 4.

Figure 4: Symbol Expansion process in the transmitter for proposed system.

Thus, the time domain after symbol extension process becomes:

zn =
1

Nc

Nc−1∑
m=−Nc

Xc
me

 j2πnm
N


− Nc ≤ n ≤ Nc − 1 (7)

The symbol shaper is achieved by using the raised cosine was
proposed in [17], but with minor modification makes the raised
cosine function (RCF) is symmetric around zero with keeping on
the complementary concept for the negative part and positive part.

Thus, the modified symbol shaping is expressed as follows:

fn =
1
2

[
1 − cos

(
2π(n + Nc)

N

)]
− Nc ≤ n ≤ Nc − 1 (8)

The proposed modified RCF is showed in figure 5. After symbol
shaper, the transmitted OFDM symbol becomes:

z′n = zn ∗ fn

=
1

2Nc

Nc−1∑
m=−Nc

xc
m − xc

m cos
(

2π(n + Nc)
N

)
e

 j2πnm
N



− Nc ≤ n ≤ Nc − 1

(9)

Figure 5: The proposed modified raised cosine function.

In this paper, the channel is assumed to be linear time varying
channel (LTV) during OFDM symbol as follows:

h(l)
n = 1 + j

(
πεdn

N

)
− Nc ≤ n ≤ Nc − 1 (10)

εd =
d f

∆ f
(11)

Where:

Parameters Symbolize

Xc
m

Compressed OFDM symbol at nth sub-
carriers

h(l)
n

The lth path channel response at time instant
n

εd The normalized Doppler frequency
fd The maximum Doppler frequency

∆ f The sub-carrier spacing

Thus, the received signal over LTV multi-path channel is ex-
pressed as follows:

rn =

L−1∑
l=0

h(l)
n z′n−τ(l) + Wn − Nc ≤ n ≤ Nc − 1 (12)
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The proposed receiver for modified STC-Shaped system is
achieved by only combining process. This stage is used to retrieve
compressed symbol of OFDM in the receiver side. However, the
extended part is combined to the corresponding information part.
The combined time domain signal is derived as follows:

yn = rn + rn−Nc 0 ≤ n ≤ Nc − 1 (13)

By substituting Eq.10 into Eq.11, the combined signal is ex-
pressed as follows:

rn =

L−1∑
l=0

h(l)
n z′n−τ(l) +

L−1∑
l=0

h(l)
n−Nc

z′n−Nc−τ(l)

+ Wn + Wn−Nc − Nc ≤ n ≤ Nc − 1

(14)

Therefore, the equivalent channel time variation of the proposed
modified STC-Shaped scheme is turned into flat with constant gain.
As a result, the overall channel time variation is completely canceled
without throughput loss.

5 ICI Power Analysis
In this section, the ICI power analysis of the proposed modified
STC-Shaped scheme in high mobility will be discussed. The perfor-
mance of the proposed modified STC-Shaped scheme is evaluated
by computing the ICI power of the system. The ICI power of
proposed modified STC-Shaped scheme is computed as follows:

pICI =
1

N2
c

Nc−1∑
m′=0m′,m

L−1∑
l=0

p(l)
Nc−1∑
n=0

Nc−1∑
n′=0

E
{
h
′

n, h
′∗
n

}

e

− j2π
(n − n′)(m − m′)

Nc


(15)

Where:

Parameters Symbolize

E
{
h
′

n, h
′∗
n

} The correlation function of Rayleigh fading
channel of the lth path of the channel

P(l) The power of the lth channel path

The equivalent channel time variation after applying the pro-
posed modified STC-Shaped scheme is expressed as follows:

h′n = ( fn ∗ hn) + ( fn−Nc ∗ hn−Nc ) 0 ≤ n ≤ Nc − 1 (16)

Thus, the time correlation function of the equivalent channel
time variation in Eq.15 is expressed as follows [18] :

E
{
h
′

n, h
′∗
n

}
=

(
z′nz′n′ + z′n−Nc

z′n′−Nc

)
E

{
hn, h∗n′

}
+ z′nz′n′−Nc

E
{
hn, h∗n′−Nc

}
+ z′n−Nc

z′n′E
{
hn−Nc , h

∗
n′
} (17)

where:

E
{
hn, h∗n′

}
= J0

(
2π fdTs

n − n′

Nc

)

E
{
hn, h∗n′−Nc

}
= J0

(
2π fdTs

n − n′ + Nc

Nc

)
E

{
hn−Nc , h

∗
n′
}

= J0

(
2π fdTs

n − n′ − Nc

Nc

)

6 Simulation Results
In this paragraph, some numerical results for simulation are pro-
vided to analyze the performance of the proposed modified STC-
Shaped model. The proposed modified STC-Shaped scheme is
investigated in DVB-T2 OFDM system parameters in Table 1.

Table 1: Simulation system parameter [16, 17].

Parameters Specification
OFDM sub-carriers N 1024

CP length NCP in OFDM 256
CP length in proposed system None

Modulation type BPSK for (OFDM – STC)
OQAM for (FBMC)

Overlapped factor K in FBMC 4
No of symbols 10000

The proposed modified STC-Shaped scheme is investigated
under multi-path Rayleigh fading environment. The power delay
profile of COST 207 rural area (RA) environment channel model
which is summarized in Table 2.

Table 2: Power Delay Profile [10, 15].

Delay (µS ec) Power(dB)
tap 1 0 -3
tap 2 0.2 0
tap 3 0.5 -2
tap 4 1.6 -6
tap 5 2.3 -8
tap 6 5 -10

The proposed model is simulated by Matlab 2019 m-files soft-
ware using intel Core i7-8550U CPU @1.99 GHz, 16.0 GB RAM,
x64 Operating System for Windows 10 ultimate version. The results
show the implemented model using Matlab M-file with respect to
the theoretical results. The following paragraphs include demon-
stration ICI performance, BER, sidelobes suppression, and PAPR
performance.

6.1 ICI Power Performance

Therefore, the time varying channel deteriorates the BER perfor-
mance of OFDM systems. The proposed scheme will use proposed
windowing technique for all symbol transmitted via channel, while
OQAM-FBMC used a sub-carrier windowing waveform. Figure
6 is dedicated as illustrative graph for eight Consecutive OFDM
sub-carriers in cases of without shaping and with shaping.

It is observed from figure 6 that, the symbol shaping reduces am-
plitude at sub-carrier index, so the ICI power will be reduced. figure
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7 illustrates the ICI power of conventional OFDM, OQAM-FBMC
and the proposed modified STC-Shaped schemes versus normalized
Doppler frequency εd. figure 7 shows that the ICI power of the pro-
posed modified STC-Shaped scheme is less than the OQAM-FBMC
and conventional OFDM system for different normalized Doppler
frequencies.

(a)

(b)

Figure 6: Consecutive OFDM subcarriers of (a) Without Shaping and (b) With
Shaping.

At εd= 0.19 , the ICI power of the proposed modified STC-
Shaped scheme is - 29.43 dB but the ICI power of OQAM-FBMC
scheme is - 6.074 dB and the ICI power of conventional OFDM
scheme is - 12.62 dB. Thus, the ICI power reduction using the
proposed modified STC-Shaped scheme is 16.81 dB compared to
OFDM and 23.36 compared to FBMC. As a result, the proposed
scheme significantly reduces the ICI power compared to the OFDM
and FBMC schemes. The simulated ICI power results of the pro-
posed modified STC-Shaped scheme conform to the theoretical
results.

Figure 7: The ICI power of the proposed scheme versus εd .

6.2 Combined ISI & ICI Performance

This section evaluates the performance of OFDM system in time
varying channel due to high mobility. The proposed modified STC-
Shaped system is proposed for ICI reduction caused by high mobil-
ity. It is investigated in 2k mode DVB-T2 OFDM system parameters.
It is evaluated under AWGN and multi-path Rayleigh fading chan-
nel for BPSK modulation scheme at 600 km/hr traveling mobile

speed which corresponds to εd= 0.19. figure 8 and figure 9 show the
BER performance of BPSK modulation scheme for the proposed
modified STC-Shaped scheme compared to the conventional OFDM
and OQAM-FBMC systems under AWGN and Rayleigh fading in
high mobility respectively.

Figure 8: The BER under AWGN channel at εd=0.19.

Figure 9: The BER performance under multipath fading channel at εd= 0.19 .

6.3 Side-lobe Suppression Performances

A comparison with the proposed system is discussed with the con-
ventional OFDM, and FBM. figure 10a, figure 10b and figure 10c
respectively depict the PSD for the traditional OFDM, the proposed
modified STC-Shaped system and OQAM-FBMC.

6.4 PAPR Efficiency

The disadvantage of OFDM multi-carrier systems is a higher peaks
of the coherently non-constant envelopes added [19]. The OFDM
signal has addition of N sub-carriers. If N is large enough, a re-
sulting signal is near a complex Gaussian model. This means that
Gaussian is distributed for both its imaginary and real parts, and
that its envelope and energy satisfy Rayleigh and exponential dis-
tributions respectively. PAPR is expressed as a discrete version of
X[n] [20, 21].

PAPR(x[n]) = max
0≤n≤N−1

|x[n]|2

E
[
|x[n]|2

] (18)

Figure 11 shows the calculated cumulative distribution function
of proposed modified STC- Shaped system without CP. It has the
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performance of PAPR which is referred to as 3dB better than the
traditional OFDM and 4dB better than the OQAM-FBMC.

(a)

(b)

(c)

Figure 10: PSD of (a) traditional OFDM scheme[22], (b)proposed modified STC-
Shaped system scheme and (c) FBMC scheme [23, 24].

6.5 Power Saving

The transmitted power for OFDM symbol after shaping can be
estimated as follows:

PT =
1
N

N∑
n=0

|h(n)|2 .P̂

=
P̂
N

N∑
n=0

∣∣∣∣∣∣12
(
1 − cos(

2πn
N

)
)∣∣∣∣∣∣2

=
3
8

P̂

(19)

where: PT is the transmitted average power after shaping, h(n) is
the filter response and P̂ is the power for symbol without shaping.
The factor of |h(n)|2 can be calculated from Eq.8 which is estimated

by
3
8

. So, the transmitted after shaping is reduced by
3
8

value
of the power before. Thus, the proposed scheme would be saved
to around -4.3 dB of the conventional OFDM transmitted power.
Power amplifier rating could therefore be reduced by the estimated
factor (-4.3 dB).

Figure 11: PAPR for OFDM, FBMC and proposed modified STC-Shaped systems.

7 Computational Complexity Analysis
For this paragraph, it is possible to obtain the computational com-
plexity of the proposed modified STC-Shaped system in terms of
number of multiplications as well as the number of additions com-
pared to traditional OFDM, and OQAM-FBMC schemes as shown
in Table 3.

Table 3: Comparative analysis of both the number of multiplication as well as
addition processes.

Method number of multi-
plications

number of addi-
tions

Traditional
OFDM [18] 2Nlog2(N) − 2N 3Nlog2(N) − N

FBMC [25] 2kN2 + 3N
2N(NK−1)+3N+

N − 1
Proposed modi-
fied STC-Shaped
scheme

2Nlog2(N) 3
2

Nlog2(N) −
N
2

Finally, for the suggested scheme, the computational complex-
ity is proportional to Nlog2(N), while FBMC has been used in 5G
proportional to N2. The proposed modified STC-Shaped model can
thus fulfill very low computational complexity 5G requirements
compared to FBMC requirements.

8 Conclusion
The optimal performance of mobile 5G green communications has
been introduced and satisfactory implemented. An efficient perfor-
mance STC based on time symbol modification has been suggested
to increase the utilization factor of the band width as well as the
reduction in band capacity. The shaped-STC will be adapted to
an efficient STC-Shaped scheme for completely ICI cancellation
due to high mobility with keeping of OOB power reduction in ad-
dition to PAPR, ISI reduction and CP elimination. The simulation
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results compare the proposed scheme performance with OFDM and
OQAM-FBMC.

The proposed modified STC-Shaped scheme is investigated
under AWGN and multi-path Rayleigh fading channel for BPSK
modulation scheme at εd=0.19. The proposed STC scheme has
been achieved improvement on the BER performance compared to
the conventional OFDM and OQAM-FBMC systems. It has been
provided around -3 dB PAPR reductions about conventional OFDM,
while for PAPR reduction -4 dB PAPR reductions compared to
OQAM-FBMC. It had also offered a significant -80 dB lower than
OFDM OOB radiation. The system results have been revealed a
better performance throughout the computational complexity. The
theoretical ICI power of the proposed STC scheme is computed.
Finally this scheme has been saved the transmitted power to around
-4.3 dB compared to the conventional OFDM transmitted power.
The simulation results of the ICI power and BER performance were
in a satisfactory agreement with the theoretical results.

The future work could cover latency, throughput, and higher
order compression technique to meet the 5G requirements.
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 This paper proposes a photovoltaic (PV) integrated shunt active power filter (SAPF) for 
reactive power compensation, uneven loading and compensation of harmonic current. The 
control of SAPF is implemented by using adaptive based current estimation algorithm to 
maintain power factor near to unity and source current sinusoidal at source side. The 
weights are calculated online by recursive least mean square algorithm once the three-
phase load current is detected.  Secondly, the unit vector templates (UVT) are multiplied 
with these weights and thus the load current with fundamental active component is derived. 
PV system enhanced by Maximum Power Point Tracking (MPPT) plays the role of 
maintaining the dc link voltage constant. Finally, a current control scheme based on 
hysteresis is used for converter switching and thus the source current to follow reference 
current precisely. The superiority of the proposed method of compensation of harmonic 
current and reactive power using SAPF with Recursive Least Mean Square (RLS) algorithm 
is proved by the simulation results based on MATLAB/SIMULINK. 
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1. Introduction   
The pervasive use of converters based on power electronics 

has given rise to increasing use of non-linear and inductive loads. 
The adjacent loads are negatively affected by the voltage variation 
at point of common coupling (PCC) caused by the harmonic 
current component of non-linear loads linked to the same network 
[1-4].   The increased demand of reactive power diminishes the 
flow capability of active power, and increases feeder losses, 
whereas the ordinary operation of transformer and generator are 
adversely affected by the unbalanced system. IEC-61000 and 
IEEE-519-2014 standards are put into practice to minimize such 
problems. The introduction of custom power device technology 
such as unified power quality controller (UPQC), dynamic 
voltage regulator (DVR), distributed static compensator (D-
STATCOM) are effective for the electrical distribution network 
that faces these issues (unbalanced load, reactive power and 
harmonics). It is found that SAPF is suitable to efficiently 
compensate the afore mentioned issues [5]. 

The control method used to determine the efficacy of the 
SAPF presented. It mainly relies on the fundamental current 
extraction algorithm and converter switching generation using 
extracted reference currents.  

The concept here to is to separate load current into three 
constituent factors. They are fundamental active (iLfp), 
reactive(iLfq) and harmonic(iLh) components of load current. 
References [6-9] have reported the low pass and band pass filter 
(LPF-BPF) based fundamental active current extraction scheme, 
per phase computation, scheme based on neural network, 
instantaneous reactive power (IRP) theory, rotating reference 
frame and instantaneous symmetrical components. Artificial 
neural network-based extraction scheme requires training of load 
current datasets for different load conditions which makes system 
complex and suitable for very specific loads. IRP theory works 
very well under sinusoidal supply voltage but fails to separate out 
working and wattless components of the load current under 
distorted supply condition.  

Adaptive filtering techniques are proposed in latest literature 
because of its merits such as robustness, instinctive monitoring 
and tracing, less real-time calculation and a fast-dynamic response 
even under complex load conditions [10-11]. References [12-16] 
propose various adaptive filtering techniques such as adaptive 
notch filter, improved sinusoidal notch filter, fuzzy based 
adaptive control and synchronous adaptive filters. Reference [17, 
18] presents least mean square (LMS) based fundamental active 
current extractor scheme. Least mean squares (LMS) algorithms 
has the least difficulty and most effectively applied versatile 
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algorithms. The disadvantage of using LMS algorithm is its slow 
convergence rate. Excellent performance and prominent fidelity 
make the recursive least square algorithm (RLS) superior, 
however they accompany expanded intricacy and computational 
expense. In adaptive filtering applications, RLS approaches 
Kalman filter with reduced computational complexity in the 
signal processor. At the cost of requiring more computations, the 
RLS approach has quicker convergence characteristics compared 
to LMS algorithm and less error with respect to the unknown 
system.  Reference [19] have reported PV integrated system-
based voltage source converter (VSC) to keep a constant voltage 
at dc link. The development of PV technology has given 
motivation to the concept of combining clean and free solar 
energy for SAPF. 

This paper proposes a PV integrated 3-phase shunt active 
filter with recursive least mean square based extractor scheme for 
fundamental active current extraction by recursively updating the 
weight of the input signal. The recursive approach finds the filter 
coefficients that minimize a weighted linear least squares cost 
function relating to the input signals. Minimization of the total 
weighted squared error between the desired signal and the output 
is the main objective of this approach. 

It also uses variable forgetting factor to get fast merging rate 
and less steady state error.  The usage of forgetting factor makes 
the de-emphasis of previous old data as compared to the new data. 
Moreover, PV system is integrated to keep the voltage of dc link 
constant. The performance analysis of RLS based SAPF reveals 
IEEE standard 519 compliant functionality under various 
operating conditions. 

2. System Configuration 

The Shunt active filter which act as voltage source converter 
is coupled to PCC through interfacing inductor Lf. The key 
functions of the SAPF include a) the elimination of harmonic 
component of load current thereby maintaining sinusoidal nature 
of source current with THD<5% b) maintaining source current in 
phase with pcc voltages achieving near unity pf and c) unbalanced 
load current compensation by maintaining source currents 
balanced irrespective of load conditions. The implementation of 
SAPF requires accurate connection of interlinking inductors, 
capacitor in the dc link, current and voltage sensors. The control 
algorithm must be fast enough for the successful functioning of 
the SAPF. The adaptive RLS algorithm used in this work has 
higher convergence rate as compared to other variants of least 
mean square algorithms.  Figure 1 indicates the typical illustrative 
figure of 3-phase SAPF. Notations used in Figure 1 are described 
in section 2.1. 

Three phase (i.e. a, b and c) load currents are determined by 
means of current sensors. Similarly, source currents, isa-isb-isc are 
measured. Three voltage sensors are used to measured three phase 
voltages va-vb-vc at PCC. PLL will determine θ, based on PCC 
voltages which in turn is used to generate UVTs for the three 
phase system. Fundamental active current extractor which makes 
use of RLS based adaptive algorithm as illustrated in figure 2 
utilize this θ, to determine iLfp. 

The product of UVT and iLfp results in the production of the 
reference source currents, isaR-isbR-iscR, [19]. These reference 

source currents along with the instantaneous values of the three 
phase source currents are fed into the hysteresis controller for the 
production of gate signals. These gate signals are in turn fed to 
voltage source inverter (VSI) for the generation of compensating 
currents which are injected into the system. DC link voltage is 
regulated by means of the PV array. Economic reliability is 
enhanced since the VA rating of photovoltaic panel used need not 
be very high as required for the injection of active power since the 
compensating currents injected need to provide only for harmonic 
currents and reactive power. 

PCC

isa

isb

isc

i cci cbi ca

Zsa

Lf

sw1

iLa

iLb

iLc

vpcc 

vs

PLL

iLa

iLb

iLc

vb vc 

ϴ

Hysteresis
Controller

Non-Linear
Load

RLS based 
adaptive 

algorithm

Gate
Pulses

PV Array

isa isb isc

Gate Pulses

dc
 - 

dc
Co

nv
er

te
r 

1

ϴ
U-120°

Zsb

Zsc Zc1

U-240°

sin

sin

sin

v d
c 

C
dc

 

VSI

iLfp

isaR

va 

Reference Current 
Generation

isbR

iscR

UVT

 
Figure 1: Block diagram of 3-phase SAPF 

2.1. Nomenclature  

a,b,c : Three Phases 

vsa-vsb-vsc : Supply voltage 

va-vb-vc : PCC voltages  

θ : instantaneous phase angle of fundamental component of 
supply voltage 

Zsa-Zsb-Zsc : Line impedances 

iLh,iLfp,ILfq, : Harmonic load current component, Fundamental 
active and reactive components of load current 

iLa-iLb-iLc : Load currents 

upa,upb,upc : Unit vector template 

ica-icb-icc : Compensating currents 

isaR-isbR-iscR : Reference source currents  

vdc : DC link voltage  

Cdc : Capacitor at dc link
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Figure 2: Control diagram for 3-phase SAPF 

iLp : Fundamental active load current component’s peak value 

iLq : Fundamental reactive load current component’s peak value 

iLm5, iLm7 : Peak value of 5th and 7th harmonic components of load 
current 

ic1 : Fundamental compensating current component’s peak value 

icm5, icm7 : Peak value of 5th and 7th harmonic components of 
compensating current 

ism1 : Fundamental source current component’s peak value 

ism5, ism7 : Peak value of 5th and 7th harmonic components of source 
current 

3. Control Scheme 

The LS estimate of the filter coefficient w(n-1) at iteration n-
1 is the basic technique behind RLS algorithm. This type of 
algorithm is known as recursive least mean square algorithm. This 
algorithm may be viewed as a special case of Kalman filter. 
Recursive filter is implemented by using the available starting 
conditions and then update the weight based on new arrived data. 
This leads to the minimization of cost function, where observed 
data’s variable length is notated as n.  

Cost function ∑
=

=
n

k
n newnJ

1

2 )()( where wn is weighting factor 

and e(n) is error. 

This error e(n) can be expressed as, 

)()()( ninine sjLjj −=                                                          (1) 

where, j=a, b and c phase                                                       

)1()1()()( −−−= nxnwnine T
Ljj                                            (2) 

Weight updating equation for RLS control is given as, 

1)]()1()()[()1()( −−+−= nxnPnxnxnPng Tλ                    (3) 

)1()()()1()( 11 −−−= −− nPnxngnPnP T λλ                  (4) 

)()()1()( ngnenwnw +−=                                               (5) 

where P(n) and g(n) represent the inverse input correlation matrix 
and Kalman gain vector. For algorithm learning, the term 𝜆𝜆 which 
is the forgetting factor plays a very major role, whose value is 
between 0 and 1.  

The value of forgetting factor is closely related with 
convergence rate and tracking capability. In fixed forgetting 
factor based RLS algorithm, as 𝜆𝜆 increases and its value moves 
closer to 1, convergence rate increases and at the same time 
tracking speed will reduce. To improve the tracking capability of 
the algorithm 𝜆𝜆  value must be small which will diminish the 
convergence rate. These conflicting requirements are met by the 
usage of a variable forgetting factor RLS algorithm. 

3.1. Generation of switching pulses for the operation of SAPF 

Based on the three phase supply voltages, the control scheme 
shown in figure 2 will determine 𝜃𝜃. This 𝜃𝜃 generates the three 
unit vector templates for the system. This UVT along with three 
phase load currents are the inputs to the control algorithm. The 
algorithm will generate weights corresponding to the three phase 
components of active power. 

 The mean weight magnitude equivalent to the components of 
active power (wpa, wpb and wpc) from figure 2 is obtained by,  

3
pcpbpa

avg

www
w

++
=                              (6) 

The dc bus voltage is sensed with the aid of a voltage sensor. 
This in turn is compared with the set point voltage of the dc bus 
(vdc), and leads to the generation of the error signal (ve). The 
MPPT based PI controller’s tuned output (wdc) ensures the steady 
maintenance of the dc bus voltage at its desired value. 

The output of the PI controller at nth sampling instant is 
indicated below, 
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)())1()(()1()( nvknvnvknwnw eieepdcdc +−−+−=            (7) 

where the gains of PI controller are notated as kp and ki 

 The sum of mean weight (wavg) and PI controller’s tuned output 
(wdc) is utilized to find the active component of load current’s 
weight. 

 dcavgt www +=                               (8) 

 UVT is used to calculate the reference source currents and 
denoted in (8) can be represented as, 

 pctscRpbtsbRpatsaR uwiuwiuwi === ,,                                       (9) 

The computation of VSC compensating current is carried 
out by subtracting the reference source currents (9) from load 
currents. 

4. Performance Validation 
MATLAB/SIMULINK platform is used to manifest the 

performance of the RLS based control algorithm. For various 
load conditions, validity of the proposed scheme has been 
checked as mentioned in the next section. The simulation 
parameters are detailed in Table 1. The SAPF comes into play 
at t=0.1 sec and the results of the three phase SAPF are as 
displayed in Figure 3. 

Case 1: Steady state performance for Load-I 

As shown in the Figure 3, from t=0.1s to 0.2s, undistorted
, supplies Load–I which has a Total Harmonic Distortion 

(THD) of 1.53% and RMS value of 230V. THD and max. value 
of load current is 27.16% and 1.84 A respectively.  

Current harmonics is controlled by forcing peak value of 
fifth and seventh harmonic of compensating current to take a 
value as shown in Table 2.  This will lead to a reduction in THD 
to 3.05%. Hence peak value of fifth and seventh harmonic of 
source current are found to be negligible. By ensuring source side 
pf at unity, enforcement of reactive power compensation is done 
by controlling the max. value of the compensating current’s 
fundamental component to be at 0.17A. Allowing for a p-p ripple 
of 0.2 V, voltage at dc link, vdc is maintained at a mean value of 
220.2 V. 

Table 1: System Parameters 

System Parameters Value 
vpcc(undistorted)/phase 230V, 50Hz 
Load – I: 3-phase rectifier having load : (140+j31.42) 

Ω ;Sw closed; balanced load 

Load – II: 3-phase inductive load   having (90+j31.42) 
Ω ;Sw closed; balanced load 

Load – III 3-phase rectifier having (90+j31.42)Ω ;Sw 
open; unbalanced load 

Unbalanced load, Zc1  (10+j3.14) Ω 
Source impedance, Zs (0.02+j0.0314) Ω 
DC link voltage, Vdc 220 V 
Interfacing Inductor, Lf 4mH 

Case 2: Dynamic performance under step change of load  

Figure 3 manifests step load change from I to II at 0.2 sec, 
which demonstrates the SAPF performance under the condition of 
dynamic load change with the RLS control algorithm.  From figure 
3, peak value of source current under the transient condition is 
2.02A. Values of all parameters in the new steady state condition 
with Load II is as indicated in Table 2. Compensation ensures that 
THD becomes well within the limit and also pf being improved to 
unity. 

Under the sudden step load changing condition, voltage at dc 
link, vdc droops to 215.8 V. The action of PV integration along with 
the MPPT control algorithm make sure that within 0.07 sec, 
voltage at dc link is restored to its set point value. The presented 
algorithm displays a satisfying performance by efficient tracking 
of the fundamental load current component, iLfp change from 
1.28A to 1.90A. 
Case 3: Steady state performance for unbalanced loading 
condition 

Figure 3 shows the steady state unbalanced loading condition 
performance of 3-phase SAPF operating with RLS control 
scheme. Switch Sw is open at t=0.3sec to introduce the 
unbalanced loading scenario. The values related to unbalanced 
load currents and compensating currents for each phase are as 
indicated in Table 3. Unbalanced loading results in unbalanced 
compensating currents for the three phases. Each phase caters to 
the harmonic current and reactive power requirement set forth by 
the load. Once the load currents under unbalance are 
compensated, the source currents will automatically become 
balanced. The THD and max. magnitude for the source’s currents 
isa, isb and isc are 3.21% and 1.61 A. The voltage at dc link, vdc 
with p-p ripple of 0.21 V is sustained at a mean value of 221V.   
Also, the source power factor is kept at unity. This set up ensures 
unbalanced load compensation by the 3 phase SAPF with the 
presented control algorithm. 

The results for the three cases are summarized in Table 2.  
From the table, it can be clearly understood that icm5≅ iLm5 and 
icm7 ≅ iLm7. This reveals harmonic current compensation with 
source current THD maintained well below the 5% limit.  Unity 
power factor is well kept at supply end via reactive power 
compensation which is evident from the fact that icm1≅ iLq. Also 
unbalanced load current compensation is achieved by the 
algorithm which ensures that source current is balanced even 
under unbalanced load conditions. Thus the presented control 
scheme of 3 phase SAPF based on adaptive RLS algorithm is 
providing the necessary compensating currents, reactive power 
and unbalanced load compensation which leads to THD kept 
within 5% limit and unity power factor (UPF) at supply end. 

From table 3, it is clear that convergence time, % steady state 
error and % THD is less for RLS based algorithm compared to 
LMS algorithms. Computational complexity is high for RLS 
algorithm since it considers the estimate of previous samples of 
output signal, error signal and filter weight. To include the effect 
of losses, distortion power should be taken into account because 
of the harmonic inducing nature non- linear loads connected to 
grid side. Thus the product of displacement power factor and 
distortion power factor gives the true power factor.   
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Table 2: Performance of the SAPF with the proposed control algorithm 

Case Category of load vpcc 
iL (A) ic (A) is (A) %THD 

ILp ILq ILm5 ILm7 Icm1 Icm5 Icm7 Ism1 Ism5 Ism7 iL is 

1 Load – I 
(balanced) 

Undistorted 
(THD=1.53%) 

1.22 0.14 0.25 0.13 0.16 0.24 0.13 1.28 0.01 0.01 27.16 3.05 

2 Load – II 
(balanced) 

Undistorted 
(THD=1.53%) 

1.93 0.31 0.41 0.27 0.33 0.41 0.26 1.90 0.0 0.0 23.20 2.30 

3 Load – III 
(unbalanced) 

Undistorted 
(THD=26.5%) 

1.78 0.21 0.28 0.34 0.25 0.27 0.34 1.61 0.01 0.01 31.6 3.21 

1.33 0.31 0.37 0.36 0.35 0.37 0.36 1.61 0.01 0.01 34.9 3.21 

0.45 0.2 0.13 0.31 0.40 0.12 0.31 1.61 0.01 0.01 34.8 3.21 

 

 

 
Figure 3: Simulation results for operation of the three phase SAPF with proposed algorithm 

Without SAPF With SAPF 
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Table 3: Performance comparison of RLS algorithm with LMS algorithm [18] 

Function NLMS VSSLMS RLS 

Convergence time 0.3 sec 0.12 sec 0.06 sec 

Steady state error 2.11 0.85 0.56 

THD 4.32 2.13 1.48 

Complexity Less Less High 

Table 4: Power factors under varying load conditions 

Case Load Distortion 
Factor 

Displacement 
factor 

True Power 
Factor 

1 Load – I 
(balanced) 0.9995 0.9998 0.999 

2 Load – II 
(balanced) 0.9997 0.9997 0.999 

3 Load – III 
(unbalanced) 0.9995 0.9998 0.999 

The equations (10-12) implies that the overall power factor 
gets diminished by the term cos γ.  This leads to the conclusion 
that the average power transferred to the load gets diminished by 
cos γ, which depends on harmonic distortion induced in load 
current by the non-linear loads. 
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The proposed SAPF configuration, maintains displacement 
power factor at 0.999 and the distortion power factor at near unity, 
for all the analysed load conditions. This leads to a magnitude of 
0.999 for the true power factor. Table 3 manifests the true power 
factor under varying load conditions considered here. 

5. Conclusion 

This paper illustrates the performance aspects of PV powered 
RLS based shunt active power filter control utilizing the 
MATLAB/SIMULINK platform. Fundamental active 
components reference from the load currents are separated by the 
control law, based on the load currents, phase angle and reference 
currents of the previous sample. Load current’s fundamental 
active component is only drawn from the source side and this is 
performed by the control system by ensuring that source currents 
track the reference currents with minimum steady state error. This 
makes the SAPF satisfy the reactive and harmonic power requisite 
of the considered non- linear load. Even under unbalanced loading 
condition, the source currents are in perfect balance. The put 

forward theory is validated by the results which shows that the 
source currents are drawn at UPF and they comply with the IEEE 
standard 519. Also, it is shown that dc voltage is maintained 
constant using PV integration into the network. With RLS 
algorithm, the 3-phase SAPF ensures sinusoidal and balanced 
supply currents which are maintained at UPF at various load 
conditions along with THD maintained under the 5% limit. 
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 Cyberattacks such as spear phishing and malspam pretending to be companies, institutes, and 

government officials are increasing and evolving. Malware has a variety of purposes, such as 

collecting personal information and illegal access to the system. New types of malware are 

increasing every day, and many malware programs spread all over the Internet, causing 

severe problems. To analyze such malware effectively, analysts first need to understand the 

inner structure of the malware. They can try to analyze malware manually and automatically. 

However, attackers who create malware use many different kinds of techniques, such as anti-

reverse engineering, to hinder and delay analysis. They also extend malware life through a 

combination of different techniques, such as social engineering and anti-debugging. These 

techniques make the malware more sophisticated; thus, it is hard for an analyst to detect the 

malware. Anti-debugging, one way to protect malware, is a deadly poison to malware analysts 

because it makes the analysis more difficult by detecting a debugger or debugging 

environments. Therefore, this paper describes malware’s anti-debugging techniques and how 

to defeat them through anti-anti-debugging mechanisms. It applies its findings to analyze a 

sample program, packed files, and actual malware with anti-debugging modules and 

performs various experiments to verify the proposed techniques. After the experiments, it 

confirms whether its countermeasure is useful for malware analysis. 

Keywords:  

Anti-Debugging 
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1. Introduction 

In the past, the development of malware was mainly used for 

malware programmers to show off. However, malicious 

software(malware) such as virus and keylogger in recent years 

illegally accesses server systems in various ways to steal personal 

and financial information and computing power. Fatal damage, 

such as the theft of essential data of institutes, corporations, public 

institutions, and personal user information, occurs. The malware 

damage can take many forms, from stealing personal information 

such as a user’s financial information to destroying industrial 

facilities such as Stuxnet [1]. According to Symantect’s “Internet 

Security Threat Report 2019”, financial Trojans accounted for 

16% of the many malware programs spread in 2018. In addition, 

Trend Micro’s “Unseen Threats, Imminent Losses” said that a 

vulnerability was found in the Supervisory Control And Data 

Acquisition (SCADA) system, one of the industrial systems’ 

components. Also, attackers can penetrate the system through 

malware that attacks this vulnerability and illegally controls the 

SCADA system. 

New types of malware appear every day and spread over the 

Internet, causing serious problems frequently. The malware also 

uses anti-reverse engineering techniques such as Self-Modifying 

code, code compression, packing, and anti-debugging methods to 

hide internal code structures and interfere with the analysis. This 

paper is an extension of work initially presented in the 

International Conference on ICT Convergence [2] to solve these 

kinds of problems. It is challenging to analyze malware with these 

anti-reverse engineering techniques accurately and requires 

considerable time. Security experts reinforce security by using 

anti-virus software and various equipment types to minimize 

malware damage, while analysts scrutinize malware using various 

techniques, it is more likely that anti-virus software or an  

automated analysis tool fails to detect it. The workflow of malware 

analysis is as in Figure 1. Usually, when an analyst analyzes 

malware, an analyst gets information from automated and static 

tools [3]. For example, if malware has anti-reverse engineering  

analysis. After static analysis, the analyst analyzes malware 

behavior through dynamic analysis and investigates its behavior in 

more detail through advanced analysis. However, anti-debugging 

techniques are hinder all analysis steps especially advanced 
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analysis. Most of the tools in the advanced analysis are insufficient 

to deal with anti-debugging techniques. The relevant APIs and 

structures such as PEB and HEAP could be modified to defeat anti-

debugging techniques as soon as advanced analysis begins. This 

step makes it more convenient for analysts to analyze malware, and 

it could be analyzed more quickly because the malware 

interference is gone. 

 
Figure 1: Workflow in safe and accurate analysis of malware 

When analyzing malware in virtual environments such as 

QEMU, VMware, and VirtualBox, the virtual environments can be 

constructed similarly to the physical environments. The virtual 

environment analysis has advantages that are vastly similar to the 

actual execution, and does not have to worry about infecting a 

physical computer while performing malware analysis. However, 

there is a disadvantage in that analysis may be disrupted through 

the anti-VM (Virtual Machine) techniques. Anti-VM techniques 

disable malware analysis using CPU emulators or virtualization 

tools. The Dynamic Binary Instrumentation (DBI) tool can bypass 

anti-debugging by inserting or replacing code chunks into the 

operation command [4]. However, DBI has a disadvantage 

because it is not convenient, and it cannot execute huge or complex 

programs correctly. 

The static analysis uses tools such as a decompiler and 

disassembler to analyze the binary or code of malware to infer the 

type of malware. However, this approach becomes more difficult 

and complicated by evasion techniques such as code obfuscation 

and packer [5]. A dynamic analysis examines the behavior of the 

target file. However, dynamic analysis tools cannot provide both 

accuracy and convenience when analyzing complex malware. The 

debugger, widely used to analyze malware dynamically, can 

examine changes in the machine’s state while executing each 

command. However, the disadvantage of using a debugger is that 

there are anti-debugging techniques that can detect and interfere 

with the debugging process. Thus, if analysts can defeat anti-

debugging techniques that interfere with the debugger, it becomes 

one of the most powerful methods for analyzing malware. 

Therefore, this paper introduces anti-debugging techniques that 

attack a debugger’s vulnerabilities to interfere with analysis, and 

explains how to bypass analysis. In addition, it proposes anti-anti-

debugging techniques that can defeat anti-debugging techniques, 

and verify the proposed method applying them to a sample 

program, packed files, and actual malware with anti-debugging 

modules. This paper aims to give direction for researchers who 

analyze malware or those who dream of being analysts to develop 

their methods or scripts that can defeat anti-debugging techniques 

when using a debugger. 

This paper is organized as follows. Section 2 introduces 

research related to anti-debugging. Section 3 proposes anti-

debugging techniques based on artifacts and time and describes 

correspondent anti-anti-debugging mechanisms. Section 4 

presents the experiments performed and verifies anti-anti-

debugging techniques with a sample program, packed files, and 

actual malware. Section 5 concludes the study. 

2. Related Work 

Analysts have continuously reviewed malware detection and 

binary code analysis. On the other hand, anti-reverse engineering 

research does not draw much attention from researchers except for 

some category topics [6], [7]. There are various topics in anti-

reverse engineering such as anti-debugging, anti-VM, and code 

encryption. To understand anti-analysis, first, malware analysis 

must be briefly described. There are two different types of malware 

analyses, namely static analysis and dynamic analysis. Static 

analysis is a method of analyzing codes or binaries without 

executing them. Analysts can observe the file’s operation code 

with a decompiler or disassembler and analyze the program flow 

and internal structure. Dynamic analysis probes its behavior by 

executing them using a sandbox, debugger, or emulator. 

Debugging refers to the process of detecting and eliminating errors 

or bugs when a process operates unexpectedly or crashes. A 

debugger is a tool or software that helps with this, therefore, it is a 

useful tool for understanding malware’s inner workings. It 

likewise helps to observe changes in registry, memory, and stack 

closely while executing instructions in the target file (debuggee) 

line by line. Also, analysts use debuggers because they can 

manipulate elements such as code, environment, and memory. The 

sandbox case runs the file to record and analyze the process and 

network changes over a while [8]. 

However, malware developers use anti-analysis techniques 

against each analysis. Therefore, anti-debugging techniques delay 

malware detection and increase its life span by bypassing the anti-

virus software. Anti-analysis is a series of techniques in which 

malware remains concealed, prevents detection, interferes with 

analysis, and makes analyzing it challenging. It is analyzed 6,222 

samples of malware and studied how malicious behaviors differed 

in an environment with virtualization and a debugger [9]. As 

results, they found about 40 percent malware in an environment 

with a debugger performing less malicious behavior. Also, only 

two percent of the samples in a virtual environment showed 

malicious behavior when executed. This study shows malware 

with anti-VM and anti-debugging can bypass dynamic malware 

analysis tools such as a debugger, sandbox, and emulator. 

Examples of anti-analysis techniques that interfere with static 

analysis include packer [10]-[12], code obfuscation [5], [13], [14], 

and opaque constants [15]. Packer is a technique that compresses 

the executable file and creates a new program entirely different 

from the original program. However, the new packed file has the 

same or similar behavior with various techniques such as Portable 

Executable (PE) relocation and anti-analysis. In the case of code 

obfuscation and opaque constants, these are the process of 

encrypting text, binary data, or code to make it difficult to 

understand. For these reasons, the malware detection method 
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based on signature became ineffective. Thus, dynamic analysis 

emerged to solve these kinds of problems. Debugging, which 

analyzes malware, carefully examines details such as behaviors, 

registers, and stacks while executing malware instructions by line. 

However, dynamic analysis using the debugger suffers from anti-

analysis, such as anti-debugging, anti-VM, code compression, 

Self-Modifying, and blocking input devices. Among the anti-

analysis, anti-debugging is an attempt by the debuggee to find or 

detect evidence of an analysis environment or debugger’s 

presence. It is provided an overview of the analysis disruption 

techniques used by malware such as anti-debugging, anti-VM, and 

obfuscation [16]. Shang Gao and Qian Lin gave an overview of 

Windows’s debugging mechanism, categorized according to the 

debugging methods used by the debugger, and explained the 

debugging functions and anti-debugging through exceptions [17]. 

It is classified general malware, targeted malware to attack specific 

systems and investigate how many anti-debugging techniques 

applied to it [18]. Most malware had anti-debugging techniques, 

however, it is found that the general malware had more anti-

debugging techniques than targeted malware. 

To defeat anti-analysis techniques, analysts can defeat most 

anti-debugging techniques using many CPU emulator and 

virtualization tools. However, these tools are not suitable for 

analyzing malware because they can analyze only a specific 

process or program. Dynamic Binary Instrumentation (DBI) 

framework can insert, modify, and delete code at the arbitrary 

address during the program’s running [4], [19], [20], [21]. 

Therefore, the DBI can bypass the anti-debugging techniques by 

code insertion. However, analysis is inconvenient, and some DBIs 

cannot execute complex programs correctly [22]. Recently It is 

proposed the Apate framework to analyze malware [23]. Apate is 

a framework that hides the debugger from anti-debugging. The 

spectrum of powerful anti-debugging techniques is analyzed and 

classified into 79 attack vectors and six categories. 

Apate is designed to defeat anti-debugging techniques by: (1) 

performing just-in-timed disassembling based on single-stepping 

and; (2) monitoring the execution flow of the debuggee and 

modifying the state of the debuggee to hide WinDbg. It is defined 

anti-debugging rule sets and proposed replacing the matching part 

of the binary with other instructions. The method proposed and 

modified the part that calls the anti-debugging functions in the 

debugger to other instructions [24], [25]. It is proposed a new 

framework for classifying, detecting and bypassing reverse 

engineering prevention techniques used by malware and protecting 

systems [9]. It is proposed UBER, a new system to neutralize anti-

sandbox [26]. Sandbox has many artifacts of analysis environment. 

The anti-sandbox looks for various system artifacts expected to 

exist in the system for identifying the sandbox environment. 

UBER does not replicate artifacts or folders in use or directly 

simulate user behavior. Instead, it generalizes the user’s computer 

usage pattern with an abstract behavioral profile, adopts the profile 

to simulate user and artifact creation operations, and then replicates 

the system with the created artifacts into a sandbox. Through this, 

UBER can defeat the anti-sandbox (i.e., usage artifacts analysis), 

while malware in the Windows or macOS malware is increasing. 

Since the tools for analyzing macOS based on malware are very 

limited. It is proposed Mac-A-Mal, a framework for analyzing Mac 

based malware [27]. It is developed a kernel extension to monitor 

malware behavior and bypass several evasion prevention 

techniques used in the wild, which uncovered 74 unknown 

malware programs. 

3. Defeating anti-debugging techniques 

This section first finds out how anti-debugging techniques 

work in Windows. Afterward, it explains how to defeat them [28]. 

3.1. Process Environment Block (PEB) Structure 

The Process Environment Block (PEB) structure is a data 

structure in the Windows NT operating system. Each process has 

this structure and it contains each process information. Malware 

can detect the presence of debugger without using a specific 

function such as IsDebuggerPresent(). If implemented 

manually, there is no way to detect this in a static analysis or initial 

analysis. The anti-debugging based on PEB structure protects 

programs not only by malware but also many by many packers 

such as PECompact, ASPack, and ASProtect [29]. 

It confirms the BeingDebugged, NtGlobalFlag, and HEAP 

structure to perform anti-debugging among many PEB structure 

members. BeingDebugged is set to 0x0 if not debugged, and 0x1 

if debugged. NtGlobalFlag has a value of 0x0 if not debugged, 

and is set to a value of 0x70 if debugged. Table 1 shows the flags 

of NtGlobalFlag while debugging. Not only the PEB structure, 

but HEAP structure can also detect the presence of a debugger. 

Table 1: Flag configurations of NtGlobalFlag member in the PEB structure 

Flag Value 

FLG_HEAP_ENABLE_TAIL_CHECK 0x10 

FLG_HEAP_ENABLE_FREE_CHECK 0x20 

FLG_HEAP_VALIDATE_PARAMETER 0x40 

Table 2: Flag configurations of Flags member in the HEAP structure 

Flag Value 

HEAP_GROWABLE 0x2 

HEAP_TAIL_CHECKING_ENABLED 0x20 

HEAP_FREE_CHECKING_ENABLED 0x40 

HEAP_SKIP_VALIDATION_CHECKS 

(only in Windows XP or under) 

0x1000000

0 

HEAP_VALIDATE_PARAMETERS_ENABLE

D 

0x4000000

0 

 

Table 3: Flag configurations of ForceFlags member in the HEAP structure 

Flag Value 

HEAP_TAIL_CHECKING_ENABLED 0x20 

HEAP_FREE_CHECKING_ENABLED 0x40 

HEAP_VALIDATE_PARAMETERS 0x40000000 

Anti-debugging can detect debuggers using the Flags and 

ForceFlags members of the HEAP structure. Flags has a value 

of 0x2 if not debugged. It has a value of 0x50000062 in Windows 

XP or 0x40000062 in Windows 7 or later versions, if debugged. 

ForceFlags has a value of 0x0 if not debugged, and 0x40000060 

if debugged. Table 2 shows the configuration flags of Flags and 

Table 3 shows the configuration flags of ForceFlags. To bypass 

anti-debugging based on PEB structure, analysts can defeat anti-

debugging by modifying each member to an appropriate value, 

such as 0x0 in BeingDebugged. 
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3.2. IsDebuggerPresent() 

IsDebuggerPresent() is the function in which software can 

easily detect the presence of a debugger. Malware and general 

software use this function to protect itself from reverse engineering. 

This function is also one of the anti-debugging techniques that 

most packers such as UPX and PECompact can apply to the 

original program. This function returns the BeingDebugged 

member of the PEB structure. To defeat this function, one must 

modify the code to return 0x0 or change the value of 

BeingDebugged member of the PEB structure. This paper uses 

PUSH and POP instructions to store 0x0 in the EAX register, shown 

in Figure 2. The original code of IsDebuggerPresent() is the 

left side of Figure 2, and the modification code of 

IsDebuggerPresent() is the right side of Figure 2. 

 

Figure 3: The original code (left) and modification code (right) of 

CheckRemoteDebuggerPresent() 

3.3. CheckRemoteDebuggerPresent() 

CheckRemoteDebuggerPrenset() function takes the 

Process Identifier (PID) of a particular process to detect whether it 

is debugged or not. It calls the NtQueryInformationProcess() 

function from inside to perform anti-debugging not only on 

malware but also on general software, and some packers use it to 

prevent debugging. The code on the left of Figure 3 is the original 

code of CheckRemoteDebuggerPrenset() and as shown on the 

left side of Figure 3, it calls NtQueryInformationProcess() 

from inside. There are two ways to defeat this function. Firstly, 

defeat the function called NtQueryInformationProcess() 

internally. Secondly, store 0x0 in the EAX register to make it 

always return 0x0. 

This paper stores 0x0 in the stack using the PUSH instruction, 

as shown on the right side of Figure 3. It then stores 0x0 in the EAX 

register with POP instruction and terminates the function using 

RETN. There are three essential things to defeat this function. First, 

three existing instructions from the top of this code must be 

maintained. The second is to store 0x0 in the EAX register and 

return it. Last is to save the return address stored in the stack to the 

EBP register with POP instruction, then end with RETN. Otherwise, 

the flow of the debuggee gets tangled, and the analysis cannot 

proceed further. 

3.4. ZwQueryInformationProcess() 

The developer uses ZwQueryInformationProcess() 

functions for various reasons, such as finding a process path not 

only for anti-debugging. However, this section, only describes 

anti-debugging based on ZwQueryInformationProcess(). 

Figure 4 is a parameter for ZwQueryInformationProcess(). 

Among these parameters, ProcessInformationClass is the 

type of process information to be retrieved. It performs by set a 

specific value to the ProcessInformationClass parameter. If 

ProcessInformationClass is set to 0x7 which means 

ProcessDebugPort, it can determine whether it is debugged or 

not. In case of debugging, it returns 0xFFFFFFFF (-1). If not, it 

returns 0x0. Not only ProcessDebugPort, this function can 

executes anti-debugging bypassing 0x1E, which means 

ProcessDebugObjectHandle or 0x1F, which means 

ProcessDebugFlags to the parameter 

ProcessInformationClass. In the case of 

ProcessDebugObjectHandle, this function returns 

0x000000B4 if debugged, and it returns 0x0 if not debugged. In 

the case of ProcessDebugFlags, this function returns 0x0 if 

debugged, and it returns 0x1 if not debugged. The code on the left 

of Figure 5 is the original code of 

ZwQueryInformationProcess(). 

 

Figure 4: Parameter of ZwQueryInformationProcess() 

 

Figure 5: The original code (left) and modification code (right) of 

ZwQueryInformationProcess() 

 

In order to bypass ZwQueryInformationProcess(), three 

things are crucial: (1) the first two instructions from the top of the 

original code must be executed; (2) it must return an appropriate 

Figure 2: The original code (left) and modification code (right) of 

IsDebuggerPresent() 

http://www.astesj.com/


J. Kim et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1178-1189 (2020) 

www.astesj.com     1182 

value; (3) it should not interfere with the flow of the debuggee. It 

needs a new virtual memory that must be allocated to handle the 

number of cases and consider non-anti-debugging cases. Also, 

ZwQueryInformationProcess() enters the kernel area through 

KiFastSystemCall and SYSENTER instructions. Since the 

debugger cannot enter the kernel, one can bypass these powerful 

instructions by writing new instructions in allocated virtual 

memory, as shown on the right of Figure 5. It determines whether 

the received ProcessInformationClass parameter is 0x7 

(ProcessDebugPort), 0x1E (ProcessDebugObjectHandle), 

or 0x1F (ProcessDebugFlags). In each case, it jumps to the 

address with the specific instructions. Otherwise, it returns to the 

original instruction with RETN. The reason for returning to the 

original function is not to disturb the flow of the debuggee. 

 

3.5. FindWindow() 

The family of FindWindow functions can find the name of the 

specific window. It consists of FindWindowW(), FindWindowA(), 

FindWindowExW(), and FindWindowExA(). These are anti-

debugging techniques that confirm the debugger’s window name 

to see if the debuggers are running on the operating system. Figure 

6 shows the parameters of FindWindowA() and FindWindowW(). 

The lpClassName gets a specific class name, and the 

lpWindowName gets a specific window name when calling these 

functions. If it finds the name of a specific window, it returns the 

handle of the window. If not, it returns 0x0. If malware calls these 

functions, it passes a particular debugger’s window name to the 

lpWindowName parameter for anti-debugging. However, the 

analysts can defeat it always to returns 0x0. 

The code on the left of Figure 7 is the original code of 

FindWindowW(), and the code on the right of Figure 7 is the code 

to defeat it. This study allocates a virtual memory and writes new 

instructions to disable anti-debugging techniques. After moving to 

the allocated address through the PUSH and RETN instructions, one 

must execute the existing CALL instruction. Next, it needs to get 

the debugger’s window handle and compare it with the EAX 

register using CMP instruction. If it is the same, it jumps by JE 

instruction and stores 0x0 in the EAX register. Otherwise, it jumps 

by JMP instruction and restores the return address to the EBP 

register. The analysts can defeat this anti-debugging technique by 

writing new instructions in virtual memory. In Figure 7, the 

address of virtual memory is 0x00220000. However, this address 

must point to empty virtual memory. 

3.6. GetCurrentProcessId(), BlockInput() 

The commercial packer such as Yoda’s Protector uses the 

two functions described in this section. The malware packed with 

Yoda’s Protector, it calls CreateToolHelp32Snapshot() 

to obtain the PIDs and process all running processes’ information. 

Next, it uses the GetCurrentProcessId() to get its process 

information and then compares the two results. If the parent 

process is a debugger, it interrupts analysis by terminating the 

process. Therefore, to defeat this anti-debugging technique, 

GetCurrentProcessId() always returns the PID of a debugger 

or analysis tool by modifying the PID of the debugger and 

debuggee to be the same. Analysts can defeat this technique. The 

code on the left side of Figure 8 is the original code of 

GetCurrentProcessId(), and the code is modified the same as 

on the right side of Figure 8 to defeat this function. To match the 

PID of the debugger and debuggee, it stores the PID of the 

debugger (0x0EA0 in Figure 8) in the EAX register and returns it. 

At this point, NOP instruction fills the remaining space of memory. 

The BlockInput() blocks the input events such as keyboard and 

mouse. When software calls this function, the computer blocks all 

events from input devices. By blocking all input devices’ events, 

signals from devices do not affect the input queue’s synchronous 

key state and asynchronous key state. If the software calls this 

function while running, the computer blocks the input devices’ 

events, and there is no solution until the software calls again. The 

malware exploits this. If malware calls this function while 

debugging, the computer blocks all events from input devices, and 

Figure 6: Parameters of FindWindowA() and FindWindowW() 

Figure 7: The original code (left) and modification code (right) of 
FindWindowW() 

Figure 8: The original code (left) and modification code (right) of the 

GetCurrentProcessId() 

Figure 9: The original code (left) and modification code (right) of BlockInput() 
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analysis stops. The only solution is to reboot the computer and 

analyze the malware again from the beginning. This function has 

a BOOL value as a parameter. If the parameter is TRUE, the 

computer blocks the events. If FALSE, the computer unblocks the 

events. This function returns to non-zero if it ends with no errors. 

The corresponding code is the left code of Figure 9. The way to 

defeat this technique is more straightforward than others. As 

shown on right side of Figure 9, this is defeated by modification 

with NOP instruction, which does nothing. 

 

 

3.7. GetTickCount(), timeGetTime() 

The anti-debugging techniques described so far are anti-

debugging based on artifacts. Those are techniques in which 

malware detect analysis signs, analysis environment, or debugger. 

The anti-debugging based on artifacts is the most common and 

useful technique for malware to evade analysis. If a debugger runs 

the program, there are differences from normal execution. The 

anti-debugging based on artifacts confirms the debugger through 

these differences. 

However, the anti-debugging described in this section is 

slightly different from the previous ones. The anti-debugging 

described in this section uses time elements. The anti-debugging 

based on time measures the time between a particular routine. It 

compares the execution in the real system and the execution 

analysis environment and indirectly detects the debugger. It 

measures the time stamp counter cycle before and after starting a 

particular routine in a program to confirm a debugger’s presence 

because the analysis using a debugger takes a long time. 

GetTickCount() starts counting after Windows boots. 

Through this function, malware or software can easily determine 

how long it has been since the computer booted up and got time 

value every time stamp counter cycle. The return value is the 32-

bit form to keep the count for up to 49.7 days. Many developers 

use this function to measure elapsed time, and malware developers 

use it as well. The code on the left in Figure 10 is the original code 

of GetTickCount(). To defeat this, it must return the same value 

by hard coding. Hard coding is the way to develop software by 

embedding data directly into the source code or memory. In this 

way, it stores a meaningless value in the EAX register. Therefore, 

the return value of GetTickCount() is always meaningless value 

which hard coded. In other words, the measured time for a specific 

routine is always same. 

timeGetTime() has less overhead than 

timeGetSystemTime(), because timeGetSystemTime() uses a 

MMTIME structure, which contains timing information for 

different multimedia data types. However, timeGetTime() uses a 

DWORD structure. Moreover, timeGetTime() reacts directly to 

timer interruptions and returns the time in milliseconds that have 

elapsed since the Windows booted, thus GetTickCount(). The 

debuggee can determine the presence of the debugger by using 

precise functions such as timeGetTime(). Disabling this is not 

much different with GetTickCount(). To defeat this function, 

one must to return the same value all the time. The code on the left 

of Figure 11 is the original code of timeGetTime(). However, if 

modified as the code on the right side of Figure 11, debuggee fails 

to detect the presence of debugger because it always returns the 

same value. 

4. Experiments 

This study implemented a sample program which includes anti-

debugging techniques for the (i) Sample-ex experiment. The 

sample program has various anti-debugging techniques such as the 

PEB, and HEAP, among others. The sample program printed the 

return value to verify the results of the anti-anti-debugging 

intuitively. In the second experiment, (ii) Packed-ex, packed 

programs were used for packed malware or packed software. This 

study confirms the effectiveness of the proposed anti-anti-

debugging mechanisms using these programs. Finally, real 

malware was employed in the in (iii) Malware-ex experiment. The 

anti-anti-debugging proposed in this paper works well with benign 

files, packed files, and actual malware through the step by step 

experiments. 

Table 4: Anti-debugging techniques of each packer 

Packer Anti-Debugging Techniques 

PECompact IsDebuggerPresent() 

Armadillo IsDebuggerPresent() 

ACProtect 
IsDebuggerPresent() 

ZwQueryInformationProcess() 

Themida 
IsDebuggerPresent() 

ZwQueryInformationProcess() 

Yoda’s Protector 
IsDebuggerPresent() 

GetCurrentProcessId() 

BlockInput() 

 

Figure 10: The original code (left) and modification code (right) of the 

GetTickCount() 

Figure 11: The original code (left) and modification code (right) of 
timeGetTime () 
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Table 5: Information of real virus 

File Type Win.32.EXE 

Virus Type Worm/Win32.Abuse 

MD5 068c3b80106b3300548bv6vv673a3db5 

Anti-Debugging 

Techniques 

GetTickCount() 

FindWindowExA() 

FindWindowA() 

 

4.1. Experimental Data 

This paper implemented a sample program including various 

anti-debugging techniques for (i) Sample-ex experiment, as shown 

in Figure 12. This program prints different results depending on 

the presence of a debugger. Next, sample files used in the (ii) 

Packed-ex experiment, packed the calculator program provided by 

Windows 7 (32bit) into five packers or protectors. The common 

feature of used packers or protectors is that they protect the original 

software by applying one or more anti-debugging techniques. Five 

packers called Yoda's Protector, Themida, ACProtect, 

Armadillo, and PECompact for (ii) Packed-ex experiment were 

used. These packers apply one or more anti-debugging techniques 

to protect original program against reverse engineering. Table 4 

shows the anti-debugging techniques applied by each packer. 

Among these, the most commonly used function is 

IsDebuggerPresent(), and the unusual cases are 

GetCurrentProcessId() and BlockInput() used by Yoda's 
Protector. Table 5 shows information about one of the malware 

samples collected from VirusShare**, which is for the (iii) 

Malware-ex experiment. This malware sample uses 

GetTickCount(), FindWindowExA(), and FindWindowA() 

functions for anti-debugging. However, it is impossible to analyze 

some samples using different anti-debugging techniques such as 

RDTSC instruction and Self-Modifying technique. 

RDTSC is an instruction that reads the current time-stamp 

counter variable. Unlike function such as timeGetTime(), RDTSC 

is executed as a single instruction. In order to bypass this 

instruction, it is necessary to modify the debuggee. However, 

modifying the debuggee requires careful attention. Self-Modifying 

is one of anti-analysis techniques. It is a technique to alter its own 

codes while the file is executing. Therefore, an analyst fails to 

identify the real instructions before executing Self-Modifying. 

Thus, RDTSC and Self-Modifying are out of our research scope and 

this paper does not handle these techniques. 

4.2. Experimental Results 

Figure 13 shows the results of analyzing sample data in the 

debugger in (i) Sample-ex. In the case of Figure 13 (a), all of the 

anti-debugging techniques used in the sample program detected a 

debugger. All of these anti-debugging techniques returned and 

printed artifact or evidence which indicates the presence of a 

debugger. However, an analysis was made again using anti-anti-

debugging, and the results were confirmed, as shown in Figure 13 

(b). It showed a completely different artifact or evidence and 

message against Figure 13 (a).  

This research primarily confirmed that the anti-anti-debugging 

works successfully. Next, it conducted (ii) Packed-ex and analyzed 

using different data. The analysis from this point shows that the 

results of the analysis are limited. Therefore, the actual memory 

address and instructions were shown. Figure 14 (a) is the loaded 

file with Yoda’s Protector in the debugger. The number series 

on the left correspond to each address, and instructions on the right 

correspond to the original code. Figure 14 (b) shows the new code 

to defeat GetCurrentProcessId(). It stored the PID of the 

debugger, which is 0x0B5C in the EAX register, to make it the same 

as shown in Figure 14 (b). This study also confirmed the results of 

ZwQueryInformationProcess() used by ACProtect, as 

shown in Figure 15. Figure 15 (a) is the original code and address 

of ZwQueryInformationProcess(), and Figure 15 (b) is the 

new instructions to defeat it. At this time, 0x003E0000 is the 

address of the virtual memory. Through this, whether the anti-anti-

debugging is effective even in packed samples was secondarily 

ascertained.  

 

  

(a) The code of PEB.BeingDebugged for sample program (b) The code of PEB.NtGlobalFlag for sample program 
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(c) The code of PEB.HEAP.Flags for sample program (d) The code of PEB.HEAP.ForceFlags for sample program 

  

(e) The code of IsDebuggerPresent()for sample program (f) The code of CheckRemoteDebuggerPresent()for sample program 

  

(g) The code of FindWindowW() for sample program (h) The code of FindWindowA() for sample program 

  

(i) The code of GetTickCount() for sample program (j) The code of timeGetTime() for sample program 

 

(k) The code of ZwQueryInformationProcess – ProcessDebugPort for sample program 
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(l) The code of ZwQueryInformationProcess – ProcessDebugObjectHandle for sample program 

 
(m) The code of ZwQueryInformationProcess – ProcessDebugFlags for sample program 

Figure 12: Anti-debugging functions for sample program 

  

(a) Result without anti-anti-debugging (b) Result with anti-anti-debugging 

Figure 13: Results of (i) Sample-ex; (a) results without anti-anti-debugging; (b) results with anti-anti-debugging 

 
 

(a) The original code and address of GetCurrentProcessId() (b) The new code and address to defeat GetCurrentProcessId() 

Figure 14: Results of (ii) Packed-ex in Yoda’s Protector; (a) the original code and address of GetCurrentProcessId(); (b) the new code and address to defeat 

GetCurrentProcessId() 
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(a) The original code and address of 

ZwQueryInformationProcess() 

(b) The new code and address to defeat 
ZwQueryInformationProcess() 

Figure 15: Results of (ii) Packed-ex in ACProtect; (a) the original code and address of ZwQueryInformationProcess (); (b) the new code and address to defeat 
ZwQueryInformationProcess () 

 

 

Figure 16: Results of (iii) Malware-ex; (a), (c) and (e) are the original code of each anti-debugging; (b), (d), and (f) are modification code to defeat each anti-debugging 

techniques 
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Table 6: Comparison results of anti-anti-debugging experiments with other works (O: successful, X: failed) 

Technique Proposed Work Pin Apate Binary Substitution 

IsDebuggerPresent() O O O O 

CheckRemoteDebuggerPresent() O O X O 

FindWindow() O O X O 

QueryInformationProcess() 

(ProcessDebugPort) 
O O X O 

QueryInformationProcess() 

(ProcessDebugFlags) 
O X X O 

QueryInformationProcess() 

(ProcessDebugObjectHandle) 
O O O O 

GetTickCount() O O O X 

timeGetTime() O O O X 

GetCurrentProcessId() O X X X 

BlockInput O X O X 

PEB.BeingDebugged O O O O 

PEB.NtGlobalFlag O O O O 

HEAP.Flags O O O X 

HEAP.ForceFlags O O O X 

RDTSC Instruction X X O O 

Self-Modifying X X X X 

Success Rate 87.5% 68.8% 62.5% 56.3% 

 

Finally, this paper collected and experimented with malware, 

which has anti-debugging techniques for (iii) Malware-ex. As a 

result of the (ii) Packed-ex experiment, this paper listed the address 

and instructions in Figure 16, which shows the loaded malware 

sample results used in (iii) Malware-ex on the debugger and the 

results of defeating its anti-debugging techniques. Figure 16 (a) is 

the original code of FindWindowExA(), and Figure 16 (b) is the 

new code that defeats it. This study wrote a new code that was 

occupied in 0x00190000 virtual memory to defeat the function. 

Figure 16 (c) is the original code of FindWindowA(), and the code 

that defeats it is Figure 16 (d). This study occupied and wrote the 

new code on the memory address 0x00170000 to defeat this. As 

mentioned before, virtual memory addresses cannot always be the 

same and must occupy the memory with empty space. The last 

anti-debugging technique is GetTickCount(). Figure 16 (e) is the 

original code of this function, modified as in Figure 16 (f), in which 

malware failed to detect the presence of a debugger, and the 

malware analysis could proceed. Thus, this study experimented 

and confirmed step by step that the anti-anti-debugging proposed 

in this paper is effective. 

Table 6 shows the experimental results for 16 anti-debugging 

techniques. The Binary Substitution [25], which shows the lowest 

success rate among each work, changes debuggee’s binary. It 

requires special attention. Pin [4] is an excellent analysis tool, but 

it cannot defeat the anti-debugging techniques used by Yoda’s 
Protector. Apate [23], which has a similar success rate to Pin, 

has also been unable to defeat the anti-debugging techniques used 

by Yoda’s Protector, and it can defeat fewer anti-debugging 

techniques than Pin. As shown in Table 6, most anti-debugging 

techniques are based on APIs, PEB, and HEAP structures. 

However, there are far more anti-debugging techniques, and their 

research is needed for future works. 

Among the many samples, there were some that this paper 

failed to analyze. Because this work can defeat some APIs and 

PEB structure-based anti-debugging techniques, the anti-

debugging using different artifacts could not be defeated, such as 

RDTSC instruction, Memory Breakpoint, Self-Modifying, and 

Single-Step Detection [22]. 

5. Conclusion 

Malware as well as commercial packers use various anti-

debugging techniques to protect themselves from the analysis by 

reverse engineering. Anti-debugging techniques can bypass or 

neutralize debugging analysis. An analyst needs an advanced 

debugger and related knowledge in order to analyze malware with 

anti-debugging techniques. Thus, this study proposed an anti-anti-

debugging against the anti-debugging techniques. In order to 

explain the anti-anti-debugging, we expounded the anti-debugging 

techniques used by malware and packers. Also, it set up a step by 

step experiment for verification. It implemented, experimented, 

and analyzed sample files, and packed files with anti-debugging 

techniques. Finally, it experimented with the actual malware with 

many anti-debugging techniques. As a result of a step by step 

experiment, it found that proposed anti-anti-debugging can defeat 

the anti-debugging techniques and deal with actual malware. It did 

not interfere with program execution flow as less as possible by 

minimizing the debuggee’s direct modification. Of course, the 

method proposed in this paper cannot defeat all anti-debugging 

techniques. Nevertheless, the method serves an essential part in 

analyzing malware with a debugger. Furthermore, it improves the 

ability to handle sophisticated debugging evasion techniques. 

Also, debuggees, such as Yoda’s Protector, can call the 

anti-debugging techniques more than once to interfere with the 

analysis. However, the anti-anti-debugging proposed in this paper 

has the advantage of being able to defeat the anti-debugging 
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technique that is called multiple times by only modifying it once. 

There are several tools and methods to disable anti-debugging 

techniques, however, none elaborate on how to disable it or explain 

with assembly code. Thus, this paper aims to discover for analysts 

new ways to defeat anti-debugging techniques and help 

researchers develop their scripts for research and analyze malware. 

Data Availability 

The script file used in the experiments is available at 

https://github.com/goldbear564/antiantidebugging. 

Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgment 

This work was supported by the National Research Foundation of 

Korea (NRF) grant funded by the Korea Government (MSIT) (No. 

NRF-2020R1A2C1012117, Development of machine learning 

based intrusion detection platform to secure end device in edge 

computing environment) and Institute of Information & 

communications Technology Planning & Evaluation (IITP) grant 

by the Korea government (MSIT) (No.2017-0-00158, 

Development of Cyber Threat Intelligence (CTI) analysis and 

information sharing technology for national cyber incident). 

References 

[1] R. Goyda, S. Sharma, and S. Bevinakoppa, “Obfuscation of stuxnet and flame 

malware,” In. Proc. of the 3rd international conference on applied informatics 
and computing theory(AICT'12), 150--154, 2012. 

[2] J. W. Kim, J. Bang, Y.S. Moon, and M. J. Choi, “Disabling anti-debugging 

techniques for unpacking system in user-level debugger,” in 2019 
International Conference on Information and Communication Technology 

Convergence(ICTC), Jeju Island, South Korea, 2019, 
doi:10.1109/ICTC46691.2019.8939719. 

[3] M. N. Gagnon, S. Taylor, and A. K. Ghosh, “Software protection through anti-

debugging,” IEEE Security & Privacy, 5(3), 82--84, 2007,  
doi:10.1109/MSP.2007.71. 

[4] C.K. Luk, R. Chon, R. Muth, H. Patil, and A. Klauser, “Pin: building 

customized program analysis tools with dynamic instrumentation, ” ACM 
SIGPLAN Notices, 40(6), 190--200, 2005, doi:10.1145/1064978.1065034. 

[5] B. B. Rad, M. Masrom, and S. Ibrahim, “Camouflage in malware: From 

encryption to metamorphism, ” International Journal of Computer Science 
and Network Security, 12(8), 74--83, 2012. doi:10.1007/s11416-017-0291-9 

[6] S. Bardin, R. David, and J. Y. Marion, “Backward-bounded DSE: targeting 

infeasibility questions on obfuscated codes,” 2017 IEEE Symposium on 
Security and Privacy, 633--651, 2017, doi:10.1109/SP.2017.36. 

[7] T. Blazytko, M. Contag, and C. Aschermann, “Syntia: Synthesizing the 

Semantics of Obfuscated Code,” In Proc. of USENIX Security Symposium, 
643--659, 2017. 

[8] R. Vinayakumar, M. Alazab, K. P. Soman, P. Poornachandram, and S. 

Venkatran man, “Robust intelligent malware detection using deep learning,” 
IEEE Access, 7,  46717--46738, 2019, doi:10.1109/ACCESS.2019.2906934. 

[9] X. Chen, J. Andersen, Z. M. Mao, and M. Bailey, “Towards an understanding 

of anti-virtualization and anti-debugging behavior in modern malware,” in 
2008 IEEE international conference on dependable systems and networks 

with FTCS and DCC(DSN), 177--186, 2008, 

doi:10.1109/DSN.2008.4630086. 
[10] M. J. Choi, J. Bang, J. W. Kim, H. Kim, and Y. S. Moon, “All-in-one 

framework for detection, unpacking, and verification for malware analysis,” 

Security and Communication Network 2019, 2019(5278137), 1--16, 2019, 
doi:10.1155/2019/5278137. 

[11] S. Cesare, Y. Xiang, and W. Zhou, “Malwise – an effective and efficient 

classification system for packed and polymorphic malware,” IEEE 
Transaction on Computers, 62(6), 1193--1206, 2013, 

doi:10.1109/TC.2012.65. 

[12] F. Guo, P. Ferrie, and T. C. Chiueh, “A study of the packer problem and its 
solutions,” in International Workshop on Recent Advances in Intrusion 

Detection, 98--115, 2008, doi:10.1007/978-3-540-87403-4_6. 

[13] J. M. Borello, and L. Mé, “Code obfuscation techniques for metamorphic 
viruses,” Journal in Computer Virology, 4(3), 211--200, 2008, 

doi:10.1007/s11416-008-0084-2. 

[14] I. You, and K. Yim, “Malware obfuscation techniques: a brief survey,” in 
2010 International conference on broadband, wireless computing, 

communication and applications, 297--300, 2010, 

doi:10.1109/BWCCA.2010.85. 
[15] A. Moser, C. Kruegel, and E. Kirda, “Limits of static analysis for malware 

detection,” in 23rd Annual Computer Security Applications 

Conference(ACSAC’07), 421--430, 2007, doi:10.1109/ACSAC.2007.21. 
[16] R. R. Branco, G. N. Barbosa, and P. D. Neo, “Scientific but not academical 

overview of malware anti-debugging, anti-disassembly and anti-vm 

technologies,” in Blackhat, USA, 2012. 
[17] S. Gao, and Q. Lin, “Debugging classification and anti-debugging strategies,” 

in 4th International Conference on Machine Vision(ICMV): Computer Vision 

and Image Analysis; Pattern Recognition and Basic Technologies, 729--734, 
2012, doi:10.1117/12.924835. 

[18] P. Chen, C. Huygens, L.Desmet, and W. Joosen, “Advanced or not? a 

comparative study of the use of anti-debugging and anti-vm techniques in 
generic and targeted malware,” in IFIP International Conference on ICT 

Systems Security and Privacy Protection, 323--336, 2016, doi:10.1007/978-

3-319-33630-5_22. 
[19] S. Bhansali, W. K. Chen, S. D. Jong, A. Edwards, “Framework for instruction-

level tracing and analysis of program executions,” In Proc. of the 2nd 
International Conference on Virtual Execution Environments, 154--163, 2013, 

doi:10.1145/1134760.1220164. 

[20] P. Feiner, A. D. Brown, and A. Goel, “Comprehensive kernel instrumentation 
via dynamic binary translation,” In Proc. of the 17th international conference 

on Architectural Support for Programming Languages and Operating Systems, 

135--146, 2012, doi:10.1145/2150976.2150992. 
[21] N. Nethercote, and J. Seward, “Valgrind: a framework for heavyweight 

dynamic binary instrumentation,” ACM SIGPLAN Notices, 42(6), 89--100, 

2007, doi:10.1145/1273442.1250746. 
[22] S. Choi, T. Chang, S. Yoon, and Y. Park, “Hybrid emulation for bypassing 

anti-reversing techniques and analyzing malware,” The Journal of 

Supercomputing, 1--27, 2020, doi:10.1007/s11227-020-03270-6 
[23] H. Shi, and J. Mirkovic, “Hiding debuggers from malware with apate,” In 

Proc. of the Symposium on Applied Computing, 1703--1710, 2017, 

doi:10.1145/3019612.3019791. 
[24] J. K. Lee, B. J. Kang, and E. G. Im, “Rule-based anti-anti-debugging system,” 

In Proc. of the 2013 Research in Adaptive and Convergent Systems, 353--354, 

2013, doi:10.1145/2513228.2513301. 
[25] J. K. Lee, B. J. Kang, and E. G. Im, “Evading anti-debugging techniques with 

binary substitution,” International Journal of Security and its Applications, 

8(1), 183--192, 2014, doi:10.14257/ijsia.2014.8.1.17. 
[26] P. Feng, J. Sun, S. Liu, and K. Sun, “UBER: combating sandbox evasion via 

user behavior emulators,” International Conference on Information and 

Communications Security, 34--50, 2020, doi:10.1007/978-3-030-41579-2_3 
[27] D. P. Pham, D. L. Vu, and F. Massacci, “Mac-A-Mal: macOS malware 

analysis framework resistant to anti evasion techniques,” Journal of Computer 

Virology and Hacking Techniques, 15(4), 249--257, 2019, 
doi:10.1007/s11416-019-00335-w. 

[28] O. Or-Meir, N. Nissim, Y. Elovici, and L. Rokach, “Dynamic malware 

analysis in the modern era- a state of the art survey,” ACM Computing 
Surveys (CSUR), 52(5), 1-48, 2019, doi: 10.1145/3329786. 

[29] C. V. Liţă, D. Cosovan, and D. Gavriluţ. “Anti-emulation trends in modern 

packers: a survey on the evolution of anti-emulation techniques in UPA 
packers,” Journal of Computer Virology and Hacking Techniques, 14(2), 107-

-126, 2018, doi:10.1007/s11416-017-0291-9. 

http://www.astesj.com/


 

www.astesj.com     1190 

 

 

 

 

Development of a Technology and Digital Transformation Adoption Framework of the Postal Industry in 

Southern Africa: From Critical Literature Review to a Theoretical Framework 

Kgabo Mokgohloa*, Grace Kanakana-Katumba, Rendani Maladzhi  

Department of Mechanical and Industrial Engineering, University of South Africa, Johannesburg, 0002, South Africa 

A R T I C L E   I N F O  A B S T R A C T 

Article history: 

Received: 30 August, 2020 

Accepted: 23 November, 2020 

Online: 14 December, 2020 

 The pressing and most urgent challenge for most of the Posts in Southern Africa is to transit 

from its historical reputation of being a snail-paced, inefficient, loss-making and ineffective 

service provider to an agile, innovative, solution-driven and highly competitive service 

provider that strive for excellence. In this context, adoption, and diffusion of technology 

and digital transformation by Posts should deliver the necessary traction to steer the digital 

transformation journey of the postal industry in Southern Africa with the necessary velocity 

while cognizant and mindful of the appropriateness of the technology in the African context 

in the light of a VUCA (Volatile, Uncertain, Complex and Ambiguous) world. The 

traditional technology adoption models are characterized by “linearity” which is the 

opposite of a dynamic setting characterized by “causality” which is the fundamental 

principle of a system thinking approach. The multi-stakeholders in the postal sector with 

often competing interests renders a linear approach defunct and requires a system 

approach to digital transformation and technology adoption. The conceptual framework 

developed from the critical review of literature offers considerable leverage to postal sector 

in developing countries and to Southern Africa in particular. The proposed conceptual 

framework integrates dimensions such as Postal Industry 4.0 Envisioning, Strategy, 

Institutional factors, Organizational factors, Individual factors, Industry 4.0 environment 

and outcomes.  
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1. Introduction  

This paper is an extension of “Postal Development: Literature 

Review into Adoption Models” presented at IEEM 2019 

Conference in Macau by authors in [1]. The rise of digitalization 

powered by a digital  revolution of the 21st century ushered by the 

Fourth Industrial Revolution and personified by Industry 4.0, has 

prompted the postal sector across the world to expand their 

services well beyond the original service of postal operators (POs) 

which was delivery of physical mail in the form of letters and post 

cards.  

In [2], the authors propose that although there are Posts in 

different nations that are struggling to keep afloat due to economic 

and political turbulence there are other Posts that are trailblazers in 

postal digital transformation which is underpinned by digital 

innovation which leads to digital disruption. It comes as no 

surprise that Swiss Post, The Netherland Post, Deutsche Post, La 

Poste, and Japan Post are trailblazers in digital innovation. 

In [3], the authors postulates that societal anatomy is rapidly 

changing, and that the digital age shepherded changes in 

consumption patterns which has resulted in the evolution of the 

customer of the future with unique needs and expectations that 

industries should meet. A systems (holistic) approach is required 

to comprehend a new world that is driven by volatility, uncertainty, 

complexity, and ambiguity (VUCA). VUCA world is categorised 

by the traits of volatility, uncertainty, complexity and ambiguity 

[4]. In [5], the authors argue that Volatility, Uncertainty, 

Complexity and Ambiguity (VUCA) explains the competitive 

ecosystem of the digital economy in which corporations ought to 

acclimate business process to match up briskly shifting and more 

complex dynamic settings. 

In [6], the authors propose that in the current Volatile, 

Uncertain, Complex and Ambiguous (VUCA) world, 

organizations and employees are faced with a plethora of 

challenges that overly dynamic and totally different from the 

challenges of the past. In [6], the authors further argue that there 

are several of drivers that propel these changes, and that 
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technology, accessibility to information, a fast shifting global 

economy, the establishment of a global consumer society and a 

very insistent customer with unique and diverse requirements are  

only some influences that have shaped an extremely complex and 

ambiguous world.   

In [7], the authors advance that organizational and societal 

systems in the digital era encompass characteristics of volatility, 

uncertainty, complexity, and ambiguity; and as a result a systems 

approach to digital transformation and technology adoption is a 

key success factor for Posts in Southern Africa. 

1.1. Problem statement 

The crises that has befell on the Designated Postal Operators 

(DPOs) in Southern Africa has precipitated the near collapse of the 

postal logistics sector due poor performance on the four 

performance indicators of the 2IPD and consequently losses except 

for a few Designated Postal Operators making a profit, this is 

characterized by the scores respective Post in Southern Africa 

obtained on the 2IPD. 

The underperformance by SADC DPOs is fuelled by a plethora 

of dynamics including inflexible or rather outdated business 

models that are not adapting to the technological changes that are 

disrupting current business models immensely, the archaic 

business models cannot compete in the 21st century and this result 

in majority of Postal Operators in Southern Africa posting losses 

year in year out. The unsustainability of the DPOs leave the State 

in respective countries with no option but to bail out these 

institutions. This performance is contrary to the first-tier countries 

who occupy pole positions on the integrated index on postal 

development (2IDP). 

1.2. Research question 

Can a technology and digital adoption framework in the 

context of postal industry 4.0 be developed for Posts in Southern 

Africa? 

1.3. Concluding remarks to introduction 

The paper is divided into (a) Introduction which introduces the 

phenomenon under study as well as articulating the problem 

statement and the research question which guided the research 

study. (b) Literature review which delved into the postal landscape, 

articulation of the Integrated Index on Postal Development (2IDP) 

which is a global measure of performance of the postal sector 

globally, and with specific reference to the top 5 performers on the 

2IDP and digital readiness index. The literature review further 

delved into the phenomenon of industry 4.0, technology adoption, 

digital transformation, reductionist vs systems approach and 

capability maturity models. The report then detailed the research 

methods adopted, the discussion and findings that included the 

development of the theoretical framework, deductions and 

upcoming research concludes the study. 

2. Literature review 

2.1. The Postal landscape 

In [2], the authors articulates an international view point of the 

Postal Industry, accentuating that the postal network encompasses 

a worldwide grid of over 677 000 retail offices, 5.3 million 

members and substantial infrastructure comprising 192 nations.  

In [8], the authors hypothesizes that imperfect internet 

connectivity, inadequate investment and/or recapitalization of the 

network infrastructure, deprived value of service, restricted 

interoperability and connectivity among the systems of value chain 

participants, as well as uncertainty in postal industry 

characterisation in southern Africa are the foremost motives for the 

snail-paced advancement.  

In [9], the authors argues that the regional scenery of  the postal 

industry in southern Africa  encompass 50 mail centres and a 

distribution infrastructure of 16, 064.394 deliverance points. Of 

these, South Africa has a lion share of  26 mail centres and 14, 

106.896 delivery points. The postal industry in Southern Africa 

comprise of fourteen designated postal operators in South Africa, 

Botswana, Zambia, Eswatini, Seychelles, Democratic Republic of 

Congo, Malawi, Comoros, Madagascar, Mauritius, Tanzania, 

Lesotho, Mozambique, and Angola. 

2.2. The Integrated Index on Postal Development 

In [3], the authors note that most Posts are performing 

disappointingly on the Integrated Index for Postal Development 

(2IPD). In [3], the authors further proposes that measuring the 

multiple facets of postal development is no insignificant task, and 

hypothesize that in order to surmount this difficulty; the Universal 

Postal Union (UPU) has been tapping on abundance of postal big 

data to appraise the performance of Posts globally. One of the most 

important sequels of these endeavours was the development of the 

Integrated Index for Postal Development commonly known as the 

2IPD. In [10], the author argues that 2IPD gauges the performance 

of Posts in the four vital aspects of postal advancement which are 

known as the 4Rs (reliability, reach, relevance and resilience). 

In [11], the authors outlines the four aspects of postal 

advancement (development) as follows: (a) Reliability is a fusion 

of excellence of service delivery, including certainty across all 

categories of postal delivery service; it eventually gauges the level 

of postal operational efficiency (b) Reach is fusion of worldwide 

postal connectedness at intercontinental level across all categories 

of international postal delivery services, it ultimately gauges the 

level of globalization of the postal services (c) Relevance 

encompass the strength of demand for the full range of postal 

services in each postal section; it eventually gauges the level of 

attractiveness of the postal market (d) Resilience encompass 

ability to innovate, deliver wide-ranging postal services and 

assimilate sustainable development targets in postal business 

models; it ultimately gauges the level of adaptableness of postal 

business models. 

In [3], the authors advances that a total of 172 countries were 

analysed for the development of the 2019 global ranking (based on 

complete data for 2018). Table 1 depicts the top 5 countries in 

alphabetical order with their corresponding scores on the 2IDP and 

are as follows: France, Germany, Japan, Netherlands, and 

Switzerland. In [12], the authors postulates that these top 5 DPO’s 

are performing outstandingly on the 2IDP because they have 

steadily build dependable, well-connected, appropriate and agile 

postal services. The report further highlights that other DPOs 
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especially in developing countries are underperforming relative to 

the 2IDP indicators. 

Table.1: Top 5 Designated Postal Operators performance on Integrated Index for 

Postal Development, adapted from [12] 

Country 2IPD Score 2018 2IPD Score  2019 

France 83.3 86.86 

Germany 91.3 90.79 

Japan 91.6 87.19 

Netherlands 93.7 93.67 

Switzerland 100 100 

 

The analysis of performance on the 2IPD points to Posts in 

developing countries (Southern Africa included) as laggards’ when 

compared to the top performing DPOs on the 2IPD. Table 2 lists 

the SADC (Southern African Development Community) 

Designated Postal Operators with their corresponding 2IPD scores. 

Table.2: Southern African Development Community Designated Postal Operators 

performance on Integrated Index for Postal Development, adapted from [12] 

Country 2IPD 

Scores 2018 

2IPD Scores 2019 

Angola 21.22 30.54 

Botswana 23.72 21.00 

Comoros 11.29 11.76 

Democratic Republic 

of Congo 

15.87 17.01 

Eswatini 24.72 15.80 

Lesotho 14.09 13.44 

Madagascar 30.96 30.63 

Malawi 24.78 13.74 

Mauritius 49.17 40.53 

Mozambique 4.95 6.28 

Namibia 31.28 27.52 

Seychelles 30.68 24.00 

South Africa 33.34 33.34 

Tanzania (Republic) 31.81 39.12 

Zambia 7.73 8.75 

Zimbabwe 19.53 12.74 

In [13], the authors explains that the industrial sector has 

always been critical to the economic development of countries. 

Since the end of the 18th century, businesses have gone through 

enormous modifications that revolutionized a way how goods are 

produced and has yielded numerous benefits, predominantly 

related to efficiencies and productivity. In  [14], the authors argues 

that presently, after three preceding industrial revolutions, the 

combination of advanced technologies and the internet age is 

completely transfiguring the industrial landscape and it is labelled 

the Fourth Industrial Revolution or its personification known as 

the Industry 4.0. The postal sector is not immune to these fast-

paced technological revolutions that continue to chance the postal 

landscape daily. 

The rise of digitalization brought upon the digital age has 

prompted the postal industry globally to enlarge their services 

further than the traditional mail delivery service of Posts. In [15], 

the authors hypothesise that with the global adoption of 

digitalization and digitization at an exponential rate, stakeholders 

are progressively demanding to interact directly with the postal 

service via digital networks.  

2.3. Industry 4.0 

In [13], the authors elucidates that the industrial sector has 

always been critical to the economic development of countries. 

Since the end of the 18th century, businesses have gone through 

enormous modifications that revolutionized a way how goods are 

produced and has yielded numerous benefits, predominantly 

related to efficiencies and productivity. In [14], the authors argue 

that today, after three preceding industrial revolutions, the 

combination of advanced technologies and the internet age is 

completely transfiguring the industrial landscape.  

In [16], the authors argue that the aim of Industry 4.0 is to 

digitize and incorporate processes vertically across the entire value 

chain of the organisation, from conceptualization all the way to 

sales and after-sales support. Data throughout the value chain is 

available instantaneously, backed by augmented reality and 

optimized in a unified network Industry 4.0 is a farsighted 

initiative of the German State that traditionally supports 

advancement of the German industrial sector. In [17], the authors 

support this view and propose that in this sense, Industry 4.0 can 

be viewed as an action towards nurturing Germany’s posture as 

one of the most leading technologically advanced nation.  

In [18], the authors postulate that Industry 4.0 is envisioned at 

the fixated assemblage and application of prompt data and 

information by means of linking all individual rudiments of a 

system, with a view of reducing the intricacy of processes, while 

raising the efficacy and value of operations. 

Figure 1 presents the Industry 4.0 framework and associated 

technologies at which the core of Industry 4.0 is based on the 

concept of the three underlying fundamentals which are: 

• Digitalization and amalgamation of vertical and horizontal 

value chains 

• Digitalization of offerings 

• Digital industry models and client access 

In [16], the author notes that the underpinnings to industry 4.0 

could be elaborated as follows: 

• Digitalization and amalgamation of horizontal & vertical 

value chains comprise of two features; The initial feature 

comprises amalgamation of processes vertically across the 

entire firm and entails all business processes from conceptual 
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design all the way to delivery of the product or service to the 

customer or end-user. 

• Digitalization of offerings incorporates the extension of 

current offerings which includes the addition of smart sensors 

that could be utilized with data analysis tools as well as 

development of new digitized offerings. The ability to 

analyze big data could benefit firms to better respond to 

changing customer demands. 

• Digital industry models and client access encompasses 

enlargement of offering by supporting disruptive digital 

solutions. Disruptive digital industry models have potential 

to create new revenue streams by responding with speed to 

the changing customer demand changes in a dynamic setting. 

 

In [16], the authors argue that big data and data analysis tools 

are the principal competences of Industry 4.0 and is enabled by 

technologies such as smart sensors, advanced algorithms, Internet 

of Things, location technologies, and many other technologies that 

support the digital revolution. 

Figure 1 presents the Industry 4.0 setting in which an argument 

is advanced that the crucial significance to Industry 4.0 is its ability 

to communicate with other smart “things” such as the digital 

capabilities of smart transportation, smart electrical grid, smart 

supply chain management, and other smart infrastructure. In [18], 

the authors argue that the linkage between social web and business 

web is of critical importance and will see further radical 

transformation in the future and will further reduce the digital 

divide between business and society at large as technology 

develops and becomes accessible to society. 

 

Figure 1: Industry 4.0 framework and contributing digital technologies  [16] 

In [19], the authors suggests that the important elements that 

outline the notion of Industry 4.0 are: 

• Cyber-physical system (CPS), the term that describes the 

amalgamation of cyber with physical systems. CPS 

incorporates devices which can assemble and transmit data 

through the internet. 

• Internet of things (IoT) facilitates the interaction with other 

systems and between systems and ultimately with the users. 

• The ability to assemble data and analyze the data into useful 

information instantaneously is an important feature of a CPS 

and enables decision makers to make informed decisions. 

In [20], the authors advocates that the concept of Industry 4.0 

is underpinned by six design principles that are pertinent to its 

efficacious implementation in respective industries which are 

interoperability, virtualization, decentralization, real-time 

capability, service orientation and modularity depicted  in Figure 

2. 

 

Figure 2: Design principle for each of the main 4 Industry 4.0 components [20] 

The Fourth Industrial Revolution and its application as 

espoused by Industry 4.0 offers both challenges and opportunities 

for the postal sector, the major challenge is that Posts can no longer 

operate using business models of the past because digitalization of 

the Post is something that is not optional but mandatory if the Post 

still must survive another 100 years.  

In [21], the authors argue that today, the concept of the internet 

is often reflected as “given” due to its omnipresent manifestation 

and quickening effect on the ways in which humanity relates. The 

world is changing rapidly because of the digital revolution. In  

[22], the authors argue that one such manifestation of the digital 

revolution is the IOT (Internet of things) with which digitization is 

no longer a simulated reality. IOT links several “things” through 

the internet and allows them to communicate information amongst 

each other. In [23], the authors propose that the Internet of Things 

(IoT) is sensor technologies that enable physical objects to gather 

and transmit data through the Internet in instantaneously. It is one 

of the latest advances taking hold in many industries and most 

appropriate for the postal sector due to its possible applications in 

the postal value chain. 

In [24], the authors propose that the IoT architype is envisioned 

at devising a sophisticated system with the combination sensors 

and associated technologies with ability to communicate in real-

time. Contrarywise, assembling data and preserving the privacy of 

users, and then taking cognizance of confidentiality and internet 

security specification in IoT remains a significant concern amongst 

stakeholders in the IoT space.  

In [23], the authors suggests that the current rise of IoT 

applications is fuelled by a conjunction of issues such as 

omnipresent connectivity and the diminishing expenditure and 

enhanced performance of measuring devices (sensors) and 

analytics. These technology developments relate to expanding 

consumer requirement for more data on the products and services 

they purchase. The flow of information is crucial to the “flow of 

things”. 

The United States Postal Service has embodied the Internet of 

Things (IoT) and coined the Internet of Postal Things (IoPT). In 

[23], the authors articulate a postal standpoint and reason that IoT 

can be better pronounced as “Things on the Internet”  which are 
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unified webs of distinctively recognized physical “things” 

embedded with sensors that amass, converse, and act upon a 

widespread diversity of data such as locality pin-pointing, 

temperature, and movement. These “smart objects” amass and 

transmit data that can be scrutinized for improvement of business 

processes across organizations and for improved solutions to 

customer demands. Figure 3 depicts the chief elements of the IoT 

value-chain.  

In [23], the authors argue that IoT unwraps new opportunities 

for various organizations and in particular entities like the postal 

service which has a geographic reach that surpass many industries. 

In [25], in the authors propose that the postal service world-wide 

has a widespread network of over 677,000 post offices, 5.32 

million staff and physical network of buildings encompassing 192 

countries and asserts that the postal sector performs a significant 

socio-economic role in society at large. 

 

Figure 3: IoT value chain [23] 

Posts could significantly profit in implementing Industry 4.0 

fundamentals in the quest to adapt to challenges and opportunities 

presented by the digital era, and could greatly improve service 

delivery to new market demands and improve their sustainability 

(both economic, social and environmental). Applications of 

Industry 4.0 fundamentals can significantly improve sustainability 

of Posts in Southern Africa. 

2.4. Innovation Diffusion Theory 

In [26], the authors postulates that the most noticeable and 

dominant attempt to dissect the dynamics influencing the adoption 

and diffusion practices was pioneered by [27], however the authors 

argue that the framework is appropriate for conceptualization of 

adoption and diffusion from a qualitative point of view as opposed 

to quantitative prediction of adoption of innovative practices. In  

[28], the author argues that diffusion is the process by which an 

invention is conversed through networks over time amongst the 

participants of a network. In [29], the authors argue that technology 

adoption is a developed area of research in information systems 

(IS).  

In [30], the authors articulates the difference between 

innovation and technology which is often confused and argues 

advance that technology is concerned in resolving real social 

problems to advance humanity. In [31], the authors argue that 

innovation on the other hand comprises of the creation of an 

innovative concepts and development of the concept into new 

offerings resulting in economic development. In [32], the authors 

argue that innovation is not merely creativity, research and 

development, invention, bright ideas or fancy gadgets. In [33], the 

authors argue that innovation is rather a development of new 

resources or new resource capacity that are able to create wealth. 

In [34], the authors argue that innovation is a complex, 

organization-wide effort, that demands a set of procedures and 

activities to shape, coordinate, and promote it.  

In [28], the authors investigates drivers that define the speed of 

acceptance (adoption) of innovations and argues that the following 

factors regulate the degree of adoption. (a) Apparent characteristic 

of innovation affected by considerations such as relativity of the 

advantage to adopt, compatibility of adoption to current systems, 

complexity of the innovation, trialability of the innovation, and 

observability of the results. (b) Innovation choice, which is driven 

by issues such as is the innovation optional or mandatory (c) Type 

of societal structures including a component such as the degree of 

linkages of the societal structures; and (d) The effectiveness and 

efficiency of transformation (change) champions in advocating 

transformational change.  

In [11], the authors suggests that each invention has distinctive 

attributes that affect the dispersion (diffusion) process. These 

attributes can be broken-down into five elements: 

(a) Relative advantage is the extent to which an invention is 

understood as being superior to the concept it succeeds, 

typically stated as cost-effectiveness, societal stature, or other 

advantages.  

(b) Compatibility as recognized by participants in society is 

constructively related to the level of acceptance (adoption) 

and influences the way customers act towards an invention. 

(c) Complexity is the extent to which an invention is understood 

as comparatively complicated to comprehend and utilize.  

(d) Trialability is the extent to which an invention may be tested 

on a restricted basis. The trialability of an invention is 

certainly related to the pace of acceptance (adoption).  

(e) Observability is the extent to which outcomes are observable 

to the user and to others.  

 

2.5. Technology Adoption Theory 

In [35], the authors argues that Theory of Reasoned Action 

(TRA) is the early notion that attempted to explain user adoption 

of technology. TRA describes user behaviour from a social point, 

and with a specific aim of pin-pointing the causes of conscious 

behaviour. In [36], the authors propose that the model (Technology 

Acceptance Model- TAM) was developed from TRA as its basis 

but further refined.  

In [37], the authors argues that the basis of TRA is that 

behaviour is predicted by intention (I) and further highlights that 

intentions are conjointly driven by two factors (a) Attitude (A) 

towards the act which is a function of attitudes about effects of this 

conduct and (b) subjective norms (SN) defined as a person's 

viewpoint of whether stakeholders key to the person consider the 

actions should be implemented. Attitude towards the behaviour is 

defined as the individual’s negative or positive outlook about 

executing the behaviour. 
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In [38], the authors propose that TRA contends that views 

influence mindsets, which lead to intent and as a result engender 

behaviour. The TRA is graphically illustrated in Figure 4. 

 

Figure 4: Theory of reasonable action. Source [37]. 

In [39], the authors state that consumer rationale to accept and 

adopt a technology could be explained by perceived usefulness 

(PU), perceived ease of use (PEU) and attitude towards the system. 

In  [39], the authors hypothesize that attitude of a user towards the 

system was the core factor to determine if the user will accept or 

reject the innovation, and that attitude is directly influenced by (a) 

Perceived Usefulness (PU) and (b) Perceived Ease of Use (PEU); 

and concludes that apparent ease of use unswervingly influence 

perceived usefulness. 

In [38], in the authors argue the concepts in the earliest TAM 

(see Figure 5) as follows: Perceived Usefulness (PU), Perceived 

Ease Of Use (PEOU), Attitude, and Behavioural Intention to Use. 

Among the constructs, PU and PEOU establish a user’s confidence 

on a technology and consequently predict his or her stance on the 

technology, which in turn foresees its approval. 

 

Figure 5: Technology Adoption Model. Source [38] 

In [40], the authors maintains that while the TRA was intended 

to illuminate essentially any human behaviour, the TAM on the 

other hand was intended to offer an clarification of the factors of 

computer acceptance throughout a comprehensive range of end-

user computing technologies and user populations. In [37], the 

authors subsequently contends that according to the TAM, actual 

system usage is directly defined by behavioural intention (BI) to 

use. BI is in turn swayed by the user’s mindset towards utilizing 

the system and perceived usefulness. Attitude is propelled by 

perceived usefulness (PU) and perceived ease of use (PEOU) of 

the system. Both PU and PEOU are influenced by external 

variables, such as individual variations, situational constrictions, 

organizational traits, and system attributes. 

As the TAM progressed past its initial positioning, several 

researchers established shortcomings in the model which required 

to be tackled. The outcome of research that was conducted by 

several researchers ensued in adjustments to TAM. In [37], the 

authors suggest that the adjustments entailed the establishment of 

additional variables and concepts resulting in TAM2 as depicted 

in Figure 6. 

In [37], the authors argue that the major additions to the TAM 

that were introduced by TAM2 were the inclusion of societal 

influence activities (subjective norm, voluntariness, and image) 

and mental method procedures (job relevance, output quality and 

results demonstrability). 

TAM2 theorizes that users’ mental assessment of the match 

between considerable goals at work and the subsequent effects of 

executing tasks using the system provides a basis for establishing 

views concerning the usefulness of the system. The results of the 

research by uncovered that TAM 2 performed well in both 

voluntary and obligatory environments. 

 

Figure 6: Technology Adoption Model 2. Source [42]. 

In [37], the authors argues that the succeeding foremost 

addition to TAM was the Unified Theory of Acceptance and Use 

of Technology (UTAUT), the author further proposes UTAUT 

was framed, with four fundamental determining factor of intention 

and usage and up to four moderators of crucial relations. The 

theory proposed that four important concepts perform a significant 

part as direct factors of user acceptance and usage behaviour: (a) 

performance expectancy (b) effort expectancy (c) social influence 

and (d) facilitating conditions. The UTAUT is presented in Figure 

7. 

 

Figure 7: Unified Theory of Acceptance and Use of Technology (UTAUT. Source 

[43]. 
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In [37], the authors propose that UTAUT advocates that 

facilitating conditions would unswervingly impact usage, while 

the remaining three concepts would influence Behavioural 

Intention (BI). In [44] the authors argue that the model describes 

facilitating conditions as the extent to which a person deems that 

organizational and technical infrastructure exists to support the 

utilization of a system they are accepting (adopting). In [45], the 

authors argue that the UTAUT further extended the concepts in the 

earliest TAM through the recognition of the vital role of endeavour 

in performing the new task and the role support structures 

determines adoption in organizations. 

In [46], the authors argues that TOE (Technology-

Organization-Environment) framework entails three categories of 

settings that may influence technological innovation adoption and 

implementation process. TOE is premised on the three context 

which are technological, organizational, and environmental. In 

[47], as represented in Figure 8, the authors explains that 

technological setting defines the internal and external technologies 

suitable to the organization, while organizational setting denotes 

descriptive actions about the organizational scope, size and 

structure; finally, environmental setting is the arena in which an 

organization conducts its business. 

 

Figure 8: Technology, organization, and environment framework 

 

Figure 9: BOE Model [48] 

In [48],  the authors postulates that the TOE model defines the 

dynamics for technological adoption, focusing on the external 

stresses (e.g. market forces and governmental regulatory 

requirements), organizational structures, and technological 

availability; in addition the BOE model was originally developed 

to understand the adoption of EDI (electronic data interchange) 

technology, but has since been used as a general technology 

adoption model. The BOE model comprises three factors: external 

pressure, organizational readiness, and perceived benefits. 

In [48], the authors advance that by distinction, the BOE model 

as illustrated in Figure 9 (Benefits, Organizational Readiness and 

External Pressures) integrates the organization and technology 

context of TOE into organizational readiness and augments a 

perceived benefit aspect for viewing at adoption of technology. 

In [26], the authors argue that the Adoption and Diffusion 

Outcome Prediction Tool (ADOPT) was developed as a tool to 

encourage application in project planning and implementation of 

sound insight of the social and economic factors affecting 

acceptance (adoption) of agricultural innovations. In [49], the 

authors proposes that ADOPT focuses on factors that  have 

demonstrated to impact the pace and/or highest point of adoption 

within a population. These are (a) attributes of the innovation, (b) 

attributes of the population, (c) tangible relative advantage of 

employing the innovation, and (d) learning of the actual relative 

advantage of the technology. In [26] the authors proposes that the 

variables of the theoretical context can be divided into two main 

categories: (a) those that relate to traits of the target population, 

and (b) those that relate to traits of the practice. These elements are 

presented in Figure 10. 

 

Figure 10: Conceptual characterization of factors included in ADOPT  

2.6. Capability Maturity Models 

In [50], the authors states that the original Capability Maturity 

Model (CMM) was developed in the software engineering space 

to support advances in the dependability of software development 

organizations, that is, in their aptitude to deliver software within 

time, performance, cost and quality. More specifically, it was 

“intended to assist developers to choose process-improvement 

strategies by defining their existing process maturity and finding 

the most critical issues to improving their software quality and 

process”.   

In [51], the authors describes the five maturity levels and 

further emphasize the basic process changes made at each level: 

• Initial: The process is described as ad hoc, and sporadically 

even anarchic.  Limited processes are defined, and 

accomplishment depends on individual effort. 

• Repeatable: Fundamental business processes are established 

to track expenditure, plans, and functionality. 
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• Defined: The business processes are documented, 

standardized, and integrated.  

• Managed: Detailed measures of the business processes are 

collected.  Business processes are quantitatively understood 

and controlled. 

• Optimizing: Continuous process improvement is enabled by 

quantifiable feedback from the business process. 

 

The CMM provides a framework for shaping these incremental 

steps into five maturity levels that lie down consecutive grounds 

for continuous process improvement. These five maturity levels 

characterize an ordinal scale for evaluating the maturity of an 

organization's processes and for appraising its process capability. 

The levels also help an organization highlight its improvement 

endeavours. The steps above are graphically presented in Figure 

11. 

 

Figure 11: The five levels of software maturity [51] 

In  [52], the authors argue that capability maturity models are 

used in three ways; (a) Descriptive use which focuses on (1) To 

assess the ‘as-is’ state of specific organizational capabilities (2) As 

an analytical diagnostic tool (3) To communicate maturity levels 

to internal and external stakeholders (b) Prescriptive use which 

focus on (1) To ascertain desired maturity level and receive 

guidance on how to continuously improve from current to desired 

level (2) To follow specific and detailed sequences of action (3) 

Comparative use which emphasizes on comparing the 

performance of the specific organisation through internal or 

external benchmarking (best practices). 

In [53], the authors affirms that one of the barriers to industry’s 

wider headway in digital transformation is the absence of a vivid 

industry focused blueprint. The report proposes that the Digital 

Maturity Model presented in Figure 12 is a valuable instrument to 

offer guidelines for a vivid pathway throughout the transformation 

journey. 

The five core dimensions underpinning the model are: 

• Customer, this facet is focused on offering an understanding 

where consumers perceive the organization as their digital 

collaborator utilizing their desired networks of interaction to 

control their connected future on and offline  

• Strategy, this facet stresses on how organizations transform or 

operate to enhance its competitive advantage through digital 

projects; it is entrenched within the whole organizational 

strategy  

• Technology, this facet emphasizes the success of digital 

strategy by enabling the creation, processing, storage, 

securing and transmission of data to meet the needs of 

customers effectively and efficiently.  

• Operations, this facet is premised on executing and evolving 

processes and tasks by leveraging on digital technologies to 

drive strategic management and enhance business efficiency 

and effectiveness  

• Organization and culture, this facet focuses on identifying and 

cultivating an organizational culture with governance and 

talent management processes to boost advancement along the 

digital maturity curve, and the ability to realize expansion and 

invention (innovation) goals. 

 

 

Figure 12: Deloitte Digital Maturity Model [53] 

Figure 13 crystalizes the sub-dimensions that are associated 

with the five core dimensions presented in Figure 12. The sub-

dimensions elucidate and unpacks each of the five core dimensions 

that are critical to digital transformation, these dynamics are such 

as customer engagement, customer insight and behaviour, brand 

management, finance & investment, connected things, data & 

analytics, real-time insights & analytics, agile change 

management, organizational culture, leadership & governance, 

organizational design & talent management, workforce 

enablement, automated resource management, stakeholder 

management, ecosystem management, strategic management, 

customer trust & perception, market & customer, network, security 

technology architecture and innovation management are key 

towards a successful digital transformation journey.    

In [52], the authors propose a Digital Maturity Model which 

consists of four stages. The stages proposed in their model are (a) 

Initiate (b) Competent (c) Purposeful and lastly (d) 
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Transformative. The key attributes of businesses related to each of 

these maturity stages are presented in Figure 14. 

 

Figure 13: The 5 core dimensions divided into 28 sub-dimensions  [53] 

In [54], the authors suggests that the use of maturity models to 

the Industry 4.0 phenomenon could potentially aid corporations to 

assimilate this practice into their ethos and argue that the Industry 

4.0 vision portrays a completely new approach to business process 

and a completely new business model. They propose a three-step 

systematic process to guide organizations in their respective 

Industry 4.0 journey to find footing and determine their vision 

which is precursor for strategy. 

In [54], the authors proposes that the three-stage process 

comprise of (a) Envision 4.0 which relates to defining a tailor-

made Industry  4.0  vision and it requires companies to develop 

their comprehension of the generic Industry 4.0 concepts with 

company-specific proficiencies and resources (b) Enable 4.0 starts 

with the  significant Industry 4.0 vision developed in the previous 

phase, and based on this vision, the organization defines the digital 

portfolio and proficiencies required to provide support to the new 

products or services identified. (c) The enact phase is characterized 

by a well-timed, directed and multi viewpoint plan of the overall 

strategy towards the Industry 4.0 vision that fosters the strategic 

setting for tangible measures and outcomes. 

In [54], the authors further argue that in order to employ 

maturity models to execute the three-staged process described 

earlier in the context of Industry 4.0, the maturity gauges (scales) 

for the three-stage model are described as follows: (a) Level 1 

represents “initial” level where there is no industry 4.0 vision in 

place, (b) Level 2 represents “managed” level whereby a Roadmap 

of industry 4.0 strategy is in place, (c) Level 3 represents “defined” 

level whereby customer sections (segments), value intention 

(proposition), and significant (key) resources and competencies 

are clearly defined; (d) Level 4 which represents “transform” level 

whereby strategic imperatives are transformed into tangible 

projects, and lastly (e) Level 5 which represents “Detailed 

Business Model” level whereby the business model is completely 

transmuted in line with Industry 4.0 objectives. 

 

Figure 14: Stages of Digital Maturity and Key Attributes of Businesses in Each 

Maturity Levels [52] 

2.7. Barriers towards movement to digital Post 

In [15], the authors articulates the top five barriers (obstacles) 

towards movement into digital Posts by Region and for purposes 

of this study only the top performers (Industrialized countries) and 

Africa will be considered. These barriers are tabled in Table 3. 

Table 3: Barriers for digital adoption and diffusion in the postal sector [15] 

Geographic 

area 

Barriers 

Globally Resource constraints  

Transition towards a digital culture 

Limitations of IT infrastructure 

Lack of adequate inhouse expertise 

required for development of digital 

services 

On-time custom clearance capability 

and capacity 

Industrialized 

countries 

The time taken for the corporation to 

shift in the direction of a digital culture 

Slow overall consumer embracing of 

digital postal services 

Africa Limited resources 

Lack of IT infrastructure 

Poor digital culture 

Lack the internal resources to develop 

digital services 

Slow overall consumer embracing of 

digital postal services 

Clearly, Africa is faced with a plethora of challenges as 

depicted in Table 3, and Southern Africa as a Region in Africa 

suffers from the same challenges. In [8], the authors hypothesises 

that inadequate internet connectivity, inadequate capital outlay and 
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or recapitalization of the network infrastructure, meagre 

excellence of service, inadequate interoperability and connectivity 

among the business value chain and vagueness in postal sector 

definition in Southern Africa are proposed as foremost motives for 

the low advancement of the Region in embracing technologies 

associated with the digital revolution. 

In [15], the authors affirms that the best ranking designated 

operator when it comes to digital readiness achieves a normalized 

score of 1, while the lowest possible performer obtains a 

normalized minimum score of 0. All normalized scores can be 

understood as the gap of any given designated operator with 

respect to the best (score 1), the midway (score above 0.5) or the 

worst (zero score) global performer. Table 4 represents the postal 

digital readiness of the industrialized countries with Switzerland 

leading with a full score of 1 while Table 5 portrays Southern 

Africa as a region and South Africa leads with a score of 0.46 

which is just below the intermediate score of 0.5 while the worst 

performing countries are Madagascar and Democratic Republic of 

Congo which are both at 0.05. The distance between the worst 

performer and the best performer stands at a mammoth gap of 0.95. 

Clearly Southern Africa is faced with enormous challenges to 

realize a digital Post. 

Table 4: Digital readiness score of Industrialized countries [15] 

Country Normalized score 2019 

France 0.81 

Germany 0.81 

Japan - 

Netherlands 0.62 

Switzerland 1.00 

Table 5: Digital readiness score of Southern Africa countries [15] 

Country Normalized score 

2019 

Angola - 

Botswana 0.32 

Comoros 0.14 

Democratic Republic of 

Congo 

0.05 

Eswatini - 

Lesotho 0.19 

Madagascar 0.05 

Malawi 0.08 

Mauritius - 

Mozambique 0.11 

Namibia 0.27 

Seychelles - 

South Africa 0.46 

Tanzania (Republic) 0.22 

Zambia - 

Zimbabwe 0.14 

The literature has pointed out that adoption of technology of 

organizations in general or digitalization (Adoption of digital 

technologies) of the Post is a complex non-linear phenomenon 

with a variety of drivers and barriers. Adoption and diffusion 

barriers and drivers reveal a systemic character, which demands an 

all-inclusive approach to managing the complex nature of adoption 

and diffusion barriers and drivers that involve exploration of 

interactions between adoption and diffusion barriers and drivers as 

well as management of the casual relationship between the drivers 

and barriers of adoption and diffusion of technology/digitalization.  

2.8. From reductionist to system thinking approach 

In [55], the authors explains that reductionism is understood as 

the conventional means of tackling problem solving and is 

widespread throughout numerous fields. Reductionism also goes 

under many names including ‘stepwise enhancement’, 

‘disaggregation’ and merely ‘breaking problem into sub-

problems’. Reductionism inclines to refer to comprehension 

instead of problem-solving but the latter seems more appropriate 

in this case. In [56], the authors argue that reductionism as the 

opposite of holism and systems thinking agrees with the view that 

all objects or systems are breakable to lower levels in the hierarchy 

of their composition.  

In [57], the authors contends that in accordance with 

reductionist thinking “The whole can be broken down into its parts 

and put back together from its parts. Parts are related through a 

simple cause-effect relationship; Thus, its defining characteristics 

exist in its parts.” However, there are limitations to a reductionist 

thinking approach because systems most often defy the 

reductionist analysis because by focusing on the system’s parts, 

researchers miss the whole, which frequently took on a form that 

was not distinguishable from the reconstructed parts. This view 

can be interpreted that it assumes that for a system to perform 

effectively and efficiently, its components (parts) should perform 

effectively and efficiently.  

Conversely, systems are complex and as result the interaction 

of the components (parts) in a dynamic setting invariably affect 

performance of the entire (whole) system. Therefore, effective, and 

efficient technology adoption must focus on the dynamic setting 

(interaction) of drivers and barriers rather than on their separate 

actions. In [58], the authors argue that system is a unified set of 

components that are logically organized in a way that achieves a 

particular objective. In [59], the authors proposes that a system is 

a sequence of intermingling components organised to achieve 

stated goals. 

In [60], the authors suggests that there are key dissimilarities in 

behaviours of reductionist thinkers when contrasted with systems 

thinkers and the crux of the differences is that while a reductionist 

approach simplifies the problem to its smallest essence to enable 

resolution of the problem through analytical methods; a system 

thinking approach on the other hand seek to understand the bigger 

picture and how elements of the problem interact in a dynamic 

setting. Because organizations are complex due to many 

interacting dynamics and forces, it is probable to propose that 

postal sector in Southern Africa lags in adoption of innovative 

technologies due to its reductionist thinking approach rather than 

a system thinking approach.  

In [61], the authors propose that an event-oriented viewpoint is 

logical, action-oriented, irresistibly uncomplicated and frequently 

narrow-minded. Figure 15 portrays this thinking as a concept. In 

[62], the authors further argues that this event-oriented mind-set 
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signifies a conviction that challenges are irregular, emanating from 

overwhelming events in the outside world and that life is 

unpredictable. He argues that this mind-set has a conviction that 

events pop out from nowhere or at least there is no time to worry 

about their causes, what is important he argues, is to fix the 

problem as soon as possible. The typical thinking is characterized 

by linearity whereby problems are events and solutions as fixes. 

 

Figure 15: Event oriented worldview [62] 

In [62], the author contends that feedback systems thinking is 

paradigm shift, a new approach of understanding the world, and a 

remedy to narrow thinking; and further advances that problems and 

solutions are viewed as intertwined as depicted in Figure 16. 

 

Figure 16: A shift of mind: A feedback perspective [62] 

In [61], the authors contends that the change is the ultimate 

constant, and that change confronts conventional traditions, 

methods, and values. Important, most of the changes we battle to 

grasp occur as after-effects, deliberate, and not deliberate. In many 

cases, well-intentioned exertions to resolve unrelenting problems 

often lead to policy resistance, where policies are overdue, 

weakened, or thrashed by the unanticipated reactions of other 

people or of nature. This is a frequent challenge in the postal sector 

globally, in Africa and for purposes of this study in Southern 

Africa where for instance the digital age has brought unintentional 

consequences of the archaic postal business models that are putting 

in peril the very survival of postal operators.  

In [63], the authors affirm that a system thinking approach is 

different from a reductionist approach, the reductionist approach 

focuses on analysis which is about dissection of complexity into 

manageable components or an event-oriented approach which has 

the conviction that problems emanate from nowhere. This 

approach clearly fits into the linear and mechanistic worldview, 

where the world and problems are fragmented into parts. 

Diametrically opposed to a reductionist approach of “analysis” is 

systems thinking approach which relies on synthesis rather than 

analysis. Fusion (synthesis) relates to comprehending the whole 

and the fragments (parts) simultaneously, alongside the 

relationships and links that constitutes the dynamic setting of the 

whole.  

In [57], the authors supports this notion and argues that the 

whole emanates because of the interfaces between its components 

or fragments and proposes that fragments are related through 

intricate multiple effects. Thus, its defining attributes do not live 

in its fragments but in the whole. In [60] the authors suggest that 

systems thinking means the aptitude to distinguish and analyse the 

inter-connections within and between systems. 

In [64], the authors contend that system thinking is a strong 

approach to deal with the system of innovation. In [64],  the authors 

defines systems thinking as a field for observing aggregates and a 

context for spotting interrelatedness rather than things, for spotting 

patterns of change instead of stagnant snapshots. In [65], the 

authors define system thinking as the capability to epitomize and 

measure dynamic intricacy (e.g., behaviour that develops from the 

interface of a system’s agents over a period), of systems. 

In [66], the authors maintain that systems thinking is a set of 

harmonious diagnostic competencies used to enhance the ability to 

discover and comprehend systems, forecasting their conducts, and 

developing adjustments to them to create the anticipated effects. 

These competencies act as a system. In [63], the authors suggest 

that systems thinking is a process of examining and improving 

mental models and its core is based on four fundamental concepts 

(a) connectedness (b) Synthesis (c) Feedback loops, and lastly (d) 

Causality  

In [60], the authors suggest that Systems Thinking requires 

recognition that systems designed by humans, recurrent 

occurrences or relations originate from systemic constructs which 

emanate from mental models. In [60], authors further propose that 

the Iceberg Model (Depicted in Figure 17), is a fundamental aspect 

of systems thinking. The Iceberg Model contends that actions 

(events) and patterns (which can be observed) are triggered by 

universal (systemic) structures and mental models, which are 

usually not observable.  

In [60], the authors further propose that systemic constructs as 

in structures are the structural pyramid; societal order; 

interrelatedness; instructions and techniques; establishments and 

endorsement levels; process flows and methods; enticements 

(incentive programme), reward (compensation), aims, and system 

of measurement (metrics); manners (attitudes); responses and the 

incentives and qualms that cause them; organizational culture; 

feedbacks and interruptions (delays) in a dynamic setting; and 

fundamental forces that occur in organizations. Behaviours 

develop from these complex interactions, which exist because of 

mental models. 

In [67], the authors argue that system dynamics, a subset of 

systems thinking signifies variations in a complicated system, and 

is beneficial for mimicking the stock-flow-feedback processes that 

usually trigger the behaviour of intricate systems. In [68] the 

authors argues that the modelling approach depend on the 

following crucial elements. “Stocks” exemplify the rise of 

something; “flows” exemplify the rate of flow into or out of a 

stock.  
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Figure 17: Integrated Model of Systems Thinking [60] 

Stocks and flows, and variables characterises a system of 

linked non-linear differential equations, which can be modelled 

over a period to ascertain how stocks shift over time. In [69] the 

authors argues that one benefit of application of system dynamics 

approach over more conventional models is the addition of 

feedback consequences. Feedbacks ensure that a model’s output is 

precise and uncovers intricacy that could be unobserved in other 

modelling approaches. Therefore, decision-makers can more 

definitely distinguish the interrelatedness of the model in a 

dynamic environment.  

In  [69], the authors argue that learning is a response (feedback) 

process. In [67], the author argues that as decisions are made these 

action modify the real world, and information feedback about the 

real world is received; and applying new insights, interpretation of 

the world is adjusted and becomes nearer to the goals. 

This observation is principally valuable in the context of postal 

sector in Southern Africa which is overwhelmed by multiple 

stakeholders with multiple interests including policy directions 

internationally (Universal Postal Union), continentally (Pan 

African Postal Union), regionally (Southern African Postal 

Operators Association as implementing Agency of Southern 

Africa Development Community) and lastly nationally where 

individual postal operators operate. In this research the enablers 

and impediments that play in the adoption and diffusion of 

technology are identified including feedback loops that associate 

the several factors involved in the adoption and diffusion of 

technology process. 

3. Methodology 

In [70], the authors advances that research design can be 

classified in three categories which are (a) Exploratory research 

studies; (b) Descriptive and diagnostic research studies, and (c) 

Hypothesis-testing research studies. This study adopted the 

qualitative research design approach which is exploratory in 

nature.  

In [71], the authors suggest that the idea behind qualitative 

research is to tenaciously hand-pick partakers or locations (or 

records or graphic materials) that enables the researchers to 

comprehend the conundrum (problem) and the research question. 

This fundamental feature of qualitative research design resulted in 

the in collection of specific secondary data that provides insight to 

the researcher to comprehend the phenomenon under study.   

In [72], the author argues there are diverse forms of review 

methodologies; systematic, semi-systematic and integrative 

approaches and argues that each approach is appropriate 

depending on the purpose of analysis. This study adopted an 

integrative approach to literature reviews. An integrative approach 

is characterized by tenets which are articulated in Table 6. 

Table 6: Tenets of an integrative approach to literature reviews 

Tenet Integrative Approach 

Typical rationale Critique and integrate 

Research questions Narrow or broad 

Exploration 

approach 

Usually not methodical 

Sample attributes Peer reviewed articles 

Evaluation Qualitative 

Examples of 

contribution 

Classification (Theoretical models or 

frameworks) 

The data was collected from archival data from literature and 

industry reports, this data focused on a variety of drivers and 

barriers common in adoption of technology in organizations as 

well as characteristics of factors that drive or impede technology 

adoption in organizations and as well as in the postal sector.  

This exploratory, qualitative research design using integrative 

approach was aimed at answering at great length the first research 

question which is, “Can a generic framework for technology and 

digital transformation adoption be developed for Posts in Southern 

Africa? 

In [71], the author avows that “The data collection steps 

include setting the boundaries for the study, collecting information 

through unstructured or semi structured observations and 

interviews, documents, and visual materials, as well as establishing 

the protocol for recording information”. In [71], the author further  

argues that the objective of qualitative research is to tenaciously 

choose members or sites (or documents or visual material) that will 

assist the investigator to fully grasp the challenge and the research 

question. The study purposefully selected relevant literature from 

Universal Postal Union, the different postal operators, specific 

literature that deals with technology adoption, ICT adoption and 

digital transformation with the view of comprehending the 

problem and the associated research question. 

4. Discussion and findings 

The literature review accentuates the significance of not only 

dealing with barriers and drivers to adoption of technology and 

Industry 4.0 technologies but highlights the fact that these barriers 

and drivers are not linear but intermingles with each other in a 

dynamic setting. Literature divulges that adoption and technology 

diffusion processes are very complex and entails multiple 

interdependent drivers and barriers which are very dynamic 

involving numerous feedback processes that demonstrate 

nonlinearity characteristics. 

Literature details the postal sector landscape, and reflects on 

the digital panorama globally, continentally and in the region 
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(Southern Africa) and points to serious challenges faced by 

developing and less developed countries from a digital ecosystem 

point of view. These challenges are reflected in several barriers 

that need to be overcome and drivers that needs to be leveraged on 

in a dynamic setting.  

Literature points to vast variances in digital adoption readiness 

between developed countries and developing countries, with 

specific reference to Southern Africa as depicted in Table 4 and 

Table 5 respectively and graphically depicted Figure 18 and Figure 

19, respectively. 

 

Figure 18: Digital readiness score of Posts 

 

Figure 19: Average Digital readiness score per Region 

The digital readiness score illustrates that Switzerland scores 

100% and this is further supported by the performance of 

Switzerland on the Integrated Index on Postal Development in 

which it scores 100%. Switzerland is followed by both Germany 

and France scoring 81% and The Netherlands scoring 62%. The 

average of the four leading countries stands at 81%. 

Southern Africa ranges from maximum of 46% which 

represent the performance of South Africa to a minimum of 5%, 

the variation within Southern Africa cumulatively results in an 

average of 18%. The performance of Southern Africa should be 

seen in the context of a plethora of challenges facing the continent 

and the Southern Africa in the context of this study. These 

challenges require a concerted effort by Posts and respective 

national governments and regional bodies to address the legacy of 

colonialism but also the problems that occurred post-independence 

that continue to halt prospects of development.  

Literature also points to Technology Acceptance Models 

TAM, TAM2, TRA, UTAUT, TOE, BOE, and ADOPT are among 

the most popular which highlight factors related to system users; 

however, there is a literature knowledge gap in these models 

handling other stakeholders who are directly or indirectly affected 

by the adoption process and the interaction of drivers and barriers 

in a dynamic setting. These technology acceptance models lack the 

important aspect of feedback systems which are at the core of 

systems thinking approach. 

TRA, TAM, TAM2, and UTAUT are significant pioneers in 

the technology adoption space by elucidating the aspects that 

perform a prominent role in the process of technology adoption. 

The evolution from TRA to UTAUT is exemplified in Figure 20. 

 

Figure 20: Evolution of technology adoption models 

The factors elucidated in Figure 20 directly determine the user 

adoptability potential of technology, however they are applicable 

to individuals rather than organizations. The BOE and TOE 

attempts to address the limitations of TRA, TAM, TAM2 and 

UTAUT which are only applicable to individual’s adoption of 

technology through articulation of constructs that are applicable to 

organization-wide adoption of technology. The constructs of BOE 

(Perceived Benefits, Organization Readiness and External 

Pressures) are depicted in Figure 21 and TOE constructs 

(Technology, Organization and External Environment) are 

depicted in Figure 22.   

These factors associated with both TOE and BOE are an 

attempt to integrate organization-wide factors and external factors 

that are at play in the context of organization-wide adoption of 

technology adoption as opposed to the traditional technology 

adoption models in the form of TRA, TAM, TAM2 and UTAUT 

which are relevant to individual adoption of technology or new 

innovation. While TOE and BOE attempts to integrate factors 

associated with organization-wide adoption of technology and new 

innovation, they both lacked “causality” which is at play in a 

dynamic setting resulting in new emergence of patterns and mental 

models due to interacting factors that inhibit or enable adoption 

• Attitude towards 
behaviour (A)

• Subjective norms 
towards behaviour 
(SN)

• Perceived 
usefulness (PU)

• Perceived ease of 
use (PEOU) of the 
system

TRA

• Behavioural 
intention (BI)

• User’s attitude 
toward using the 
system (A)

TAM

• Subjective norms 
(SN)

• Experience (E)

• Voluntariness (V)

• Perceived 
usefulness (PU)

• Perceived ease of 
use (PEOU)

• User intention to 
use (UITU)

TAM2

• Performance 
expectancy (PE)

• Effort expectancy 
(EE)

• Social influence 
(SI)

• Facilitating 
conditions (FC)

• Behavioural 
intention (BI)

UTAUT
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and diffusion of technology in a dynamic setting which result in 

even greater complexity. BOE and TOE are therefore not sufficient 

to explain nor explore the complex nature of interacting factors in 

the dynamic setting of the postal sector in Southern Africa.  

BOE

Perceived Benefits (PB)
 Organizational Readiness (OR)

 (Constraints, Enablers)
External Pressure

(Competition, Regulations)

 

Figure 21: Constructs of the BOE model 

TOE

Technology 
(Availability, Characteristics)
External task environment

(Government regulations,  Industry 
characteristics and market structure,
Technology support infrastructure)

Organization
(Formal and informal linking structures, 
Size of organization and Communication 

processes)

 

Figure 22: Constructs of the TOE model 

The purpose of this research is to explore how best to close the 

limitations of the “linear” technology adoption models through the 

application of a holistic or systems thinking approach to identify 

systemic issues in technology adoption within Southern African 

context by considering the complete stakeholder system a “system 

of stakeholders” with their corresponding interests giving rise to 

various dynamic settings that could impede or enable technology 

adoption and digital transformation in the postal sector in Southern 

Africa. 

The System Thinking approach which inherently integrates 

feedback systems is suitable for complex phenomenon like 

adoption of technology and digital transformation in the postal 

sector which is underpinned by multiple stakeholders with often 

opposing interests. A systems approach in comparison to 

traditional “linear” technology adoption models (TRA, TAM, 

TAM 2, UTUAT, TOE, BOE and ADOPT) was found to be the 

most appropriate and suitable for managing the interaction of 

barriers and drivers that are at play in a dynamic setting in the 

context of the postal sector in Southern Africa. 

The literature suggests that Industry 4.0 is centred on digital 

transformation of business models. At its core is digitalization and 

integration of vertical and horizontal value chains, digitalization of 

offerings (products and services) and digitalization of business 

models and customer access. Of which, data and data analytics are 

core competencies interacting with digital technologies such as 

wearables and augmented reality, IoT platforms, mobile devices, 

big data and advanced algorithms, location detection technologies, 

3D printing and other related Industry 4.0 technologies. 

The critical review of literature explicates that the foundation 

to digital transformation is a systematic approach that is directed 

from a digital vision envisaged by the organization, the model 

proposed in [52] where the authors argues that the transformation 

requires organizations to move from level 1 (Initiate), to level 2 

(Competent) to level 3 (Purposeful) and finally to level 4 

(Transformative). The levels start from chaotic and no ambition or 

culture for innovation (level 1) to structured, systematic and 

innovative (level 4).  

In [54], the authors articulates the three-stage model of 

envisioning of Industry 4.0, enablement of Industry 4.0 and lastly 

enacting of Industry 4.0. The three-staged model proposes 5 levels 

of digital maturity ranging from the lowest level (Level 1) in which 

the Industry 4.0 vision is not defined to the highest level (Level 5) 

in which there is complete business model transformation. The 

insights and inferences that could be drawn that without a solid 

vision and an underpinning strategy which acts as a roadmap for 

organizations with demonstrable projects; the adoption of 

technological innovation and digital transformation is set to fail.   

In [53], the authors proposes the five dimensions that underpins 

digital transformation journey and are (a) Customers, (b) Strategy, 

(c) Technology, (d) Operations and (e) Organization and culture 

are key towards digital transformation journey that is structured to 

ensure success. 

The proposed technology and digital adoption conceptual 

framework as presented in Figure 23 espouses the insights drawn 

from the critical review of selected literature.  

Postal Industry 4.0 Visioning
Strategy

(Planning, standard, systems and execution)

Individual 
Factors Driving 

or Inhibiting 
Adoption

Technology 
Factors Driving 

or Inhibiting 
Adoption

(Internal & 
External)

Institutional 
Factors Driving 

or Inhibiting 
Adoption

(Internal & 
External)

Industry 4.0 Environment

Outcomes 
(2IPD Score, Digital Readiness 
Score & Capability Maturity 

Levels)

 

Figure 23: Proposed postal industry 4.0 adoption framework 
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The framework proposed commences with the visioning 

dimension which is a key critical success factor in adoption of 

digital technology and digital transformation. It sets the agenda for 

digital transformation of the Postal Sector in Southern Africa and 

without a vision for postal industry 4.0, the digital transformation 

process is bound to fail. The visioning dimension is supported by 

the strategy which integrates aspects of planning, systems relating 

to Industry 4.0, standards relating to Industry 4.0 and execution of 

strategic imperatives into concrete programmes and projects. 

This dimension of strategy interacts with factors that inhibit or 

enable digital technology adoption and technology adoption 

broadly. These factors that either inhibit or enable adoption of 

digital technology and technology broadly are technological, 

institutional, and individual focused. These factors should be 

factored in during the strategy development phase and take 

cognizance of Industry 4.0 standards and systems prevailing. The 

strategy dimension also feedforwards to the Industry 4.0 

environment which is meant to facilitate the core capabilities of 

Industry 4.0 which are data and analytics, aimed at supporting the 

core fundamental goal of Industry 4.0 which are: Digitalization 

and integration of horizontal & vertical value chains, digitalization 

of products and service offerings includes the expansion of 

existing products; and lastly, digital business models and customer 

access. 

The execution of the vision for postal industry 4.0 through 

execution of strategy is envisaged to improve outcomes in the form 

of an improved 2IPD score, improved digital readiness score and 

improved capability maturity for the postal industry in Southern 

Africa.  

 The technology and digital objectives are underpinned by 5 

strategic objectives which are: 

1. Adoption of Industry 4.0 in the postal sector (Postal Industry 

4.0)  

2. Digital transformation readiness 

3. Improvement of digital readiness by Posts in Southern Africa 

through capability maturity modelling 

4. Adoption and diffusion of technological innovation 

5. Improvement on the 2IPD score 

A system approach is represented by feedback systems that are 

represented as red lines and arrows. Feedback systems are the 

foundation of the proposed approach as they mimic a dynamic 

setting due to interaction of a plethora of factors and outcomes.  

The critical findings of this study can be summarized as: 

(a) The traditional technology adoption models are particularly 

relevant to individual level rather than organizational level 

(b) The TOE (Technology, Organization and Environment) 

model is the first attempt to incorporate organizational-wide 

adoptability of technology. However, the approach is linear in 

nature rather than systemic as feedback systems which are at 

play in a dynamic setting are lacking. 

(c) That there is a big variation in performance on the 2IPD and 

on digital readiness index between the first-tier countries and 

Southern Africa. This variation is driven by digital culture 

which is lower in Southern Africa as compared to top-tier 

countries (Switzerland, The Netherlands, Germany, France, 

and Japan). 

(d) Visioning and strategy drive digital transformation, without a 

robust visioning and strategy (including digital culture), the 

outcomes in terms of performance on both 2IDP and digital 

readiness index will always be below expectation. 

(e) A linear approach to digital transformation and technology 

adoption fails to capture the complexities associated with 

interaction of factors in a dynamic setting resulting with even 

greater complexity. 

5. Conclusions 

Universally, the postal sector is faced with a plethora of 

challenges regarding the ever-changing world that is driven by 

volatility, uncertainty, complexity, and ambiguity (VUCA). This 

research presented the postal landscape with specific reference to 

performance of Southern Africa as a Region against the top 5 

postal operators on the Universal Postal Union’s Integrated Index 

on Postal Development.  

The limitations of the technology adoption models were 

presented and discussed in context of their “linearity” or rather, a 

reductionist approaches to technology adoption as opposed to a 

systems approach which was presented and discussed in detail 

together with its respective tenets of which feedback systems are 

fundamental cornerstone to a system approach where the paradigm 

is “causality” rather than “linearity”. 

The conceptual framework that incorporates a system approach 

was presented and discussed in detail, with its respective tenets 

derived through insights obtained from critical review of literature.  

In [1], the authors presented a theoretical model  at IEEM 2019. 

The proposed conceptual model as depicted in Figure 23; it is an 

enrichment of the earlier theoretical framework presented. It is a 

build-up towards the final goal of developing a dynamic model 

towards technology and digital adoption in the postal sector in 

Southern Africa. The conceptual framework answers the research 

question which was the guiding ingot to the critical literature 

review. 

The research gap identified in this study is the failure of 

traditional technology adoption models in driving digital 

transformation agenda. The linearity fails to capture adoption 

dynamics in a dynamic setting as opposed to the proposed adoption 

model with build-in feedback loops to better understand 

interaction of drivers and barriers in an evolving dynamic setting 

as in the real world. 

Future research will be the development of a conceptual 

framework using system dynamics where the drivers and barriers 

identified in the research are modelled in a dynamic setting to 

understand patterns that emerge from their interaction. The 

developed system dynamic conceptual model will be rigorously 

tested by selected participating Posts to further refine the model 

until it closely represents reality. The validated model could be 

used by Posts to model different drivers and barriers with a view 

of mitigating against barriers that would enable Posts in Southern 

Africa to fully adopt a digital transformation journey in order to be 

sustainable now and in the future. 
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 The emergence of the COVID-19 pandemic earlier this year destabilised the operations in 
the education sector, particularly in institutions of higher learning. Most of these 
institutions are now expected to teach online, assess their students using non-venue 
examinations and offer remote laboratory practical and experiments. However, many of 
these institutions were not prepared for such dynamic change in a such short space of time. 
Consequently, most of the institutions moved their mid-year examinations to the 
October/November period. In addition, they are finding methods to conduct laboratory 
practical and experiments. Prominent researchers agree that institutions of higher learning 
are challenged by the current dispensation where academics are expected to implement 
new pedagogical approaches and take advantage of information and communications 
technology (ICT) for teaching and learning. Every module requires a specific teaching 
method, as a result, academics need to know about various methods available. Generally, 
the sciences and engineering modules are taught within the classroom environment and 
require experiential platforms to solidify the theoretical knowledge gained. The current 
study is aimed at assessing the evolution of teaching approaches and technologies in 
distance education regarding online delivery particularly in science, engineering and 
technology. Various search engines such as Google Scholar, Scopus, Sabinet, ProQuest 
and EBSCO were used to obtain relevant literature to depict popular teaching approaches 
and the relevant technologies. In order to access relevant literature, various key strings 
were used. The findings of the study revealed problem-based, apprenticeship and 
experimental, and competency-based learning as the most popular teaching approaches, 
particularly between 2010 and 2020. Project-based learning, case-based learning and 
communities of practice equally share the third position followed by integrative learning. 
Students and academics show that instant feedback provided by virtual labs yielded 
encouraging results. This shows that many students and their academics prefer the 
introduction of the virtual labs in their learning environment, especially from 2012 until 
recent. The literature further confirms the current findings that institutions of higher 
learning need to equip academics to be able to integrate technology within their teaching 
methods for students to continue to learn at ease.  
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1. Introduction 

This paper is an extension of “Online Learning Approaches for 
Science, Engineering and Technology in Distance Education” 
presented at the IEEM 2019 Conference in Macau [1]. Higher 
education institutions are currently endorsing online courses as a 
business reality since their budgets are now linked to their 
enrolments [2]. The introduction of an online learning 

environment has become a long-term business strategy [3] for 
many institutions worldwide, to the extent that the proportion of 
students taking at least one online course has increased from 1 in 
10 to nearly one-third in 2010 [3]. The accessibility of the internet 
of things (IOT) in universities worldwide caused them to invest in e-
learning systems to enhance their teaching activities to improve their 
students’ learning experiences and performance [4]. Online teaching 
and learning environments have brought some mixed feelings to 
students who believe that video lecturers slightly outperform face-
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to-face lecturers [5] and some students feel interactive online 
videos are even better [6]. In addition, others feel that online 
homework is as effective as paper and pencil [7], [8] and 
intelligent tutoring is seen to be as effective as human tutors [9]. 
The dynamics above describe how teaching and learning have 
evolved over the years with reference to five generations of 
distance education.  

The transition through the five generations of distance 
education has, over the years, witnessed a change in the use the 
delivery media of teaching and learning that ranged from text and 
images, sound and video, live television broadcasting to Web 2.0 
interactive online technologies such as podcasts, video 
conferences, virtual spaces etc. [10]-[12]. Based on the above 
stated transition, the exchange of information between academics 
and students remained key, but the mode of delivery and the 
technological tools made all the difference. Hence, various 
disciplines require different teaching methods accompanied by 
various technological tools, as is the case with the current research 
that focusses on the science, engineering and technology sector.  
Teaching science, engineering and technology in an online 
environment has been considered an impossible mission for 
several years [13]. It is a fact that the sciences and engineering 
disciplines customarily require laboratory work where students 
perform their practicals to demonstrate their understanding of the 
theoretical knowledge.  

In another instance, an Engineering Graphics Online Course 
was first introduced in Tianjin University, where 20 colleges and 
universities participated to cater for almost 1500 students. As a 
result, this online environment enabled educational resources to 
be shared in different areas while quality teaching of engineering 
graphics was made possible [15]. 

Laboratory classes are an essential component of most 
science and engineering courses with the potential to achieve 
several practical and theoretical objectives [16]. Arguably, 
students must not only learn manipulative techniques, but also 
link theory to practice, solve different kind of problems, interpret 
data, interact with staff and other students, and successfully 
navigate the lab [16]. Learning in this situation can be greatly 
assisted by academics who are able to guide students through this 
complex process. However, the effectiveness of laboratory classes 
is often not achieved to their full potential [16].  

The emergence of the COVID-19 pandemic brough along 
uncertainties for the institutions of higher learning regarding 
teaching activities and practical and laboratory experiments. On 
the other hand, it presented distance education institutions with an 
opportunity to introduce non-venue-based assessments and 
remote practical and laboratory experiments.  The traditional 
teaching and learning platform greatly benefited by the 
development of internet and ICT capabilities [17]. Virtual labs 
afforded students an opportunity to revive their curiosity and 
creativity while learning from their own respective spaces [18].  
The mode of teaching such as synchronous and asynchronous 
modes made it possible for teaching and learning to take place at 
a distance. As such, students taught through the asynchronous 
mode displayed higher cognitive achievement while those taught 
through the synchronous e-learning mode displayed improved 
skills acquisition [19]. Hence, the importance of academics 

understanding the engineering, science and technology (SET) 
environment to better equip the students appropriately. A 
synchronous mode of delivery facilitates teaching and learning in 
real time, whereas an asynchronous mode requires self-paced 
teaching and learning activities that make use of email, blogs, 
wikis, discussion boards, web-supported textbooks, hypertext 
documents, audio or video courses, and social networking using 
Web 2.0. [19]. The emergence of Massive Open Online Courses 
(MOOCs) has made it possible for students all over the world to 
access free credible multimedia resources utilised by academics 
from recognised universities across the world [20].  

Theories about teaching methods do not exist, particularly in 
post-secondary level, but apprenticeships that resemble learning 
by teaching, do exist [21]. However, other researchers viewed 
apprenticeship or experiential learning or learning by doing as an 
opportunity for SET learners to engage in active learning while 
reflecting and putting into practice what they learned in the 
classroom or outside of the classroom [22]. Traditionally, SET 
experiential learning methods such as laboratory work, 
workshops; apprenticeships; problem-based learning; case-based 
learning; project-based learning; inquiry-based learning; and 
cooperative learning [21], were mainly found within the SET 
environment. Additive manufacturing [23], augmented reality, 
virtual labs, online teaching modules and educational aids (Kit) 
[24]; modelling activities by 3D printers [25]; Engineering 
Graphics Online Course [15]; online tutorial system [30]; flipped 
classroom [23]; virtual simulation teaching [26]; virtual reality; 
the Digital Engineering module were all transformed it into an 
online teaching environment.  

The purpose of this paper is to determine teaching approaches 
in SET that are gaining popularity due to the evolution of 
technology within the online environment to improve students’ 
performance. The technological advances over the years 
contributed positively in turning traditional teaching approaches 
in science, engineering and technology into suitable online 
learning. 

2. Literature Review 

Teaching and learning have evolved over the years due to 
technological advancements and knowledge transfer between 
academics and students. It is a fact that teaching modalities also 
depend on various disciplines offered in various institutions of 
higher learning.  

Experiential learning took a form of learning by doing and as 
such, is preferable in the SET environment [21]. However, its 
successful implementation particularly in an online environment 
requires virtual technologies. As a result, literature that covers 
teaching methods and respective technologies are viewed as 
follows: integrative, apprenticeship and experiential learning, 
problem-based learning, project-based learning, case-based 
learning, inquiry-based learning, competency-based learning and 
communities of practice. It has now become apparent that 
technologies that enhance teaching and learning be exposed to the 
world for the benefit of the SET sector.  

2.1. Integrative approach 

The integrative approach is regarded as an innovative practice 
due to its ability to introduce a concerted approach to mathematics 
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and science academics in the teaching and learning environment 
[27]. It permits students to learn about life’s origin, then life’s 
evolution, and thereafter about the future of life and humankind in 
the Earth and Life Sciences, Mathematical modelling concepts, 
such as the modelling cycle, solves problems regarding real-life 
situations [27]. Some of the characteristics of the interactive 
approach are like those in seminars and tutorial [27]. The 
emergence of distance learning through online environments calls 
for teaching activities to be conducted differently. In other 
instances, the teaching of mathematics education in engineering 
spaces is enriched through modelling activities by 3D printers [25]. 
As a result, academics should be provided with technological skills 
to function better and teach effectively.   

Virtual learning systems (VLSs) in the academic fraternity 
play a similar role as enterprise resource planning systems 
(ERPSs) in the administration arena [28]. Virtual learning systems 
are known for their role in the teaching and learning avenues that 
coordinate activities such as learning objectives, class exercises, 
quizzes and tests in both synchronous and asynchronous 
communication [29]. The introduction of online tutorial systems 
within the Australian universities has seen a tremendous increase 
in the number of students entering the universities [30]. It is a fact 
that the new developed online teaching approaches introduced a 
diverse background of skills, motivations and prior knowledge. In 
addition, the online tutorial system was found to be instrumental 
in modules such as engineering physics and mathematics, and as 
such, students did not only pass their examinations, but it also 
improved the retention rate of first-year engineering students with 
the financial benefit to the institution [30]. 

2.2. Apprenticeship and experiential learning 

The teaching approaches such as apprenticeship, experiential 
learning, cooperative learning and adventure learning are 
commonly used in the fields of SET. They are preferred for their 
capability to provide students with prospects to experimentally 
practice their learned experiences [21]. Learning by doing was 
traditionally instrumental in the mechanical, civil, electrical and 
electronics vocational fields [21], [27]. However, its transition 
towards online experimentation and remote/virtual labs presented 
learners with vast opportunities to control real or virtual 
equipment at a distance in order to perform scientific experiments 
[20]. It appears that different researchers refer to virtual 
laboratories differently; some view it as simulation-based learning, 
remote experimentation and remote inquiry-based learning [18], 
[31], [32]. 

Lack of reputable laboratory experiments contributed 
negatively to engineering education and resulted in students 
utilising outdated experiments [18]. The introduction of virtual 
laboratories gave students an opportunity to make use of good 
laboratory facilities operated by trained academics as they made 
use of remote experimentation [18].  It should be noted that virtual 
laboratories allow students to take ownership of the experiments 
and the quality control thereof [18]. Virtual laboratories become 
a multi-institution and yet multidiscipline initiative aimed at 
benefiting the students within the engineering fields [18]. In its 
nature, it addresses the issue of lack of good laboratories facilities, 
as well as trained teachers, by making remote experimentation 
possible [18]. It provides students with an opportunity to take 

ownership of teaching and learning space while academics 
provide minimal guidance. According to [18] and [31], Virtual 
Laboratory reached over 100 000 students, and are accessible after 
hours [18,31]. 

It has been proven that virtual experiments are proven to be 
more beneficial for teaching and learning [33].   

Factually, learning is currently shifting from synchronous in-
class settings to asynchronous online platforms so that education 
can be accessible to a wider audience [34]. It is believed that 
engineering education always requires laboratory work and 
hands-on practical components that are not possible to conduct 
online. However, it was only made possible by the introduction of 
simulations in fluid mechanics laboratories [34].   

Virtual reality (VR) puts the user into a computer-created 
world that seems real [35]. In addition, VR creates an environment 
in which the user feels and seems to be moving inside a computer-
created virtual world in the same way people move in and around 
a natural environment; while immersed in the virtual world, the 
user cannot perceive the real one which still surrounds him [36].   
The findings on the study conducted by Luo depicted that students 
enjoyed taking measurements in the laboratory. However, other 
students on the other hand were sleeping around with nothing to 
show. As a result, virtual practicals are preferred as opposed to 
the traditional way of conducting practical work [26] for 
mechanical, electrical, civil engineering and other qualifications. 

Augmented reality (AR) utilises smart devices and 
applications such as smart phones, tablets, wearable headsets and 
immersive technologies that enhance information in real-time to 
become intelligent [37]. It contemplates real-world events with 
computer-generated digital information by allowing the user to 
experience the interaction of the two worlds [38].  AR is capable 
of making required information available, presented and 
experienced by users ‘augmenting the real world with digital 
information [39]. The practical application of augmented reality 
proved itself to be economically and technically viable for societal 
usage [39]. Hence, it is preferred within the mechanical, industrial, 
electrical, civil and other engineering disciplines. 

2.3. Problem-based learning 

Problem-based learning (PBL) enables the students to gain 
knowledge about and apply it to different problems they 
investigate [40].  As they seek solutions for the problems at hand, 
students have an opportunity to argue and debate based on their 
own understanding and the acquired facts [40]. PBL teaches 
students not to depend on their lecturers for information but to 
rather resort to other sources to make informed decisions. It is 
important to note that PBL is more suited for student-centred and 
community-based learning environments [41].   

Additive manufacturing (AM) is the preferred technology of 
teaching used by academics to introduce topics that are industry 
and academic experts, laboratory and final engineering projects. 
AM is a PBL in nature due to its innovative features dealing with 
devices for people with disabilities. Other PBL-related projects 
include the development of an opener for medicine containers, a 
device for pouring liquids for people who have Parkinson’s 
disease, and a 3D puzzle for people who have visual impairments. 
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[23]. It has the capability to encourage students’ creativity, 
learning motivation and engagement [23].  

The flipped classroom (FCM) has emerged as a learning model 
that increases students’ active learning, collaboration and 
scaffolding during the learning process through better allocation of 
teaching time [43]. As such, the FCM method recognises that 
teaching activities within face-to-face environment should not be 
about academics teaching but should rather focus on creating an 
environment for students to effectively collaborate with each other 
while guided by the academics through scaffolding methods [44], 
[45]. It is believed that digital technologies have made it possible 
for teaching and learning to take place without students being 
confined to a classroom, and that learning can take place from 
anywhere as long as study material, videos, online quizzes etc. are 
available.  

The FCM method is preferred by both practitioners and 
researchers in various subjects such as Mathematics, ICT, Social 
Studies, Humanities etc. [46]-[50], [89]. 

The results from various studies further confirmed the FCM 
method is an effective technology that raises the performance of 
students who face difficulties in face-to-face educational contexts, 
and equally assists academics and institutions to improve learning 
conditions [51].  The FCM’s nature affords academics an 
opportunity to scaffolding and create an enabling environment for 
engagement with hands-on practices [51]. 

Traditionally, the Digital Engineering lectures were limited to 
the face-to-face mode of delivery where students only listened to 
the lecturer delivering the lecture [24]. It was indeed a tremendous 
challenge since there was no point of demonstrating the application 
of electronic circuits, digital electronics and high logic circuits for 
students to apply in industry [24]. The introduction of online 
teaching methods utilising the Proteus software to enhance skills 
of learners began to make a difference [24]. Both problem-based 
learning and competency-based learning suited the Digital 
Engineering module. This is due to the application of the software 
that demonstrates teaching and learning activities to students, 
which also requires both online and off-line learning with 
computer-based learning assistance [24]. 

Arguably, teaching practical science at a distance has been a 
challenge for a while in most institutions across the world. 
However, in July 2013, the Open University (OU) launched the 
Wolfson Open Science Laboratory (OSL), which offered a variety 
of practical science experiences to their distance learning students 
[13]. With this initiative, students are provided an opportunity to 
observe, investigate, gather and analyse data. In fact, numerous 
studies confirmed the effectiveness of PBL because it fostered 
active learning.  

2.4. Case-based learning 

Case-based learning (CBL) is an interactive group learning 
pedagogy preferable in various disciplines including business, law, 
health [14], [52] and in sciences [53]. Case-based learning is 
defined as an educational approach that allows students to work in 
small, collaborative groups to solve problems [54]. It is gaining 
popularity at a faster pace within the online fraternity [14]. (2018: 
283-300). Furthermore, it stimulates students’ thinking and 
discussions amongst students [14]. It is paramount to mention that 

the case presentation teaching method is frequently utilised in 
medicine [52].  

Case-based is predominantly used where complex and 
interdisciplinary themes openly discussed [27]. Application 
oriented teaching platform became a reality in various university 
through online course construction [17].  

According [55], civil engineering requires modern teaching 
methods such as hybrid, project, case and discussion into the 
classroom while utilising engineering examples to enhance 
teaching and learning. 

2.5. Project-based learning 

Project-based learning (PJBL) is a twenty-first century 
innovative learning approach that teaches various strategies to 
ensure students’ success [56], particularly in higher learning 
environments. With this approach, students are afforded an 
opportunity to experience the reality of the real-world while 
boosting their communication skills and interdisciplinary learning 
[57]. However, PBL places more emphasis on learning through 
internal rather than external projects. Industrial collaboration 
projects build partnerships and provide opportunities to work on 
real problems, often seeking multidisciplinary approaches. This 
study explores and suggests the benefits that students derived from 
their participation in an external research and consultancy project 
at a University in Oman [57]. 

In 2016, Ralph conducted a research study looking into the 
post-secondary project-based learning in science, technology, 
engineering and mathematics [58].  The findings indicated that 
students benefitted from the project-based method regarding 
content knowledge, and interdisciplinary skills. Their learned 
skills would be instrumental in their future classes and career 
settings. However, most students did not enjoy the teamwork that 
PJBL brings but some learned from other group members [58]. All 
in all, the findings recommended that PJBL should be 
implemented institutionally rather than per discipline.  

Typically, students using the project-based learning method 
work together as a team in order to solve the given problem by 
developing the product and development process [59]. PJBL is 
found to be an efficient teaching method in the twenty-first century 
as it promotes critical thinking, problem-solving skills, 
interpersonal communication, information and media literacy, 
collaboration, teamwork and leadership, creativity and innovation 
[60]. 

Other researchers conducted a study on Reform Practice of 
Engineering Drawing Courses in Chinese Colleges in 2019 [61]. 
The findings highlighted amongst others the emergence of the 
MOOC platform of outcomes-based education for engineering 
education models. All mechanical drawing courses implemented 
project-based teaching methods that were suited for the online 
environment. The MOOC platform catered from various online 
learning engagement models for a variety of questions, discussions 
sessions and projects [61]. 

2.6. Inquiry-based learning 

The inquiry-based instructional approach is learner-centred 
and requires the learner to observe, generate questions, discover 
existing gaps and find appropriate resources to overcome these 
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gaps [62]. These students take charge of their own learning by 
planning, monitoring and evaluating their progress made [63]. In 
2017, researchers conducted a research study about preparing 
teacher-students for the 21st century. An inquiry-based teaching 
method was utilised when 110 physics and chemistry teachers 
were involved. In their tasks, they managed to successfully explore 
and analyse the problems and formulated hypotheses and 
conducted their experiments. ICT applications were integrated by 
means of smart phones with cameras, laptop computers and 
software applications. As a result, the experiments were fruitful as 
they worked together with one common purpose [63].   

It is a fact that in an inquiry-based phenomenon, students 
become their own teachers and take lead in the teaching and 
learning processes. The emergence of technology makes it easy for 
students to access their laboratory through the internet of things 
without them being in the physical laboratory [64-66]. It is 
imperative to note that virtual laboratory makes things bearable 
and cost-effective as compared to traditional laboratories as they 
are easy to maintain and safe to use.  The science, engineering, and 
technology students find virtual laboratories user-friendly as they 
interact in inquiry-based classes where they can implement and 
analyse their own experiments and learn by using virtual objects 
and apparatus [67]. This teaching method also equips students with 
critical thinking, and innovative and team skills, which are valued 
for the twenty-first century job market [67]. A previous study 
initiated the STEM build website to coordinate online teaching and 
learning where instructors, markers, researchers, and Universal 
Design for Learning experts can easily interact [68].   

 Previously, engineering drawing was hand-based, now, online 
tutors are currently assisting these students. The utilisation of 
artificial intelligence makes it possible to provide real-time 
human-like feedback to students [69]. 

The emergence of the COVID-19 epidemic has seen the 
closure of campuses for schools and universities to ensure the 
safety of their students. As a result, online teaching and learning 
has become the reality in the 2020 academic year [70]. Online 
teaching and learning were found to be conducive for teaching 
students about circuits in electronic engineering [70] (Hu, 2020).  

2.7. Competency-based learning 

Over the past years, competency‐based learning has rapidly 
gained momentum within the higher education space [71] and has 
been supported by ICT [74]. It is noticeable that over 896 
institutions (universities and colleges) across the world prefer the 
competency-based learning method in their teaching and learning 
activities [71, 72]. Within competency-based learning, students 
depend more on their competency levels than on other people [21, 
73]. Competency-based learning enables students to return to one 
or more competencies that are not yet mastered to avoid having to 
repeat courses as a result of failing [74]. Competency-based 
learning equips students with explicit and transferable learning 
objectives that provide them with personalised support and 
formative feedback so they can foster critical-thinking, problem-
solving, communication and collaboration skills [74]. 
Competency-based models are dependent on measurable 
assessments linked to the related learning outcomes [75]. In most 
cases, competency-based learning is demonstrated through both 
formative and summative assessments [75]. However, at the 

Minnesota State University, both assessments methods 
(summative and formative) were successfully utilised for the 
Honors Program to assess the competency level of the students 
over time through electronic portfolios. As such, this assessment 
method replaces the standard research thesis required in numerous 
traditional Honors Programs [76].  

In most instances, the competency-based method is used by 
professional bodies to measure the level of acquired competencies 
of graduates regarding their required training expected in 
industries [77]. Employers like to state to the institutions of higher 
learning what competencies they expect from the graduates. 
Hence, the importance of institutions of higher learning to always 
consult the companies based on what they expect their graduates 
to possess is imperative [78]. 

2.8. Communities of practice 

The communities of practice approach combine experiential 
learning, social constructivism and connectivism, which allows 
people to work together and give each other moral support [79] and 
compassion [80] as they study. This method permits students to 
put their skills into practice and largely share their experiences [10, 
81]. Communities of practice (COP) allow the combination of 
experiential learning, social constructivism and connectivism can 
while demonstrating the limitations of classifying learning 
theories. In addition, COP allows group of engineers to work 
together in order to solve general challenges [81-84]. It is argued 
that for teaching and learning to effectively take place, precedence 
should be on cognitive, social and teacher presence [85].   

3. Research Methodology 

As mentioned before, the current study aims to determine 
teaching approaches in SET, which are gaining popularity due to 
the technological evolution over the years. It also aims to ascertain 
the state of distance education evolution with reference to 
technology adoption within the Science, Engineering and 
Technology qualifications in the institutions of higher learning. As 
mentioned earlier, engineering students were traditionally afforded 
opportunities to experientially practice learned knowledge in a 
laboratory setup. It is therefore of vital importance to assess the 
literature if science, engineering and technology students in higher 
education are to continue receiving laboratory experiments while 
studying in an online environment. The study targeted literature 
from 2010 to 2020 to determine teaching approaches that are 
gaining popularity in SET within an online environment. The 
reviewed literature was obtained from various search engines such 
as Google Scholar, Scopus, Sabinet, ProQuest and EBSCO.  

The following search strings were used to search the open-
journal sites: 

• Teaching approaches for science, engineering and technology 

• Teaching approaches for distance education 

• Teaching technologies for SET in distance education 

• Integrative approach for distance education in the SET  

• discipline  

• Apprenticeship and experiential learning for distance  
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• education in SET 

• Problem-based learning for distance education in SET 

• Project-based learning for distance education in SET 

• Competency-based learning for distance education in  

• SET 

• Inquiry-based learning for distance education in SET 

• Case-based learning for distance education in SET 

• Community of practice-based learning for distance  

• education in SET 

• AR in SET 

• VR in SET 

• Virtual laboratory in SET 

The research study concentrated only on journals that focussed 
on institutions of higher learning within the SET discipline. All 
other journal papers focussing on primary schools and industry 
were excluded from the study. The results of the reviewed 
literature were presented in both table and graph formats for 
appropriate analysis. Pareto analysis was conducted to determine 
teaching methods and their respective technologies preferred in the 
SET qualifications in an online environment. 

4. Research Findings and Discussion 

Theories such as cognitive behaviour, social constructivism 
and connectivism formed the basis of the different approaches 
discussed in the current study. It is clearly indicated that teaching 
approaches for SET always pay attention to the practical 
implications on what students theoretically learn in a class setup. 
The evolution of distance education has seen traditional teaching 
approaches such as competency-based learning, project-based 
learning, problem-based learning, inquiry-based learning, case-
based learning, and apprenticeship and experiential learning as 
becoming relevant in the twenty-first century through technologies 
such as VR, AR, virtual laboratories, AM, FCM, Proteus software, 
Wolfson Open Science Laboratory, Virtual Microscope etc. It 
should be noted that the findings of this study are entirely based on 
the reviewed literature sources. The results in Table 1, depict how 
different approaches transited from traditional face-to-face to 
online virtual practical so that students could continue putting their 
knowledge into practice.  

The results from both Figure 1 and Table 1 show the popularity 
of these teaching approaches in an online environment emerging 
from 2010 until recently. The results also display that problem-
based, apprenticeship and experiential learning, competency-
based learning and inquiry-based learning are more popular in an 
online environment, particularly in SET. It suffices to mention that 
all highlighted teaching approaches are preferred in SET within 
online space but differ due to their popularity over the years. 

Figure 1 elaborates on the popularity of teaching approaches 
suitable for online teaching and learning as per the author’s 
contributions. The study results show that problem-based learning 
has gained popularity and exceeded all the other approaches, 
followed by apprenticeship and experiential approaches. The third 
important approach was found to be competency-based. However, 

case-based, project-based and community of practice-based 
approaches shared the fourth position for popularity. Last, but not 
the least, integrative approach proved to have less popularity. It is 
important to emphasise that all these approaches are applicable in 
an online environment within SET disciplines. It is evidence that 
from 2009,2010, 2011, 2012 these various teaching approaches 
were utilised mainly in face-to-face institutions. However, the 
emergence of the internet of things made it possible for utilising 
them for open and distance education, particularly 2017, 2019 and 
recently. In recent years as from 2015 until recent Virtual labs, 
virtual reality gave problem-based, apprenticeship and experiential 
learning as well as competency-based approaches impetus within 
the science and engineering space as seen in the table below. It is 
evidence from Figure 1 and Table 1 that other technologies such 
as LMS, FCM in education, 3D printers and AM in the 
manufacturing spaces continued to gain recognition as from 2016 
and prominently in 2019. The study rightfully, depicted the gap in 
open and distance learning environment where similar teaching 
approaches in science and engineering where applicable. 

 
Figure 1: Popularity of teaching approaches 

Table 1: Authors who endorsed teaching approaches 

Authors 
endorsed 
these 
approaches 

Learning 
Approaches & 
Preferred 
technologies 

Used in 
SET 

Online 
Learning 
delivery 

[2011],[2015] 
[2017],[2018]  
[2019],[2019] 
 
 

Community of 
Practice learning 

Technologies: 
Learning 
management 
system (LMS) 

(6) Yes 

 

 

[2011][2012] 
[2013][2013] 
[2014][2015]  

[2017][2018]  
[2018][2018] 

[2018][2019] 
[2019][2020]   

Apprenticeship 
& experiential  

Technologies: 

Virtual labs, 
AR, VR, LMS, 

(14) Yes 
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[2016][2017]  

[2018][2018]  

[2019]  

Integrative 
approach 

Technologies: 

Virtual learning 
Systems; 3D 
printing 

(5) Yes 

 

[2010][2017] 
[2017] 

[2017][2018] 
[2019][2020] 
[2020]  

Inquiry-based 
learning 

Technologies: 

LMS 

(8) Yes 

 

[2012][2014] 
[2014][2015]  

[2015][2017] 
[2015][2016] 
[2016][2017]  

[2017][2018] 

[2018][2018]  

[2019][2019]  

 

Problem-based 
learning 

Technologies: 

AM; FCM; 
Proteus 
software; 
Wolfson Open 
Science 
Laboratory; 
Virtual 
Microscope 

(16)  Yes 

 

[2010][2016] 
[2016][2017] 
[2019][2020] 

Project-based 
learning 

Technologies: 

FCM and LMS 

(6) Yes 

 

[2015][2015] 
[2016][2016] 
[2016][2016]  

[2015][2016] 
[2017][2019]  
[2020]  

Competency -
based 

Technologies: 

FCM and LMS 

(11) Yes 

 

[2011][2016] 

[2018][2018]  

[2019][2019]  

 

Case-based 
learning 

Technologies: 

FCM and LMS 

(6) Yes 

 

 

5. Conclusion 

The emergence of the COVID-19 pandemic has provided an 
opportunity to many institutions to introduce various technologies 
to enhance teaching and learning activities for students and 
academics. Much more importantly, many institutions were not 
ready to offer non-venue-based examinations and remote 
laboratory practical. As a result, some institutions forged ahead 
and offered mid-year non-venue-based examinations while other 
institutions postponed all their examinations to October/November 
2020. However, the issue of credible examination remained a 
concern to these institutions. These institutions want their students 
to write non-venue-based examinations, which are remotely 
invigilated by means of proctoring system to maintain their quality 
standards.  

Equally important, institutions which offered campus-based 
practical experiments opted for alternative practical such as video-
based and virtual practical to their students.  Many of the 
institutions are only considering virtual practical now, as the 
COVID-19 situation does not show any sign of coming to an end 
soon. Hence, the importance of the current study so that institutions 
across the world can see various teaching approaches and 
technologies suitable for the online environment.  

Traditionally, all practical experiments in science, engineering 
and technology institutions were conducted in physical 
laboratories. As such, most distance education institutions across 
the world collaborated with other campus-based institutions for 
their students to conduct laboratory work at those institutions, see 
Figure 1 and Table 1. However, such institutions always 
complained of the quality of practical work done in other 
institutions. In most cases, the Engineering Council of South 
Africa (ECSA) was concerned about the teaching and learning 
activities pertaining to engineering courses offered by distance 
education and those that were conducted online. ECSA, is a 
professional body that accredits all engineering qualifications in 
South Africa. They were more concerned about the practical work 
and the credibility of the assessments would ensue. Hence, the 
importance of the current study to publicise what other institutions 
across the world are doing regarding the virtual spaces utilising AR 
and VR technologies.  

The findings of the current study indicate that virtual 
laboratories are the solution for most of the SET institutions 
operating in an online environment. The traditional teaching 
methods for civil engineering courses were no longer appropriate 
due to technological advancements [86]. Hence, the adoption of 
online courses for efficient learning. The introduction of micro-
videos and final assessment methods made it possible for students 
in other areas to be involved [86]. Notably,  most of the distance 
education institutions are already employing teaching approaches 
such as problem-based (16), apprenticeship and experiential 
learning(14), competency-based learning (11), inquiry-based 
learning (8), community of practice learning (6), case-based 
learning (6) and  integrative-based learning (5).  

Education technology has made it possible for students to learn 
outside of the classroom when they are at home. Both synchronous 
and asynchronous learning allows students to access teaching 
materials in their own comfortable space [87]. The study 
confirmed that many students in the engineering discipline 
developed an interest in teaching and learning where they were 
exposed to various assessment methods, linking theory for practice 
and case discussion [86]. This statement shows that the 
introduction of new technologies within the institutions of learning 
are enabling students to perform better, see Figure 1 and Table 1. 
The usage of different teaching methods plays an important role 
towards students’ performances [88].  

Both students and academics show that instant feedback 
provided by virtual laboratories yielded encouraging results [67]. 
Virtual laboratories began to gain popularity as early as 2012 and 
increasingly so in this digital era. This shows that many students 
and their academics prefer the introduction of the virtual 
laboratories in their learning environment. The institutions of 
higher learning are challenged by the current dispensation where 
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academics are expected to implement new pedagogical approaches 
and take advantage of ICT for teaching and learning, as can be seen 
in both Figure 1 and Table 1. As a result, these institutions need to 
equip the academics to be able to integrate technology within their 
teaching methods so that students continue to learn at ease. It is 
affirmed that the world-wide education system should incorporate 
the twenty-first century skills into curricula [63]. The current study 
acknowledges the challenges brought by the COVID-19 pandemic 
into the online institutions of learning, but the introduction of 
various teaching methods along with various technologies might 
bring relief if implemented correctly. Institutions are confronted 
with an opportunity to assess their current resources and equip their 
academics appropriately so that they can structure their 
assessments and practicals accordingly.  

The current study proposes that a future study assess the 
implementation of various teaching approaches along their suitable 
technologies within the SET institutions in the southern Africa 
region. 
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 The Internet of Things (IoT) application has been experiencing increasingly progressive 
demand, especially for embedded devices (ED). However, the ED has limited capabilities, 
low power consumption resources, and low bandwidth in connecting to the Internet by using 
Wireless Sensor Networks (WSNs). Therefore, the WSNs form creates a necessity for new 
technologies and protocols for the IoT implementation. Thus, IPv6 Low Power Area 
Network (6LoWPAN) was designed by the Internet Engineering Task Force (IETF) to 
overcome the Internet Protocol (IP) based communication that allows direct 
communication between each ED. Nevertheless, the communication between ED using 
6LoWPAN becomes challenging in designing routing protocols to achieve the efficient 
performance Quality of Service (QoS). Among the existing protocols for the 6LoWPAN 
network, RPL is considered effective for the 6LoWPAN system. However, the Power 
Consumption (PC) and routing overhead of RPL is high when it was implemented in a real 
scenario. Therefore, HRPL was proposed to enhance the RPL by introducing the 
rebroadcast technique in order to minimize the routing overhead at the same time reduced 
the PC usage. Thus, this paper is an extended version, in which 6LoWPAN Smart Home 
Testbed (6LoSH) was developed to investigate the impact of the number of nodes on PC 
usage for both protocols (HRPL and RPL) in a real scenario. The result shows for this 
instance, HRPL has succeeded in reducing the use of PC for both experiments (simulation 
and 6LoSH). On the other hand, the number of nodes had given an impact on PC usage. 
For further work, we plan to use multiple topologies and the different number of nodes to 
explore the HRPL for some performance metrics such as convergent time and latency. 

Keywords:  
6LoWPAN 
Internet of Things 
Smart Home 
Performance Analysis 

 

 

1. Introduction  

This paper is an extended version of work published in [1]. 
We are making this version available in order to have more results 
and discussions in comparison to its short version. 

 
The 6LoWPAN was introduced by IETF to support a huge 

number of IP-based embedded devices that are connected to the 
Internet with a low power network capability. Moreover, the rapid 
development of the Internet of Things (IoT) ecosystem in multiple 
areas [2] such as healthcare, smart building automation [3], 
vehicle [4], etc. had made the embedded device to be in high 

demand [5]. The embedded devices are categorized as limited 
power usage, limited cost, limited bandwidth, and small memory 
usage [6]. Meanwhile, the development of IoT devices become a 
serious problem to enable interoperability and scalability among 
devices and systems [7,8]. Thus, the 6LoWPAN protocol was 
designed to complete and complement the technological constrain 
as an essential part of the IoT development application and 
ecosystem.  6LoWPAN that enables the ED which are mainly 
sensor nodes to connect to the Internet over IEEE 802.15.4 in 
Physical (PHY) layer and Medium Access Control (MAC) 
sublayer. Figure 1 presents the 6LoWPAN stack where the 
adaptation layer was added between the data link physical layer 
and network layer. 6LoWPAN is a wireless embedded internet [9] 
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that integrates IPv6 with WSN [10] that allows the IP-based ED 
to connect and exchange information directly with other devices 
on the Internet [9].  Due to this matter, the energy used for 
connectivity will save, and for this condition, 6LoWPAN network 
becomes an essential part of the IoT deployment [11].  

 

 
Figure 1: 6LoWPAN Stack 

However, the infrastructure of IPv6/6LoWPAN and how IPv6 
can integrate heterogeneous technology (system, tool, application, 
etc.) towards a new embedded application protocol (6LoWPAN) 
for IoT ecosystem become a challenging issue. This because the 
current standard of 6LoWPAN is limited to 250 kbps, and 127 
bytes of frame length compared to IEEE 802.15.4 packet size is 
1280 bytes. As a result, it is critically affected for the routing 
algorithm to optimize the path formation. Indirectly, it will 
degrade the interoperability of 6LoWPAN devices/applications. 
Besides, the implementation, integration and evaluation for large 
scale deployments of sensors networks in buildings, the potential 
heterogeneous combination of wireless and wired need to 
optimize the energy consumed by the system itself.  

In addition, the 6LoWPAN protocol develops to optimize the 
routing scheme for converging cast traffic patterns for low power 
nodes [12]. One of the 6LoWPAN routing protocols is Protocol 
Over Low-Power and Lossy Networks (RPL) as defined in 
RFC6550 [13]. Based on previous research, the RPL protocol in 
6LoWPAN is effective in terms of delay and Packet Delivery Rate 
(PDR). But, it can be further improved in terms of overhead as the 
original value is very high [14] [15]. According to Feschel, Huhn, 
& Schwetlick in 2012, the fragmentation of the frames should 
minimize the routing overhead and power consumption in order 
to save network lifetime that is a critical parameter to 6LoWPAN 
nodes. On the other hand, to optimize network performance, the 
routing overhead must be reduced. At the same time, the 
6LoWPAN system offers the scalability and as well as 
interoperability between nodes. Therefore, this research project 
addresses algorithmic, networking, and application development 
using the 6LoWPAN CC2538 module in improving the 
6LoWPAN protocol to achieve efficient performance QoS of the 
network in terms of PC. The proposed algorithm is implemented 
and tested using a simulation study and validated with the 
experimental approach by developing the 6LoWPAN Smart 
Home testbed (6LoSH). The initial phase of this study focused on 
a literature review that has been done in  [17] to address the two 
(2) following challenges: i) Comparative analysis of existing 
systems and solutions and ii) Comparative analysis of existing 

standards and protocols. As a reminder of this paper, we present 
our work as follows. We describe a methodology used in Section 
II follows by Section III present the experiment setup. Then, 
Section IV describes the evaluation results. Finally, we emphasize 
the contribution of this paper and future works. 

2. Methodology 

The methodology is divided into three parts, as presented in 
Figure 2. The first part is the development process, followed by 
implementation, and the last part is testing and validity.  

 
Figure 2: The Methodology Design 

2.1. Development 

The development of 6LoSH involves three (3) important 
aspects. First, the integration between the 6LoWPAN system 
requirement and building infrastructure with different 
technologies like sensors, actuators, and mobile devices. Figure 3 
presents the proposed 6LoSH network design, which implements 
a simple node architecture [11], [9], [18].   6LoWPAN nodes 
communicated with each other through border router, and share a 
backbone link to connect to the Internet. This allows all the 
6LoWPAN nodes remain the same as the IPv6 prefix. Besides, 
6LoWPAN connects to another IP network via a border router. At 
the same time, the border router is handling the 6LoWPAN 
compression and Neighbor Discovery (ND) for 6LoWPAN nodes. 
According to [11] the power consumption usage using simple 
architecture remain low when the intelligent objects are idle, and 
increases the data rate in both host and router mode. The end-users 
will be able to interact with the system by running several 
applications from their PCs, mobile phones, notebooks, and voice. 
These applications will make use of the services provided by the 
building system. They will allow end-user to obtain information 
about the state of the building and switched off/on the application 
over the Internet.  

 

Figure 3: Simple 6LoWPAN Nodes (CC2538 Module) Architecture for 6LoSH  
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Second, the 6LoWPAN node, other hardware, and software 
requirements towards a new embedded application in developing 
6LoSH. Table 1 shows the list of the equipment required for the 
implementation of the 6LoSH physical deployment. We used the 
TI CC2538 module [19] as a 6LoWPAN node and border router 
because it is a very low power wireless module for IoT 
applications [20], Figure 4. In contrast, Raspberry Pi 3 Model B 
is used for running the 6LoWPAN Border Router (6LBR). We 
observed 6LoWPAN packets by using a CC2531 traffic sniffer 
and the Wireshark packet capture tool with baud rate 115200. 
Besides, the Contiki OS [21] [22] by performed COOJA simulator 
is used to set up the CC2538 program and running simulation of 
the 6LoWPAN network. 

Table 1: The equipment required for the implementation of the 6LoSH physical 
deployment 

Hardware and Software Requirement 
Equipment Count Types, and Description 
Node 10 • The CC2538 Texas Instrument  

Border Router 1 

Sniffer 1 • CC2531 USB Dongle  
Raspberry Pi 3  1 • Running 6LoWPAN Border 

Router (6LBR) 
• Model B (Debian OS) 

Contiki OS 
(Cooja 
Simulator) 

 • Perform simulation testing 
• Writing a program for CC2538 

module 
Wireshark  • Packet capturing and analyzing 

the OTA packet 
 

 
Figure 4: CC2538 Board  

Finally, a novel algorithmic models and scalable solutions for 
the 6LoWPAN system. The on/off an application for embedded 
devices has been designed and flashed onto the CC2538 board, 
namely 6Node. The real-time arrangement of the 6Node setup is 
shown in Figure 5. Table 2 presents the proposed 6Node protocol 
parameter setup. The default trickle algorithm [15] is used to 
control the amount of DIO message in routing traffic by setting 
the parameter of DIO Interval Min as 12ms and DIO interval 
doublings as 16ms. To achieve the best Packet Delivery Ratio 
(PDR), the Minimum Rank with Hysteresis Objective Function 
(MRHOF, RFC6719) with Expected Transmission Count (ETX, 
RFC 6551) metrics are used as path selection mechanism [23]-
[24].   

 

 

Figure 5: Real-Time Arrangement of CC2538 setup 

Table 2: System Parameter for CC2538 Protocol 

Parameter Algorithm/Coding 

Trickle 
Algorithm  

case RPL_TRICKLE_T_TIMEOUT: 
rpl_trickle_handle_t_timeout(); 
break; 

case RPL_TRICKLE_I_TIMEOUT: 
rpl_trickle_handle_i_timeout(); 

 break; 

Nodes rank #define RPL_OCP_OF0     0 In 
#define RPL_OCP_MRHOF   1 

RPL_Dio 
Interval Min 

#ifdef RPL_CONF_DIOINTERVALMIN 
#define RPL_DIOINTERVALMIN        
RPL_CONF_DIOINTERVALMIN 
#else 
#define RPL_DIOINTERVALMIN        12 
#endif 

DIO interval 
doublings  

#ifdef 
RPL_CONF_DIOINTERVALDOUBLINGS 
#define RPL_DIOINTERVALDOUBLINGS 
RPL_CONF_DIOINTERVALDOUBLINGS 

2.2. Implementation 

The implementation process involves the deployed hardware 
infrastructure, physical network, and integrated with software 
services for managing and controlling the hardware. Dealing with 
devices and technologies, it has explored existing platforms and 
solutions that could be relevant for 6LoSH to achieve effective 
communication (interoperability) between the nodes and systems 
[7], [8].  The home appliances are connected to nodes through a 
relay which in turn is connected to another digital pin of the board 
as illustrated in Figure 6.  Figure 7 present the 6Node prototypes 
and Figure 8 show the development of 6Node prototype activities. 

 

 
 

Figure 6: The Block Diagram of CC2538 Application (6Node) 

2.3. Testing and validity 

The performance of the 6LoSH platform has been evaluated 
and validated through simulation and calibrate the simulation 
result using an experiment to ensure the 6Node reach the 
efficiency of QoS. The HRPL protocol introduced in [1] and RPL 
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standard was used to assess the effectiveness of 6Node in reducing 
routing overhead toward new embedded applications for the 
6LoWPAN environment. 

     
Figure 7: The 6Node Prototypes 

     
Figure 8: The development of 6Node Prototype Activities 

3. Experiment Setup  

Figure 6 shows the testing design and Table II describes a 
summary of the evaluation parameter setting for both experiments 
that was adapted from the existing model in [25] [26,27]. The 
comparative study in terms of power consumption has been done 
by using standard HRPL and RPL protocol to investigate the 
scalability and interoperability communication between devices 
(6LoWPAN appliances) and network performance. To be fair, the 
open-source implementations run on the same operating system 
(OS) which is Contiki OS. The HRPL and RPL protocol was 
simulated using the Cooja simulator [28,29] (Testing 1). Then, we 
compared the simulation results with the evaluation of HRPL and 
RPL through testbed experiments (testing 2). We created similar 
scenarios for both experiments. Lastly, we evaluated the 
performance of the HRPL protocol based on defined metrics. 
Figure 10 present the real-time arrangement of 6LoSH testing.  

3.1. Simulation (Testing 1) 

Tmote Sky CC2420 was used as a platform. The set of 
simulation scenarios (4, 6, 8 and 10 nodes) used in this study as 
shown in Figure 11. Firstly, the implementation of the RPL 
protocol from the standard examples of RPL collects file that 

contains source code of sink and sender nodes are simulated. We 
set a sink node in the middle of the network and deploy the sender 
node randomly. We set a transmission range (Tx) to 20m and 
interference range (INT) to 20m at Unit Disk Graph Model 
(UDGM) [30]. The radio messages were enabled to capture the 
traffic and saved as a pcap file.  The saved pcap file would be used 
to analyze the network using Wireshark network analyzer. Then, 
the standard RPL collect file is modified by changing RPL library 
to HRPL library, in both source codes of sink and sender nodes. 
Next, the HPRL protocol is simulated in the same scenario.  Lastly, 
the result between RPL and HRPL is compared with four types of 
power consumption: CPU Power, Transmit Power, Listen Power, 
and Low Power Mode (LPM). The simulation results will be 
evaluated for the different number of nodes (4, 6, 8, and 10 nodes).  

 

 

Figure 9: The 6LoSH Testing Design 

Table 3: The Summary Parameter Seting for 6LoSH Testing 

Method Testbed 
(6LoSH) 

Simulation 

Protocol HRPL HRPL 
Transport UDP/IPv6 UDP/IPv6 

Mote Type CC2538 
Module  

Tmote Sky 

Reception Ratio 
(Rx)  and 
Transmission ratio 
(Tx) 

- 100% & 100% 

Packet Size 160bytes 160bytes 
Queue 150 packets 250 packets 
Transmission 
Power -17dBm 0dBm 

Transmission 
range 20m 20m 

Network Scale 4, 6, 8, 10 
nodes 

4, 6, 8, 10 
nodes 

Length 60 minutes 60 minutes 

Packet Capturing  Pcap 
(Wireshark) 

Pcap 
(Wireshark) 
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Figure 10: The Real-Time Arrangement of 6LoSH Testing 

 
Figure 11: The Set of Simulation Scenario 

3.2. Testbed (Testing 2) 

The testbed results are used to calibrate the simulation results 
and also to validate the performance of HRPL in a real-scenario. 
In this scenario, one border router (6LBR) is located in the center 
and the different number of applications (4, 6, 8, and 10 nodes) 
were deployed randomly on the first floor in one of the houses in 
Malaysia, as presented in Figure 12. 

 
Figure 12: The 6Node Deployment  

3.3. Performance Metric 

The power consumptions are monitor in both experiments 
through the development of the Powertrace application in the 
Contiki operating system. There are four types of power are 
measured: 

• CPU Power,  
• Low Power Mode (LPM) Power 
• Transmit Power and  
• Listen Power.   

CPU power refers to the power of computation required by 
the node in active mode while LPM power refers to the power 
used by the nodes in CPU sleep mode. Meanwhile, the energy 
used by each node to transmit the data package to the neighbors 
is called transmit power, and listening power refers to the energy 
required by each node in ready mode to receive the data package.  

4. Results and Discussion 

We assumed our experiment a random topology where the 
nodes were deployed randomly in an area of 20m x 20m 
(simulation) and 20m x 20m (testbed). We put the sink node in 
the center of the network. In order to enable interconnection 
between all the sender nodes, we set up each node with multi-hop 
transmission distances from the border router. For both 
experiments, we considered the DAG root at the border router. 
Then we set up the nodes to generate packets 1 packet/min 
randomly in a fixed interval time. We derived this analysis using 
a script to determine when all nodes had printed to the simulator 
output (simulator) and web interface (testbed) that they joined the 
DAG.  

Table 4: Analysis of Total Power Consumption  

Number 
of 

Nodes 

Testing 1 (Simulation) Testing 2 (6LoSH) 
RPL 

(mW) 
HRPL 
(mW) % RPL 

(mW) 
HRPL 
(mW) % 

4 0.995 0.629 36.8 1.576 1.0405 34.0 
6 1.015 0.641 36.9 1.607 1.0515 34.6 
8 1.021 0.650 36.3 1.623 1.07225 33.9 

10 7.239 3.175 56.1 7.906 4.1099 48.0 
 
Figure 13 shows the results obtained from the analysis of 

HRPL and RPL power consumption usage in different nodes (4, 
6, 8, and 10) for testing 1 and testing 2. By comparing the four 
different nodes, it is evident that the power consumption usage for 
Number of Nodes (NoN) = 4 is the lowest followed by NoN = 6 
then NoN = 8 while NoN = 10 is the highest power consumption 
usage. The result shows that HRPL is better in all NoN and 
managed to reduce the overall power consumption by 36.8% 
(NoN=4), 36.9% (NoN=6), 36.3% (NoN=8) and 56.1% (NoN=10) 
lesser than RPL in testing 1. While in testing 2 HRPL has obtained 
a better result that can reduce power consumption by 34.0% 
(NoN=4), 34.6% (NoN=6), 33.9% (NoN=8) and 48.0% (NoN=10) 
lesser than RPL.  In this instance, according to the observation, 
the HRPL had generated a smaller power consumption, and due 
to the number of nodes, however it had managed to obtain the 
increases of power consumption in real time scenario (6LoSH) 
compared in simulation. It is figured out which the power 
consumption value would have effect under different platform 
even used the same scenario and system setting. The cooja 
simulator enable the node which make a simple network and 
doesn’t requirement gateway to connect to the internet. But 
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different condition in 6LoSH, raspberry pi (powered by battery) 
used as a 6LBR to deploy the node for physical network and this 
condition increase the radio transmission power received by each 
node. Besides, the retransmission activities detected leading to 
higher power consumption in real scenario.   

 
Figure 13: The Total Power Consumption for Both Experiment. 

Table 5 presents the analysis of each type of power consumption 
for testing 1 and testing 2. The CPU Power, LPM Power, Listen 
Power, and transmit Power values obtained for each of the 
experiments were presented in Figure 14-17. It is observed that for 
NoN = 4 gave a minimum value of LPM Power, CPU Power, and 
Transmit Power. However, the value of Listen Power is the 
highest in comparison with others. Based on observation, the node 
turns on its radio during all its idle slot when it’s set as a parent. 
This condition not only becomes the listening power increase but 
also wastes their energy for the whole network. Interestingly, the 
computation of each node is increased due to the way the node 
determines the best route from the source node to the destination 
node[31]. Meanwhile, the T-Sky CC2420 module that is used in 
simulation has less power compared to the CC2358 module that is 
used in 6LoSH. 

Table 5: Analyses of Power Consumption for Testing 1 (Simulation) and Testing 
2 (6LosH) 

Types 
of 

Power 

Number of 
Nodes 

Testing 1 
(Simulation) 

Testing 2  
(6LoSH) 

RPL 
(mW) 

HRPL 
(mW) 

RPL 
(mW) 

HRPL 
(mW) 

CPU 
Power 

4 0.332 0.209 0.453 0.285 
6 0.349 0.213 0.487 0.309 
8 0.357 0.218 0.514 0.328 

10 0.376 0.228 0.586 0.362 

LPM 
Power 

4 0.153 0.101 0.224 0.156 
6 0.153 0.104 0.218 0.143 
8 0.153 0.105 0.224 0.145 

10 1.519 0.988 0.551 0.315 

Transmit 
Power 

4 0.092 0.054 0.211 0.132 
6 0.086 0.056 0.214 0.134 
8 0.08 0.056 0.214 0.134 

10 0.88 0.504 2.101 1.211 

Listen 
Power 

4 0.418 0.265 0.688 0.468 
6 0.427 0.268 0.688 0.466 
8 0.431 0.271 0.671 0.465 

10 4.464 1.455 4.668 2.222 

 
 

Figure 14: The CPU Power of HRPL and RPL 

 
Figure 15: The LPM Power of HRPL and RPL 

 
Figure 16: The Transmit Power Of HRPL and RPL 

 
Figure 17: The Listen Power of HRPL and HRPL 
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5. Conclusion 

6LoWPAN system enables the ED to communicate with each 
other using the IEEE 802.15.4 wireless network.  Due to this 
matter, 6LoWPAN had become a priority network for IP-based 
communication for ED. However, the design of the 6LoWPAN 
system in the real-world scenario has become a challenging issue, 
such as interoperability, scalability, and integration among the 
nodes, and network. Thus this study aims to develop the 
6LoWPAN smart home system (6LoSH) to evaluate the 
performance of HRPL and compared the result with RPL. The 
result of this study shows the PC of nodes reached its most 
minimum for NoN =4 scenarios, while low link quality is linked 
to NoN = 10 scenarios respectively for both experiments. These 
results confirm that the 6Node (6LoSH) reaches an efficiency of 
QoS and HRPL reliability to reduce the PC. The routing overhead 
for the number of nodes increases significantly with the increase 
of the PC. The main contribution of this study, the present result 
shows that HRPL outperforms the RPL standard of PC in both 
experiments.  However, these results were derived from a limited 
number of nodes, the Transmission Range (Tx) is 5m, and it was 
tested for random topology. Further research should be conducted 
to investigate large-scale networks in multiple topologies for 
different distances and metrics. 
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 The fifth‐generation (5G) wireless system was implemented due to the massive connectivity, 
especially Internet of Things (IoT) including industrial automation, Vehicle to Everything 
(V2X) communications, which is shelter an extensive range of applications services and use 
cases and Intelligent Transportation Systems (ITS).  A cellular Non-Orthogonal Multiple 
Access (NOMA) based on radio resource allocation schemes need to be carefully designed 
to serve and support the diversity of applications and services, through increased safety 
and traffic efficiency usage of connected vehicle and ranging from infotainment services. 
In this paper, we develop a novel scheduling and resource allocation algorithm for 
vehicular communications named Priority -based Scheduling Algorithm for NOMA 
integrated V2X (PSA). The novel scheme could make the limited radio Resource Blocks 
(RB) to be assigned in a more efficiently manner to the different traffic classes (safety and 
non-safety traffic) imposed by V2X exigency, in order to improve the performances of the 
system in terms of average throughput, Quality of Service (QoS), Average Blocking Rate 
(ABR) and to ensure fairness criteria between Vehicular User Equipments (VUEs). The 
performance of PSA is shown for urban macro-cell and rural macro-cell scenarios and we 
compared it with the conventional OMA and some recent works for NOMA based 
allocation. 
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1. Introduction 

New 5G technologies supporting vehicular communications 
considered as a promising and vital role in the blueprint of 
Intelligent Transportation Systems (ITS), assisting to solve the 
main problems of transport engineering, improves road safety, 
traffic efficiency and comfort and infotainment services, try to 
prevent any fostering and dangerous situations investments in the 
automotive market [1-3]. 

 V2X connectivity has been developed as a potential concept 
for 5G which strive to give communication models that can be 
supported by vehicles in several application contexts including 
vehicle-to-vehicle (V2V), vehicle-to-infrastructure/network 
(V2I/N) and vehicle-to-pedestrian (V2P) [4]. 

V2X will include two complementary sets of specifications for 
direct transmission which are 802.11p and cellular V2X (C-V2X) 
standards. The first one is proposed as the lower layers of Wireless 
Access in the Vehicular Environment (WAVE), it is standardized 
for V2V defined in USA and recognized as Dedicated Short-Range 
Communications (DSRC). 802.11p is also designed as the lower 

layers of the ITS-G5 standard in Europe. It is based on OFDM and 
which is known as the case of fourth generation (4G) technology 
LTE (Long Term Evolution). However, the adoption of DSRC has 
been delayed due to its Medium Access Control (MAC) and 
physical layer designs that have been planned for Wireless Local 
Area Networks (WLAN) and its poor scalability and the high-
mobility environments that impose communication challenges, 
and lack of QoS guarantee. In addition, 802.11p indicates that it’s 
restricted range, reliability and undefined performance especially 
in urban propagation scenarios when scaling up the number of 
transmitting VUEs [4]. 

Cellular-V2X is proposed to innovate and deliver an evolution 
path to 5G and it comes to handle the challenges of 802.11p. The 
main advantage of C-V2X that is based on a technology originally 
optimized for high-speed mobile services, which has been 
enhanced specifically for safety and automotive applications. C-
V2X is outperformed 802.11p due to modulation and coding 
enhancement, to support a better communication range, greater 
capacity, better congestion control in denser environments with 
lower packet error rate, higher reliability and superior Non Line-
of-Sight (NLoS) performance [4]. 
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Accordingly, 27 use cases for V2X communications are 
designed by third-Generation Partnership Project (3GPP) in 
Release 14 that including two categories of service requirements 
as safety related applications, like car platooning, autonomous 
driving, vulnerable road user warning, etc and non-safety related 
uses cases exemple, dynamic digital map update, mobile hot spot, 
mobile high data rate entertainment, office, home, etc [5]. 

More recently, 5G networks anticipate an explosive demand 
for massive connectivity driven by the ever-increasing number of 
connected vehicles, Internet of Things (IoT) and the explosive 
proliferation of mobile Internet, over limited radio resources [6].  

The limitation of OMA-based scheme that it has not been 
efficiently and fully assigning the limited radio resource blocks 
causing to serious problems as lack of QoS guarantee for NLoS 
environment. This defiance can be exemplified with the following 
scenario, consider a single User Equipment (UE) with mediocre 
channel condition needs to be scheduled for fairness purposes, 
example this UE has superior priority information or has not been 
scheduled for a long time. This causes that one of the limited 
bandwidth resources is only allocated by this UE. In addition, the 
limitation of the conventional OMA is the number of users that can 
be served simultaneously. Towards these challenges, 3GPP is 
motivated to develop new technologies in order to maximizing the 
achievable throughput. Among various solutions, non-orthogonal 
multiple access (NOMA) is a very promising access technology. It 
has been envisioned and recognized as an innovation for 5G 
mobile networks to increase the number of links, enlarge the 
spectral efficiency and to ensure the high data rate necessity. It 
provides enhancements in terms of high reliability, low latency and 
communication’s range for vehicular environments [7]. 

Using non-orthogonal radio resource allocation, make NOMA 
to multiplex more than a few users with different power levels into 
a same frequency resource and time to transfer information. Not 
only does NOMA support users with good channel conditions but 
also it serves both others with poor channel conditions and those 
operate in the same bandwidth resources [8][9]. 

To enable V2X communications, radio resource management 
is a vital specification of the MAC layer of the eNodeB, that aims 
to optimize the use of the limited availability of the spectrum while 
meeting the requirements of QoS and insure efficient resources 
scheduling, resource allocation and interference management. 
Even in 5G networks, a resource allocation technique requires to 
be carefully developed to satisfy different QoS requirements to 
achieve target throughput and to maximize spectrum efficiency for 
several V2X traffics and services. 

The paper contributions are as following: 

• Taking into account traffic classification, such as Safety 
Traffic (ST) and Non Safety one (NST) are considered 

• A resource allocation algorithm called Priority -based 
Scheduling Algorithm for NOMA integrated V2X (PSA) is 
proposed. 

• Adding a scheduling priority which is determined according 
to the channel condition for each VUE, users with higher 
priority will be selected for NOMA sharing. 

• Due to the diversity and multitude of the propagation 
scenarios, various simulations are presented for performance 
evaluation for rural macro-cell and urban macro- cell, to 
demonstrate the efficiency and the applicability of the 
proposed PSA algorithm for any propagation scenarios. 

• Validate the proposed PSA algorithm with several Matlab 
simulations showing the aggregate throughput, the fairness 
index and the ABR among different VUE traffic classes. 

• Compare the proposed algorithm with the conventional OMA 

• Evaluate the PSA algorithm with some recent works for 
NOMA based allocation. 

This paper is presented as follows we study same proposed 
method as related works in section 2. We detail our approach in 
section 3. In the section 4 and 5 we portray its different steps. We 
evaluate and analyze the performances of the developed scheduler 
in section 6. Finally, in Section 7, we determine our work by 
conclusion and perspective as future work. 

2. Related Work 

The radio resources management task to enable V2X 
communications has been investigated in several research works 
such as:  

In [10], the authors developed a novel resource allocation 
algorithm to maximize the number of scheduled V2N 
communications while satisfying the required latency for the 
several priority classes of the V2V links (two class of priority are 
defined, where the messages in the class 1 are more critical and 
aware to the latency comparing to messages in the second one). 
They perform the power allocation for potential resource reusing. 
Then, they selected the finest reusing pattern by employing the 
Hungarian scheme. However, this method does not take NOMA 
systems in consideration and the performance evaluations focused 
only to present the average latency. 

In [11], the authors studied the resource allocation process 
when the periodic messages are not all at the same size in cellular 
V2X networks. They addressed an optimization problem for 
maximizing number of vehicles that can be allocated 
simultaneously without interfering each other. Then, they provided 
the same algorithm to solve optimization problem then evaluate its 
performance by increasing number of vehicles when a trade-off 
between range and density of vehicle is guaranteed. However, 
NOMA scenarios issue was usually ignored in design of the 
resource allocation algorithm. 

In [12], the authors developed a novel resource allocation 
scheme for Power domain based a cooperative multi-cell network 
by using the cellular mode. This algorithm aims to improve the 
spectral efficiency of the system and achieves the desired QoS. 
They assume a communication scenario for two pairs of users 
sharing the same sub-carrier to transmit their information, where 
the primary users characterized by delay-sensitive communication 
that requires stringent QoS exigency as well as the minimum 
transmission rate, share the same radio RB with the secondary 
users which support non-delay sensitive or elastic traffic and 
exploit the physical resources of the network in a best-effort 
manner. Successive convex approximation (SCA) method is the 
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best solution to solve general optimization issues, they adopt the 
successive convex approximation (SCA). Furthermore, they 
investigate the computational complexity of the designed approach 
and they compare our work with existing transmission methods 
based on Orthogonal Frequency Multiple Access (OFDMA). 
However, this approach does not hit the V2X links requirements. 

Some recent research has begun to explore efficient energy 
NOMA design were given in [13-16]. They presented a general 
overview of NOMA techniques and seek to optimize the power 
allocation problem in order to improve Energy Efficiency (EE). 
Then, they proposed a low complexity power allocation approach. 
However, those algorithms do not cover V2X links, traffic 
classifications and heterogeneous QoS requirements for each VUE 
link. 

In [17], the authors focus on the problem of clustering users in 
groups of different size, and assigning RB to each cluster based on 
Power-Domain (PD-NOMA) scheme. Clustering and RB 
allocation are performed as stated by Proportional Fairness (PF) 
technique with the main objective that obtaining high cell 
throughput, low complexity and guaranteeing NOMA relevance. 
The performance evaluation of the clustering algorithm proposed 
Relevant Clustering (RC) compared with two other algorithms 
named Ordered Clustering (OC) and Disparity Clustering (DC). 
However, traffic classifications such safety information for the 
V2X links is not considered in this algorithm. 

In [18], the authors improved proportional fair scheduling 
scheme for NOMA system, called a spectrum resource and power 
allocation algorithm with Adaptive Proportional Fair (APF) user 
pairing with low complexity. This algorithm aims to maximize 
system throughput and considers the fairness among UE by 
selecting the user pairing with higher priority expressed by the 
channel gain. For the optimizing the power allocation, they explore 
different power allocation schemes which focusing on the 
proportional rate constraint so as to ensure the best throughput 
performance. The limitation of this approach that does not 
considering V2X traffic classifications. 

In [19], the authors have addressed and investigated the power 
allocation problem in downlink Multiple Carriers Non-Orthogonal 
Multiple Access (MC-NOMA) systems for maximizing Weighted 
Sum Rate (WSR) by considering imperfect successive interference 
cancellation, in order to present an iterative power allocation with 
low-complexity algorithm. Moreover, they have presented a joint 
user scheduling and power allocation scheme for the MC-NOMA 
systems. The proposed methods can achieve an optimal WSR 
performance and user fairness improvement compared to OMA 
and other existing schemes. However, the system model only 
considered each sub- channel can be multiplexed by two users no 
user priority and service classification are treated. 

In [20], the authors investigated the benefits of 5G technologies 
based on NOMA to support massive connections services to group 
and assign the required sub-channel of the internet of things 
equipment.  To show how the quality of experience requirements 
of IoT links affect the needed number of physical RBs in real time, 
they developed a novel method to improve spectrum distribution 
and to control IoT links mobility by using Non-Orthogonal 
Multiple Access technique for autonomous vehicles. The designed 
solution aims to maximize throughput, to contribute QoS 

improvement and exploiting k-means grouping to reply to the 
dynamics of the system and minimize the complexity of re-
arranging NOMA clusters. The regrouping of IoT connections 
according to distance while considering the maximum supported 
devices by group. Therefore, they determined the requisite set of 
RB for each group of UEs based on the QoS requirement. However, 
IoT equipments are clustered without considering their type of 
traffic. 

In [21], the authors is introduced an over view on optimization 
problems of scheduling and NOMA approaches. They planned a 
novel scheduling and resource allocation scheme based on 
NOMA-enhanced cellular network for device-to-device (D2D) 
communications called Tree-based Search power allocation 
Algorithm (TSA). This scheme is compared and evaluated with 
several statistic models for user scheduling algorithms, users 
selection problems for the D2D communications underlying 
cellular network based on NOMA technology and power 
allocation strategies such as FRPA (FRactional Power Allocation) 
and FIPA (FIxed Power Allocation algorithm) where their mean 
objectives are mitigating computational complexity of the 
algorithm, increase network capacity, guarantying the QoS and 
maintaining a better system throughput. The simulation results 
clearly demonstrate the superiority of TSA compared with 
traditional algorithms. However, the proposed algorithm does not 
consider V2X links and traffic classification (ST and NST). 

In [22], the authors designed a new method entitled 
proportional-fairness based user pairing and power allocation 
algorithm for NOMA uplink transmission. This method is 
introduced to serve two scenarios: the first one is when user 
equipments are only distributed in the coverage area of the cell and 
the second one which is the more complex that is when the 
interference users are distributed outside of the cell. For scenario 
one, to optimize the problem they decoupled the User Pairing (UP) 
part and Power Allocation (PA) part. In the power allocation part, 
they classify the pairs of users by considering their channel 
condition and SINR constraint and they developed different power 
allocation techniques. While in the user pairing part, they designed 
a probability-based tabu search user-pairing algorithm (PTS). For 
scenario two, they carried out a prediction-based particle swarm 
optimization (PBPSO) power allocation algorithm with a low 
computational complexity to obtain a good proportional fairness 
performance under the constraints of outage probability. Then, 
they combine PBPSO and PTS to achieve high system 
performance in terms of average throughput and outage probability. 
However, this algorithm assigns the RB for the pairs of users 
independently of their type of traffic class. 

In [23], the authors investigated the global throughput 
maximization for two UE with timeliness transmission over fading 
channels for partial and full Channel State Information at the 
Transmitter (CSIT). This approach supports certain level of 
fairness and the minimum average throughput constraint. In the 
full case of CSIT case, the dynamic resource allocation method 
was optimally determined by using lagrangian dual decay, while 
in the partial CSIT one, the power allocation technique was 
proposed focused on investigative results. However, the limitation 
of this algorithm that does not takes into account the demanded 
QoS requirements for users and the traffics classifications. The 
simulation results are investigated with limited parameters setting. 
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In addition, the required bandwidth to enable ST V2X services in 
NOMA has not been studied.  

In [24], the authors are introduced an over view on the 
optimization scheduler problem joined with NOMA techniques. 
They developed and simulated some statistic models for user 
scheduling strategies and power allocation approaches which aim 
to achieve the different objectives as minimizing the 
computational complexity of the algorithm, satisfy the required 
QoS and obtaining a better system performance in terms of average 
sum rate and equity criteria. Also, they select Proportional Fairness 
(PF) and Round-Robin (RR) as a shared model of scheduling and 
NOMA techniques, to evaluate the optimization problem of power 
allocation for combined NOMA and round-robin scheduling 
scheme and proposing an optimization strategy for joint NOMA 
algorithms and Proportional Fairness scheduling which assure the 
required QoS. However, the proposed scheme doesn’t reflect on 
the V2X link environments and traffic classifications. 

The table 1 illustrates all the mentioned algorithms above. All 
related work mentioned above doesn't take charge the traffic 
classifications while seeking the throughput performance gain. 
Nevertheless, the benefits of V2X ST class at the road cannot be 
exploited successfully by these algorithms. Despite the existing 
literature, there is a lack of priority constraint-based scheduling 
scheme that marked the transmission ranking to each connection 
but it restricted just by the Channel Quality Indicator (CQI). In 
addition, diverse algorithms presented above didn’t balance cell 
throughput, equity index and take the system-level QoS for V2X 
links, new solutions must be provided. 

3. System model 
The used input and variable parameters are given below. 

3.1. System Model  

In order to evaluate our proposal work, we consider NOMA 
scheme consists of a single base station and N connected VUEs 
denoted by I = {1,....j,…,N}. We suppose that the number of 
available RBs in the cell is M where the resource blocks set U = 
{1,…i,…,M}. To assure the required capacity of the N vehicular 
connections, we suppose that PD-NOMA (Power-Domain NOMA) 
technique linking by the base station. NOMA is a scheme used to 
appreciate multiple accesses by utilizing power domain in a 
spectrally resourceful way and can schedule multiple vehicular 
user equipments in the same radio resource. This can be 
maintained by assigning dissimilar power levels to VUEs. 
Moreover, NOMA scheme is expected to allocate more power 
level to the VUEs with poor channel qualities. Denote the power 
of VUEj on subcarrier k by Pj,k, satisfying ∑ Pj,k ≤j ∈ N Pj

max , 
where Pj

max = P is the maximum power constraint allocated for 
VUEj. Therefore, we assume that N ≥ 2M for dense environment 
and each vehicular user assign to one RB in the same Transmission 
Time Interval (TTI) while the entire other not scheduled vehicular 
users are not allocated. In addition, we assume that the distribution 
and the position of links are supposed   random in the coverage 
area. 

To maintain the improvements of V2X link, radio resource 
allocation and Transmitter -Receiver selection are managed by the 
eNodeB in each TTI. 

Table 1: Comparison between different algorithms studied above 

 

Ref 

 
NOMA  
systems 

Throughput optimization  
Qos satisfaction 

 
Services 

classifications  ST 
/ NST 

 
Fairness 

Average Instantaneous 

[10] √ √    √ 
[11] √ √     
[12] √ √  √   
[13] √ √     
[14] √ √     
[15] √ √     
[16] √ √    √ 
[17] √ √     
[18]  √     
[19] √ √  √   
[20] √ √     
[21] √ √ √ √   
[22] √  √   √ 
[23] √ √  √  √ 
[24]   √  Only ST  

Table 2: Notations 

Symbol Description 
N  Connected VUEs. 
I Set of vehicular uses equipments.  
M Available RBs. 
U Set of resources blocks 
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PST, PMT, PIT  Percentage of safety, management and infotainment class of traffic. 
NST, NMT, NIT Number of active VUEs for each class of traffic. 
φ, ψ Set of safety and non safety VUEs.  
NNST= NMT+NIT Number of NST VUEs. 
Ć, Ŕ Set of ST and NST VUEs candidates that can be served to different resource. 

Pfactor The power level for VUE. 
H_ST Channel coefficient of safety VUE. 
H_NST Channel coefficient of non-safety VUE. 
thr_min_safety Minimum throughput for safety traffic requirement. 
H_safety Matrix contains the channel coefficient of safety VUEs. 

H_nonsafety Matrix contains the   channel coefficient of non- safety VUEs. 

 

 
Figure 1: PSA system model

Using NOMA system, the eNodeB superimposes the message 
waveforms with different assigned power level for its selected 
users. At the Rx, successive interference cancellation (SIC) 
schemes are employed to cancel multi-user interferences and each 
user detects its own signal. The receivers with higher channel gain 
apply SIC for signal decoding. Therefore, those the modulated 
symbols are subtracted and removed from the united data until the 
associated UE obtains the desired message [6].E.g., consider two 
Tx: VUEj1 and VUEj2 occupying the RBi in the current TTI 

transmitting to receiver VUEm satisfying   Pj1,k
(i) �Hj1,m,k)

(i) �
2

<

Pj2,k
(i) �Hj2,m,k

(i) �
2
, where Pjn,k

(i)  representing the transmit power of the 

transmitter VUEjn, n ∈{1, 2}. Hj2,m,k
(i)  presentes the channel 

coefficient of  the subchannel k which allocated for the vehicular 
user VUEjn in the RBi. The receiver VUEm deals the signal of the 
great channel condition VUEj2 as a noise, first, detects and 
remodels the signal of the inferior channel gain of VUEj1, then, 
exploits the SIC technique to cancel or withdraw the signal of 
VUEj1 which has the mediocre channel condition to get signal of 
VUEj2.  

Generally, the signal xk, transmitted by the eNodeB at a certain 
sub-band k is a simple power multiplexing of the symbols 
generated by the scheduled users. 

               xk =∑ xj,m,k j∈Nm = ∑ �Pj,k
(i)

j∈Nm sj
(i)                       (1) 

Denotes Nm={1 ≤ j ≤ N│max (SINRj,m
(i) )}: presents the set of 

VUEs inside receiver vehicular UE m’s communication range of 
interest. Pj,k

(i) is the power allocated to user j at sub-band k and Sj
(i) 

indicates the transmitted signal of Tx VUEj. 

The received signal vector corresponding to the time slot i can 
be defined by: 

                       Ym,k
(i) =  Hj,m,k

(i) xj,m,k +  nm
(i)  

                             = ∑ γj
(i)

j∈Nm . μj,k
(i)�Pj,k

(i)Hj,m,k
(i) Sj

(i) + nm
(i)  (2) 

where: 

γj
(i): Binary variable denotes that RBi is assigned by the BS to 

VUEj. 

μj,k
(i): Binary variable indicates that subchannel k is assigned by 

the eNodeB to VUEj. 

Hj,m,k
(i) : presents the channel coefficient of subchannel k 

between Txj and Rxm in RBi. 

nm
(i) : CN~(0,σ2) is the additive white Gaussian noise (AWGN) 

for reciever VUEm, and σ2 is the    noise variance. Furthermore, 
the channel gain can be defined as: 

V2X 
mixed 
traffics 

RB 
allocation 
Based on 
NOMA 
sharing 
between 

(ST_VUE, 
NST_VUE) 

 

RB allocation Services classification 

Safety traffic (ST) 

Non Safety Traffic (NST) 

Management traffic (MT) 

Infotainment traffic (IT) 

Pfactor calculation 

User scheduling 

Select a set of ST VUEs 
while guarantying their 
requirement in terms 
of throughput. 

Select a set of NST 
VUEs with higher 
channel condition 

 

 

Average 
Blocking 
Rate (ABR) 
and 

Throughput 
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             Hj,m
(i) =  G  . hj,m,k

(i)  . β . �dj,m
(i) �

−α
                                    (3) 

Denotes: 

G: Constant power gain factor implied by the amplifier and 
antenna. 

hj,m,k
(i) : Complex   Gaussian   variable CN (0,1) indicates the 

rayleigh fading. 

β: Shadowing fading. 

dj,m
(i) : Distance between VUEj and VUEm. 

α: Path loss exponent. 

3.2. Propagation Scenario 

Many covered propagation scenarios are detailed in [25] and 
[26]. It is indispensable to extend such modeling and measurement 
efforts to various environments that are also very important for 
V2X communications, mainly when safety applications are 
supported. Moreover, modeling a radio channel has been one of 
the most challenges in the mobile radio system design, and it is 
based on measurements specifically made for an intended 
communication system. Propagation models are the base for 
channel modeling, as they try to describe the way a radio signal 
changes during its travel distances from the Tx to the Rx and to 
mitigate interference. Also, radio propagation has a significant 
impact on the performance of cellular mobile radio systems due to 
increased data rate, bandwidth, mobility and QoS. 

Then more, the trajectory between the Tx and the R can differ 
from a simple Line Of Sight (LOS) to a line that is obstructed by 
mountains, buildings, or foliage, named Non line of sight (NLOS). 

The main characteristics of the radio channel - such as path loss, 
fading and time-delay spread and the parameterization vary from 
each scenario to an other one similar environments. 

The macro-cell propagation can be divided into two classes as 
urban macro-cell propagation and rural macro-cell one. As the 
surrounding building heights, the density of obstacles and the 
number of users is very high in urban area, the cellular network is 
more robust and complicated where one macrocell antenna serves 
many microcells and picocells to ensure a better service compared 
to rural area because of the presence of less buildings and obstacles 
in the area [26]. 

For our work, we focus on rural macro-cell and urban macro-
cell senarios with vehicles travelling on multiple lanes and on 
random position in the cell, including other pedestrians. Since we 
are considering the network-controlled allocation under 
independent Rayleigh fading channel and the line of sight (LOS) 
propagation properties of the vehicular networks, without loss of 
generality, we only incorporate the effect of the distance dependent 
path loss between the eNodeB and each VUE into analysis. 
Therfore, Path-loss models play an important role in the  design of 
cellular  systems  to specify  key  system parameters  such  as 
antenna heights, frequency, transmission power and so on. 

According to [26], The path-loss models are parameterized and 
controlled using results from a wide-ranging set of measurement 
campaigns, and they are extensively used and accepted.  

Path loss (PL) is a measure of the average radio frequency 
attenuation suffered by a transmitted signal when it reaches the 
receiver, after traversing a path of several wavelengths [25]. It is 
defined by: 

        PL=α*log10(d[m])+B+C*log10(fc[Ghz]/5)                  (4) 

Were, the fitting parameter α includes the path-loss exponent, 
B is the intercept, C describes the path loss frequency dependence 
and fc is the center frequency.  

However, the path loss frequency dependencies model used in 
our scenarios are defined below: 

PLRural[dB] = 40*log10(d[m])+10.5-18.5*log10(hBS[m])-
18.5*log10(hMS[m])+1.5*log10(fc*1e-9/5)                                 (5) 

PLUrban[dB] = 40*log10(d[m])+13.47-14*log10(hBS[m])-
14*log10(hMS[m])+6*log10(fc*1e-9/5)                                       (6) 

where, hBS and hMS are the antenna heights at the base station and 
the mobile station respectively. d denotes the distance between the 
Tx and the Rx. 

4. Proposed Algorithm  

This proposed technique aims achieve a higher cell throughput, 
consider the heterogeneity of VUEs channel gains and the equity 
criteria. This algorithm trys to increase the number of served safety 
V2X links in the cell while a minimum requirement must be 
guaranteed on terms of throughput and to maximize the average 
data rate of the NST VUEs. 

Our proposed algorithm named Priority -based Scheduling 
Algorithm for NOMA integrated V2X (PSA), can be considered 
as an assignment solution that aims to obtain an efficient and 
optimal spectrum allocation for VUE. Firstly, we begin by services 
classification, also, the incoming links of the VUE are  classifyed  
according to their types of services as: safety traffic  and non safety 
traffic . The NST is divited into two type of services as 
Management Traffic (MT) and Infotainment Traffic (IT). 

Then, we assign the physical resources blocks to the pairs 
VUEs which can occupy the same spectrum by taking into account 
the channel condition of the transmitters on each RB. The designed 
approach enhances the equity index in the processus of resource 
allocation among diverse VUEs class of services. In fact, if the 
selected VUE has already assigned to an RB during the current TTI, 
this one will have't another radio resource block in the same TTI 
while all the selected users are not served. This, at the same time, 
raises the spectral efficiency and the capacity  of the system inside 
the coverage area, and ensures a better compromise between the 
average throughput and the fairness index. 

Once, the RB allocation is performed, a power control process 
is used to treat the interference and minimize the binary error rate 
by calculating per each resource block the Pfactor that allows the 
safety user to obtain the needed throughput as well as maximizing 
throughput of the non-safety user, also, each VUE can attain on the 
allocated RB without minimizing its achieved throughput. The 
non-scheduled safety VUEs in the present TTI will be selected 
with the superior priority to be served for the subsequently TTI. 
The scheduling algorithm of our system is shown in Figure 1. 
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The mean objective of our proposed algorithm PSA is 
maximizing: the cell throughput, the number of served VUEs, the 
number of served safety VUEs, the sum rate of non-safety 
communications. We try to minimize the interference inter VUEs 
using the same RB by imposing a power constraint for different 
vehicular UEs. 

5. Description of the Proposed Algorithm  

In this part, we present more details for all steps of our 
proposed strategy. 

5.1. Step 1: Service Classification 

NOMA resource allocation schemes need to be designed to 
serve the ever-increasing number of vehicles that are connected for 
different services, such as safety features and passengers 
multimedia amenities.  

V2X services are  a real time traffics and arrive with strict 
exigency on throughput, reliability and latency. Also, we consider 
two types of service classes as Safety Traffic (ST) that imposes 
timeliness requirements, network scalability, and stringent 
reliability and refers to the case when the transmit signals need 
high QoS and requires to be selected almost momentarily in order 
to minimize road accidents, such as traffic condition warning, 
curve speed warning, vulnerable road user warning and emergency 
vehicle warning [27].  

The NST (Non Safety traffic) included two categories of 
services: MT and IT. The Management traffic required to be 
scheduled with most importance thanks to their significance which 
aims to enhance traffic flow by minimizing traffic congestion and 
travel time, examples traffic information and recommended, 
intersection management, regulatory speed limit and automated 
parking system [28]. 

Infotainment Traffics are characterized by the delay tolerance 
and provides convenience applications and comfort for VUEs to 
improve their driving experience, exemples media downloading, 
vehicle software update and data provisioning [28]. 

The idea of the first step is to sort the arriving vehicular links 
according to their type of service that are: ST, MT and IT. 

5.2. Step 2: User Scheduling 

Scheduler functionality is to allocate the RBs to the UEs 
according to their requested requirements and their radio 
conditions at every TTI. So, the available resources blocs are very 
limited and it has to be allocated with an optimal manner that 
highest cell throughput and equity index are ensured among all 
VUEs, applications or service classes. 

The system comprises two categories of V2X communications. 
Let φ={1…j,….NST} the set of Vehicular users with Safety Traffic 
(VST) and ψ={1…j’,… NNST} the set of VUEs with Non Safety 
Traffics (VNST), where {φ, ψ}∈ {I}. 

Moreover, the purpose of this step is: firstly, to select a set of 
VST by Ć ∈ {φ} while guarantying their requirement in terms of 
throughput. The idea is to search the combination (VSTj, RBi) 
where 1 ≤ j≤ NST and 1 ≤ i ≤ M, with the highest metric on the RBi. 
This metric expresses the channel gain between the VSTj, j ∈ NST 

and the receiver m on subcarrier k, denotes by �Hj,m,k)
(i) �

2
, which 

includes both small-scale Rayleigh fading and large-scale path loss. 

Secondly, to select a set of VNST by Ŕ ∈ {ψ} that will be 
shared the same RBiwith VST. The selection of VNST is based on 
the higher channel condition expressed by the estimated SINR 
which corresponds to the CQI (Channel Quality Indicator) index 
sent by the VNST to the eNodeB. 

Also, priority users scheduling considered as an important 
tasks to enhance the network performances in terms of aggregate 
sum rate and equity index before the resource allocation. 

5.3. Step 3: RBs Allocation 

The third step is designed based on NOMA  to maximize the 
aggregate throughput of the system by assigned the limited 
physical RB to pair of VUEs (VSTj, VNSTj’) selected in the above 
step. Exploiting the knowledge on vehicle positions and 
propagation characteristics at the eNodeB, this latter allocate the 
resources to guarantee the required quality of service and 
maximize the network capacity. Moreover, the proposed RB 
allocation method is divided on two processes. Starting with the 
RB allocation for ST communications which aims to allocate the 
candidate Ć ∈ {φ} safety users to different resource blocs and set 
a minimum requirement must be guaranteed for those. Then, the 
RB allocation for VNST candidate Ŕ ∈ {ψ} 

The proposed scheme offered superior priority to the safety 
links than others type of traffics because they can't tolerate delay 
and must be scheduled and served immediately without forgetting 
to taking into considiration the equity index. Moreover, in this step 
the scheduler checks if each VST has the minimum requirement in 
terms of throughput. In fact, if the VUE is’t satisfied, for the 
scheduler, this vehicular user is reselected to transmit for the next 
TTI. This allows us to maximize the served VUEs number by 
trying to give each one his requested requirement. The algorithm 
for RB allocation is summarized as following. 

Algorithm 1: RB allocation 
 
{Initialization}; 
// select the set B safety VUE candidates can be served to 
different resource blocs; 
Check each line of the matrix H_safety and calculate the 
matrix rb_acceptable_safety : if a single allocation is 
acceptable that is used (where an allocation can be used is '1' 
or can’t be used is '0'); 
at_least_one_allocated = true; 
 
While i=1 to N at_least_one_allocated do  
 at_least_one_allocated = false; 

 
 For  i=1 to all the vehicle of safety traffic  do 
  if sum(rb_acceptable_safety(i,:))==1 then 
   Find the best VUE candidate to be served at the 

rb_to_allocate;   
Select the best VUE candidate to be served at the 
rb_to_allocate; 
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Store the number of selected VUE corresponds to 
the index the rb_to_allocate which granting the 
minimum requirement in terms of throughput; 
at_least_one_allocated = true; 

  end 
 end    
End 

// Allocate the different RBs for the selected Ć safety 
VUEs. 
While sum(sum(rb_acceptable_safety(:,:))) > 0 do  
 Calculate H_safety matrix of the channel coefficient per 

each selected VUE at the rb_to_allocate; 
Find (ue_to_allocate,rb_to_allocate) = max h_matrix 
(ue_to_allocate,rb_to_allocate), with 
(ue_to_allocate,rb_to_allocate) ∈ Ć Χ U; 
Selecting the best VUE with highest channel gain;  
Remove the  ue_to_allocate  row from h_matrix; 
Assign rb_to_allocate to ue_to_allocate  ;  
Update U:  U = U \ { rb_to_allocate }; 
Update Ć:  Ć = Ć \ { ue_to_allocate }; 

End    
 

 
We define an indicator defined by a variable sj

i , (i∈M, j∈N) 
which indicates if the ith RB is assigned to jth VUE or not. 

 

 Sj
i = 

 

This step is designed to maximize non safety vehicular users 
throughput (for both management and infotainment VUEs) by 
prioritizing the users with good channel condition and not to starve 
others with bad channels condition. 

Specifically, the SINR at the receiver Rx with the highest 
channel gain which can cancel the interference is computed as: 

SINRj,k =
sj

(i)Pfactor
(i) Pρj,m,k

(i)

1 + ∑ (1 − PFactor
(i) )P ρl,m,k

(i)
l∈L n

l≠j

                                  (8) 

where Ln represents the subset of the interfered VUEs when the 
receiver m exploiting the resource block for the transmission. 

5.4. Step 4: Performance Evaluation 

To collect the benefits of the output of our proposed scheme, 
certain performance evaluations are need to be addressed such as 
cell throughput and average blocking rate. 

Algorithm 2 briefly describes this process. 

Due to the unavailability of radio resources, ABR is a typical 
constraint for VUE with safety traffic (VST) in PSA which aims 
to maximize served VST thanks to their high priority, great QoS 
requirement and due to better road utilization and surroundings. 
The average blocking rate is calculated as following: 

   ABR =  
Number of blocked transmitters

Total number of VST
                           (9)   

In this step we calculate per each resource block the Pfactor 
that allows the safety VUE to obtain the needed throughput and to 
maximize the sum rate of non-safety VUE at the same time. Indeed, 
the objective is to take into account power split between the two 
vehicular users which share the same RB to minimize the 
interference. 

The achievable data rate obtained from VUEj over sub-channel 
k at the RBi can be mathematically formulated as: 

Rj,m,k
(i) =  B_W log2 �1

+  
sj

(i)PFactor
(i) Pρj,m,k

(i)

1 + ∑ (1 − PFactor
(i) )P ρl,m,k

(i)
l∈L n

l≠j

�                                            (10) 

6. Simulation Results  

In this section, simulation results based on Matlab are 
presented and performed to demonstrate and validate the 
efficiency of the developed PSA schemes. We assume that the 
position and the distribution of vehicular users are randomly in the 

Algorithm 2: Throughput calculation 
 
For i=1 to N do  
 RBi is used by safety VUE then; 

Determinate the channel coefficient H_ST of the selected 
safety VUE; 
Determinate the channel coefficient H_NST of the selected 
non safety VUE; 
 

 If H_ST > H_NST then   
  % safety is the primary VUE that cancels the 

interference 
Calculete Pfactor;  
Pfactor= (N0/(P*H_ST))*(2^(thr_min_safety/Bw_rb)-
1);  
% N0:  Additive White Gaussian Noise (AWGN); 
 Calculate the throughput of safety VUEi; 
thr_user_safety=(Bw_rb)*log2(1+(P*(Pfactor)*H_ST/(P
*(1-Pfactor)* H_ST + N0))); 
Calculate the throughput of non safetyVUEi; 
thr_user_nonsafety= (Bw_rb)*log2(1+(P*(1-Pfactor) * 
H_NST / (P * Pfactor * H_NST+N0))); 

  

 else    
  % safety is the secondary VUE that cannot cancel the 

interference; 
Pfactor= (2^(thr_min_safety/Bw_rb)-1)*(P*H_ST+N0) / 
( 2^( thr_min_safety / Bw_rb)*(P*H_ST)); 
Calculate the throughput of safety VUEi: 
thr_user_safety=(Bw_rb)*log2(1+(P*(Pfactor)*H_ST/(
P*(1-Pfactor)*H_ST+N0))); 
Calculate the throughput of non- safety VUEi; 
thr_user_nonsafety = (Bw_rb)*log2(1+(P*(1-Pfactor)* 
H_NST / N0 )); 
 

 end    
end    

1         if RBi is used by VUEj 

                                                                                   (7) 

0         otherwise 
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coverage area for the current TTI. Simulation results provide a 
better insight of various issues i.e. average throughput, BER and 
fairness analysis. In addition, we vary the percentage of ST and 
NST services, we take as an example three scenarios that are 
mentioned in table 3where scenario 1 is oriented Non Safety 
Traffic (NST), scenario 2 is marked by equity of percentage of 
traffic and the last one is oriented Safety Traffic (ST), in order to 
evaluate the system performance and show that our algorithm is 
efficient and applicable for any scenarios. So the objective of these 
scenarios is to highlight the effect of the priority on the average 
blocking rate, the cell throughput and the equity index. Moreover, 
the performance results of the developed algorithm are compared 
with the conventional OMA based allocation which is detailed in 
[29] and some recent works for NOMA based allocation to 
demonstrate the benefits of our proposed approach. 

Table 3: Parameter setting 

Parameter Value 
Bandwidth 10 MHz 
Available resource blocks 50 
connected VUEs in the 
cell 

[100, 150] 

eNodeB in the coverage 
area 

1 

Transmitted power 15 dBm 
Number of VUEs  
allocated the same 
spectrum 

2 

TTI  1 ms 
 Scenario 

1 
Scenario 
2 

Scenario 
3 

Percentage of ST services 30% 50% 70% 
Percentage of MT 
services 

40% 30% 20% 

Percentage of IT services 30% 20% 10% 

The used parameters for simulation results are announced 
below  in Table 3. 

6.1. ABR Analysis 

ABR is an important Key Performance Indicators (KPIs) [30]. 
It is presenting the ratio between the number of blocked transmitter 
VUEs due to the limited spectrum and the total number of 
vehicular users defined for each scenario. Moreover, the average 
blocking rate achieved by the PSA algorithm was calculated by 
their average values for all scenarios and traced as illustrated in 
Figure 2. 

While increasing the number of connected vehicular UEs in the 
coverage area, the average blocking rate raises a little or will be 
perpetually starved in scenario 1 due to the limitation of radio 
resource blocks. We mark that the raise of average blocking rate is 
less important for safety traffic in scenario 1 than the others one, 
those explain that the RBs are assigned based on the type of traffic 
connections. Scenario 1 is oriented NST traffics, so the number of 
VST is less than the number of VNST. In addition, the main 
objective of the proposed approach is to maximize the number of 

vehiclar users served by assigning a physical RB to two VUEs and 
by giving more priority to the safety links which must be served 
immediately due to their timeliness requirement. In scenario 1 and 
2, the user with good channel condition can guarantee the 
minimum required QoS, has a superior priority to be scheduled 
while VUE with a mediocre channel gain waiting their access, 
which conducts to a equity problem and high latency. PSA aims to 
allocate multiple VUEs with diverse channel qualities 
simultaneously. Moreover, it can supply an enhancement by 
ensuring massive connectivity as indicated in Figure 2. 

6.2. Cell Throughput 

Maximizing average throughput is the principal goal of our 
algorithm. Figure 3 illustrates the performance of PSA scheme in 
terms of overal throughput for the three already mentioned 
scenarios versus the number of connected links in the cell. 

 
Figure 3: Average throughput analysis for NOMA (Rural Macro-cell) 

We show that the raise in cell throughput is more better for 
scenario 1 than for scenario 2 and scenario 3 which is less efficient. 
From the Figure 3, it is observed that the total throughput of the 
proposed algorithm gradually decreases when the number of VUEs 
increases. This is due to the large demand on resources blocs. Since 
the proposed algorithm cancels the waste of the RBs by updating 
the metric before each new allocation and by maximizing the use 
of available RBs. Indeed, the proposed algorithm achieve 0,9 
Mbps (scenario 1)  when the targeted active  VUEs in the cell is 

 
Figure 2: ABR analysis for ST communications 
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equal to 100. This scenario oriented to be NST, while this type of 
traffics needs a high throughput to provide desired QoS. On the 
other hand, scenario 3 is oriented safety traffic. Taking into 
account the type of communications, this increase affects the 
throughput because in real world scenarios not all V2X connected 
links are safety communication and not all VUEs are close to the 
base station. ST connections often requires stringent exigency as 
will as low latency and high reliability. Indeed, safety traffics 
representing small data packets compared to non safety traffics. 
For ST connection like control loss warning, pre-crash sensing 
warning, forward collision warning and queue warning, the short 
transmit packets have a size of 50-300 Bytes [31] [32]. Figure 3 
shows that the acheived throughput for ST can support several 
packets sizes. So,  PSA allows exchanging packets size along to 
120 Bytes when the average sum rate is equal to 0.9 Mbps. 
Moreover, the results satisfy the  recommendation which is 
imposed by 3GPP organization when the lowest message size is 50 
Bytes. 

Indeed, Figure 4 shows how the cell throughput varies 
according to the number of active connections in the coverage area 
for the conventional OMA.  

It’s obvious that overall throughput decreases when VUEs 
increases. From that, it is clear that NOMA outperforms OMA 
even in all scenarios, which verifies that PSA based on NOMA can 
attain a higher cell throughput than OMA which has a gap to the 
greatest attainable cell throughput due to it uselessness on active 
V2X links  selection. So, our proposed algorithm out performs 
OMA-based scheme due to a better resources allocation. 

This is because PSA effectively preserves user diversity by its 
RB allocation metric. Unlike OMA scheduler, NOMA can 
simultaneously ensure optimal use a huge number of VUEs as well 
as performing better QoS requirements. 

System model of our proposed algorithm does not consider 
only rural propagation scenario but also urban environment. Figure 
5 illustrates the average throughput varies with the number of 
connected vehicular users in the cell for urban macro-cell 
propagation scenario evaluated for three different scenarios.  

Urban macro-cell propagation will face much path loss due to 
various properties, such as diffraction, reflection, refraction, 
absorption, free space loss, coupling loss and aperture-medium 
compared to the rural macro-cell propagation. This is confirming 
that the average sum rate for rural macro-cell outperforms the 
urban macro-cell average throughput as shown in figure 5. 
Moreover, all propagation scenarios based on NOMA algorithms 
are much better compared to OMA one, which confirming the 
convergence and stability of our proposed algorithm and verifying 
that NOMA can obtain a higher system throughput than OMA. 

In addition, Figure 6 displays the system throughput of the 
developed resource allocation approach PSA compared with the 
attainable system throughput in [21] versus of the number of 
vehicular UEs in the system. Our algorithm is compared to [21], 
already detailed in related work section, because we find that this 
reference present the most high throughput compared to other 
studied related works. 

Tree-based Search power Allocation algorithm (TSA) can both 
solve the link selection problems, user scheduling and power 
allocation with a low computational complexity for Device to 
Device underlaying cellular network based on NOMA techniques 
to increase the average throughput [21]. 

For FIxed (channel-Independent) Power Allocation algorithm 
(FIPA), the set of users is sorted in the decreasing normalized 
channel gain order, the system reaches to assign more power level 
to users experiencing high channel qualities based on the fixed 
weighted sum of the instantaneous throughput [33]. 

For FRactional Power Allocation (FRPA), the transmission 
power control depends on channel condition variations among 
users. Respective users must be informed by allocated power 
through explicit control signaling, which differentiates this 
allocation from the fixed power allocation [33].  

For our proposed PSA algorithm and TSA defined in [21], the 
cell throughput increases with a varying speed that increasingly 
slows down due to increasing the number of connected VEUs in 
the system.  

From Figure 6, the increment of the average throughput, PSA 
is better than TSA and therefore outperforms the other three 
algorithms FRPA and FIPA. 

 
Figure 4: Average throughput analysis for OMA (Rural Macro-cell) 

 
Figure 5: Average throughput analysis (Urban Mcro-cell) 
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Figure 6 also clearly demonstrates the superiority of PSA that 
outperforms the compared scheme in terms of sum rate since the 
proposed algorithm takes into account the service classification 
and the channel gains of the respective non-orthogonally 
multiplexed VUEs. 

6.3. Fair Index 

 The developed solution focuses on priority management to 
serve users fairly and increase the number of served VUEs. 
Fairness is a key factor for evaluating the simulation results of 
scheduling and resource allocation schemes, its calculates the 
equity index among VUEs. As PSA aims to maximize the 
minimum achievable instantaneous data rate, this can ensure 
fairness among users. To measure the equity of the system, we 
exploite the well-known techniques, it is Jain’s fairness index [34] 
given by equation “(11)”. 

                      f(D1, D2, D3, … DK) =
�∑ DK

Ns
K=1 �

2

N ∑ (DK)2Ns
K=1

                      (11) 

where Ns  is the number of served VST users and DK  is the 
throughput of the Kth VST. 

We can observe on Figure 7 that the designed scheme has a 
good level of equity index for VST because it maximizes the use 
of the available RB between different V2X communications. 
Moreover, PSA tend to minimize the rate gap among scheduled 
users, thus maximizing fairness among them. Comparing with 
OMA algorithm, the proposed algorithm achieves not only higher 
system throughput but also better fairness between subscribers. 

It was shown that the fairness index of the proposed 
resource allocation scheme with NOMA system is higher than 
others paper [18]. The equity of all algorithms decreases when the 
number of connected links raises. The authors simulate this factor 
of performance with limited active connections in the system. This 
demonstrated that the proposed algorithm can ensure the best 
fairness performance by the different number of connected 
vehicular users comparing with resultas shown on [18]. 

Simulation results have illustrate that the proposed algorithm 
PSA has various proprieties that maintain remarkable 
enhancement in terms of  average throughput, Average Blocking 
Rate (ABR) and to guarantee fairness index between different class 
of VUEs comparing to the conventional OMA assisted relay 

scheme and some recent work for NOMA based allocation. 
According to [31] and [32], the simulation results guarantee the 
3GPP recommendation when the minimum small packet size is 50 
bytes. Hence, our proposed algorithm is capable to support 
variable packets sizes meeting the requirements imposed by 3GPP 
standard. 

7. Conclusion 

This paper, presents a novel scheduling and resource allocation 
approach named PSA for NOMA systems. PSA aims to maintain 
the highest average throughput by considering the heterogeneity of 
channels quality of each V2X link. The proposed work increases 
the number of served safety V2X links in the cell while a minimum 
requirement must be guaranteed on terms of throughput and 
maximize the average throughput of NST VUEs. The simulations 
results verify the optimality of our proposed algorithm in 
comparison with conventional scheme OMA that lack of caring 
fairness between vehicular users. The proposed scheme performs 
amelioration in term of throughput compared to other studied 
publication papers. A better compromise between cell throughput 
and fairness index has been achieved. As perspective for this 
research work, we plan to study the possibilities offered by 
Quanser platforms for reel environment implementation. In fact 
Quanser is an open-architecture system integrating plants with 
realistic dynamics sufficient for physically-relevant testing, real-
time computation, and modeling for rapid testing of algorithms and 
concepts in MATLAB/Simulink and LabVIEW environments. We 
can also adopt such improvement to optimize the proposed scheme 
in terms of complexity. 

References 

[1] A. Al-Dulaimi, X. Wang, C. Lin , “Machine‐Type Communication in the 5G 
Era: Massive and Ultrareliable Connectivity Forces of Evolution, Revolution, 
and Complementarity,” Wiley-IEEE Press, 2018, 
doi:10.1002/9781119333142.ch14. 

[2] Y. Han et al., “Periodic Radio Resource Allocation to Meet Latency and 
Reliability Requirements in 5G Networks,” IEEE Vehicular Technology 
Conference (VTC Spring), 2018, doi:10.1109/vtcspring.2018.8417636. 

[3] B. Di et al., “Non-Orthogonal Multiple Access for High-Reliable and Low-
Latency V2X Communications in 5G Systems,” IEEE Journal on Selected 
Areas in Communications, 2017, doi:10.1109/jsac.2017.2726018 . 

[4] Z. MacHardy et al., “V2X Access Technologies: Regulation, Research, and 
Remaining Challenges,” IEEE Communications Surveys & Tutorials, 2018, 
doi:10.1109/comst.2018.2808444. 

[5] A. Masmoudi et al., “A Survey on Radio Resource Allocation for V2X 
Communication,” Wireless Communications and Mobile Computing,  2019, 
doi:10.1155/2019/2430656.  

 
Figure 6: Average throughput analysis 

 
Figure 7: Fairness index analysis for ST connections 

http://www.astesj.com/


A.D. Trabelsi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1225-1236 (2020) 

www.astesj.com   1236 

[6] F.A. Giovanni, “An Overview of Vehicular Communications,” Future 
Internet,  2019, dio:10.3390/fi11020027.  

[7] B. Di et al., “V2X Meets NOMA: Non-Orthogonal Multiple Access for 5G-
Enabled Vehicular Networks,”  IEEE Wireless Communications, 2017, 
doi:10.1109/mwc.2017.1600414. 

[8] S. Rai et al., “Result Analysis of Efficient MIMO Framework for NOMA 
Downlink and Uplink Transmission based on Signal Alignment,” 
International Journal of Computer Applications 2018, doi: 
10.5120/ijca2018916907 

[9] A. Agarwal et al., “Performance analysis for non-orthogonal multiple access 
(NOMA)-based two-way relay communication,” the Institution of 
Engineering and Technology (IET Communication), 2019, doi:10.1049/iet-
com.2018.5641.  

[10] X. He et al., “Spectrum and Power Allocation for Vehicular Networks with 
Diverse Latency Requirements,” IEEE International Conference on 
Communications, Control, and Computing Technologies for Smart Grids 
(SmartGridComm), 2019, doi:10.1109/smartgridcomm.2019.8909694.  

[11] A. Bazzi et al., “Optimizing the Resource Allocation of Periodic Messages 
With Different Sizes in LTE-V2V,” IEEE Access, 
2019,  doi:10.1109/access.2019.2908248.  

[12] A. Nazari et al., “Resource allocation in power domain NOMA based 
cooperative multicell networks,”  the Institution of Engineering and 
Technology (IET Communication), 2020, doi: 10.1049/iet-com.2019.0624. 

[13] N. Glei et al., “Power Allocation for Energy-Efficient Downlink NOMA 
Systems,” international conference on Sciences and Techniques of 
Automatic control & computer engineering (STA), 2019, 
doi: 10.1109/STA.2019.8717240. 

[14] K. Huang et al., “Energy efficient resource allocation algorithm in multi-
carrier NOMA systems,”  International Conference on High Performance 
Switching and Routing (HPSR), 2019, doi:10.1109/HPSR.2019.8807992. 

[15] Z. Yuan  “Energy Efficient Power Allocation for Multi-carrier Non-
orthogonal Multiple Access (NOMA) Systems with Proportional Rate 
Constraints,” IEEE 3rd Information Technology, Networking, Electronic 
and Automation Control Conference (ITNEC), 2019, 
doi:10.1109/ITNEC.2019.8729390. 

[16] M. Zeng et al., “Spectral- and Energy-Efficient Resource Allocation for 
Multi-Carrier Uplink NOMA Systems,” IEEE Transactions on Vehicular 
Technology, 2019, doi:10.1109/TVT.2019.2926701. 

[17] M. Pischella et al., “NOMA-Relevant Clustering and Resource Allocation 
for Proportional Fair Uplink Communications,” IEEE Wireless 
Communications Letters, 2019, doi:10.1109/lwc.2019.2897796. 

[18] K. Long et al., “Spectrum Resource and Power Allocation With Adaptive 
Proportional Fair User Pairing for NOMA Systems,”  IEEE Access, 2019, 
doi:10.1109/access.2019.2908673. 

[19] X. Wang et al., “Low-Complexity Power Allocation in NOMA Systems 
With Imperfect SIC for Maximizing Weighted Sum-Rate,” IEEE Access, 
2019, doi:10.1109/access.2019.2926757. 

[20] R. Abozariba et al., “NOMA based Resource Allocation and Mobility 
Enhancement Framework for IoT in Next Generation Cellular Networks,”   
IEEE Access, 2019, doi:10.1109/access.2019.2896008. 

[21] J. Wang et al., “A Novel Resource Allocation Scheme in NOMA-Based 
Cellular Network with D2D Communications,”  Future Internet, 2020, 
doi:10.3390/fi12010008. 

[22] L. Chen et al., “Proportional Fairness-Based User Pairing and Power 
Allocation Algorithm for Non-Orthogonal Multiple Access System,” IEEE 
Access, 2019, doi:10.1109/access.2019.289618. 

[23] H. Xing et al., “Sum-rate Maximization Guaranteeing User Fairness for 
NOMA in Fading Channels,” IEEE Wireless Communications and 
Networking Conference (WCNC), 2018, doi:10.1109/wcnc.2018.8376949. 

[24] J. He et al., “Design and Optimization of Scheduling and Non-orthogonal 
Multiple Access Algorithms with Imperfect Channel State Information,”  
IEEE Transactions Vehicular Technology, 2018, 
doi:10.1109/tvt.2018.2869305.  

[25] METIS D1.4, METIS Channel Models,  ICT-317669-METIS/D1.4, METIS 
project, 2013. 

[26] WINNER II D1.1.2, Channel models, V1.2, 2008. 
[27] G. Dimitrakopoulos et al., “Vehicular Communications Standards, Current 

Technologies in Vehicular Communication. Springer, Cham, 2017. 
[28] C.M. Silva et al., “A Survey on Infrastructure-Based Vehicular Networks,” 

Hindawi Mobile Information Systems, 2017, doi:10.1155/2017/6123868.  
[29] A.D. Trabelsi et al., “Dynamic Scheduling Algorithm based on Priority 

Assignment for LTE-V2X vehicular Networks,” International Wireless 
Communications & Mobile Computing Conference (IWCMC), 2019, 
doi:10.1109/iwcmc.2019.8766632. 

[30] G. Cecchini et al., “Localization-Based Resource Selection Schemes for 

Network-Controlled LTE-V2V,” International Symposium on Wireless 
Communication Systems (ISWCS), 2017, 
doi: 10.1109/ISWCS.2017.8108147. 

[31] 3rd Generation Partnership Project, Technical Specification Group Services 
and System Aspects: Study on LTE support for Vehicle to Everything (V2X) 
services(Release 14) , 3GPP TR 22.885 V14.0.0, 2015. 

[32] 3rd Generation Partnership Project, Technical Specification Group Services 
and System Aspects; Study on enhancement of 3GPP Support for 5G V2X 
Services (Release 15) ,  3GPP TR 22.886 V15.1.0, 2017. 

[33] N. Otao et al., “Performance of Non-orthogonal Access with SIC in Cellular 
Downlink Using Proportional Fair-Based Resource Allocation,” 
International Symposium on Wireless Communication Systems (ISWCS), 
2012, doi:10.1109/iswcs.2012.6328413. 

[34] R. Jain, The Art of Computer Systems Performance Analysis, Wiley, 1991. 

 

http://www.astesj.com/
https://www.mdpi.com/1999-5903/11/2/27
https://doi.org/10.1049/iet-com.2019.0624
https://doi.org/10.1109/STA.2019.8717240
https://doi.org/10.1109/HPSR.2019.8807992
https://doi.org/10.1109/ITNEC.2019.8729390
https://doi.org/10.1109/TVT.2019.2926701
https://doi.org/10.1109/ISWCS.2017.8108147


 

www.astesj.com     1237 

 

 

 

 

Creativity in Prototypes Design and Sustainability - The case of Social Organizations 

Clara Silveira*,1, Leonilde Reis2, Vitor Santos3, Henrique S. Mamede4  

1School of Technology and Management, Polytechnic Institute of Guarda, Guarda, 6300-559, Portugal 

2School of Business Administration, Polytechnic Institute of Setúbal, Setúbal, 2914-503, Portugal 

3NOVA Information Management School (NOVA IMS), Lisboa, 1070-312, Portugal 

4INESC TEC, Universidade Aberta, Lisboa, 1269-001, Portugal 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 07 October, 2020 
Accepted: 04 December, 2020 
Online: 16 December, 2020 

 The role of creativity techniques in the design of prototypes is of particular interest given 
its potential for innovation. At same time, despite the efforts of decades in terms of policies 
and programs of action, humanity has not yet come close to global sustainability. 
Sustainability design must involve society and creatively employ all available knowledge 
sources for creating sustainable software. This paper proposes a prototype design 
approach rooted in employing creativity techniques, while being guided by the dimensions 
and principles of the Karlskrona Manifesto. This approach is applied to the development 
of a multidisciplinary aggregator for the optimization of social services. As a result. 
guidelines for the use of creativity in requirements engineering will be presented, as well 
as on how to include sustainability issues, namely the Sustainable Development Goals and 
the five dimensions of sustainability in the design of prototypes. 
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1. Introduction  

This work is an extended version of the paper [1] originally 
presented in 15th Iberian Conference on Information Systems and 
Technologies (CISTI 2020). 

The software industry has become extremely competitive. 
Often, a choice is made between multiple software systems that 
strive to meet the needs of users in the same application domain. 
Therefore, in order to be sustainable and grow in the market, a 
software product needs to differentiate itself from other similar 
products and captivate users with new and useful features. Given 
such context, the use of creativity techniques is a determining 
factor for those who develop software. In Grady Booch's opinion 
[2], the nature of the systems we build continues to change and as 
they cross collectively in our lives, we must take into account not 
only the technical elements of software development, but also 
human needs. The use of creativity techniques allows requirements 
engineers to deal with new problems and domains, unique 
contexts, new applications and a combination of existing methods 
and techniques [3], [4]. However, research on how the application 
of creativity occurs has been neglected. Various creativity 

techniques, such as Brainstorming, scenario generation and 
simulations, and ad hoc design can be used to support and promote 
creativity in the requirements engineering process [3]. 

The Karlskrona Manifesto [5] and other authors [6]-[11] gave 
visibility and increased awareness of the importance of 
sustainability in software and Information Systems (IS). 
Specifically, the Karlskrona Manifesto for Sustainability Design 
(KMSD) serves as a guide for designing and developing 
sustainable software systems. Thus, the study of sustainability in 
the area of software development and IS is of extreme importance 
in promoting good sustainability practices and the integration of 
the 17 Sustainable Development Goals (SDGs) defined by the 
United Nations [12]. 

This study aims to describe the Creative process and techniques 
to be used in the design of integrative prototypes for a Social 
Organization, taking into account sustainability issues and the 
SDGs.  

The paper is organized into five sections. After the 
introduction, the fundamentals and motivation for using creative 
techniques in the design of software prototypes are presented, as 
well as the principles of the Karlskrona Manifesto. Section three 
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describes the proposed approach. Next, section four presents a case 
of applying the approach to a social organisation as well as the 
proposal for a prototype in relation to the specificity of the 
problem. Finally, in the last section, the conclusions are presented,  
as well as the perspectives of future works, showing the spaces still 
open in the field of work development. 

2. Creativity and Sustainability Design 

2.1. Creativity in Requirements Engineering 

The field of software engineering, especially requirements 
engineering, is extremely creative. However, professionals and 
researchers seem to have different perceptions about creativity, 
making knowledge transfer difficult [13]. The types of knowledge 
that we find in the literature that impact creativity from the 
perspective of software engineers are classified as [14]: previous 
knowledge, analogies and dynamic knowledge.  

Prior knowledge ensures useful information about previous 
projects for the early stages of ideas generation. This background 
information provides a starting point or motivation to start with 
ideas for solving the problem. Analogies help software engineers 
create a link between two objects in the same or another domain 
and create new ideas. Dynamic knowledge refers to the knowledge 
embedded in the tools and available at any time. 

We also emphasize that knowledge itself is creative [15] and, 
therefore, should be encouraged to develop. Results from various 
experiments show that creativity during the design phase can be 
improved with the help of analogies [16]. Robert Sternberg [17] 
defines creativity as the ability to produce work that is 
simultaneously new (i.e., original and unexpected) and appropriate 
(i.e., useful and adaptable). 

It is also considered that the design of the prototype must 
contemplate aspects of creativity, including also the concern with 
the level of comprehensiveness of the information in face of the 
organizational reality. One concern focuses on the excessive 
coverage underlying duplication of information [18]. Such a 
situation can occur when there are duplicates in the individual 
sources. 

In this sense, prototypes must be created to stimulate the 
creativity of the actors. It may be useful to think about the possible 
causes of prototype coverage [18], when compared to the target 
population. Therefore, it is considered essential that a prototype is 
developed based on research, knowledge, analogies, creative 
techniques, sustainability factors and, ultimately, validated to 
answer if it works as specified [19]. 

Thus, given the specificity of the organization used in this 
study (of a social nature), it is considered that the purpose of a 
prototype [19], is to create a semi-realistic representation of 
something in order to be able to interact and be tested with end 
users. Its main function is to identify problems and opportunities 
for improvement long before implementation begins. As it is an 
agile and efficient method, prototyping will help to define and 
include more assertiveness in problem solving. 

Within the scope of the works related to the thematic area and 
considering the objective of the paper, practical works developed 
in organizational context are cited, ([1], [3], [4]). 

2.2. Sustainability Design for Software Development 

 The concept of sustainability is often extrapolated to software 
engineering with the KMSD [5]. The KMSD principles cover  
several  aspects of sustainability, serving  as a  point of reference 
and guide during the software design process [20].  

The KMSD manifesto appeared at the Third International 
Workshop on Requirements Engineering for Sustainable Systems 
(RE4SuSy), held in Karlskrona, Sweden. It is considered a guide 
to design and develop more sustainable software systems. The 
KMSD includes nine principles ( [5], [21]): 

• P1.Sustainability is systemic: Sustainability is never an 
isolated feature. Systematic thinking should be the main focus 
to include interdisciplinarity. 

• P2.Sustainability has multiple dimensions: Advocates the 
inclusion of the five dimensions (Table 1) in our analysis to 
be able to understand the nature of sustainability in any 
situation. 

• P3.Sustainability transcends multiple disciplines: 
Sustainability exceeds several disciplines, working on 
challenges from several perspectives. 

• P4.Sustainability is a concern independent of the purpose 
of the system: Regardless of the system's development 
context, sustainability must always be included. 

• P5.Sustainability applies to both a system and its wider 
contexts: Concerned with considering at least two spheres in 
the design of the system: the sustainability of the system itself 
and how it may affect the sustainability of the context of the 
entire system. 

• P6.System visibility is a necessary precondition and 
enabler for sustainability design: Concerned with sharing 
the vision of the system and its context in different 
perspectives and with the various levels of abstraction, 
allowing an informed choice. In this principle, it is important 
to cite the application of the SharedClearVision pattern [22]. 

• P7.Sustainability requires action on multiple levels: 
Consists of researching measures for sustainability that are 
considered the most effective way to intervene in comparison 
with other alternative actions. 

• P8.It is possible to meet the needs of future generations 
without sacrificing the prosperity of the current 
generation: Sustainability innovation can play a key role in 
defining present and future needs. Thus, it is possible to make 
options that benefit both the present and the future. 

• P9.Sustainability requires long-term thinking: Assess, in 
the long term, the possible impacts, costs and benefits of 
decisions made. 

The manifesto presents general and abstract principles as well 
as values of sustainability. The KMSD Manifesto also includes the 
dimensions (five) shown in Table 1. 

Table 1: Karlskrona Manifesto - Sustainability Dimensions [5], [21] 

Dimension Focus 
Human It focuses on the well-being of the 

individual. 
Social Refers to social issues like groups of people 

and organizations in a community. Social 
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responsibility, justice, job, and democracy 
are essential elements.  

Economic Economic sustainability aims at 
maintaining capital and added value. 

Environ-
mental 

The main mission of environmental 
sustainability is to improve the well-being 
of the person, protecting natural resources 
and ecosystems. 

Technical Concerned with the longevity of 
information, systems, their evolution, 
maintenance and innovation. 

 
The KMSD principles and commitments provide an overview 

of the various dimensions of sustainability and their relationships. 
In this way, we consider that they show the impact that concerns 
with sustainability can have in the design of an information system. 
We added a new vector, combining creativity with the various 
dimensions of sustainability, allowing to preserve the environment 
and achieve new technological innovations in social organizations. 

3. Creative Approach in Prototype Design 

In this section, we describe the creative approach used in 
prototyping within the framework of a more comprehensive 
methodology for requirements engineering. Among the various 
creativity techniques that can be used to support and promote 
creativity in the design of prototypes, the following were selected 
by the creativity expert [2], namely: Brainstorming, Brutethinking, 
Reversal and Ideabox. The selection of these techniques took into 
account the author’s accumulated experience in conducting 
workshops. 

Brainstorming is an idea generation technique, which consists 
of a meeting designed to encourage the full release of mental 
activity without restrictions. This technique works so well because, 
among many other reasons, "ideas call ideas". Other people's ideas 
are sometimes starting points for our best ideas [3]. 

The Brutethinking technique [3] is characterized by being a 
simple process, which develops in four stages: choosing a random 
word; choose things/elements associated with the randomly 
chosen word; force a link between the word and the problem and 
between associations and the problem; relate the ideas obtained 
and analyze them. 

The Reversal technique originates from the transformations 
that generate ideas. In some cases it is better to think first about the 
negative and then invert the negative, indicate "the worst" and then 
revert to "the best" [3]. One of the ways is double inversion: 
initially the reversal identifies the ways to make the situation worse 
by realizing what can aggravate the problem, instead of improving 
it. Then, you make an inversion again, identifying the paths that 
can lead to the improvement of the situation. 

IdeaBox is a tool that allows you to combine the parameters 
(characteristics, factors, variables or aspects) of a challenge (it can 
be a prototype) into new ideas. 

In the creative approach, it is proposed to integrate multiple 
existing paradigms, in which the creative contribution results from 
the integration and combination of different approaches that can 
interrelate, in the search for the integration, in a single proposal, of 
different forms of thought about a phenomenon [23]. On the other 

hand, still in the context of the creative process, it is essential to 
mention the importance of the characteristics of the creative 
product, the different views on the models of creative processes, 
the role of the field of application, the personal characteristics 
found in highly creative people and, finally,  the socio-
organizational aspects involved [24]. 

And we have to note that [23] the multiple views of creativity 
are complementary and not mutually exclusive. This suggests that 
future models of creativity can integrate different sources and 
diverse individual perspectives. The creative approach proposed 
here is included in a more comprehensive methodology [3] and 
focuses on the step "Understanding user requirements and 
sustainability factors", which aims to apply Brainstorming, 
Brutethinking and reversal creative techniques to: identify the 
requirements of the user in a process of seeking a creative and 
sustainable solution; interaction with stakeholders to identify their 
needs and find out what needs to be built. 

In this approach, existing applications and prototyping are used 
as a source for collecting and validating requirements. 
Sustainability principles and commitments are incorporated [5]. 
The preliminary list of requirements is drawn up, as well as the 
design of exploratory prototypes. In the analysis of prototypes it is 
proposed to use the Ideabox creativity technique. 

4. Prototype Design in Social Organization 

The Parish Social Center of the Parish of São Sebastião is a 
Social organization, founded in 1998 that develops strong 
intervention in the São Domingos Community (SDC). In his daily 
intervention integrates food distribution programs, monthly food 
aid (food products given by individuals and companies), 
distribution of clothing and hygiene products [25]. 

4.1. SDC Characterization 

The organization under study, previously presented, has been 
the subject of work in the thematic area, contributing to the 
optimization of established practices [7]. In this sense, a brief 
characterization of the SDC (Figure 1) is presented to frame the 
problem. 

 
Figure 1: SDC Characterization [7] 
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From the meetings between the Project Manager and the SDC 
Manager and also with the participation of the Software Architect, 
the organization’s current situation was made. The development of 
the project also had the online collaboration of the Requirements 
Engineer element. 

Figure 1 shows the various aspects that the prototype must 
include in Housing, Skills, Health, Training, Volunteering for the 
objective of Social Integration of the Citizen. 

In view of the problem under study and the specificity of the 
social organization under analysis, the team used the Brutethinking 
technique, in three iterations, to identify the problem, the main 
objective, the primary causes, the actors of the system and their 
objectives, the functional and non-functional requirements, 
creative and non-creative requirements. The Reversal technique 
was used to prioritize requirements. The team also used the 
techniques of debate and Brainstorming, in order to evaluate and 
review artifacts and solutions found. In order to aggregate the 
information underlying the organization's activity, Figure 1 was 
conceived in order to highlight the themes involved in a transversal 
logic of support to the citizen inserted in a community, which, by 
its nature, has the collaboration of several official entities. 

The development of the prototype for SDC was based on a 
multiple perspectives in order to describe each individual in the 
various components and taking into account the collaboration of 
several partners.The valence of volunteering has greater 
prominence (Figure 2) given the importance of collaboration / 
interaction of people in the community. 

 
Figure 2: Volunteering characterization 

Next, the other objectives and components of Figure 1 are 
characterized [26]: 

• Social Center - support to activities –  

o Objective: aggregating skills and knowledge, so that the 
Social Center can offer high quality and integrated services. 
The objective is to provide a platform to the various actors, 
enabling them to access certain SDC data, depending on 
their access profile; 

o Characterization: the platform will allow: managing citizen 
profile, volunteer members, health professionals; nursing 
treatments; medication, physical activities; sharing goods 
and resources; share vehicle and register availability on the 
platform for volunteering. 

• Official Entities – Partnerships 

o Objective: to list the entities with which they will establish 
partnerships, namely: parish council, health center, Public 

Security Police, Foreign Service and Borders. Collaboration 
with official entities will enable more effective responses to 
SDC people; 

o Characterization: the entity and the manager are identified, 
the mission, location, preferred contacts, 
partnership/protocol, association with other stakeholders 
are described. 

• Experience - knowledge kills - 

o Objective: an SDC member's life experience (or that of their 
caregiver), can be valuable information to enhance 
cooperation with the SDC. Each member's level of literacy 
is also important so that their skills can be developed, 
culminating in the sharing of knowledge; 

o Characterization: the things a person did throughout their 
life; the things they like to do and would like to do; the 
activities they would like to participate in: these can be 
assessed from one's life experience. 

• Resource/car sharing 

o Objective: to allow the sharing/donation of consumer goods 
or resources (equipment) and car sharing. Reducing carbon 
emissions and fuel consumption is promoted; 

o Characterization: application with resources and goods and 
availability; places and times to car sharing; 

• Health and well-being 

o Objective: the aim is to thoroughly characterize the health 
status of community members, to help with specific and 
necessary care; 

o Characterization: in the various health valences, the 
importance of aggregating by areas is emphasized: health 
situation, rehabilitation/physiotherapy, 
motricity/biomechanics, medical and nursing care, taking 
medication. 

The detailed characterization of the information previously 
exposed allows to present a multidisciplinary and aggregating 
vision in order to enhance the provision of services by the Social 
Center, corresponding to the expectations of its users. 

4.2. Prototypes 
The Social Center, as an entity that aggregates all information 

and considering the specificity of its mission and its social context, 
presents needs for collaboration with various entities.  

The exploratory prototypes that were presented were 
conceived using the creative approach, namely the following 
techniques: Brainstorming, Brutethinking, Reversal and Ideabox. 
The following principles of the KMSD (described in section 2.2) 
have also been incorporated: P1; P2; P3; P4; P7 and P9.  

Figure 3 shows the exploratory prototype for the main aspects 
of the Social Center. The prototype multidisciplinary enhances the 
aggregation of information. The project aims to define an access 
profile considering data protection concerns within the National 
Data Protection Commission, an entity that regulates citizens' 
access to and data protection in Portugal. Figure 3 presents as one 
of its components Partnerships representing the various entities 
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involved in the process, namely the Foreigners and Borders 
Service in order to support the organization of the process of 
inhabitants residing in the SDC district. The partners' name is also 
relevant in this context is social security since there is a regulatory 
and legal framework in Portugal that enhances the analysis of the 
economic and professional situation of citizens and families in 
order to enhance the creation of subsidies, namely the Social 
Income of Insertion. In this context, the prototype is of particular 
interest since it aggregates the information in various valences for 
each citizen and his family. 

 
Figure 3: Main menu prototype 

The Social Center São 
Domingos includes a low-level, low-economic community, 
mainly made up of elderly people with low economic levels, as 
they are retired people from the manufacturing environment. 
However, SDC also includes families with adolescents and 
children with economic needs. Thus, the creation of a prototype 
of this nature can enhance the centralization of community 
information in order to allow the delineation of support strategies. 
Figures 4 present prototypes for Citizen Profile.  

 
Figure 4: Prototype Citizen Profile 

The Citizen Profile characterization aims to collect and keep 
up to date a set of information referring to each citizen and his 
family in order to aggregate the various valences. Thus, it is 
intended a comprehensive characterization with regard to personal 
data in order to support the various sharing of information in order 
to create better living conditions. The medication and Health 
Problems includes the valences of improving the health care of 
each person, but also knowing the medication necessary to each 
person in the sense that in case of need the Social Center São 
Domingos provide its acquisition. Another of the concerns of the 
Social Center São Domingos is the mobility and conviviality of 
the elderly in which the Life Experience is an appeal to the sharing 

of knowledge promoting initiatives that allow to enhance the 
enormous knowledge of the elderly with other elderly and younger 
age groups through the organization of workshops and other 
events. Another aspect of the project focuses on recording in detail 
the Academic and Professional Training in which the practical 
experience of each one is emphasized by fostering this sharing 
through events. This need and also willingness to collaborate and 
explore the accumulated knowledge has allowed the create of 
availability for volunteering since it allows the taking of older 
people from home, enhances collaboration among community 
members increases the feeling of being useful and actively 
contributing in their community. Sometimes this collaboration is 
carried out in exchange for perishable and non-perishable goods 
increasing also of this were the resources of the family. 

The regard to Volunteering - Actions to be promoted - it 
includes the concerns of involving SDC citizens in concrete 
voluntary actions. Particularly about the elderly, the objective is to 
enhance the coexistence and sharing of knowledge. The aspect 
willingness to receive volunteer support is carried out in actions 
such as: small reparations in housing, receiving non-perishable 
goods or other needs that are identified. In view of the 
sustainability concerns that are intended to be fostered, it is 
considered that in this context and in view of the specificity of the 
SDC Sharing – Resources/Vehicles has a view to promoting 
sustainability by appealing to the implementation of SDGs 
practices, in particular with regard to the re-use of resources and 
optimization of car sharing. Regarding Activities - Health and 
Well-being is intended to promote mobility and active life, as well 
as to have assertive monitoring particularly with regard to the 
senior population. 

4.3. Discussion 

The characterization of the SDC is of particular interest in the 
sense of having the opportunity, within the scope of a partnership, 
to study a community in order to test the applicability of the 
creative approach, contributing to the design of the prototype to 
meet the needs of the organization, although innovative and 
appropriate. 

The prototype underlies the feedback from the team that 
includes the SDC manager. The creativity techniques 
Brutethinking, Reversal and Brainstorming were considered 
adequate for the design. The application of creativity techniques 
and the incorporation of concerns about sustainability allowed the 
inclusion of new services: car sharing; resource sharing; take 
medicine; volunteering; prototype integrating several valences and 
entities. This corroborates with the authors, in which the 
involvement and decision of the interested parties in the software 
project is an integral part of the constructions of software for 
effective use. 

It is considered that the proposed prototype is an aggregator of 
information based on a multidisciplinary approach allowing the 
collaboration of several entities taking into account the specificity 
of intervention of each one so that the Social Center provides a 
more complete and integrating service.  

In terms of sustainability concerns, it is noteworthy, for 
example, that volunteer actions allow contributing to SDGs as 
shown in Figure 5. 
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Figure 5: SDGs in the context of volunteering (adapted from [12]) 

The main contributions to the SDGs are highlighted [12]: 

• SDG 4: The prototype under development aims to enhance the 
participation of young people from the Community of São 
Domingos to the extent that by getting involved in the various 
activities they acquire relational and technical skills in the 
context of their collaboration, even promoting their 
participation as entrepreneurs; 

• SDG 5: The aim of this area is to promote women's 
empowerment by advocating a set of initiatives. A set of 
strategies have already been delineated, including short 
courses on the use of ICT and a financial education course in 
order to raise women's awareness of the importance of 
assertive management suggesting in this context the use of 
ICT to control expenditure; 

• SDG 10: The Community of São Domingos has as its strategy 
inclusive policies given the multicultural provenance of its 
inhabitants. In this sense, it organizes social events serving the 
various cultures and religions existing in the neighbourhood. 

• SDG 11: The Community collaborate in promoting efforts to 
protect the world's cultural and natural heritage organizes 
events;  

• SDG 12: Aiming to promote sustainability policies, the 
Community of São Domingos promotes the distribution of 
non-perishable goods: clothing, specific health equipment 
such as wheelchairs and articulated beds and furniture. The 
Community not only aims to contribute to the well-being of 
its inhabitants, but also to promote the re-use and recycling of 
goods; 

• SGD 14: Given its geographical location, the Community of 
São Domingos organizes awareness-raising actions about 
pollution mainly regarding the Sado River. 

It should be noted that the SDGs cannot be analyzed in 
isolation, since the improvement of one SDGs will have a positive 
and/or negative impact(s) on another SDGs [27]. Integration adds 
valuable knowledge that can help society meet the SDGs [28]. 

5. Conclusions 

This work presents a proposed approach to the design of 
prototypes using creativity techniques. It includes a study of a 
social nature, which contains a set of assumptions that constitute a 

challenge. Throughout the development of the work, conditions 
were created for the application and validation of techniques, 
namely in the field of creativity in IS. In this sense, Brainstorming, 
Brutethinking, Reversal and Ideabox techniques were applied. 
Another technique applied in the work was collaboration, where 
software engineers shared their ideas and thoughts with others. 
They build on each other's ideas and provide constructive 
feedback. In this way, it was possible to fill the knowledge gap of 
each one, creating a group. On the other hand, the principles of the 
Karslkrona Manifesto have already been applied in several areas 
[11], [27]-[31]. 

In this research was possible to apply the theoretical references 
mentioned to study a real problem, proposing an integrative and 
multidisciplinary solution in order to enhance the activity of the 
Social Center in the São Domingos Community in order to provide 
better services to its community. 

As discussed in section 4.3, the results obtained show that 
creativity techniques can play an important role in transforming of 
existing Information Systems, bringing innovative and unexpected 
solutions, which without removing functionality or performance 
from Information Systems can make them more sustainable.  

Therefore, in this context, the understanding that there is an 
important role to be played by creativity techniques in promoting 
SDGs and contributing to the development of more sustainable IS 
is reinforced. 

The process was applied in another context [26] and a 
significant contribution was perceived in the field of sustainability, 
in the areas: social, individual, economic, environmental and 
technical [7].     

As future work prospects, the case of the chosen Social 
Organization will be replicated in other communities/institutions 
in order to contribute to their sustainability. Also, the development 
of an application to make available to the Social Center is 
recommended, underlying concerns of a graphic nature, screen 
design, usability and accessibility. In this sense, solutions are being 
studied that address the specificities and constraints, particularly 
financial constraints implicit to social organizations.  Thus, the 
choice of the platform for the development and hosting of 
information, licenses and maintenance are concerns about the 
importance of keeping the solution in full operation over time. For 
the validation of the application we´ll use inspection techniques, 
usability tests and accessibility.  
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 This research presents an effectively autonomous method that can save time and increases 
productivity for an assembly line in industry by using a 6DOF manipulator and computer 
vision. The objects are flat, aluminum type and randomly stacked in a box. Firstly, 2D color 
image processing is performed to label the object, then using 3D pose estimating algorithm, 
the surface normal, angle and position of an object are calculated. To reduce the burden 
time of 3D pose estimation, a voxel grid filter is implemented to reduce the number of points 
for the 3D cloud of the objects. As known the 3D image object was obtained by camera in 
bin often involves both heavy noise and edge distortions, so to prepare for the assembly a 
manipulator will pick and place it at sub position then a 2D camera is used to estimate the 
pose of the object correctly. Through implement experiment, the system proved that it is 
stable and have good precision. Installing time and maintaining is fast and not complicated. 
It is applicable in production line where mass product is produced. It is also the good 
foundation for other deep researches. 

Keywords:  
Bin picking 
Computer vision 
Industrial Robot 
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1. Introduction 

For many reasons, such as people, productivity, management 
and working environment; the robots gradually replace the people 
to carry out the tasks flexibly, accurately and safely. The tasks such 
as assembling and disassembling a machine part, arranging large 
quantities of goods requiring a lot of effort. In addition to exposure 
to hazardous environments, the risks of machinery such as billet 
cutting machines, corrugated iron stamping, turning, heavy 
chemical containers, grippers and leveling of embryos when 
welding can be dangerous to humans. Therefore, the participant of 
intelligent robot is indispensable because The robot can recognize 
the surrounding environment and objects correctly by the sensors 
as well as very high performance. Currently, there are many 
researches in the world about automatically supplying embryos in 
the factory or especially the task of picking up objects occluded 
each other inside a bin and placing it in the assembly area or 
welding. This task is called "Bin Picking". Casado and Weiss 
proposed method to apply algebraic relations between the 
invariants of a 3D model and those of its 2D image under general 
projective projection for estimating object 3D poses [1-2]. 
However, because of the occlusion, pose estimation using 2D 
image matching only works when their poses are limited to a few 
cases especially in automatic random bin-picking systems. Ban 

and Xu et proposed a laser vision system consists of using a 
projector and a fixed camera to project vertical and horizontal 
lines, thereby using the camera to determine the X, Y, Z coordinate 
and direction of objects to pick [3-4]. Chang recommended 
attaching a laser and projector on the hand of the mobile device to 
reconstruct the 3D image of the workspace and objects [5]. 
However, the system [3-5] has limited speed because it requires 
waiting times for projector operating and also of process complex 
images. Recently, the work has been done to use the stereo vision 
system to view the work area and to calculate the position and 
normal vectors of the gripping objects or using both stereo vision, 
projector and CAD models to determine the position and 
coordinates of the object to be picked up in a box [6-9]. However, 
CAD models of objects in actual production are often not provided. 
Recently, the structured-light vision system and Point cloud are 
also recommended as Schraft proposed an algorithm to calculate 
the position and coordinate of the object based on the structure 
light system and a sample point cloud [10]. After obtaining 3D 
working area point cloud the system will compare with the sample 
point cloud to determine the location of an object. The system has 
the disadvantage that the model points must be saved at first as a 
data system so the algorithm will take a lot of time to compare with 
this sample data point cloud. More over the database will be huged 
and complicated. Bousmalis [11] and Mahler [12] use the learning 
method to identify the object to be picked, but the algorithm is 
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limited because the object is randomly stacked, so the objects can 
overlap each other [11-12]. When the algorithm performs learning, 
it will also learn the black overlap region, so the amount of data 
learned is very large and when performing the pick-up, the robot 
will have a lot of difficulties due to these black shadows data. Over 
past decade, deep machine learning has also been applied to object 
recognition such as Tuan which uses large data collection and 
neural network to identify and take rectangular objects in 
containers [13]. Chen re-modeled the 3D object to be picked up, 
simulating and training the position and gripping position of the 
object to be picked [14]. However, the technique of [13-14] need 
to be retrained the database if using other objects and training data 
is very large. 

This research is different from discussed above. A Kinect 
sensor, in addition to returning the location data of the pixel, also 
produces the color of each location, so combining the location and 
color data will improve the algorithm accuracy. Firstly, all the 
point cloud information consists of pixel location and its RGB 
image are converted to 2D image for labeled data and then 
converted again to point cloud data. Secondly, the 3D pose of 
object is roughly estimated. The data is then transmitted to a 
Manipulator to perform a grasping task. The object will be placed 
on the V-groove and the system uses a 2D camera to process the 
image to refine the object’s pose. 

2. Segmentation 

2.1. 2D image processing 

 Watershed is an algorithm used in image segmentation [15]. 
Algorithms are popular in fields such as biomedical and medical 
processing, computer vision. Firstly, due to the high density of 3D 
data acquired from Kinect, the location of point cloud inside the 
registered range are kept by using pass-through filter algorithm. By 
using filer algorithm, the number of points in cloud reduced from 
307200 points to about 30000 points. After filtering, all the point 
cloud information consisting of pixel location and its RGB image 
are converted to 2D image. The canny and the distance image 
transform algorithm are applied to find the contour of the object. 
After that the watershed algorithm is applied to label object. The 
labeled objects contained pixel locations and labeled colors are 
then converted back to 3D point cloud data as shown in Figure 1. 

 
Figure 1: Watershed algorithm and colors assigning to Point cloud. 

After objects are labeled, the data remains as unorganized 
objects data and will be segmented into each planar surface which 
represents for object cloud called cluster. 

2.2. 3D image processing 

When using 3D devices, the collected data often appears to be 
hovering and not in any plane. These points usually appear near 
the interface between surfaces, or near the edges of an object and. 
These points need eliminating, so the outlier filter is applied by 

considering the number of neighbor points K and the radius R of 
each point. If any point in point cloud whose number of neighbors 
in sphere of radius R is not greater than a threshold number, that 
point will be removed from point cloud. After that normal vector 
and the cluster segmentation are calculated. Normal vector is the 
most important point feature that distinguishes between different 
3D cloud. the normal vector is the normative vector of a plane 
estimated from a given set of points. The problem of determining 
the normal to a point on the surface is approximated by the problem 
of estimating the normal of a plane tangent to the surface. To 
determine a plane equation in space, it is necessary to determine 
an x point in that plane and its normal vector n  . The point x is 
determined by focusing on nearby points. 

 
1

1 k
ii

x p p
k =

= = ∑  (1) 

As discussed in [16], the solution for n   is given by finding the 
eigenvalues and eigenvectors of covariance matrix  3C R∈  of kP  
with: 
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k

ξ
=
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The eigenvectors jv  form an orthogonal frame, corresponding 
to the principal components of k

iP  

 , {0,1, 2}j j jCv v jλ= ∈
   (3) 

If 0 1 20 λ λ λ< < < the eigenvector 0v  corresponding to the 
smallest eigenvalue 0λ . Therefore the approximation of n  is 

{ , , }x y zn n n n=
  or n− . The calculation of the normal vector at the 

center will have errors, so to increase the reliability for the 
estimated vector, the maximum allowed error between the normal 
vector at the center and the normal vector at the adjacent point 
satisfy the following conditions: 

 cos( )xi x iar n nθ =
   (4) 

Through conducting experiment, the xiθ = 5 ° is found to be 
appropriate. 

Although the Kinect was placed perpendicular to the bin, the 
barrel edge point cloud still existed and connected to the real object 
in the bin formed an unexpected object in bin. When calculating 
the normal vector, the program will consider the barrel edge and 
the object are one object then the normal vector calculation and the 
position of the real object are not correct. Therefore, based on the 
normal vector, it is possible to separate the sides of the barrel with 
the idea that the angle between the two normal vectors on the side 
and the bottom edge will be larger than threshold value α. From 
experiment, the angle α = 500 is appropriate. The results are shown 
in Figures 2 and 3. 

The Euclidean clustering algorithm basically used to segment 
cluster and based on their neighbors [17]. Therefore, to estimate 
the normal vector to recognize that they belong to one plane, the 
Clustering procedure are through the following steps: 
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Figure 2: Normal vector of points 

 

 

 

 

 

 

Figure 3: Image before and after removing barrel edge. 

• Normal calculation of point cloud. 
• Apply Kd-tree algorithm by define radius searching to find 

nearby points. 
• Create list of cluster C and list of points to handle L. 
• For every point ip  in P, do the following step: 
• Add ip  in to L 
• Search the list of neighbor n of ip  within a sphere of radius r 

using kd-tree algorithm. 
• For every neighbor in , check if point exists in L. If it exists 

we skip to the next neighbor, otherwise we apply the 
following check. 

• Calculate the angle between 2 point ip  and its neighbor in  

 cos( , )ij l la p nθ =
   (5) 

• Determine the color difference of 3 channels R, G, B of 2 
points: 

               p n p n p nR R G G B B− + − + − < Threshold (6) 

• if  the point ip  and its neighbor in satisfies (5) and (6) then 
add in to L, otherwise skip to the next neighbor. 

• After checking all the points in L, put L into C and reset L. 
• If the number of points in the cluster are in the range 

(Min_clust, Max_clust), it will save the cluster. Among the 
cluster that meet the conditions of color, normal, size, the 
cluster will be selected if it has the highest height as shown in 
Figure 4. 

 

 

 

 

 

Figure 4: Image before and after extract cluster. 

In Figure 4, the area circled to the left is the cluster having a 
smaller number of points than the Min_clust. Therefore, they were 
removed. Finally, the result is shown on the right with the green 
cluster which has the highest height. The robot will use this cluster 
to calculate the position and direction. 

3. Manipulator and camera calibration 

Because it is hard to determine the position of the camera 
coordinate that corresponds to the coordinate of the manipulator; 
therefore, using the method of measuring the distance from the 
manipulator to the camera will not give accurate results. Therefore, 
this research uses intermediate positions with known coordinates 
in both camera coordinates and manipulator to find transfer 
matrices. Suppose we have any point M in 3D real space, the 
coordinates of this point M in the camera coordinate system is 
denoted CM  and in the robot coordinate system is RM , then we 
have the formula to transfer coordinates from the camera 
coordinate system to the robot coordinate system as follows: 

 R CM RM T= +  (7) 

Where R is a rotation matrix and T is the translation matrix 
containing the translational vector from the robot origin to camera 
origin. If [ ]TRM X Y Z= and [ ]TCM x y z=  then (7) becomes:  

 
 
 
 
 

 
 (8) 
 
 
 
From (8), there are 12 variables to find, so it is necessary to have 

12 equations corresponding to 12 variables, each point coordinates 
can only provide 3 equations so we need to take 4 points to be able 
to find two matrices R and T. After getting the necessary points, 
the system is solved as linear equation   

 
 A = BX  ⇔ X = B-1A (9) 

 
With Kinect cameras, both 2D and depth images have a 

resolution of 640x480 and each pixel in 2D images corresponds to 
a point obtained from the depth camera. Kinect's true coordinate 
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system is defined to coincide with the color camera's coordinate 
system, so when the pixel coordinates of a point in an RGB image 
are obtained, the x, y, and z values of that point can be retrieved in 
the camera coordinates. So, the method to get coordinates is as 
follows: Use the Hough Circle algorithm to determine the center 
of a circle. From the pixel coordinates of the center of the circle in 
the color image, the center of the circle  in the camera coordinate 
system is retrieved as shown in Figure 5a. Then, use the Teach-
pendant to control the manipulator's head to the center of the circle 
to get the coordinates of this point in the robotic coordinate system. 
The work head needs to be small enough to increase accuracy 
Figure 5b. The data table of this process and error checking are 
shown in Table 1 and Table 2 

 

 
(a)                                                     (b) 

Figure 5: (a) Coordinate from camera, (b) coordinate from robot 
 

Table 1: Coordinates from camera and robot 

Point Camera Coordinate 
(mm) 

Robot Coordinate 
(mm) 

1 -11.238; -95.1482; 798 298.218; -339.686; 0.0484 

2 64.4799; -101.508; 680 289.673;-419.271; 120.996 
3 -35.7193; -88.948; 746 307.759 -314.414 50.322 
4 22.9576; 28.523; 741 427.611; -374.943; 51.3479 

 
Table 2: Calibration error checking table 

Camera coordinate 
(mm) 

Robot coordinate 
(mm) 

Absolute error (mm) 
X Y Z 

48.2097; 15.5754; 
790 

414.531; -399.18; 
1.72738 

0.08498 1.2113 1.3723 

-5.20496; 33.4604; 
792 

432.75; -344.522; 
1.66852 

0.7737 0.7121 2.4602 

-29.8731; -62.924; 
677 

330.144; -319.86; 
119.984 

1.9182 2.0250 0.3202 

14.6488; -16.0439; 
743 

378.403;-367.813; 
51.472 

2.4365 1.1975 0.2991 

Mean error (mm) 1.3033 1.2865 1.1130 
 
After identifying separated object, object is grasped and placed 

on the V-groove and there are eight case of placing as shown in 
Figure 6a. Since it is placed on a notched groove, the position of 
the object just changes along the axis of the groove. To determine 
the position O for grasping, it is only necessary to determine the 
coordinates of one point called the key point on the object as shown 
in Figure 6b and then using the dimension of the object to calculate 
the O position. 

 
 
 
 
 
 
 
 

              (a)                                                         (b) 
Figure 6: (a) eight cases placing on V-groove, (b) Key point and grasping point. 

 
To determine the key point, Firstly, the template matching 

algorithm are performed then the Hough Line detection applied to 
find the line equation. Then based on line equation, the intersection 
point coordinate of each two lines are calculated. By combining 
each case result of template matching and calculated points, the 
appropriate coordinate of the key point is determined.   

     
4. Experiment 

Working space for experiment includes one RGB-D camera 
fixed above the working space, a monocular camera 2D attached 
at the end effector of Manipulator, the 6DOF Nachi Manipulator 
and pneumatic suction cup with maximum 1 kg payload and the 
V-groove for fine tuning location of object as shown in Figure 7. 
The 3D Camera is the Microsoft Kinect v1 with a resolution 
640x480 combined with 2D camera Logitech. Both of them are 
parallel fixed with table surface having rectangular box objects. 
The specification of computer is: Laptop, RAM 16GB, Core I7, 
CPU 3.1GHZ. Six objects, representing for six random cases, are 
aluminium type and randomly stacked inside the box. They will be 
picked up and put at registered position. 

 

 

 

 

 

 

 

 

 

 

Figure 7: Experiment apparatus 

By using 2D and 3D image processing discussed above, the 
positions of the objects are calculated as shown in Fig.8. The 
cluster having the highest height, green colour, is chosen to be 
grasped  

Grasping 
point

Grasping 
point

Grasping 
point

Bin

V-groove

Registered 
place

Kinect

Camera

http://www.astesj.com/


L.D. Hanh et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1244-1249 (2020) 

www.astesj.com     1248 

 
 
 
 
 
 
 
 

Figure 8: Image processing procedure  

After having the coordinates and directions of object in the bin, 
the manipulator will perform the grasping task and then place it on 
the V-groove for the fine-tuning step Figure 9. After placing the 
object in the V-groove, the robot will use the second monocular 
camera to take the image to find the location and side of object to 
be picked Figure 10. Then the robot will put it to the registered 
position as shown in Figure 11.  

 
 
 
 
 
 
 
 
 
 
 

 

Figure 9: Process of grasping the object in the bin and putting it on V-groove  

 
 
 
 
 
 
 
 
 
 

 
Figure 10: Process of grasping object on V-groove and putting it at registered  

 
 
 
 
 
 
 
 

Figure. 11: Finding the key point of the object  

After finish grasping task, the angular error, position error of the 
objects and the desired position are compared as shown in Figure 
12. The real position of objects is obtained by reading the 
coordinate value on teach-pendant when moving robot manually. 
From that position the error of angle and position are calculated. 

The data are taken many times to calculate the mean error of the 
system as shown in following Table 3. The processing time is also 
calculated Figure 13  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 12: Desired position and real position  

Table 3: Error position and angle calculation   

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13: Processing time of system   

From Table 3 it can be seen that the error of angle and position 
compared to the desired position is small and acceptable. The time 
to move the robot takes up most of the time by 23 seconds. Time 
to process images and data transmission is small about 1.5 seconds. 
The total time of implementation is 25 seconds, which is less than 
30s. The image processing time is just about 6% of total time. To 
improve speed of system, the speed of robot could be increased to 
100%. But for safety reasons it should only be done at 50% speed.  

 
5. Conclusion 

The paper proposed an effective method for the bin-picking 
problem. The image processing time is small and the accuracy is 
high. The method consists of two steps: the first step is to use the 

No 
Position Error 

(mm) 
Angle error 

(degree) 
X Y Z  

1 1.00 1.73 0.08 1.1243 
2 1.25 1.62 0.11 1.6973 
3 1.01 1.52 0.19 1.0981 
4 1.18 1.91 0.36 1.8352 
5 0.50 1.15 0.34 1.9559 
6 1.61 1.27 0.52 1.0600 

Mean 
Error 

1.0917 1.533 0.2667 1.4618 

Desired angle

Real angle

2D image 
processing

3D image 
processing

Moving 
robot 

Moving 
robot 
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3D camera and to combine 2D and 3D image processing for object 
segmentation and the second step is to use 2D camera for fining 
the grasping task. The effectiveness of the proposed approach was 
confirmed by a series of experimental results. The proposed 
method is also easy for installation and maintenance and applicable 
for assembly task in real industry. The comparing performance of 
proposed system and existing ones which are discussed in the 
introduction section are summarized in below Table 4.  

Table 4: Comparing performance of Systems 

 Proposed System Existing system 

Complexity Not complicated Very complicated 

Time executing Fast Time consuming 

Quality Good and stable Good and stable 

Quantity Mass product Mass product 

Setup Easy Complicated 
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 Atmospheric pressure plasma was used to treat polypropylene (PP) surfaces. Optical 
emission spectroscopy (OES) was used to determine the chemical species formed in the 
plasma as well as the electron temperature and density of the plasma. The flux of species 
(O and OH) produced during the plasma treatment interact with the polymer surface 
creating polar groups on the PP surface, which were evaluated by X-ray, Raman, and 
Attenuated total reflectance-Fourier transform infrared spectroscopy (ATR-FTIR) 
analyses. Moreover, the thermal properties of PP were investigated by thermogravimetric 
analysis (TGA) and differential scanning calorimetry (DSC) analysis. The plasma treatment 
increased the crystallite size and microhardness. This enhanced effect was produced from 
high concentrations of O and OH that induced functional polar groups containing C–O, 
C=O, and C=O–OH bonds appended to the PP surface. The polar groups produced by the 
air plasma can be attributed primarily to the oxygen radicals in the air plasma hitting the 
PP surface and to heat-induced oxidation rather than the incorporation of oxygen radicals 
or UV-induced oxidation from the plasma. The increase in hardness is attributed to the 
introduction of carbonyl and hydroxyl groups, cross-linking, annealing effects, and 
chemical etching. 
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Atmospheric pressure plasma 
 

 

 

1. Introduction  

Atmospheric pressure plasma discharge treatment has 
become important because of its relatively simple process, low 
cost, easy operation, and applicability to vacuum-incompatible 
materials and processes compared with the low-pressure plasma 
process [1]. Typically, two categories of plasmas exist based on 
their gas temperatures: thermal and nonthermal (cold) plasmas [2, 
3, 4]. In thermal plasmas, electron temperature is very close to 
those of heavy particles (both charged and neutral), and therefore, 
it cannot be used for the surface modification of heat-sensitive 
materials. However, nonthermal plasma electrons have a 
temperature that is 2–3 orders of magnitude higher than the 
temperature corresponding to the random motion of the 
background gas molecules. As a result of the very low heat 
capacity and density of electrons, plasma temperature is almost 
the same as room temperature. Subsequently, the ions remain 
rather cold, and a nonthermal plasma does not produce any 

thermal damage to the treated surfaces [2-4]. These characteristics 
are particularly advantageous for the treatment of heat-sensitive 
and fragile materials, such as polymers [5, 6].  

Surface modification can be applied either directly or 
indirectly. Direct surface modification methods are used to 
modify an inert surface with free radicals for specific applications, 
whereas indirect surface modification methods are based on 
polymer grafting [5, 6]. The efficiency of plasma treatment 
methods depends on surface type, the gas phase of the plasma, and 
treatment conditions such as discharge type, pressure, frequency, 
discharge voltage and current, and treatment time. To modify 
surface properties without any change in the bulk material, it is 
essential to use successful surface modification methods such as 
atmospheric pressure plasma [5, 6].  

Surface modification of polypropylene (PP) has been 
extensively studied to improve its properties, such as wettability 
(surface free energy), hydrophilicity, biocompatibility, and 
adhesion, using different atmospheric pressure plasma reactors [5, 
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7-11]. However, only two studies have shown PP hardness 
improvement: the first study [12] involved beta irradiation at 
several doses, showing substantial changes in PP structure and 
mechanical and micromechanical properties, and the second study 
[13] utilized atmospheric pressure plasma treatment by diffuse 
coplanar surface barrier discharge using ambient air as the 
working gas. They observed no significant changes in the 
mechanical properties of the films after plasma treatment. 
Therefore, the purpose of this study was to characterize and test 
the impact of the commercial plasma device on the PP surface. 
Therefore, optical emission spectroscopy (OES) was used to 
investigate chemical species that cause plasma surface 
modification, electron temperature (Te) and density (ne) were used 
to characterize the plasma, differential scanning calorimetry 
(DSC) was used to determine the melting points of materials, 
thermogravimetric analysis (TGA) was used to evaluate the 
degradation of materials subjected to plasma treatment, X-ray 
diffraction (XRD) was employed to analyze crystallite orientation 
and size, Raman spectroscopy and Attenuated total reflectance-
Fourier transform infrared (ATR-FTIR) spectroscopy were 
performed to investigate the conformations of polymer chains, 
and atomic force microscopy (AFM) with a micro-durometer was 
used to study the morphology of the surfaces and determine the 
microhardness of PP.   

2. Experimental 

2.1. Plasma Source 

A schematic illustration of the APC 500 plasma torch source 
(Diener Electronics, Germany) used for surface modification is 
shown in Figure 1. The plasma source [14] was operated at a 
voltage of 20 kV, discharge current of 25 mA, frequency of 40 
kHz, and gas pressure of 1500 torr. The plasma gliding discharge 
was generated by two electrodes. The discharge extended from 
the electrode region because of air flow, and the active plasma 
covered an area of ~10 cm2. The samples were placed in the most 
homogenous region, which was at the center of the gliding plasma. 
OES was used for optical characterization of the plasma. For OES 
measurements, an Ocean Optics spectrometer (model 
HR2000CG-UV-NIR) was used in the spectral range 200–
1100 nm, and the data were obtained with a step of 0.35 nm and 
an optical resolution of 1.0 nm (FWHM).  

 

Figure 1: Diagram of the radio frequency atmospheric plasma generator 

2.2. Materials 

A commercially available isotactic (Lyondell Basell) PP 
cylinder with a density of 0.91 grams per cubic centimeter (g cc−1) 
was cut into 1.5 × 1.5 × 0.5 cm3 pieces. One side of each PP 
sample was polished to achieve uniform roughness using silicon 
carbide sandpaper with a grain size of 1,500. The samples were 
then washed in an ultrasonic bath for 20 min. To remove the 
residual liquid, the samples were placed in an oven at 30 °C for 
30 min. 

2.3. X Ray analysis 

The XRD patterns of PP samples were recorded by a Rigaku 
D MAX-2000 diffractometer using Cu Kα (λ = 0.154 nm) 
radiation with 2θ in the range 10°–20° using a step size of 0.06° 
and step time of 10 s. The diffraction patterns of untreated and 
treated PP samples consisted of well-defined peaks. The high-
intensity peaks were chosen to estimate the crystalline size and 
lattice strain using Scherrer’s formula and Williamson–Hall (W–
H) model [15, 16]. 

2.4. Raman analysis 

Raman spectra were obtained using a SENTERRA II 
spectrometer (Bruker). The characteristic peaks of the crystalline 
and amorphous phases in the spectra of treated and untreated PP 
samples were then evaluated. The Raman spectrometer was 
equipped with a 785-nm laser and was operated at a power of 100 
mW. The integration time was 1,000 ms. 

2.5. DSC and TGA 

DSC and TGA were performed to analyze the thermal 
properties of the samples, which were placed in aluminum 
specimen holders. To correct for their thermal histories, the 
treated PP samples were heated from 10 °C to 250 °C at a rate of 
10 °C/min in a nitrogen atmosphere. 

2.6. ATR FTIR analysis 

The chemical compositions of the PP surfaces were analyzed 
before and after plasma treatment using a Spectrum 400 ATR-
FTIR spectrometer (PerkinElmer). The vibrational modes 
appearing in the ATR-FTIR spectra were consistent with those 
reported in the literature [17-20]. 

2.7. Roughness 

A NX10 atomic force microscope (Park) was used to 
quantitatively analyze the surface roughness of the PP samples 
due to plasma treatment [21-23]. 

2.8. Microhardness 

A micro-durometer (Matsuzawa) was used to measure PP 
microhardness under a 300 g load. The penetration time was set 
to 20 s, and five indentations were made on each PP surface to 
obtain an average value [12, 24]. 

3. Results and analysis 
3.1. Plasma characterization 

The efficiency of plasma treatment depends on the surface 
type and treatment conditions. Therefore, the plasma discharge 
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was produced by applying a voltage (V) of 10 kV, and the 
electrodes were separated by a distance (d) of 2 cm. The resulting 
electric field strength (E) was equal to V/d. E was calculated to be 
5.0 × 103 V cm−1, and E/P was equal to 6.58 V cm−1 torr−1.  

The electron drift velocity (vd) and E/N, where N is the 
number density, were obtained from the literature [25], 
considering the experimental conditions used. We obtained a vd of 
3.2 × 106 cm s−1 and E/N of 0.19 Td (1 Td = 10−17V cm2). Thus, N 
is 2.63 × 1019 cm−3. 

The electron density (ne) was estimated from the measured 
current density (J) [26]: 

𝑛𝑛𝑒𝑒 = 𝐽𝐽
𝑒𝑒𝑣𝑣𝑑𝑑

 .                     (1) 

The electron density was found to be (1.95 ± 0.24) × 1012 
cm−3, and the order of magnitude was consistent with reported 
values [27, 28]. The electron density, ne, was assumed to be equal 
to the ion density ni in the plasma bulk [29]. 

3.2. Optical emission spectroscopy (OES) 

OES was performed to characterize the plasma discharge. 
The OES spectrum obtained from the discharge is shown in Figure 
2. It is well known that atomic and molecular transitions emit 
photons with specific wavelengths and energies that correspond 
to the difference between the upper and lower energy levels 
involved in the transitions. The OH(A2Σ+ – X2Πi) molecular 
emission near 309 nm indicated that the plasma was not in 
equilibrium because of strong transitions and trace amounts of 
water vapor in the air. It is often difficult to prevent water from 
affecting the plasma. The peak at 337 nm was due to a C3Πu → 
B3Πg transition in N2 and was the most intense peak in the region 
of 330–530 nm. Moreover, the first negative system, N2

+ (B2Σu
+ 

→ X2Σg
+) generating a 0–0 band between 388.5 and 391.5 nm was 

observed together with two low-intensity peaks at 777.19 and 
844.71 nm, which were attributed to O (5S0 − 5P) and O (3S0 − 3P) 
transitions, respectively.  
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Figure 2: Optical emission spectroscopy (OES) spectrum. 

 

OES is often used to determine the energy of electrons in the 
gas phase [30-33]. Thus, it can be applied to plasmas that are not 
in equilibrium at atmospheric pressure, which is often the case 
during the analysis of complex mixtures. The optical 
characterization of the discharge was based on the ratios of the O 
atomic line intensities in the emission spectrum. The electron 
energy was found to be (0.36 ± 0.04) eV, which was consistent 
with the results of previous atmospheric plasma studies [34-36]. 
The electron temperature (Te) can be several orders of magnitude 
higher than the temperature of the ions (Ti) or the neutral gas (Tg). 
Therefore, the heavy particles stay close to ambient temperature 
(270C) [29, 37, 38]. 

The species observed  by (OES) in the plasma are formed due 
to electrons are accelerated by the electric field and can induce 
electron impact excitation, ionization and dissociation of the 
primary gas phase (humid-air containing 79% N2/20% O2/ 1%) 
reactions, these are: 

 
e +N2 → N2

* + e,                                               (2) 
e +O2 → O2

* + e,                                               (3) 
e +N2 → N2

+ + e + e,                                         (4) 
e +O2 → O2

+ + e + e,                                         (5) 
e +N2 → N + N + e,                                           (6) 

 
The formation in OH• radicals and H species during the 

plasma treatment may be attributed to the 
fragmentation/decomposition of H2O molecules: 

 
e + H2O →  H + OH + e                                    (7) 

 
or 
 

e + O2 → 2O + e                                                 (8) 
O + H2O → OH + OH                                        (9) 

  
whereas the formation of atomic oxygen may be due to the 
dissociation of oxygen molecules by reaction (8). 

3.3. X-Ray Diffraction analysis 

The XRD patterns of the treated and untreated PP samples are 
shown in Figure 3. The peak characteristics of the α phase were 
observed at (2θ) 14.02° (110), 16.8° (040), and 18.44° (130), and 
between 20.800 and 22.400 for (111), (131), and (041). The same 
peaks appeared in the patterns of the treated PP samples, 
indicating that the plasma had no effect on the crystalline structure 
of PP. However, the peak intensity of the untreated sample at 16.8° 
differs from those of the treated samples. 

The XRD patterns were used to calculate the crystallite size 
and orientation of planes in each sample. 

The size of crystallites (D) in each PP sample based on the 
(110) and (040) planes was calculated using the Scherrer equation 
[16]: 

𝐷𝐷 = 0.9𝜆𝜆
𝛽𝛽 cos 𝜃𝜃

,     (10) 

where λ is the wavelength, β is the full width at half maximum 
(FWHM), and θ is the maximum angle of dispersion. 
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The crystallite size (D) was compared with the values 
obtained from the Williamson-Hall (W–H) model, where the total 
peak broadening is represented by the sum of the contributions 
from crystallite size (D) and strain (ε) in the material. Assuming 
that the strain present in the material is uniform and considering 
the isotropic nature of the crystal, the W–H equation [15, 16] is 
given by 

𝛽𝛽 cos(𝜃𝜃) = 0.9𝜆𝜆
𝐷𝐷

+ 4𝜀𝜀 sin(𝜃𝜃).                                                (11) 

The estimated values of the strain and crystallite size are 
given in Table 1.  
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Figure 3: XRD patterns of PP samples subjected to plasma treatment for various 
periods. 

Table 1: Geometric parameters for PP as a function of treatment duration. 

Treatment 
duration 

Scherrer´method Willianson-Hall method 

min D (nm) D (nm) ε (10−7) 
0 11.7 10.7 4.4 
2 10.5 8.0 9.9 
5 12.4 10.5 5.6 
8 12.9 11.9 3.4 

10 12.5 11.8 2.8 

We observed that increasing the treatment duration increases 
the crystal size, except for 2 min of treatment, which may be due 
to the rearrangement of the orientation parameters of the crystal 
planes due to the introduction of polar groups on the PP surface 
by the plasma treatment. In addition, the strain at 2 min of plasma 
treatment increases almost 100% and then decreases as the 
treatment duration increases. That behavior may be attributed to 
dislocations that increase the volume of grain boundaries 
(increase in the crystal size) due to the plasma treatment and 
incorporation of the polar groups on the surface of PP. 

To evaluate the orientation parameters of the (040) crystal 
plane, A110 (040), and (110) crystal plane, C040 (110), we used 
Zipper’s equation, which takes into account the intensities of the 
peaks observed [39-41]: 

𝐴𝐴110(040) = 𝐼𝐼110
𝐼𝐼110+𝐼𝐼111+𝐼𝐼131+041

,                  (12) 

𝐶𝐶040(110) = 𝐼𝐼040
𝐼𝐼110+𝐼𝐼040+𝐼𝐼130

 ,   (13) 

where I110, I111, I104, I040, I130, and I131+041 correspond to the peak 
intensity of the respective crystal plane.  

Figure 4a shows the orientation indices of A110 (040) and C040 
(110) crystal planes as a function of treatment duration. The 
orientation indices appear to increase as the duration of plasma 
treatment increases due to the surface functionalization by the 
plasma treatment. Changes in crystallite sizes in the (110) and 
(040) planes during plasma treatment are illustrated in Figure 4b. 
Crystallites of the samples became smaller during the first 2 min 
of treatment. The crystallite size increased as the duration of 
plasma treatment increased. It can be explained because the 
plasma treatment acts as a nucleating agent on the PP surface, 
which promotes the formation of perfect crystals [12, 39-41]. 
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Figure 4: Crystallographic parameters of the treated PP samples. 4.a) Orientation 
indices of the crystal planes and 4.b) crystallite size. 

3.4. Raman analysis 

Raman spectra from 809 to 841 cm−1 are shown in Figure 5. 
The peak attributable to the crystalline phases in the PP samples 
was observed near 809 cm−1, and the peak near 841 cm−1 was 
ascribed to the phases that contained helical chains with isomeric 
defects [17, 25, 42, 43]. 

The intensities of the observed peaks (I809 and I841) were used 
to evaluate dispersion changes that were not related to 
crystallinity. The sum of the intensities (I̅ = I809 + I841) was 
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independent of crystallinity within the range of measurement. The 
crystallinity of the treated PP samples was estimated using 
equations 14 and 15. The proportions of phases with defects and 
crystalline are denoted by xb and xc, respectively [40, 41]: 

𝑥𝑥𝑏𝑏 =  𝐼𝐼841
𝐼𝐼̅

,     (14) 

𝑥𝑥𝑐𝑐 =  𝐼𝐼808
𝐼𝐼̅

.     (15) 

Variations in the proportions of phases with defects (xb) and 
crystalline phases (xc) in the samples are shown in Figure 6. 
Plasma treatment for 10 min increased the crystallinity of the PP 
samples, although the xc values of samples treated for 2, 5, or 8 
min slightly decreased. Variations in the proportions of phases 
with defects indicated that phase defects were associated with 
crystallinity. Regular chains in the samples subjected to plasma 
treatment for the greatest amounts of time reorganized to generate 
helices and local order. The amorphous phases contained irregular 
atactic chains that could not be reorganized into helices because 
of the random orientations of their side groups. Those changes are 
correlated with the increase in crystallite size and orientation 
parameters due to the plasma treatment and the functionalization 
of the PP surface [12, 21, 22, 25, 39-43].  
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Figure 5: Raman spectra as a function of treatment duration. 
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Figure 6: % crystallinity as a function of treated time. 

3.5. DSC and TGA analysis 

Changes in the thermal properties of the treated PP samples 
were Changes in the thermal properties of the treated PP samples 
were analyzed via DSC and TGA. Degradation is shown as a 
function of temperature in Figure 7. Plasma treatment did not 
affect mass loss under a nitrogen atmosphere because the 
percentages of mass lost by the untreated and treated samples did 
not differ. The first derivative of each mass loss curve indicated 
the largest change in mass. The highest rates of change in the 
weight loss curves of PP samples treated for 2 or 5 min occurred 
at 404 °C. In the weight loss curves of the untreated samples and 
samples treated for 8 or 10 min, the highest rates of change were 
observed at 416 °C (Figure 8). 

Structural and compositional transformations in a polymer 
due to plasma treatment can be analyzed by evaluating the 
changes in its properties at different temperatures [39]. The DSC 
thermograms of the treated and untreated samples are shown in 
Figure 9. The untreated sample and samples treated for 8 or 10 
min melted at 165 °C, whereas the samples treated for 2 or 5 min 
melted at 167 °C. Therefore, the melting points of the treated and 
untreated samples did not differ significantly [24]. 
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Figure 7: TGA thermograms of the treated and untreated PP samples, the 

curves have been shifted vertically for better comparison. 
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Figure 8: Weight loss curves of the treated and untreated PP samples, the 

curves have been shifted vertically for better comparison. 
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Figure 9: DSC thermograms of the treated and untreated PP samples, the curves 

have been shifted vertically for better comparison. 

3.6. ATR-FTIR analysis 

The FTIR spectra of the untreated and treated PP samples are 
shown in Figure 10. Chemical differences in the surface properties 
of the plasma-treated PP samples can be observed in Figure 10, 
indicating changes in their surface chemical compositions. The 
spectra confirmed the introduction of polar groups into all treated 
samples. Vibrational bands attributed to carbonyl (C=O) groups 
appeared from 1,500 to 1,700 cm−1 [18-21]. Moreover, the 
carbonyl (C=O) band was observed at 1,720 cm−1 in the spectra 
of the samples treated for 5 and 10 min but did not appear in the 
spectra of samples treated for 2 or 8 min. It means that the C 
content decreases, and the O content increases on the surface 
because of the plasma treatment. Additionally, the peak around 
3400 cm−1 corresponding to the hydroxyl (–OH) group was 
produced by the plasma treatment. The relative intensities of all 
absorption peaks observed by FTIR were enhanced, indicating the 
increases in the carbonyl and hydroxyl groups on the surface [44]. 
In the present treatment, large amounts of O and OH polar groups 
were appended to the surface of PP because of the plasma 
treatment, improving the crystallinity and microhardness of PP.   
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Figure 10: ATR-FTIR spectra as a function of treatment duration. 

3.7. Roughness 

The AFM images of the untreated and treated samples at 5 
min are shown in Figures 11 and 12, respectively. The 
morphologies of the samples treated by plasmas were smoother 
than those of the untreated sample. Those figures were used to 
study the changes in the morphology of the PP samples, and the 
RMS roughness found for the untreated sample was 0.554 ± 0.064 
pm, whereas for the samples treated at 2, 5, 8, and 10 min, the 
surface roughness values were 0.153 ± 0.031, 0.136 ± 0.013, 
0.111 ± 0.024, and 0.090 ± 0.008 pm, respectively. The sample 
treated at 8 min shows the lowest value of RMS roughness. Those 
morphological variations may be due to the removal of the top 
few monolayers of the PP samples produced by the bombardment 
of plasma particles on the PP surface [13, 18], reducing the 
surface roughness and improving the microhardness of PP. 
Although their surfaces were smoothed, the ATR-FTIR spectra of 
the treated samples indicated that the introduction of polar groups 
was possible [13, 18-20, 22] 

3.8. Microhardness 

The microhardness values of the treated and untreated PP 
samples are plotted in Figure 13. The hardness values of the 
treated samples were higher than those of the untreated sample, 
and the hardness of the sample treated for 10 min increased by 
nearly 56%. An increase in hardness is attributed to annealing 
effects and chemical etching produced by the plasma treatment 
[45]. Also, the hardness increase may be related to either the 
hardening of interlamellar regions due to the polar group 
penetration or the hardening of the crystals themselves caused by 
the surface attachment of polar groups, as observed by Raman and 
ATR-FTIR. Plausible changes on the PP surface caused by the 
plasma treatment include cross-linking and oxidation. Cross-
linking is due to the formation of tertiary carbon radicals. Tertiary 
hydrogen abstraction generates carbon radicals, which react with 
radicals in the nearest molecular chain. Oxidation primarily 
affects secondary carbon atoms. The introduction of oxygen-
bearing groups, including –C–OH, –CO–OH, and –C=O moieties, 
occurs when the bonds between hydrogen and secondary carbon 
atoms on the PP surface are broken during the plasma treatment 
[13, 22-23]. 

 

Figure 11 Roughness profiles of the untreated PP sample. 
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Figure 12: Roughness profiles of PP treated for 5 min. 
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Figure 13: Microhardness values of the samples before and after plasma 

treatment 

4. Conclusions 

A commercial plasma device was used for the surface 
modification of PP. Using OES, we determined the chemical 
species formed in the plasma. High concentrations of OH and O 
radicals were observed in the plasma, and they led to the 
formation of functional polar groups, C–O, C=O, and C–O–OH 
bonds, on the PP surface. The plasma treatment increased the 
crystallinity size and microhardness. This enhanced effect is 
attributed to the formation of polar groups produced by the air 
plasma due to the oxygen radicals in the air plasma hitting the PP 
surface. The formation of polar groups in the PP surface was 
corroborated by Raman and ATR-FTIR spectroscopies. DSC and 
TGA indicated that plasma treatment had no effect on the thermal 
properties of PP. AFM analysis showed that plasma treatment for 
extended periods reduced the surface roughness of PP. Finally, 
the increase in PP hardness is attributed to the introduction of 
carbonyl and hydroxyl groups by the plasma treatment, cross-
linking, annealing effects, and chemical etching produced by the 
plasma treatment.  
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 Advances in the world of communications and information technology, as well as the urgent 
necessity to monitor particular areas and regions, have led to a considerable and influential 
development in the world of wireless sensor nodes. As they are small, low-cost multi-
purpose nodes with limited energy and capabilities. The most important points that deserve 
research and solution is the problem of energy conservation and increasing the lifetime of 
the network as a whole. Whereas, many routing protocols have been proposed in the 
wireless sensor network, some of which are based on homogenous networks while others 
are not, some are location-based, some are based on hierarchical orientation, some are 
based on the hybrid approach and many more. Despite the long time that has passed since 
the discovery and activation of the Low Energy Adaptive Clustering Hierarchy (LEACH) 
protocol, it and its descendants still have the lion's share of attention, research, and 
development. In this research, we will be presenting the most prominent routing protocols 
while pointing to some pros and cons of each protocol. 
 

Keywords: 
Fuzzy Logic 
Energy efficiency 
Hierarchical routing protocols 
LEACH 
CHs (clusters Head) 
WSN 

 

 

1. Introduction  

"This paper is an extension of work originally presented in 
“11th International Conference on Information and 
Communication Systems (ICICS). IEEE, 2020” [1]. 

Wireless sensor networks (WSN) can be defined as collection 
of thousands or hundreds of thousands of small self-configuring 
sensor nodes that bond together and collaborate to aggregate 
information and send it to a central station. The purpose simply is 
to get rid of the human aspect [2]. Usually, (these nodes being 
distributed randomly by aircrafts to serve military interests, 
detecting natural disasters like fires and earthquakes, also it plays 
a huge role in some peaceful applications such as detection of a 
specific disease in a specific crop, health care, electronic sales, 
and others [2]. On the other hand, routing is defined as the process 
of exactly determining the path from the main source to the final 
destination, and it must be fast and reliable as well. 

As a reminder, these nodes are thrown from aircraft randomly 
and to places that are difficult for humans to reach, so they must 
remain functional as long as possible. Unfortunately, the only 
energy source for them is the battery and it is known that the 

battery depletes quickly and the node dies at that time. Therefore, 
the most important challenge is to keep the nodes alive as much 
as possible and distribute the total energy wisely, and not lose 
their energy, especially in the early stages. Researchers have 
provided a massive number of routing  protocols and classify them 
on several levels, considerations, and parameters [1]. 

The rest of our research is split into the following sections: in 
section II the problems of routing are presented. In section III.   
Most important WSN routing methods. In section IV. 
Furthermore, Low energy adaptive clustering hierarchy 
(LEACH), the before the last section V. Different routing 
protocols based on (LEACH) protocol, the last VI. Conclusion 
and future work subsequently reference. 

2. The Problems of Routing 

In WSN, routing protocols can be considered to be dependent 
on the application, the data to be collected, and the good use of 
limited energy. A good routing protocol is a protocol that has 
several advantages, including simplicity, ability to know its 
energy level, ability to expand and adapt under the limited 
capabilities of the nodes, to name a few: power, memory, 
computation capabilities, and bandwidth allocated to the network  
according to [3]. The main purpose of the network design is to 
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deliver all the information from the deployed nodes to the base 
station (BS) with the lowest possible power. This design faces 
several obstacles, including [1,3]: 

2.1. Deployment of nodes 

Deployment of nodes relies on the type of application that 
massively affects the efficiency of the routing protocol. Where the 
deployment of the sensor nodes may be random (self-organizing), 
by plane, for example, or be in a specific and thoughtful place. 
The node may be fixed, not moving, and it may be mobile, or all 
of them are stationary and the main station is mobile. 

Location and movement play an important bit part in energy 
efficiency. 

2.2. Conservation of energy 

Data and information are transmitted by radio through the 
network, the power of the radio is inversely proportional to the 
square of the distance traveled, and the power consumption will 
be affected in the event of obstacles. Therefore, it is better to use 
the multi-hop approach rather than one-hop. It is worth noting that 
the one-hop orientation is suitable for a network with a small 
number of nodes and close to each other, which confirms that 
energy is affected by the paths that you take. 

2.3. Tolerance of Faults 

Error tolerance can be described as the ability of the network 
to continue its operation in the presence of obstacles. Such as the 
nodes death. For example, the routing protocol must quickly find 
an alternate route to cancel an insufficiency of information to the 
main (Base) station. 

2.4. WSN Scalability 

The number of nodes in the target area to be monitored will 
exceed hundreds or thousands. Thus the routing protocol must be 
able to accommodate this large density of nodes. 

2.5. Constraints on hardware 

All components of the nodes including, the power unit 
(battery), the processing unit (memory and the microprocessor 
unit), the sensor unit (sensor), and the radio communication unit, 
must be smaller in size, less expensive, and energy-consuming. 

2.6. The surrounding environment 

The node must be prepared for the difficult conditions in 
which it will monitor. 

2.7. Transmission Media 

From the name (WSN), we find that the mean of 
communication is wireless communication, as it is vulnerable to 
the rate of error and greatly influences the correct operation of the 
network. 

2.8. Models for data delivery 

Delivering the data to the main station is related to the type 
of application, it may be continuous, where all the data is sent to 

the station continuously and periodically. While if the connection 
is related to an event, the node sends its data when a specific event 
occurs. The communication may also be inquiry-oriented, so that 
when the station needs to inquire about a specific piece of 
information from the nodes, and the connection may be a hybrid 
connection consisting of two or more of the mentioned methods. 
Finally, it's worth pointing that the routing protocol being 
influenced by the type of that connection significantly. 

2.9. Information aggregation (fusion)  

The cluster head (CH) collects data from more than one node, 
so there is a possibility of duplicating data, especially adjacent 
nodes, so CH does this data fusion process to minimize the 
volume of the transmitted data to the main station. 

2.10. Capacity of node 

The capacity of a node this means that it is possible to assign 
a specific sensor node to one of the functions(tasks) (relaying, 
sensing, aggregation) according to the application, instead of 
giving the node all the functions(tasks) together to avoid 
consuming excess energy. 

3. Most Important WSN Routing Methods 

Route pathways may be defined in one of three forms i.e. 
reactive, proactive, or mixed, the reactive paths calculate the paths 
when the actual necessity of them. While the proactive route 
precedes the occurrence of the real event and stores the possible 
paths in a table for each node, it is heavy-duty due to the huge 
number of network nodes. The last type is the combination of the 
characteristics of both proactive and reactive see Fig 1. 

Based on the design of network flow, the routing protocols 
are classified into flat-routing, hierarchical and location-based 
routing. In flat-based routing, all nodes execute the same task such 
that data is transferred from each sensor node with a strong data 
repetition [3]. 

Hierarchical Protocols, the clusters are formed in this type to 
raise energy efficiency and accommodate a large number of nodes 
and cover a larger area of the network with better efficiency by 
applying two main steps. The first one is determining the head of 
the cluster. The second is the path from the head of the cluster to 
the main station. [3]. 

 
Figure 1: Routing protocols kinds [1]. 

Location-based protocols, some applications may require the 
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location of the node to calculate the distance between the nodes. 
There are several ways to calculate this, including (Global 
Positioning System) GPS or other ways [3]. See Fig 1.  

The most rudimentary way to transfer data from the nodes to 
the base station is that each node does this by itself without an 
intermediary, which is known as Direct Transmission (DT), as it 
is considered one of the flat and simple protocols. And another 
example of it too is Minimum Transmission Energy (MTE). 
Whereas, the nodes that are farther from the base station and the 
nodes with a large volume of data require more energy than 
others. Therefore, the hierarchical protocols are distinguished 
from the flat and simple protocols, such as the ones mentioned.   

The working principle of the clustering methods of WSN, is 
based on dividing the entire network into groups called the 
clusters, and in each cluster, there is a header that gathers data 
from the rest of the nodes, merges them, reduces their size, and 
sends them at once to the Base Station (BS) and the role of this 
head is exchanged with the rest of the nodes in the clustering 
according to the followed protocol [4]. Cluster formation has 
several characteristic and advantages, so it excels over flat 
protocols, including [5]: 

• Easily handle the complexity of the network: The network is 
composed of nodes that act as the head of the cluster and that 
communicate directly with the main station on behalf of all 
the nodes of the cluster, and other nodes that collect data from 
the surrounding environment and send it to the head of the 
cluster that does not have another load, thus the master station 
receives data from a small number of nodes rather than all of 
the cluster members and thus facilitates control of the 
network as a whole see Figure 2. 

• Aggregation / Fusion of information: Where the CH 
integrates and collects information from the rest of the 
members and reduces its size before sending it to the base 
station, the base station receives data from a small number of 
nodes rather than all of the cluster members.  
 

 
Figure 2: Creation of clusters [6]. 

 
• The life of the network is stronger and longer: By rotating the 

head of the cluster in every round to distribute an equal 
distribution of energy among the network members. 

 

• Reducing collisions and traffic: In a WSN with a flat 
communication model, all the nodes must send their 
information to the main station at the same time. In the 
clustering organized, the communication with the main 
station is limited only to the head of the clusters. 

4. Low Energy Adaptive Clustering Hierarchy (LEACH) 

It is the parent protocol for hierarchical routing based on 
Clustering proposed by W.B. Heinzelman [7]. As has been 
reported, the clustering protocols have proven effective in 
distributing energy consumption among members and increasing 
the life of the network as a whole. 

LEACH works on the principle of dividing the network into 
random groups (clusters) and then choosing a node from each 
group to be the head node to represent its group while connecting 
to BS. The role of the cluster head rotates to keep the energy 
consumption distributed among the network members. It's worth 
pointing that the head nodes have the heading role as an additional 
role to their original tasks (tasks of the non-cluster head nodes). It 
is also a kind of one-step approach (one-hop routing) to the BS. 
The LEACH principle is divided into several rounds, and each 
round contains two basic stages: One is the Setup stage, and the 
other is the Steady stage as shown in Figure 3. 

 
Figure 3: Operation of LEACH [8]. 

The node must initially pick a random number (n). If this 
number (n) is less than the threshold specified in the first equation 
T(n), then the node is selected as the cluster header (CH). 
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while p is the possibility of a cluster head (CH), G is a list of nodes 
that will never be chosen as cluster-head (CH) nodes until the 1 / 
p level.  

After selecting the heads of the cluster according to the 
number (n), each cluster head will broadcast its status to all other 
nodes via CDMA (Code Division Multiple Access). After 
receiving broadcast messages from CHs, each normal node uses 
the Received Signal Strength (RSS) to determine which CHs are 
closest to it.  Then the CH creates TDMA (Time Division Multiple 
Access) to divide a schedule for members of the same group 
(cluster) so that the normal node is activated and connected to CH 
at the time allotted to it according to the TDMA schedule. It will 
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be inactive at other times to preserve its energy, which means that 
CH deals with all nodes from the same cluster and is the only one 
who deals with BS from cluster members [9]. Note that the period 
of the Steady stage is longer than the Setup stage. 

The significant drawbacks of LEACH are the following, 
according to [1,2,10]: 

• Since LEACH (one-hop routing) to the BS is never suitable 
for a large network of sensors. 

• Not suitable for time-compulsory applications due to delays. 
• Unacceptable distribution for cluster heads: as have been 

stated earlier, a random selection of CH that is not based on 
clear criteria such as the distance between CH and BS, causes 
an imbalance in the power consumption of the network and 
this is considered a significant drawback. 

• Unacceptable selection of cluster head: The randomness in 
choosing the head of the cluster so that the primordial energy 
of each node is not taken before it is considered as the head 
of the cluster. 

• Note that the types of data delivery to the base station may be 
continuous, event-related, directed to an inquiry, or a mixture 
between them. The LEACH protocol is more appropriate 
with continuous delivery only. 

• Different sizes for each cluster: The randomness of choosing 
the cluster causes the existence of large-numbered clusters 
and other small-number without specific study due to 
randomness only. 

Several routing protocols have been proposed to solve some 
of these problems faced by the LEACH protocol, the most 
prominent of which will be presented in section Five. 

5. Different Routing Protocols Based On (LEACH) Protocol 

5.1. Low Energy Adaptive Clustering Hierarchy Centralized 
(Leach-C) 

LEACH-C is one of the LEACH versions, which is a 
centralized protocol. It is divided into several rounds as the 
LEACH protocol and each round into two basic stages. This 
protocol assumes that each node can communicate directly with 
the BS and can calculate its energy and current position . 

Unlike LEACH, LEACH-C take into consideration the 
distance from the node to the base station. The base station 
determines who is the CH in this round based on its energy and 
the distance between the node and the base station. 

Where in the setup stage all nodes send their energy and 
location to the base station, the station calculates the average 
value of the energy values, and the node that contains energy 
higher than the average value is elected as CH for this round. In 
the Steady stage, the non-head nodes send their information to the 
head of their cluster, and the head of the cluster, in turn, collects 
the data and sends it back to the base station [5].  

5.2. LEACH-Balanced (LEACH-B) 

The LEACH-B protocol overcomes the original LEACH 
protocol by taking into account the remaining energy of the node 

and also strives to maintain the optimum number of cluster heads 
per round of the protocol. The optimum value for the number of 
cluster heads varies from 3 to 5% based on what was mentioned 
in [11]. Thus reduce energy consumption, it is a decentralized 
protocol, LEACH-B has improved energy performance compared 
to the parent LEACH protocol see Figure 4. 

 
Figure 4: System life of LEACH and LEACH-B [11]. 

5.3. Fixed Number of Clusters LEACH (LEACH- F) 

This protocol is a centralized approach, like the LEACH-C 
protocol. clusters are set, and rotation is just for the CH inside the 
same cluster. The steady-state is identical to the original LEACH 
since the number of clusters has been determined in advance, the 
energy wanted for re-clustering is saved. It is not elastic in the 
case of extension, elimination, or death of a sensor node [12]. 

5.4. Advanced Low Energy Adaptive Clustering Hierarchy (A-
LEACH)  

As a result of the overload on CH, it is likely to die early 
before the other nodes, A-LEACH prolongs the duration of 
stability (the time before the death of the first node). It worth 
mentioning mention that A-LEACH is a heterogeneous protocol. 

Its working principle is as follows: Every sensor knows how 
to continue each round utilizing the synchronized clock. Let's 
assume that the total number of nodes is (n), and (m) is the number 
of nodes that contain more power than others (also called (CGA) 
nodes that chosen as gateways or CH), so the number of nodes 
other than nodes can be found using equation 2, see Fig 5. 

  
ℎ𝑒𝑒𝑒𝑒𝑚𝑚 = (1 −𝑚𝑚) .  (𝑛𝑛) 

 
(2) 

 
A-LEACH is defined as a Distributed Algorithm because the 

selection of clusters is independent of the base station. CAG nodes 
can start to transmit data even when all the non-cluster head nodes 
collapse [12]. 
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Figure 5: LEACH -A system [1]. 

5.5. Energy Low Energy Adaptive Clustering Hierarchy 
(LEACH-E)  

E-LEACH is a variant of the LEACH protocol that takes into 
account the residual energy of a node selected as a cluster head. 
So the node with the maximum and most appropriate energy is 
chosen. In other words, E-LEACH is concerned with the number 
of CHs where the large number of cluster heads consumes higher 
energy while the small number of cluster heads will cover a 
greater distance. If the nodes are scattered away from the BS, it 
will consume more energy. The most appropriate number of 
cluster heads should be determined, their location and energy. The 
minimal spanning tree of cluster heads is used in the E-LEACH 
see Figure 6 [1,2]. 

 
Figure 6: LEACH -E system [1]. 

 
5.6. Vice Cluster Head LEACH (V- LEACH) 

V-LEACH is another version of the LEACH protocol. It is 
known that the load on the cluster head is greater because it 
aggregates data from the rest of the nodes and performs simple 
operations to reduce its size and transfer it to the main station. 

If the CH energy is reduced, it will die thus, the whole cluster 
is useless because it does not communicate its information to the 
main station. V-LEACH suggested that the presence of a deputy 
head of the cluster in the event of his death. The vice-CH is 
responsible for transferring the information to the main station 
thus, the whole cluster remains connected with the main station, 
but in case of death of the vice-CH, there is no solution in this 
protocol see Figure 7 [10]. 

 
Figure 7: LEACH -V system [13]. 

5.7. I-LEACH 

A new algorithm, I-LEACH, has been proposed, which takes 
into account the following: the geographic location of the CH, the 
number of neighbors, and the residual energy to improve network 
performance and lengthen its life. So the node with the most 
residual energy and closest to the BS is chosen. This protocol 
overcame a set of drawbacks of the original LEACH protocol 
some of them: Different size for each cluster, Unacceptable 
distribution for cluster heads, and Unacceptable selection of 
cluster head. 

I-LEACH has been evaluated and proven to be effective in 
average energy consumption, the number of data packets 
received, and the flexibility to change the location of the BS in the 
network. Where it reduced energy consumption by approximately 
62%, increased the percentage of data packets received by 
approximately 56%, and increased the life of the network each by 
65% at least [14]. 

I-LEACH, has some of the following assumptions: 

• All nodes have the same primary energy, are not rechargeable, 
and in the same random position when the nodes are thrown 
from the airplane. They remain in place and never move. 

•  All nodes have their identifier and can know their exact 
location and the remaining energy in its battery. 

• It is known that each node contains a processing unit and a 
memory unit, and it can also define the sensed and the 
aggregated data. 

• A node can sense different types of data. 
• Each node can communicate directly with the BS and has the 

power required for this. 

5.8. Cell Low Energy Adaptive Clustering Hierarchy (Cell-
LEACH) 

Cell-LEACH is another version of the LEACH, as in the 
original LEACH protocol, the entire network is split into groups 
(clusters). Here too, the network is divided into groups where each 
group is divided into 7sub-groups called cells. Each group has a 
cell head whose task is collecting the information from the 
members of the cell and communicates directly with the head of 
the cluster. The cell is randomly assigned and then chosen based 
on its remaining energy to be cell head see Figure 8 [15]. Cell-
LEACH has proven its ability to lengthen the network life without 
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reducing efficiency as can be seen in Figure 9. 

 

Figure 8: LEACH -Cell system [16] 

 
Figure 9: Average power consumed with network size [15]. 

5.9. Multi-Hop LEACH 

5.9.1. TL-LEACH (Two levels LEACH) 

Two levels LEACH) was suggested in [17]. Instead of 
aggregating and transmitting data in one hop, the data in CH being 
aggregated at a certain level and transferred to a closer CH level 
to BS thus, reducing the transmission power, which enhances 
energy efficiency, and extending the network life. To illustrate the 
idea further, we have Fig 10 that shows that there are 3 CHs at the 
top level is closest to BS and also 5 CHs on the second level 
closest to the normal nodes sensor, and the other 10 SN (Sensor 
Node) normal nodes at the final level.  It has been shown that TL-
LEACH increases network life by nearly 30 percent and also 
increases the percentage of packets received by 20 percent [17]. 

5.9.2. Multi-Hop LEACH: 

Due to the disadvantage in " LEACH (one-hop routing) to the 
BS", and as mentioned earlier, the task of the cluster head is to 
transfer the collected data from the non-head nodes to the BS. This 
implies that if the distance is large, then the energy of the cluster 
head runs out quickly. So a midway cluster head has been 

considered to reduce distance, thus reducing energy consumption 
this is known as multi-hop communication [6]. 

 
Figure 10: The TL-LEACH network format after the setup phase [17]. 

The original LEACH protocol does not take into account the 
primitive energy of the head of the cluster, CH may lose its energy 
more quickly than others and die, and this cluster loses its 
connection with the main station. Therefore, it has been proposed 
to amend the basis of CH selection to take into account energy. 

A term was added to the original formula for the original 
LEACH protocol as in Equation 3 [6]. 

 

𝑇𝑇(𝑛𝑛)

= �

𝑝𝑝

1 − 𝑝𝑝. �𝑟𝑟 𝑚𝑚𝑚𝑚𝑚𝑚 1
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     𝑖𝑖𝑖𝑖 𝑛𝑛𝑛𝑛 𝐺𝐺 

0                                                 𝑚𝑚𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒

� (3) 

 
while p is the possibility of a cluster head (CH), G is a list of nodes 
that will never be chosen as cluster-head (CH) nodes until the 1 / 
p level.  𝐸𝐸 𝑟𝑟𝑟𝑟𝑟𝑟 is the remaining energy level of the node, 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑟𝑟𝑡𝑡  
is the total energy network.  This happens in the setup phase. 

 
Fig 11: Freshly revised TDMA description [6]. 
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In several protocols associated with an event, the most 
appropriate thing to do is to take advantage of the free time of the 
nodes. For example, when a node does not have information to 
send to the main station, an allocation technique activates to 
allocate the time assigned to the free node in the TDMA schedule 
to another node that has information to send. Thus, reducing 
energy and time consumption as well, as can be seen in Fig 11 [6]. 

5.10. Clustering Process Based on Fuzzy Logic 

Fuzzy logic simulates human decision-making and 
experience to judge things and deals with decisions better than 
probabilistic approaches. Also, it is more suitable for real-time 
applications [18]. Due to the suspicion and doubt in the WSN 
environment, some protocols use Fuzzy Logic technology, as it 
simulates human logic less than others, which include 
computational complexities and the need for memory. Fuzzy 
Logic protocols used to choose CH more effectively and flexibly 
due to its flexibility and error tolerance choose CH more. The 
Fuzzy Logic model requires four steps to accomplish, namely: 

 
• Fuzzification: In it, the inputs are inserted with clear values 

and are distorted into a fuzzy group, and this happens in the 
fuzzifier. 

• Rule evaluation (Fuzzy Rule base): This is storing Rule IF-
THEN. 

• Fuzzy Inference Engine: This engine handles both input and 
law IF-THEN to produce a fuzzy group. 

• Defuzzification: Converts the fuzzy group to clear values.  

These steps are shown in Figure 12. Most of the 
Fuzzification  methods use Mamdani’s Method Fuzzy Inference 
technique to select the CH. 

This block is called fuzzy logic controller (FLC). Not too 
long ago, the authors began leveraging Fuzzy Logic (FL) and 
incorporating it into WSN to lengthen the life of the network and 
improve the method for selecting the appropriate CH.  Some of the 
popular Clustering Process Based on Fuzzy Logic will be featured 
in this section: 

 
Figure 12: The Fuzzy Inference Process structure diagram. 

5.10.1 Cluster Head Election using Fuzzy Logic (CHEF): 

In this type, CH is chosen by entering two inputs: power and 
local distance. (The local distance is the total distance between the 
temporary CH in that round and the cluster members (normal 
nodes) within a predetermined fixed competition radius) [19]. So 
that the likelihood of the closest and more energy nodes to be 
selected as CH is higher than others, As the experiments of [18] 
show that CHEF is 22.7% more effective than LEACH. 

 However, some of the disadvantages of this type are that not 
all sensor nodes have a GPS device and sometimes are not able to 
know their geographical location [18]. Besides, this type is not 
suitable for network sized about 200m × 200m or more [19,20]. 
clusters closer to BS, run out of energy faster because traffic 
becomes congested the closer to BS, so an unequal clustering has 
been suggested to balance energy consumption [19]. 

5.10.2 Energy Efficient Unequal Clustering (EEUC):  

This type divides all nodes into clusters that are not equal in 
number so that the clusters close to the BS contain fewer nodes. 
The distant clusters contain a greater number because the closer 
we get to the base station, the congested the traffic becomes, 
causing the closest nodes to consume more energy from the 
farthest [21]. As in the LEACH, the choice of CH is random here 
is random as well, a random number between 0 and 1 assigned for 
each node. The number indicates whether the node is going to be 
a CH or not [19]. Experiments proved that EEUC is more efficient 
than LEACH see Figure 13. 

5.10.3. Energy-Aware Unequal Clustering with Fuzzy (EAUCF): 

Battery level goes down to the CH [19]. In other words, when 
the residual energy of the temporary CH and the distance to the 
BS is large then the competition radius is large and vice versa 
[21]. Let us say that each temporary CH will forward its remaining 
energy and also if it is within the competition radius of this CH, 
another temporary CH will be compared between their energy, 
and the least energy will be out of competition and not CH [20]. 
In the experiments. It has been proven that EAUCF is more 
efficient than LEACH, CHEF, and EEUC see Figure 13. While 
this type does not pay attention to the degree of the node, it means 
the density of the internal cluster, as the density of communication 
inside the cluster costs energy and reduces the life of the wireless 
network as a whole [20]. 

 
Figure 13: Over time, the number of live sensor nodes [22]. 

5.10.4. Fuzzy Cluster Head Selection Algorithm based on 
LEACH: 

The authors of [16] noticed that when more than one entry is 
taken into account to determine one output (appropriate CH 
selection), Fuzzy Logic, is more accurate and appropriate than 
others. This type requires three fuzzy input variables. The first 
variable expresses the number of surviving neighbors, the second 
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variable expresses residual (remaining) energy, the last variable 
expresses the distance to BS. The one variable of fuzzy output is 
named a chance [20] as shown in Figure 15. The CH is selected 
with the most living neighbors, the highest residual energy, and 
the least distant to BS [20]. 

 
Figure 14: Unequal clustering architecture at WSN [22]]. 

 
Table 1: At round 250, the total remains energy for each algorithm [19] 

 
Algorithm  Total Remaining Energy (J) 
LEACH  27.14 
CHEF  43.66 
EEUC  44.78 
EAUCF  46.41 

Just like the LEACH, in each cycle, every node picks a 
random number between 0 and 1, and if the number was chosen 
is less than the threshold T, then it becomes within the Concurrent 
CH. Then each Concurrent CH node calculates its chance from 
the output of the Fuzzy and shares it with the rest of the 
Concurrent CH who are within its competition radius. 
Consequently, each Concurrent node CH has a list of all CH node 
and its chance, where the highest is elected as CH node, and the 
rest within the competition radius is a normal node and the elected 
CH node joins. Also, as usual, the elected CH node is required to 
create a TDMA schedule and to publish it to the rest of the cluster. 
The normal nodes send their information to the selected CH node 
in the time allotted to them and turn off their transmitter device at 
other times to conserve energy [20]. Compared to LEACH, this 
form improves network life by 58.38 percent see Table 1. 

 
Figure 15: The Fuzzy-Logic system which controls the clustering 

5.10.5. A Fuzzy-Logic based Energy-Efficient Clustering 
algorithm (FLEEC): 

The authors of [21] noticed that when more than one entry is 
taken into account to determine one output (appropriate CH 
selection), Fuzzy Logic, is more accurate and appropriate than 
others. It should be noted that the process of calculating the 
distance between the node and the BS is done based on the 
Received Signal Strength (RSS). 

 
Figure 16: The full remaining energy of every cycle [20]. 

If clusters of the same size are created without taking into 
account the distance to the BS, then a "hot spot problem" begins 
to arise. As was evident from Figure 14, it requires more energy 
for the cluster closer to the BS. To create uneven clusters, the first 
fuzzy logic controller (FLC) is constructed, which takes two 
inputs (The distance to the base station and Node Density), and 
one output (cluster Radius) see Figure 15. Then the head of 
potential clusters measures the total distance of the neighbors that 
are in their radius [21]. The total distance to the CH and Residual 
energy are inputs to the second FLC, and the output is the 
probability of each node to be CH. The node that has the highest 
likelihood to become CH is when the node has the largest residual 
energy and more neighbors. 

 
Figure 17: The Fuzzy-Logic system which controls the clustering in (FLEEC) 

FLLEC is composed of three major stages [21]: 

• Determination of cluster size process: First of all, the BS node 
broadcasts a welcome message to every node in the region, 
and then each node would like to calculate its distance from 
BS via Received Signals Strength (RSS). Each node sends to 
the BS node an ACK message, which contains its ID, residual 
energy, geographic distance from the BS node. Then the BS 
computes the density distribution from the information it 
obtained from every node. Here comes the role of the first 
FLC by calculating the corresponding cluster radius for each 
sensor node, and this information is saved in the memory of 
each node. 

• Determination of likelihood to be a cluster head process: 
After the cluster radius determined successfully, all nodes 
would like to broadcast a message of exploring the neighbors 
around it, and each would like it to receive that message 
followed an ACK message. After that, the nodes calculate the 
total distance of their neighbors according to RSS. Here 
comes the role of the second FLC to calculate the likelihood 
to be CHs depending on the fuzzy rules reserved in the fuzzy 
rules base. 
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• Determination of CH process: Each Node broadcasts the 
HELLO message to all of its neighbors within the 
competition radius that it has both CH and its ID. During this 
information exchange process, the CH that has the greatest 
probability is the one who becomes CH and the rest is a 
normal node. CH broadcasts an advertisement message 
(ADV). If the normal node receives more than the ADV, then 
it determines the most suitable one that will belong to it, then 
each node sends a request message to the most appropriate 
CH. 

Comparing FLEEC to LEACH (the main clustering 
algorithm) and CHEF (the main fuzzy-logic-based algorithm) 
algorithms. As can be seen from Figure 18, the results showed the 
superiority of FLEEC over both LEACH and CHEF, especially in 
the issue of energy consumption. 

 
Figure 18: The energy consumed by the three main algorithms is comparable [21]. 

6. Conclusion and future work 

Due to the emergence of nanotechnology and the persistence 
of multiple computing fields, the field of WSN and the optimal 
management of node energy remains a fertile field for research 
and experiment. This study covered two main topics, presenting 
and discussing some of the most paramount routing protocols and 
describing their key types and issues, and going through the most 
prominent hierarchical protocols and their development process. 

We concluded from this research that the clustering design is 
one of the most energy-saving designs. Where we noticed that 
Multi-Hop LEACH saves energy because it reduces the distance 
over the CH and also excels and the fuzzy logic strategy based on 
clustering is superior to other clustering strategies because it is in 
line with human logic and its ability to convert more from one 
input to one output, and as it was presented in the research, it was 
saving more energy than any other algorithms. 

In future work, machine learning with the wireless sensor 
network can be studied to further rationalize energy consumption 
and merge data before sending it to BS. 
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 In 1980, an application was developed to track, manage and store documents in electronic 
format. Scan technology has enabled organizations to digitize papers for easier document 
storage and tracking. Document management tools have since developed by introducing 
new functionalities, related to security, users services, workflow and audit. Our research is 
part of the context of improving the efficiency of document processing by proposing an 
approach using information traceability retrieval and content recognition techniques 
through machine learning. In this sense, we started by proposing the exploitation and 
extraction of relationships between documents based on the traceability links and the 
calculation of similarity using information retrieval. Then, in order to improve the 
processing of documents, we proposed a contribution of the use of recognition of content 
techniques by machine learning approaches. Thus, the visualization of the results, 
according to user profiles, motivated us to offer recommendations dedicated to the 
document management system. A Big Data environment is proposed because of the 
exponential growth of data and also to our needs concerning the analysis and the 
distributed calculation of the voluminous masses of data. 
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1. Introduction  

The definition of a document according to ISO (International 
Organization for Standardization); "Is the set consisting of an 
information medium and the data recorded on it, in a generally 
permanent form and readable by humans or by a machine". A 
document in electronic format is a file created, modified and 
readable by a dedicated computer application; it can be an audio, 
an image or any data file. Electronic documents are the precious 
treasure and the important part for the reuse and preservation of 
valuable data in storage based on operators of compression, 
decompression, encryption and decryption [1], [2]. From these 
definitions, we notice that any document, no matter how electronic 
or classic, it keeps two important properties; the information which 
represents the content processed at the document level and the 
metadata part which offers the possibility of introducing the notion 
of object at the level of the design of a document [3]. In the 
Information Technology (IT) domain, traceability is becoming an 
obligation for companies offering applications, systems or services 
that meet market requirements. At the IT project level, changing 
needs is essential in order to develop a good product that meets all 

customer requirements, in which case traceability is an essential 
element for managing changes as well as analyzing its impacts. 
However, traceability must be proposed to show that a 
methodological development process has been respected and to 
justify that the developed tool is ready for use [4]. Using what we 
have called traceability information retrieval, for the purposes of 
this article, is a process of producing a list of relevant documents 
as a response to a user's request by comparing the request to an 
automatically generated index of the content of documents in the 
tool [5]. These documents can be consulted subsequently to be 
processed in the same tool. Today everyone uses tools and 
applications using information research techniques, for example 
the search engines Google, Yahoo and Bing. 

Nowadays, organizations are constantly seeking to be more 
flexible and optimized to cope with the revolution in the digital 
world. Each organization aims for organizational excellence 
through different means to satisfy either the project teams or their 
customers or their suppliers [6]. To meet expectations, an effective 
policy and a strategic vision must be created in a clear way through 
the structuring of processes, documents and resources. According 
to management standards [7], the updating of documents plays a 
very important role in the continuous improvement of the 
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company, because the documentation, updated, guarantees optimal 
efficiency unlike documentation that discards outdated 
information and so that will make it obsolete. Documentation 
management is one of the important levers for building quality 
management; it allows the organization of a set of information, 
documents and records used in projects or in the various 
departments of the 'business [8]. A document can be in paper or 
electronic format. 

In order to protect and ensure the validity of easily accessible 
data as well as keep traceability on the operations and activities 
carried out, we have thought of improving the processing of 
documents. However, we started by researching and formalizing 
methods and procedures necessary and sufficient to control the 
information and documents useful for the entire organization 
(entity, service, project, etc.) as well as the technologies that can 
be used in this direction. The proposed approach targets important 
issues in order to limit the risks of loss of documents and to make 
work collaborative with the sharing and capitalization of resources 
as well as communication between employees and accessibility to 
information, without forgetting security and reliability as well as 
traceability management [9], [10]. Our approach saves time in the 
search for information or documents, increases efficiency, 
increases the satisfaction of project teams (users) as well as reduces 
paper volumes, while using modern and efficient techniques 
through which we called ; IR Traceability Recommendations: 
Recommendations based on data traceability and information 
retrieval. Our approach deals with the case of document 
management that concerns the business domain, as we can 
generalize it in order to apply it to any sector and in any 
organization. 

For electronic document management, improving the flow of 
documents has been widely studied in several research works 
based on the integration of one or more techniques through the 
implementation and proposal of tools for monitoring and storage 
as well as document management. The document management 
administrator is always required to monitor and control the flow of 
documents processed [3], [11]. Few works offer tools for 
automatic and incremental improvement of electronic document 
management. These contain unstructured data and are difficult to 
operate in another system and even the creation of relationships 
between information from different documents is difficult to 
manage, which is why we sought to propose a transformation of 
documents into data in order to facilitate the processing and 
development as well as the analysis of data and therefore improve 
the management of documents in an automatic manner. 

In recent years, Big Data with information retrieval has become 
a more popular area of research [12]. Big Data is a collection of 
heterogeneous unstructured and structured data. The 
heterogeneity, volume and speed at which data is generated make 
the processing and analysis of big data problematic [13]. The 
traditional database system, warehouses and analysis tools fail to 
process this type of data [14]. Big Data with information retrieval 
techniques is an emerging approach not only because of the sheer 
volume of data, but also because of the kind of unstructured nature. 
Data related to the user's request should be retrieved with 
information research. According to experts, employees spend 
around 11 hours a week dealing with document-related issues, 
resulting in low productivity and poor customer service. Hence we 

came up with the idea of harnessing the potential of machine 
learning, so that companies can revamp and improve the traditional 
document management system. Machine learning can also be a 
powerful data mining tool [15], [16]. Using this technology, 
companies can develop a way to help their employees extract 
relevant data, classify and process documents automatically, 
improve data quality and analyze data. Document management by 
machine learning will therefore save a lot of time and effort. 
Recommendation techniques also provide new opportunities for 
the search for personalized information on this work. The 
recommendation, on the other hand, also serves to reduce 
information overload, which is a very common problem in 
information retrieval tools and allows users to have access to 
services or products that are not readily available to users on the 
tool [17]-[19]. 

In this article, we present an improvement of a proposed 
document management system using traceability and information 
retrieval with content recognition techniques  in a big data context. 

Our contribution consists in the improvement of document 
management systems. The remainder of this article is organized as 
follows ; The Sect. II presents a state of the art about document 
management, traceability information retrieval and content 
recognition through machine learning research area. The literature 
made was chosen based on recent research and discussion of 
important topics related to document processing, in order to be 
useful in relation to the objective of our proposed approach. We 
present the use of traceability and information retrieval in a big 
data environment in Sect. III. Machine learning techniques and 
recommendation are described in Sect. IV. The Sect. V describes 
the suggested document management system and we conclude in 
Sect. VI. 

2. State of the art 
2.1. Document management system 

Document management is defined as "the set of techniques for 
organizing, managing and distributing documentary information in 
electronic form" [20]. Document management is actively 
developing especially within companies, because it covers the 
administration of the document flow within all departments of the 
company. In the literature [11], [21], [22], we can define document 
management system as seamlessly automating the document 
lifecycle process and providing tools to securely manage a large 
range of documents. Document management system uses 
statistical algorithms to classify and search documents. Document 
Management is actively developing especially within companies, 
because it covers the administration of the document flow within 
all departments of the company. The objective of this work is to 
propose techniques to improve the efficiency of document 
management on the one hand and to minimize the total cost of 
selecting and recommending documents on the other hand. For 
document management, improving the flow of documents has 
been widely studied in several research works based on the 
integration of one or more techniques through the implementation 
and proposal of tools for monitoring and storage as well as 
document management [8], [1].  

2.2.  Information retrieval based on traceability  
In the world of computer science research, traceability is a 

modern and very recent term, in dictionaries this term appeared 
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only around the year 2000 while traceability has been known for a 
long time, its definition differs according to the fields and sectors 
(Industry, Food, Production, Logistics ...) [23]. The ISO-9001 
standard of the international organization for standardization, 
defines traceability as: 'the ability to trace the history, application, 
use and location of a product or its characteristics using data from 
'recorded identification', Indeed, this definition generates two 
important phases: the first concerns the identification of the item 
by a notation and the second concerns the existence of a recording 
of the data relating to this item on a support which has itself a 
traceability. The literature shows that there are problems related to 
the definition and understanding of traceability. the definition of 
which changes depending on the way it has been proposed. 
According to the dictionary, traceability is the "possibility of 
identifying the origin and reconstructing the journey of a product, 
from its production to its distribution". Researchers say that 
traceability is not a new concept but a practice that we must 
implement in order to respect the norms and rules of law [24]. 
However, in recent years, it has become a necessity in areas where 
the safety and security of consumers have challenged, particularly 
in the medical and food sectors [25]-[27]. Traceability is not a new 
concept but it represents the necessity of results which imposes the 
replacement of papers and pens by means and techniques more 
reactive and especially more efficient, traceability comprises two 
essential elements; tracing and tracking; The purpose of 
traceability is to provide proof at all times of the conformity of an 
element and its components as well as of its origin. Tracking 
represents the way to be able to save and know the paths of 
elements at the level of the data flow and the tracing is the fact of 
identifying the origin of a specific data at the level of the flow. 

Information retrieval is a field allowing the search for relevant 
information from any type of data (audio, video, document, article 
or image). Traditional methods of finding information involve 
breaking down data into subsets or clusters across dimensions 
depending on the given problem. The Information Retrieval (IR) 
approach reduces the effort and time prescribed to create 
traceability links between artifacts [28] [29]. A search engine is an 
example of using the IR approach; it can search billions of web 
documents to answer a very specific query. Information retrieval 
techniques make it possible to solve several problems related to the 
processing carried out in a particular domain as well as to its 
optimization [30]. We have, in our case study, a large remarkable 
mass of documents and objects, and therefore to find an element 
adaptable to a need for information expressed by a user using a 
search query, we have thought of using the algorithms of the 
traceability information retrieval with recovery of traceability 
links. 

2.3.  Machine learning and recommendation 

Machine learning has become one of the key words in recent 
research, machine learning represents an influential source of 
applications to automate the tasks of information retrieval. the 
latter offers several features that would fit into machine learning, 
but really what drives applications of machine learning to IR is not 
so much developments in machine learning technology as changes 
in our work and environment which requires new modes of 
operation [31]. Machine learning is an important discipline due to 
the digital transformation which has led to the production of large 
volumes of data of different types and formats. Machine learning 

can be seen as a branch of artificial intelligence. Indeed, a system 
which finds it difficult to learn can hardly be considered intelligent. 
The ability to learn from experiences is essential in a system 
designed to adapt to an environment that changes often. Artificial 
intelligence, defined as 'the set of techniques used to build 
machines capable of demonstrating behavior that can be described 
as intelligent' [32], also calls on cognitive sciences, to logic, to 
engineering to electronics, and much more. Artificial intelligence 
measurements are used by different tools and applications to 
collect and process and also to communicate and share useful 
information from datasets. Arthur Samuel defined machine 
learning, in 1959, as a "field of study that gives computers the 
ability to learn without being explicitly programmed" [33]. 
Machine learning (ML) is a concept that allows a computer 
program to be learned as well as to adapt to new information and 
new data without any human intervention. With the gradual use of 
technologies like cloud computing and advanced storage 
capabilities, the huge amount of data becomes easily accessible 
and available. Machine learning is the discipline of the computer 
science that concerns the analysis and interpretation of models and 
data to enable learning and processing as well as reasoning and 
decision making without thinking of human intervention. In a 
simple way, machine learning allows the user to feed an immense 
amount of data into an algorithm and ask the machine to analyze 
and make decisions as well as recommendations based on the 
entered data [34]. If corrections are identified, the algorithm can 
incorporate this information to improve future decision making. 
Decisions about data are increasingly making the difference 
between staying up to the competition and falling behind. Machine 
learning can be the key to unlocking the value of business data and 
customer and make decisions that allow a company ahead of the 
competition. 

2.4.  Literature and related work 

Several works talk about traceability or information retrieval 
and also about content recognition through machine learning in a 
big data context, in literature we are finding : 

About documents classification in [35], author proposed a 
review about a wide variety of methods on document classification 
task for German text with an evaluation of different approaches; 
Perceptrons, Discrete Naïve-Bayes, MC4, 3 Nearest-Neighbors, 
Racchio Centroid and Support Vector Machines. In [36], the 
author have proposed a framework for modeling link distributions 
by using a structured logistic regression model capturing both 
content and links in order to improve text classification. In [37], 
the author have presented TRAIL (TRAceability lInk cLassifier) 
as an approach for maintaining traceability information 
(traceability links between pairs of artifacts) to train a machine 
learning classifier which is then able to classify the links between 
any new or existing pair of artifacts as valid or invalid (two 
artifacts are related or no). So, document classification is an 
example of machine learning in the form of natural language 
processing (NLP), in the real world numerous more complex 
algorithms exist for classification such as support vector machines 
(SVM), Naïve Bayes and Decision Trees. There are also works that 
use information retrieval with several traceability methods; in [38], 
the author have presented a study to analyze the equivalence of 
information retrieval methods for automated traceability link 
recovery; Jensen-Shannon (JS), Vector Space Model (VSM), 
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Latent Semantic Indexing (LSI) and Latent Dirichlet Allocation 
(LDA). The result show that while JS, VSM and LSI are almost 
equivalent. In [39], the author have proposed an approach for 
improving requirements tracing based on framing it as an 
information retrieval (IR) problem, they have started with a 
classical vector space model algorithm but they found that this 
algorithm does not outperform analysts or existing tools in terms 
of recall or precision. In [40], the researchers describe a new 
technique called DROPT (Document Ranking Optimization) 
developed for documents retrieved from a corpus with respect to 
document index keywords and the query vectors, the purpose of 
DROPT id to reflect how human users can judge the context 
changes in IR result rankings according to information relevance. 
In [41], the author represent an algorithm based on classical 
mathematical expressions for calculating similarity between 
groups, known as the cosine, jaccard and dice formulas. In [42], an 
application of information retrieval to software maintenance and 
in particular to the problem of recovering traceability links 
between the source code of a system and its free text 
documentation by using an IR method (Vector Space), and in [43] 
a source code parser has been described to create a syntax tree as a 
processing step for information retrieval to recover traceability 
links between source code and documents. Several works of 
recovering of traceability links between documentation and source 
code by using Latent Semantic Indexing (LSI) like an information 
retrieval technique.  

About the use of Machine learning, in [44] the author have 
proposed a predictive model for classifying potential traceability 
links in a system as either valid or invalid, by using a Machine 
Learning approach and features such as text retrieval (IR), rankings 
and query quality (QQ) metrics. In [45], the author also uses a 
machine learning approach for generating requirements 
traceability relations, this approach is based on a learning 
algorithm that produces traceability rules which are able to capture 
link between requirements statements specified in natural language 
and object models.  

3. Improving document management using traceability and 
information retrieval in a big data environment 

3.1. Context 

The main goal of this work is to build a scalable model for 
classifying documents and extracting information from them. In a 
corpus of documents, the model extracts the text from each 
document and applies vectorization to it. Vectorization consists of 
counting the number of occurrences of each word appearing in a 
document. The vectorized representation is then entered into the 
model for prediction. Vectorization includes several algorithms 
and techniques in order to extract as much information as possible. 
Once this information is extracted and after dividing the data into 
a test set and a validation set, we apply different classification 
models on the data (VMS, KNN and decision trees). With arbitrary 
tests, the measurements showed very attractive results: precision, 
recall and F-measure between models, but the best result was 
recorded using TF / IDF with an accuracy of 0.934, an accuracy of 
0.942, a recall of 0.905, and an F measure of 0.921. 

When a user initiates a query, the query has multiple terms, and 
some of those terms may be more important than others. TF-IDF 
is a popular technique for measuring and getting an idea of the 

importance of a term in relation to a document. The TF is used to 
measure how often a word appears in a document. The IDF 
measures the importance of a word (Table 1). The TF-IDF value 
increases if a term appears in the document a number of times 
while taking into account the number of existing documents in the 
corpus that contain the same term. 

Table 1: Example of frequency of appearance of a term in a document 

 Document 1 Document 2  Document 3 
Term 1 5 2 1 
Term 2 1 0 0 
Term 3 3 1 0 
Term 4 0 4 3 

The following formula will allow us to calculate the weights of 
the terms in each document: 

Poid�ti, dj� =  TF ∗ IDF                           (1) 

 
with: 

TF =  
f(ti,dj)

N
                                   (2) 

f(ti,dj) is the number of occurrences of the term ti in the 
document dj and N is the total number of terms in the document 
dj. 

and  

IDF =  
log (f(ti , dj))

M
                                 (3) 

f(ti,dj) is the number of occurrences of the term ti in the 
document dj and M is the total number of documents in the corpus. 

 
We say that two objects are similar if their vectors are 

confused, so the similarity used in our work is the cosine similarity, 
this measure uses the complete vector representation based on the 
frequency of objects or words. The formula is defined by the ratio 
between the scalar product of the X and Y vectors and the product 
of the norm of X and Y: 

Simcos(X, Y) = ∑ x.yn
i=1

�(∑ x2n
i=1 ).�(∑ y2)n

i=1

                 (4) 

A document is made up of a joint agreement of terms that have 
various patterns of occurrence. Text classification is an important 
task especially for document processing, but with the expenential 
growth of data, there are algorithms that can improve classification 
efficiency while ensuring the high precision desired. The purpose 
of classification is to organize documents by sets of documents that 
are similar, and theoretically the documents are said to be close. 
This phase aims to classify documents for the sake of research and 
extraction of useful information in an efficient manner. In this 
phase we propose to use VMS with the KNN (K Nearest Neighbor) 
algorithm and the decision tree algorithm in parallel, which makes 
it possible to put a document in a dominant set among its k nearest 
neighbors. A similarity measure makes it possible to determine the 
documents closest to the request launched by the user or, in the 
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case of classification, to determine the sets closest to the document 
to be classified. 

KNN is a popular algorithm in the field of classification. Its use 
as well as its results place it among the best classification 
techniques in [46] [47]. As for the decision tree, it is an algorithm 
that makes it possible to perform an iterative partitioning of the 
entire feature space; The tree predicts the same label for each lower 
category and each category is chosen by selecting the best division 
from a set of possible divisions, which maximizes the information 
gain at a tree node [48]. However, a decision tree in the sense of 
our work will allow to classify data or observations already labeled 
as well as the visualization of the processed data; The tree starts 
with a source, where there are all the observations, then several 
branches in series show the nodes and at the end we find the leaves 
which represent the classes to be predicted. The major goal of a 
decision tree is to produce user-understandable classifications. 

When we have a request, we must find the relevant objects, 
however the way to evaluate a document, whether relevant or not, 
is to calculate the similarity between the request and the object. 
Before calculating the similarity, it is important to index, clean and 
format all the contents of all the documents by using the techniques 
of the recovery of the traceability of the data (links, who, when, 
how, where ... etc.) as well as the classification using a machine 
learning. The vector representation will also allow us to facilitate 
the use of the requests made where each element of the vector 
represents the weight of each term or concept in the document or 
in the query. The objective is to extract all the terms (t) or concepts 
from our corpus and for each document (d) we build a vector (v) 
which represents it, if a term exists in the document we calculate 
its weight, otherwise we put 0, at the end of the operation we will 
have a vector for each document to calculate the similarity between 
the documentation and the purpose of the research done.  

The traceability processed in this work represents an entire 
history of the operations carried out on the documents. Once an 
operation is performed by a user, this action is tracked 
(consultation, modification, deletion…). The traced data makes it 
possible to know, at any given moment, the life cycle of the 
documents as well as the associated operations. Each document 
with unstructured data must be converted into a format that can be 
analyzed in order to structure it and extract useful information. The 
content of a document can be represented as a set of terms such as 
words, sentences or other entities, each term will have its weight, 
which gives its utility in relation to this document. The main 
objective of document exploration is then to allow administrators 
to extract information from textual resources and to manage 
operations such as retrieval of traceability links and classification. 

3.2.  Traceability Information retrieval 

In terms of our approach, we take into consideration any 
operation, any action and any event such as a trace stored in the 
database. We present a traceability link by a triple (source 
document DS, target document DC and similarity S). In order to 
apply IR techniques for the proposed approach, we consider all 
artifacts as a text document first. The IR allowed extracting all 
terms from a DS source document by calculating the similarity to 
another DC target document, depending on the document type and 
after processing, in order to extract the information. The high 
similarity between two documents suggests a potential link 

between them. For each DS, preprocessing done according to the 
type of document (image, video, text, etc.) for which we have 
thought of using machine learning techniques, we will generate the 
necessary traceability information in the database. 

 
Figure 1:  Similarity calculation and recovery of traceability links 

We take as input, the construction of a matrix which concerns 
the terms per document (m × n), with m the number of all the terms 
appearing in the documents and n the number of documents. For 
each cell cij of the matrix, with i represents the term number and j 
the document number. We calculate the weight of each term and 
by applying the IR we calculate the similarity between two 
documents. The traceability links are created for each two 
documents with the value of their similarity. The latter is 
calculated by the positive cosine. For the recovery of traceability 
links, we aim to trace everything related to documents, even the 
traceability links in the document itself if it is divided into several 
parts. 

 
Figure 2: Process of the proposed approach 

The interest in the need in Big Data is increasing day by day. 
In the age of big data, variety dominates volume and speed. Several 
difficulties and challenges may arise in acquiring, storing, 
processing and retrieving data. Companies like Google, Amazon, 
Facebook and YouTube have an advantage over others in personal 
development and competition due to their large amount of data. It 
should be remembered that processing data and finding 
information is as important as storing data. At the enterprise level, 
information can be structured or unstructured. In the first case, the 
information is presented in the form of a database and in the second 
case; the information is presented in the form of documents. 
Documents capable of keeping secrets that sometimes occupy 
special confidentiality in the company. 
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The architecture of the proposed approach is represented as 
shown in Figure 2. 

The traceability of operations as well as the recovery of 
traceability links between documents is an important phase in 
order to reduce the number of documents processed when the user 
launches a search query. All of the document techniques 
algorithms help automate the process to have better results and 
identify relevant documents with very good precision. The Spark 
environment takes into account the sheer mass of data and its 
exponential growth, as well as the analysis done, in order to meet 
needs and help make decisions. 

For the implementation of our approach we have carried out 
tests on tools to show what the approach can guarantee for the 
improvement of document management. We used KNIME 
(KoNstanz Information MinEr) [49], a software developed in 2004 
by the German University of the city of Constance (Konstanz). It 
is open source software written in java. KNIME is a tool that 
allows the design and execution of workflows using nodes that are 
already predefined as components of the platform. What is also 
huge is that this platform also allows the processing of large 
volumes of data depending on the resources of the user's machine 
(storage capacity, RAM, etc.); That is, there are no restrictions with 
regard to the volume of data or with regard to the platform itself. 
KNIME is an easy-to-use application, what you just have to respect 
is the order of operations as well as the logic of the process so you 
have to choose the node corresponding to the task seeking to be 
executed in order to make the execution of the workflow 
successful ; In KNIME, a node represents an entity that performs 
a well-defined task. 

 
Figure 3: Example of node in KNIME 

Figure 3 shows an example of nodes corresponding to the use 
of the VSM model with the KNN algorithm; The first node is used 
to train an SVM model against the input data. The second node 
uses the SVM model generated by the first SVM node to predict 
the output for given values. The third node classifies a dataset 
based on the KNN algorithm using the training data. A node 
consists of input, output and its state; if the state is in red it means 
that the node is not configured, if the state is in yellow it means 
that the node is well configured and if it is green, it means that the 
node is well executed, otherwise there is an error. 

The visualization of the precision statistics shows in figure 4, 
the good precision taken with respect to the sets processed using 
the three types of VSM algorithm, Decision tree and KNN. 

This approach is presented in the form of examples of tests in 
order to show the interest and the advantages brought to improve 
the management of documents by a system which allows to have a 

global vision on the history of the operations made on the 
documents. , as well as the relationship between them. On the other 
hand, it also makes it possible to facilitate the processing and 
application of information retrieval algorithms in order to extract 
adequate information according to specific needs. The use of the 
big data environment, especially Apache Spark, will allow to 
perform distributed calculations on a large volume of data and in a 
reasonable time. Our approach does not differ much from other 
approaches, but the proposed process has never been discussed in 
relation to electronic document management systems. On the one 
hand, we offer an important management of the traces made on the 
documents as well as the links between them, and on the other 
hand, by increasing the speed and the ease of treatment we offer 
the techniques of information retrieval as well as analyzes the 
distributed computing offered by Spark. While, the other works 
generally offer a classic system for managing documents 
manually. The works that offer tools for the electronic 
management of semi-automatic documents are rare, and those 
already existing are limited to private and commercial use. 

 

 

 
Figure 4: Precision statistics 
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4. Using Contents Recognition techniques in document 
management 

4.1.  Context 

Several approaches to machine learning have been applied 
successfully to real world problems. Indeed, the choice of method 
in each case seems to be based largely on the experience and 
preference of the researchers involved. This success is also 
apparent in information retrieval applications, the different 
paradigms being used in similar proportions to those in other 
fields. Much of the information retrieval work can be automated. 
Processes such as document indexing and query refinement are 
usually done automatically, while document classification and 
term selection are more often done semi-automatically or 
manually. However, algorithms that classify documents by types 
to index information and model user interests to help them 
formulate queries, reduce workload, and ensure more consistent 
behavior. These algorithms are based on machine learning, a 
dynamic and growing field of computing. 

The objective of this contribution is to propose an approach to 
improve document management based on information traceability 
retrieval but also on effective machine learning to extract data, 
create a model and provide a classification. Implementing such a 
solution could reduce administration costs, speed up the document 
delivery process and improve customer satisfaction in businesses. 
At the level of our proposal, we present a kind of multimedia 
management system; the use of machine learning also helps us in 
the automatic classification and extraction of data when a user adds 
any document (image, video, audio or text) to the corpus, using 
classification algorithms and content recognition algorithms. Until 
now, most companies simply scan these documents, index them 
with a date and number, and store them in a repository. There is 
currently a wide range of specialized algorithms for certain parts 
of document analysis. In large scale applications, these approaches 
must cope with the wide variety of documents. Machine learning 
algorithms are a possible treatment in this situation. From a set of 
documents, these algorithms are able to extract a lot of relevant 
data, and even they are able to weight this data in such a way that 
changing some information does not lead to a loss of performance. 
We aim in this work to propose an automatic classification of 
documents in predefined categories as well as by document type 
(image, video, audio or text). Supervised learning techniques are 
used for automatic classification, where predefined category labels 
are assigned to documents based on the probability suggested by a 
set of document training. Some of these techniques are described 
below. Several algorithms or combination of algorithms as hybrid 
approaches have been proposed for the automatic classification of 
documents. Among these algorithms there are VSM, decision trees 
and KNN (k-nearest neighbors) and their hybrid system with the 
combination of different other algorithms and techniques [50]. 

Computer systems that could learn to predict from a set of data 
and improve without having to be reprogrammed were a dream 
until recent years. But now, it has been made possible through 
machine learning. Today, machine learning is the most widely 
used branch of artificial intelligence which is adopted by major 
industries to benefit their businesses. Machine learning unveils a 
breakthrough science in how computers can learn and make 
predictions. It has applications in various industries and it is widely 

used. Machine learning has grown in popularity since its inception 
and it won't stop immediately. Data scanning is on the increase to 
help cut costs and save time, but simply converting documents 
using a scanner into an image or PDF file is not enough. A 
document in printed or handwritten form can be modified or edited 
at any time, which is not possible for a converted image. Thus, 
content recognition becomes a requirement to add search and edit 
functionality in a scanned document. 

The most important documents and files today are stored in 
digital format. This is because digital storage is simple and does 
not involve physical storage space. In addition, the digital retrieval 
of documents is much easier than with filed paper documents. 
However, scanned documents are treated as image files and cannot 
be searched or edited because they are not machine readable. 
Optical Character Recognition (OCR) is a solution to convert these 
scanned documents into machine-readable text files. Files 
processed with OCR can be searched and edited as needed. 
Recognizing content in a document management system will 
therefore be a new approach that promises to transform the way 
businesses manage document processing. It will aim to recognize 
invoices, tax forms, survey forms and various other business and 
administrative documents which may be formal or loosely 
structured with proper storage and retrieval of these documents for 
business purposes. 

4.2. Machine learning for document management 

The essential goal of using machine learning in this work is to 
apply it to multimedia documents and also to have a classification, 
initially, by type of document (Image, video, audio or text), then 
and thanks to these content recognition algorithms we will try to 
extract the information that will be used on the information 
retrieval part. After this processing on the content of the 
documents, an automatic categorization is proposed. The 
automatic classification of documents is quite a complicated task. 
All the varied documents have different visual parameters: size, 
format, shade of paper, font size and type. The fact that some of 
the documents are handwritten complicates things and it was very 
difficult to distinguish the handwriting. Documents vary to a great 
extent and new documents are expected. This is why it is almost 
impossible to solve this task by software implementation of 
algorithmic solutions but by offering machine learning, this 
processing by learning algorithms seems reasonable. 

Recognizing content in a document management system will 
therefore be a new approach that promises to transform the way 
businesses manage document processing. It will aim to recognize 
invoices, tax forms, survey forms and various other business and 
administrative documents which may be formal or loosely 
structured with proper storage and retrieval of these documents for 
business purposes. 

4.3. Recommended documents 

Spark MLlib is an Apache Spark module that provides machine 
learning primitives as APIs. Machine learning typically processes 
a large amount of data. Spark's basic IT framework is a huge plus. 
Additionally, MLlib provides most of the popular machine 
learning and statistics algorithms. This greatly simplifies the task 
of working on a large-scale machine learning project. MLlib offers 
recommendation techniques for unsupervised learning and 

http://www.astesj.com/


O. Rahmaoui et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1267-1277 (2020) 

www.astesj.com     1274 

especially in the part of clustering that will be proposed in this 
work. Recommendation systems are software tools and techniques 
that provide suggestions of documents for a user to use. For our 
recommendation tool to be effective, it must have a comprehensive 
and properly cataloged resource repository. In addition, it must be 
precise to understand the user's needs and must essentially profile 
the user correctly. Ideally, you should take into account that a 
user's preferences are constantly changing. To address this need, 
we provide an interactive document recommendation tool that 
observes the different themes that arise in user work over time and 
continues to learn user preferences continuously based on 
feedback. of the user on the documents recommended to him. We 
then estimate the similarity between the query and each document 
using processed by the IR process presented in the first 
contribution. To take into account user preferences, we keep track 
of user documents to ensure traceability throughout the process. 

Our recommendation phase depends on the user's profile. A 
profile can be made up of several types of information. In this 
proposition, we distinguish two types of information: 

• A template of user settings, that is, a description of the types 
of documents that are of interest to the user. There are many 
other possible representations of this description, but a 
common representation is a function that, for any item, 
predicts the likelihood that the user will be interested in that 
document. For efficiency reasons, this function can be used to 
retrieve the n documents most likely to interest the user. 

• A history of user operations with the document management 
system. This may include documents the user has viewed. The 
history also includes the recording of requests entered by the 
user. 

5. The proposed system 

5.1. Architecture 

The architecture of the system proposed in this section covers 
most of the components involved in data processing 

 
Figure 3: Architecture of the proposed system 

Our system architecture consists of four main components: 

• Corpus of documents: The documents coming from the corpus 
are heterogeneous. The user uses their interface to add new 
documents, even just with the action of "click and drag". 
Usually this is SQL data storage; (MySQL, Oracle, 
PostgreSQL, MongoDB, etc.). Log files will be used to 
manage traceability (user clicks (Action), user visits 
(Operation), activity, etc.). 

• Data transformation: Data transformation involves the 
information retrieval part and converting documents into 
vectors, as well as data extraction so that the document can be 
indexed for easy searching. Indexing is a way to classify a 
document by adding terms to its metadata, such as tags, order 
numbers, or customer information. Mainly this phase is used 
to load the data to be processed. Logging and traceability 
management tools can also be considered part of data 
transformation, as they generate useful events from log files 
and present an important history to analyse. 

• Data processing or integration: For data processing, this 
concerns the generation of usable data from a set of 
heterogeneous documents that can be consumed by machine 
learning and the big data environment; (Spark and its 
ecosystem (Spark / HDFS, Map-Reduce, HBase, MLlib, etc.). 
Spark offers in-memory scans, so this is an emergent task by 
reading directly from HDFS. 

• Data visualization and recommendations: Visualization and 
recommendation represent forms of display of results and 
information to users or to other entities such as managers or 
decision-makers, in order to predict or estimate overall 
performance and also to generate recommendations, to using 
a set of algorithms, tasks defined by the user himself. 
(Reporting, personalized dashboards, interactive tables, 
statistics, research results, etc.). 

5.2. Benefits and advantages 

The improvement that is being made to document management 
systems today through this work is to offer new functionalities 
while keeping the classic functionalities of the system (Capture, 
Storage and distribution of documents): 

• Traceability management: traceability management allows 
managers to control and track changes made to documents in 
the system. Traceability ensures that all actions and operations 
are tracked and recorded. 

• Integration: Many document management systems integrate 
with programs such as messaging, a CRM (Customer 
Relationship Management) application or an ERP (Enterprise 
Resources Planning) database. 

• Scalability: document management system should grow with 
the business so you don't have to change systems later. 

• Security: The system must prioritize the security and 
protection of information and documents, as a data breach or 
storage problem could be disastrous for the entire 
organization. 

http://www.astesj.com/


O. Rahmaoui et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1267-1277 (2020) 

www.astesj.com     1275 

• User-friendliness: The document management system should 
be easy to use. Users in the company should be able to easily 
access, manage and browse the necessary documents. 

• Collaboration: The system must allow users to share and 
collaborate on documents. 

The proposed improvement of the document management 
system supposed to make the work easier and more efficient, 
bringing many benefits: The system automates many aspects of 
document management. The system makes it possible to follow 
and see all the activities on a given document. It should apply built-
in security and access controls to regularly control who can access 
which documents. The system ensures easy search of documents 
so as not to waste time and money. This makes it possible to find 
a document in seconds and also helps to retrieve some more 
relevant ones. It facilitates information sharing and collaboration, 
allowing documents to be accessed from multiple locations. The 
user can share documents, monitor workflows, grant or deny 
access to their documents and see what changes have been made. 
Also, the system offers users documents according to their profile 
and the history of their activities on the documents. 

6. Conclusion 

Using a document management system powered by machine 
learning, companies can modernize the way data is extracted. Such 
an advanced system can read information precisely to understand 
its intention. Based on specific models, the analysis of the 
document management system activated by machine learning and 
retrieves only the information useful to accomplish a particular job. 
Machine learning can also be a powerful tool for data mining and 
analysis in this kind of system, which will save a lot of time and 
effort. It is useful to examine the accuracy to 10 returned 
documents if one is interested in the system's ability to return 
relevant documents to the top of the list (which is a traditional 
concern of search engine users). The precision at 5, 10, 30,… 
returned documents nevertheless has limits: for example if a given 
request has only 8 relevant documents, and the processing does 
restore these 8 documents at the top of the list, the approach will 
have a precision of 10 returned documents equal to 0.8, which does 
not show that all the relevant documents available were found. In 
addition, in this example, a precision of 10 restored documents 
equal to 0.8 does not make it possible to determine where the two 
irrelevant documents are located among the ten returned. 
Document traceability management provides each user with proof 
that business processes have been respected, because if there is an 
error, it will easily be traced, as well as the associated time saving 
and improvement. Project management especially at the level of 
collaborative work. Several jobs are needed to improve the 
performance and accuracy of the document classification process. 
New methods and solutions are needed to obtain useful 
information from the growing volume of electronic documents: 

• Use of semantics and ontology for document classification 
and information retrieval. 

• For filtering and categorizing documents, the user may have 
folders and may want a classifier to classify each incoming 
document which automatically moves it to the correct folder. 
It is easier to find documents in sorted folders in a very large 
corpus. 

• Reduce classifier processing and response time and improve 
classification accuracy, precision, and recall. 

• An implementation of a meaning-based text classification 
procedure is required to retrieve meanings from words used in 
a specific context. 

VSM stands out and occupies first place by its performance in 
all three cases. Thus, it confirms its good reputation in the literature 
as being one of the best classifiers. With the constant development 
and adaptation of machine learning, the proposed approach to 
document management systems will not only ensure better data 
analysis to meet customer needs, but also establish optimal 
research results. With the rapid pace at which technology and 
innovations invade industries with each passing day, it goes 
without saying that early adopters will also be the first to reap the 
myriad benefits that come with it.  

In an electronic document management system, the majority of 
solutions on the market today are more concerned with the 
dynamic side of the system which concerns the workflow part of 
the document. In this work, the major objective that we tried to 
study is the static part by proposing for the improvement of this 
kind of system a multitude of techniques and approaches for this 
static part by attributing it a kind of fuel in order to automate it and 
make it as dynamic in relation to user expectations and its needs 
for the organization and readability of documents. 

The first contribution in this direction, was the proposal of the 
use of traces throughout the system, thus the recovery of traces 
between documents in order to reduce the dimension of the 
treatment proposed also on documents using the techniques of 
information retrieval and the extraction of payload data. The 
voluminous mass of data has forced us to think about using a big 
data environment which will also help us in the analysis and 
distributed calculation of data. 

The second contribution is also an important proposal, 
concerns the use of machine learning techniques in order to add to 
this system new types of documents (image, video, audio and text) 
which will be processed by proposing powerful algorithms. in this 
sense, and which are used to extract important data, and therefore 
offer users and businesses a new service in this type of system. An 
image or a document scanned in an electronic document 
management system, without it being processed manually by 
adding descriptions and fields to list it, it will be archived all the 
time. Hence the usefulness of our approach, in order to automate 
these methods and extract text content assembled from the 
metatdata of a document. This allows the IR engine and especially 
the indexing part which relies on the texts, the processing and the 
indexing of the images of the document. Because it is very easy to 
work on text than to work on an image. That is why we have 
proposed the use of content recognition algorithms which greatly 
assist in automatic document processing. An important point also, 
regarding the use of machine learning is that the preprocessing 
done on the images using OCR allows to extract high value textual 
data added during the training of an algorithm, and the The 
extraction of this data generates a serious increase in the volume 
of data, hence the aim of using a big data environment. This 
automated processing of multimedia documents prompted us to 
think of the user by offering an integrated module for 
recommending multimedia documents according to two criteria; 
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their profile settings and the history of their operations in 
interaction with the system. 

The system proposed in this article is an improvement of the 
modern electronic management systems offered today. Thanks to 
this proposal, documents management tools also becomes easy to 
use, especially with an environment such as big data. 
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 Due to the advent of cloud computing and Internet of Things, smart meters have become 
a crucial part of smart cities. Smart meters generate vast amounts of fine-grained data 
that can immediately provide useful information to electricity consumers, such as 
automatic billing, load monitoring, and dynamic time pricing. This will make the 
electricity consumers more energy-efficient and self-organized in IoT and cloud 
computing technology. Smart meters also enable two-direction flow of energy and balance 
the measurement of inflows and outflows of energy between the meter and electric utility's 
central system through remote reporting. Besides, they help designers integrate renewable 
energy generation, such as solar rooftops to cover remaining energy needs. However, 
smart meters entail some severe security challenges. From a security point of view, these 
meter readings have a potential threat on personal privacy and the collected meter data. 
They may also reveal some details about consumer's lives. Thus, the data acquisition from 
those meter readings is expected to incorporate privacy requirements and application 
demands. In addition, the collected raw data from various meter readings needs to be 
collected from IoT smart metering sensors and stored in the cloud to be accessed and 
analyzed by electricity consumers. Subsequently, this considerable information Is prone 
to privacy threats and security vulnerabilities as the transmission of data to the cloud is 
most likely to cause a data breaching. In this paper the privacy and confidentiality of 
meter readings is protected through trusted platform module, which will allow the 
electricity provider to get the energy consumption at a periodic time granularity. 
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1. Introduction 

The future smart meters are expected to provide details on 
individual appliance consumption and enable customers to access 
electricity safely and economically [1]. These technologies lead 
the trend to shift from conventional power grid to smart grid that 
uses sensors, smart meters, advanced communication systems and 
information technologies to create monitoring and visualizing 
real-time electricity information. But these technologies pose 
threats to individual's privacy as they can simply reveal one's daily 
activities [2]. Fine-grained electricity consumption aggregation 
scheme for smart meters can be used to reveal some information 
about consumers' lives and their activities. It can be also used to 
detect the presence or absence of occupants [3], [4]. In addition, 

transmitting the smart meter data to private or public cloud storage 
will allow the household consumers to monitor their usage, 
change their energy habits, adjust their electric power 
consumption, and give them better management  to their energy 
costs. Real-time monitoring, then, can be accessed via the cloud 
using mobile browser, or any PC/Mac browser in the world. 
Subsequently, these meter readings and information are prone to 
privacy and security threats as the transmission of data to the 
cloud is most likely to cause a data breaching. In this paper, a 
storage outsourcing in the cloud is considered secure where the 
external storage is often untrusted or only semi-trusted. In 
addition, privacy-preserving analytics for IoT and cloud-based 
smart metering system is ensured by using a trusted hardware 
module which is used in conjunction with generated random 
number generator. The proposed framework guarantees an 
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improved secure data storage of IoT smart meter reading and 
provides real-time measures of electricity consumption and the 
estimations of the consumption during operations.   

In this system, the consumer grants the service company a meter 
reading request service at a time of charging and the granted utility 
company is only allowed to get the power readings during that 
granted time. This system also provides practical security 
measures and protects the privacy of consumers who have smart 
meters at their homes. Also, a privacy model is provided here to 
achieve the privacy requirement and experience that the proposed 
system may have a significant effect on privacy-preserving 
systems if the system is built under the assumption that the utility 
provider is semi-honest. 

In addition, strong access configuration and authentication 
management protocols should be constructed in IoT -
cloud outsourcing process, and any unauthorized access should 
be utilized and reported. Moreover, due to the lack of privacy and 
security issues, sensitive personal data can be revealed to third 
parties such as utility companies and cloud service providers. 
Today, energy might be collected and stored for future use as per 
demand. Additionally, data analysis programs can be used to 
improve the efficiency of power consumption of a particular meter.  

It is true, of course, that adding memory or a processor to the 
smart meter will enhance its security services capabilities, but 
contradictorily, the cost of implementing these smart meters will 
be increased dramatically. The proposed security system in this 
paper is designed to support multiple time segment granularities 
and let the meter readings to be stored securely on the cloud. It also 
comprises the design, construction, and operation of proposed two-
way communication scheme, which ensures secure and reliable 
connections between the smart meters and getaways. 

The rest of this paper is structured as follows. Section II 
discusses the architecture and characteristics of smart metering 
system with the cloud computing. The related work is given in 
Section III. The system design and modeling are presented in 
Section IV. Results in terms of system implementation, 
authentication, security and privacy are presented and discussed in 
Section. V. The performance analysis of the proposed system is 
discussed in Section VI. In the final section, the conclusion and 
future work are presented.  

2. Cloud Metering Infrastructure  

Smart technologies like the IoT, artificial intelligence (AI), and 
other digital technologies are providing new opportunities to smart 
grid network, and can be used to control, monitor, maintain 
production, transmission, and consumption of electricity in smart 
metering systems.  Many benefits could be obtained through 
the deployment of the smart grid services in cloud computing, in 
order to achieve energy savings.  Cloud computing is also used to 
speed up communication with telemetry devices [5]. Moreover, 
power grid technology can be combined with smart meters to 
reduce the energy   consumption in the peak demand and, hence, 
improve cost savings.  

However, fine-grained technical approaches can cause security 
and privacy concerns for smart meter users. Current smart/interval 
meters can record electricity consumption in 30-minute intervals; 
however, the new generation of smart meters use more advanced 
technology and could convert all time units to seconds. 
Mechanisms for large-scale distributed sensor networks and other 
complex issues are likely to be addressed in order to prevent 
personal privacy from being breached and prevent revealing 
detailed information of one’s daily activities. It should be made 
clear that smart meters record the energy usage exactly in the same 
way as the standard meters, and send this data to the consumers 
and the utility provider, on a required time interval, which allows 
consumers to monitor their power consumption at very fine time 
granularities. As opposed to the conventional method of electricity 
billing [6], the proposed approach does not require a person from 
the electric companies to read the number of units of energy 
consumed in the meter. The proposed system can play an important 
role in minimizing overall energy consumption and, hence, 
making significant contribution to energy efficiency and power 
saving. 

One of the most important aspects of the proposed privacy-
preserving energy scheme is its capability of providing a fine-
grained smart meter access, while preserving the privacy of 
consumers based on an encryption scheme.  

Therefore, the proposed fine-grained anonymous metering 
system will encourage consumers to use limited electricity during 
peak hours, especially when energy demand is high and inform 
them with their consumption patterns, and challenge them to 
fully utilize potential while saving costs. Finally, a Load 
Monitoring Center (LMC) will be introduced in attempt to access 
the sum of meter readings from various smart meter-time 
resolutions (e.g. half-minute, one minute, five minute, etc.). 

Some previous studies have focused on privacy, security, and 
accuracy issues of plug load monitoring system in smart grid 
environment [6]. Other related studies have focused on payment 
predication and automatic bill generation. Various privacy-
preserving models were proposed to protect the individual's 
privacy and minimize the energy consumption [7]. However, most 
of the corrupted meters will disclose the activities of users by 
measuring their usage frequency. Furthermore, cyber security can 
be utilized to characterize the surrounding magnetic field of smart 
meter, which in turn will expose some vulnerabilities with the data 
being transmitted from smart meters. To solve such problems, 
many researchers have developed and investigated a wide variety 
of approaches over the years in order to prevent disclosing the 
consumer living activities and invade their privacy. In this paper, 
cloud computing offers an alternative storage model to the 
traditional in-house smart meter model. This is a quite effective 
way, so that the data stored in the cloud will be secured by using 
multiple levels of encryption and, hence, only authenticated 
consumers would be getting access to it. All meter readings will be 
read at specified time intervals and readings will be stored in a 
secure cloud-based server which will be accessible from anywhere 
through a web browser or any mobile device. The meter reading 
privacy will, then, be protected within the cloud environment, and, 
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as a result, only authorized household consumers will get 
permission to access the sensitive content in the cloud. 

The Cloud metering system (CMS) proposed here consists of 
three main parts: trusted identity module, cloud storage unit, and 
the utility service provider. The trusted identity module is 
embedded on a smart meter for the purpose of securing the 
metering services. The external cloud storage allows consumers to 
do their reading remotely, with no need to buy expensive 
equipment or hire large IT staffs. The energy service provider 
pools consumers' services, and demand different time granularities 
[9]. The proposed model has a mechanism to manage and grant 
meter readings to the utility company at specific time and date.  

The utility company, then, can get energy readings at specific 
time intervals by analyzing meter data stored in the cloud. Meter 
readings are securely sent over the mobile network to be stored in 
the cloud for monitoring and analysis purposes. The meter 
construction and two-way communications capability will enable 
the system to process remote connections and disconnections of 
power service [10], [11]. The smart meters have the ability to 
measure, store, and report both energy inflows and outflows [12], 
[13]. The utility provider then, aggregates the consumption data 
from the storage system on the granted date in order to balance 
between the privacy requirements and the functionality of the 
system. Also, a privacy model is considered, as the meter readings 
should not be exposed to unauthorized persons or processes during 
transmission, storage and retrieving [14], [15]. Figure 1 illustrates 
the construction of the proposed CMS model. 

 

Figure 1: CMS Architecture 

Clearly, the privacy is preserved by hiding smart 
meter's individual readings. Thus, sensitive data should 
be inaccessible to eavesdroppers. For example,  data utilization, 
visualization, detection of emerging failures, centralized and 
decentralized operations and controls, all need to be considered 
when designing a secure network. There are complex security 
requirements to be deployed either on the cloud or on the smart 
meter with potentially limited resources like authentication and ID 
management. Thus, strong authentication protocols should be 
implemented in the cloud network to provide protection against 
privacy violations. Meanwhile, unauthorized users are rejected 
through the use of access control or privacy features. Without 
cloud, smart meters cannot preserve consumer privacy and 

confidentiality. On the other hand, sensitive data or meter readings 
should be encrypted before being outsourced to the cloud. [16], 
[17]. 

3. Related Work 

Different secure architectures and data aggregations have been 
proposed to reduce the cost of digital signatures in smart meters. 
All these schemes aim to protect the transferred readings of energy 
data. There are different types of smart metering architectures, 
some are of a meter and others are of many meters. The former 
contribute to the billing applications and the later contribute to 
applications such as load monitoring. 

Aggregation and the role of Trusted Third Parties (TTP} has 
been discussed in [18]. The role of a trusted third party is to 
validate and safeguard protected meter readings on the basis of 
privacy policies of third party services. Others have used 
cryptographic primitives. [19]-[21], for example, smart meters can 
greatly benefit from accessing cloud processing and storage 
services if security measures, like homomorphic encryption, are 
applied. This can be achieved by encrypting smart meter data 
before storage takes place in the cloud.  

This model is quite unique when it comes to the aggregation of 
meters' readings using zero knowledge protocol and tamper proof 
signature.  

As for [22] and [23], they replaced tamper proof signature by 
TPM. Mc Laughlinet al [24] propose an approach to privacy-
preserving data aggregation being transmitted using a random 
noise. This random noise must be chosen in a manner that is 
transparent and does not affect the validity of aggregated data from 
smart meters. They also presented a privacy-preserving technique 
that is based on inserting the result of three aggregation functions 
for any given neighborhood in a short time period ψt. Based on 
these functions, the aggregation technique is implemented in such 
a way that the aggregator can produce an accurate aggregate 
number while maintaining the confidentiality of individual meter 
reading. 

Moreover, [25] have proposed an approach that can utilize 
privacy settings on smart meters by using secret sharing scheme 
combined with symmetric encryption.  The paper [26] has 
proposed a hybrid approach that uses random noise and 
pseudorandom sequences to preserve the privacy of readings 
collected from smart meters. Their proposed system supports load 
monitoring and billing applications as they claimed in their paper. 
However, most of the privacy preserving approaches in smart 
metering systems concentrate on the sensitivity of meter readings 
in attempt to protect time-series in general and not designed for 
very fine time granularities. Also, it is not clear which reading is 
considered sensitive and how it should be handled. While privacy-
preserving solutions have been studied, users' privacy concerns 
have been not fully defined and the privacy of smart meter readings 
has not been formally addressed. Currently, many gaps exist 
between linking the meter readings to the status of specific 
applications. Appropriate regulatory protections vary from one 
application to other.  
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In this paper, the privacy of smart meter users is preserved by 
providing a flexible platform that supports multiple time 
granularities. In addition, the provided storage services of these 
smart metering systems are highly dependent on the cloud 
infrastructure. To ensure authenticity and integrity, a trusted 
platform module will be employed in this paper. The suggested 
module will be used to create signatures over the data to be signed.   

4. System Design and Modeling 

In this section, time scale notation, metering system and the 
proposed security model are described along with a brief 
introduction to the proposed privacy requirement. 

4.1. Time Scale Notations 

At the lowest level of time granularity S1, time is divided into 
several time units T1, T2, ….,Tn of 1 ms.  Each time interval unit 
Ti is allocated to weight wi. At the startup routine, all the weights 
are equal, and the system entity structures extension to integrate 
weight hierarchies and time granularities into real time workflow. 
Automatically, a time granularity S is defined to support different 
applications. An example of three different time granularities, S1 , 
S2 and S3is shown in Figure2. 

 

Figure 2: Time Granularities System 

4.2. Smart Metering Process 

The proposed metering system consists of a meter, an external 
cloud storage platform and the cloud service provider SPi which 
has a key pair: a public key (PK1) and a private key (SK1).  

Figure3 shows an example of the proposed platform with a 
cloud computing architecture. Supposedly, a meter is fully trusted 
and the storage platform as well as the cloud service provider are 
honest, as they follow specific procedures in extracting individual 
meter readings from storage devices and communication links. If 
a consumer has a meter SM that records energy consumption d1 at 
time unit T1, H agrees time granularities Si with different service 
providers SPi, and constructs SM by storing S1.  

Meter M, then, encrypts the meter reading d1 as C1 and stores 
C1 into the cloud storage system. By getting the access right at a 
given time granularity Si, an energy consumption di at time interval 
Ti  is a sum of meter readings: 

       𝑑𝑑𝑖𝑖 =  � 𝑑𝑑1                                                                   (1)  
𝑗𝑗

𝑆𝑆=(𝑗𝑗−1)/𝑖𝑖+1

 

The proposed model consists of 3 layers, hardware layer, 
application layer and Kernel layer. The hardware layer consists of 
all hardware modules including the precision measurement unit, 
the platform module and a communication and processing module. 

As for the kernel layer, it has a set of modules that interacts with 
hardware layer.   Then comes the application layer that is 
constructed upon the kernel layer to offer facilities such as cloud 
network management service, transaction service and web edge 
for monitoring current meter readings which can be stored on the 
cloud. This allows easy access to such readings from anywhere 
through any web-based interface application. 

5. Trust Assumptions and Security Requirements  

The meter readings can be transferred directly to the cloud using 
a Trusted Third Party (TTP) encryption, which is responsible for 
the registration of consumers and servers. TTP can manage meter 
data using standard Internet connections and has the capability to 
provide data confidentiality, data integrity and fraud prevention. 
Due to these capabilities, the consumers can utilize the best 
authentication and registration features. Hence, home residents can 
easily monitor and control home electricity facilities through 
computer and smart phones over the TTP. The whole registration, 
authentication method is illustrated in Figure 3. 

 
 Consumer Authentication Process 

The residential home has local renewable resources, energy 
storage and electrical appliances that are able to adjust power 
consumption behavior and predict demand-capacity. It then works 
with a set of service providers as each service provider primarily 
delivers access of meter readings at a time periodically. In addition,  
each network/service provider SPi with a key pair (private and 
public) has a demanded time granularity Si, and the startup time at 
the initial time granularity Ti,j can be approximated by the 
following equation : 

 

        𝑇𝑇𝑖𝑖,𝑗𝑗 = � � 𝑇𝑇𝑖𝑖

𝑗𝑗

𝑣𝑣=(𝑗𝑗−1)/𝑠𝑠𝑖𝑖+1

�𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚                                              (2) 

Therefore, a network provider can compute the energy 
consumption di at time Ti by editing the encrypted meter readings 
as long as it knows a random value ri  of sometime unit Ti . Then, 
the energy consumption di can be easily calculated by the 
following equation: 

 

      𝑇𝑇𝑖𝑖,𝑗𝑗 = � � d𝑖𝑖

𝑗𝑗

𝑣𝑣=(𝑗𝑗−1)/𝑠𝑠𝑖𝑖+1

�𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚                                                 (3) 
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The consumer appliances, local renewable energy generators, 
smart grid utility will all be connected by the cloud and controlled 
by smart  home meter which has the skill of getting consumption 
information from cloud services.   

This smart-home meter is also capable of static scheduling and 
runtime scheduling to reduce the total cost of electricity energy 
while sustaining power requirements [27]. 

 From security point of view, the consumer appliances should 
give the corresponding random numbers rito SPi  in order to permit 
the right access of meter reading at a specific time Si to a network 
provider SPi. In order to reduce the communication cost of random 
number ri derives the next one ri,j+1 by using a shared PRNG where 
a random number is generated so that the equation would be:  

     𝑟𝑟𝑖𝑖  = � � 𝑇𝑇𝑖𝑖

𝑗𝑗

𝑣𝑣=(𝑗𝑗−1)/𝑠𝑠𝑖𝑖+1

�𝑚𝑚𝑚𝑚𝑑𝑑𝑚𝑚                                          (4) 

Where the time granularity Si is derived from r1 using the 
pseudorandom number generator g1. The consumer, then, will 
securely give ri, Si to the service provider SPi in order to grant the 
right access. SPi can consequently, derive other random numbers. 

5.1. Trust Model 

Let h be a crypto system and has h function where the encryption 
and decryption procedures used by the network provider SPi to 
authenticate the communication parties and to create a secure 
connection. The consumer will, then, share random number 
generator g: with SPi, correspondingly. Then, the consumer will 
configure a meter SM by setting initial state number of a specific 
time Si.  

The TPM and SM will generate a master key K by the using a 
seed θ, the sequence number SN and the hash algorithm h. The 
session key k is securely saved in the TPM of SM which creates a 
seed key Ki by using the session key K and description Di. M, then, 
computes ri , and encrypts it  by using public key PKi as ri  and 
stores ni  to the external data storage system. 

5.2. Usability Goal 

Permanent data storage mechanisms are urgently needed for the 
development of smart-meter system which aims at reducing the 
electricity cost at a residential home by scheduling the power 
demands according to a rich set of power – related data that can 
describe the dynamic status of smart grid, local power generation, 
energy consumption of consumer appliances, sensor data, weather 
data and occupants’ activity data.  

All this data will be stored in the cloud by a data base that is 
implemented by MYSQL which will also support queries over data 
and metadata from the smart home systems.  

                      𝑐𝑐𝑖𝑖 =  ��𝑐𝑐1

𝑗𝑗𝑗𝑗𝑖𝑖

𝑣𝑣

�  𝑚𝑚𝑚𝑚𝑑𝑑 𝑚𝑚                                              (5) 

where 𝜂𝜂𝑖𝑖,[𝑗𝑗/𝑗𝑗𝑖𝑖]= 𝑒𝑒𝑒𝑒𝑐𝑐𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖  (𝑑𝑑𝑖𝑖,[𝑗𝑗/𝑗𝑗𝑖𝑖]) 

Meaning that the service provider SPi gets the encrypted power 
assumption di of every time unit Ti , for j ≥ 1 since di< N.  In the 
next part, the privacy requirement that is proposed here is defined 
and it is proven that the proposed system meets it. Moreover, it is 
shown that managing meter data collections and billing are secure. 

5.3. Privacy-Preserving Requirement  

Privacy here requires that a network provider SPi cannot get 
energy consumption di at  specific time intervals Sv, where j ≥ 1 
and v < I. Paying into consideration that if SPi cannot get energy 
consumption at specific time intervals Si -1, it wouldn’t get energy 
consumption at any time intervals Sv for v < i – 1. The privacy 
preserving requirement here is to keep the time granularity adapted 
to a prior time constraints when determining the maximum time 
boundary. For example, a demand phase continues first when A 
adoptively gets meter readings di at time intervals T1, j as j =  1 
and C returns back to A the encrypted meter readings C1. A, then, 
specifies to enter the experiment phase at (j* - 1) + 1. A then 
chooses two challenge sets meter readings for a time ∈ {0 , 1}. The 
intersection of the two sets is that the consequential di , j* are the 
same as illustrated in the following equation: 

� 𝑑𝑑𝑖𝑖0
𝑗𝑗𝑖𝑖−1𝑗𝑗∗

𝑣𝑣=𝑗𝑗𝑖𝑖−1(𝑗𝑗∗−1)+1

=  � 𝑑𝑑𝑗𝑗1                                    (6)
𝑗𝑗𝑖𝑖−1𝑗𝑗∗

𝑣𝑣=𝑗𝑗𝑖𝑖−1(𝑗𝑗∗−1)+1

 

After reading the encrypted meter data, A passes to the second 
phase. For a second time, A adaptively indicates a meter reading 
dj for subjective time interval Ti and C automatically returns the 
encrypted meter reading C1 back to A. Hence, a smart metering 
scheme satisfies the privacy preserving requirement against a 
network provider SPi for any probabilistic polynomial time 
function T bounded adversary A attacking the real process. 

Table 1:  Implementation analysis of the proposed system 

Initialization phase Computation          
cost (ms) 

Storage  
cost 

Registration phases < 10 ms 1592 B 

Generating a nonce number   1.2 ms 2 B 

Encrypting a meter reading < 12 ms 19 

Session key exchange  4.3 ms 17 B 

Data transmission phase  2.8 ms 68 B 

5.4. Storage System Security 

The meter readings are shown to be securely stored in the cloud 
storage devices, bearing in mind that each network provider has 
more information than the storage devices and that the proposed 
metering algorithm is securely integrated with privacy-preserving 
scheme.  

http://www.astesj.com/


H.A.E. Zouka et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1278-1285 (2020) 

www.astesj.com     1283 

The security requirement of cloud storage is the collective 
processes, technologies and controls that ensure that only 
authorized and legitimate users can store, access and 
use storage resources. The attacker A has the same role of the 
storage system, but without the knowledge of the stored 
pseudorandom number r. Hence, the metering systems satisfy the 
secure storage constraints by considering any probabilistic 
parameterized polynomial time algorithms which are employed by 
the users during the initialization and the security phases, assuming 
that all encryption algorithms used by network provider SPi are 
completely secure.  

6. Performance Analysis and Results 

The performance of the offered smart metering system is 
examined in terms of benefit-to-cost ratio and storage cost. 
Moreover, a specific scenario is considered where four time 
measures; years, months, hours, and seconds are used in the smart 
meter. The utilization of the system shows that the time of the 
generated key is the highest among the transmitted and 
authentication time.  

In addition, the proposed system minimizes the overhead of the 
authentication process as compared to the other know 
authentication algorithms in smart metering networks because the 
key used in transfer time as well as the key used in the verification 
time produce a lower amount of overhead. As shown in Table 1, it 
is obvious that the encryption time is the highest among the 
authentication and transfer time. 

It is also obvious, from the table, that the time complexity for 
key generation is in the order of O(log n) and it takes nearly less 
than 20 seconds on average to be accomplished. Despite the long 
generation time and relatively low encryption time, the total key 
transfer time range is 0.6 to 3 seconds, whereas the total key 
authentication time range is 0.8 to 5 seconds.   

Noticing that the scheduling scheme produces a total of N sub-
keys of the size of 32 bits and that the encryption system used by 
network providers is standard RSA encryption. The proposed 
system showed that the generated 2048-bit key of RSA algorithm 
takes significantly longer than the 1042-bit key.  A commercial 
Information on Trusted Platform Module (TPM) chip is used to 
enhance the performance of cryptographic system in terms of 
space and speed, which is capable of supporting a 1024-bit 
signature in 50 ms and 2048-bit RSA signature in 250 ms.  

The TPM can be initiated to cope with multiple security 
services, including the protection and secure storage of the keys. 
TMP can be used also to cope with RSA algorithm for key signing 
and encrypting data.  

It is also assumed that calculating Si optimal additions is not 
slower than the estimated time complexity to factor 1024-bit RSA 
modulus, and the fastest known factorization algorithm requires 
around 265 times complexity to factor a 1024-bit signature.  The 
task of generating a 1024-bit RSA signature, would take less than 
100 ms to be generated.  

Thus, the complexity of encrypting a meter reading takes less 
than 35 ms. Additionally, the storage cost of a meter is considered 
to be constant and the cost of storing data in the cloud system is 
analyzed as follows: for each reading, the cloud system stores an 
encrypted data reading of (log2 n) bits. In order to grant the access 
right to a network provider SPi, a cipher text is stored in the cloud 
storage system at the first time interval T1.  

Consequently, for every Ti time unit at time granularity S1, an 
encryption of a nonce digits is stored. In the proposed model, the 
cloud storage efficiency of encrypted data reading of a month is 
around 325 MB, and as for the storage cost of encrypted data for a 
month is about 3.4 MB, which make the overall storage cost of the 
cloud storage system for a meter system per month is fewer than 
126.3 MB. 

Level of trust operations of cloud network providers includes 
encryption, modular arithmetic and the computation of nonce 
numbers are all within efficient range and work under all standard 
reference conditions required by secure service providers. The 
computation efficiency of meter system is analyzed as follows: 
large keys are converted into small keys by using MD5 hash 
algorithm and the data encryption takes place during the 
initialization process.  

The calculation in the initialization process is subject to the 
computation of generated RSA keys. As the encrypting of a nonce 
takes 2 ms, the initialization itself takes 2 seconds. At T1, the meter 
reading is encrypted by using the nonce r1  that on average, takes 
between 10 – 15 ms to be completed. 

On the other hand, the efficiency analysis and the security 
analysis show that the proposed protocol is secure and efficient ; 
the efficiency is verified by ns2 simulation results, which show a 
high authentication rate. The average time for the authentication 
phase is between 1 and 2 ms, and the average time of key exchange 
protocol is also utilized and was in the range of 1 to 7 ms.   

 
Figure 4: End-to-End Delay 

The verification time has been calculated for various security 
measures in accordance with the key generation time and the key 
computation time to prevent intruders from decrypting the keys. 
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The simulation results showed that the elapsed time to complete 
the verification process including the key exchange protocol and 
the hash function is approximately equal to the total time required 
for exchanging of all smart meter readings within the 
communication channel.   

The performance analysis of this system for varying number of 
meters is presented in Figure 4 and Figure 5, respectively. In the 
former figure, the measured end-to-end delay between the creation 
and aggregation of the meter readings at the cloud server and the 
readings response time at the utility company is illustrated by 
implementing the authentication protocols. 

 
Figure 5: Throughput Rate  

Cleary, the delay is affected by the time slot where the meter is 
assigned in the schedule of time granularity created by the users. 
Another reason for the increase in the message delay is the 
computational overheads taking place at the communication layers 
of the network. Furthermore, the suggested authentication scheme 
reduced the response time and the communication overhead in the 
proposed smart metering system because the verification time and 
the key transfer time produce minimum amount of data overhead. 
It is noted from Figure 5 that the generation time of the key pair is 
the lowest among the computation time and verification time. It is 
clear also from the figure that the generation time of the key-pair 
was performed in less than 9 ms.  When considering the key 
exchange time over different network bandwidth, the key transfer 
time was quite high compared with key verification time.  The 
average transfer time was less than one second and the verification 
time was the 6.2 ms on average.  To avoid the risk of key-guessing 
attack and code replication attack, a strong crypto system together 
with a secure digital signature were used interchangeably to 
encode smart meter readings during transmission between the 
cloud server and the smart meters. As for the results, the proposed 
security and meter privacy preservation scheme in this paper have 
offered alternative ways for preserving the cloud storage and time 
granularity while still providing privacy in smart meters.  

7. Conclusion and Future Work 

In this paper a data processing and storage system that is 
applicable to smart meters with many modules that is connected as 

an internet of things via the public network and uses the full 
strength of cloud computing and secures users' privacy and the 
confidentiality of data exchanged on the grid by encrypting smart 
meter data before sending to the cloud for the sake of processing 
and storage with the help of a homomorphic asymmetric key 
cryptosystem. Each smart meter includes a set of public and private 
keys to which the grid operator can access and the household 
owner, on the other hand, can only access the decryption key 
corresponding to their own smart meter. With the help of the 
homomorphic feature of the cryptographic technique, several 
methods are created to enable most of the computing works to be 
done directly on the data encrypted by the cloud which is the main 
focus of this model. The smart reading system which is proposed 
in this paper considers an external storage cloud server and 
supports multiple time granularities in a privacy preserving 
manner against host-but-curious providers. The consumer gives 
different time granularities to different service providers. It is 
shown in this paper that a service provider gets power consumption 
of the consumer at only the granted time granularity. The security 
analysis in this paper confirms that the proposed security protocol 
preserves the overall privacy of the smart meter readings by 
allowing an efficient authentication and key management protocol 
for cloud-based smart metering systems. The performance of the 
proposed system is analyzed in terms of computation cost and 
storage cost of a meter. The results confirm also that the key 
generation time is the highest among the transfer and the 
verification time. Furthermore, the suggested scheme reduced the 
overhead of the authentication time as compared to the other 
existing authentication schemes in smart metering systems. The 
analysis also provides a solid step towards the practical 
construction of privacy in cloud-based smart grid technologies. 
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Traffic congestion is being experienced daily by many travellers both on the inner-city roads
as well as on the highways. The toll plaza can become a real highway bottleneck, as vehicles
must stop and manually pay the tolls at the toll booths. This stop-and-go process can
seriously affect traffic fluidity, resulting in a lower quality of service at the plaza. One of the
solutions used to improve the efficiency of toll plazas operation was the implementation of
electronic toll collection (ETC), where vehicles can pass through the tolls without having to
stop. In this research, a model that evaluates the benefits of the ETC system was developed
using ARENA, a microscopic simulation tool. These benefits were visualized by conducting
a comparative analysis of different scenarios. The Bouznika toll plaza, one of the major toll
highways in Morocco, was selected for illustrating the improved operation realized from the
use of ETC technology.

1 Introduction
One of the main causes of traffic jams on freeways is resulted from
the conventional toll collection at toll gates, where each vehicle is
required to stop to pay toll fees. The process of stopping to pay the
toll reduces the traffic flow, increases the waiting time, queue length
and thus reduces the efficiency of the toll plazas.

Therefore, in order to improve the level of service of toll plazas,
a new technology has been introduced: The Electronic Toll Collec-
tion (ETC) Systems. These systems make it possible to pass through
tolling location without being required to stop, and that it is thanks
to a vehicle-mounted transponder that allows to uniquely identify
each vehicle and to electronically collect the tolls.

With the development of ETC systems, various studies have
been proposed to evaluate its performance and impacts.

Burris and Hildebrand had developed a discrete-event simula-
tion model to examine the effect of ETC on traffic operations at the
Halifax-Dartmouth Bridge in Nova Scotia, Canada. They simulated
various scenarios of toll plaza configurations with and without ETC
[1].

In [2], the authors used the INTEGRATION simulation model
to study the impacts of ETC deployment on toll station at the Mas-
sachusetts Turnpike in Boston. Different scenarios were evaluated,
and the simulation results showed an increase in the efficiency of
traffic operations with the implementation of ETC. Throughput vol-
umes, average queue length, and average waiting time spent in the
system were used as measures of effectiveness.

Anthony A. Saka used a microscopic simulation model to evalu-
ate the benefits resulting from the use of ETC technology by under-
taking a comparative analysis of traffic operation condition before
and after the ETC implementation [3] .

David Levinson and Elva Chang developed a model to maximize
social welfare associated with toll stations. A payment choice model
was used to estimate the share of traffic using ETC as a function of
delay, price, and a fixed cost of acquiring the in-vehicle transponder
[4].

Lu Jian made a qualitative analysis on the impacts of ETC and
developed the performance index system of ETC benefits (2003)
[5] . Jia Hong-fei estimated the monetary benefits of implementing
ETC projects under different traffic volume conditions by using a
cost-benefit analysis method [6].

Following this introductory section, a description of the pro-
posed methodology is provided. Simulation results and performance
evaluation are introduced in section 3. Finally, concluding remarks
are stated in section 4.

2 Methodology

2.1 Study site selection

The selected study site is the Bouznika toll plaza. This plaza is
one of the major toll highways in Morocco. It is located on the
motorway axis that connects Casablanca, the nerve center of Mo-
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rocco’s economic activity, to Rabat, the administrative capital of the
country. This is the busiest section of the country’s highways, with
a throughput volume that could approach 50000 vehicles per day
during peak periods.

The configuration of the toll facility consisted of nine manual
lanes, two automated lanes and four ETC lanes.

2.2 Data collection and analysis

Data collection consisted of two major activities: (1) collection of
service time (i.e., the time required to pay the toll and cross the
barrier) data and (2) collection of traffic arrivals at the toll plaza
[7]–[9].

The service time may be affected by a number of factors, such
as the amount to be paid, the experience of the toll collector, the
method of payment and the type of vehicle being serviced.

To determine service time distribution, we collect data over a
given period of observation time. We record the time when the
vehicle stops to pay the toll and the time after it crosses the toll
barrier.

ARENA’s Input Analyzer was used to find a probability distri-
bution that best fits to the collected data. It is a tool designed to
adjust theoretical distributions to observed data by estimating their
parameters and measuring the quality of their adjustment.

With a sample size of 65 observations, we found that the service
time distribution is 5.5 + Logn(16.7, 16.8) for the manned tollbooths
and a triangular distribution with parameters 8, 10 and 12 for the
automatic toll lanes (See figures 1 and 2). As for the ETC lanes, we
assume an average toll transaction time of five seconds.

Figure 1: Results obtained for the service time distribution(Manual Tollbooth).

Figure 2: Results obtained for the service time distribution(Automatic Toll Lanes).

2.3 Model development

Simulation modelling provides a better understanding of the dy-
namic behaviour of systems, allows the user to compare different
configurations and evaluate performance.

By using simulation, it is possible to analyse each of the sys-
tem’s component and to measure their relative impact on the overall
performance of the system.

In our case, we use simulation in order to evaluate the impact of
ETC on toll station. This evaluation was accomplished by utilizing
collected field data and simulated scenarios using ARENA software.
Arena is the most widely used discrete event simulation software
in the world. It contains all the resources for modelling, process
representation, statistical analysis and results analysis.

Furthermore, it combines the capabilities of simulation language
in an integrated graphic environment, allowing for an easy user in-
terface for model building.

Although the software was not specifically designed for toll
plazas, its functionalities enable the user to model practically any
type of process. It covers all discrete flows, all basic process func-
tions: time, resources, information. . . at a very detailed level.

Arena provides a considerable number of statistics, automati-
cally generated after each run, that estimate the performance mea-
sures of the system under study. These statistics are related to
various components in the model, such as entities (Number in, num-
ber out, average total time in system. . . ), resources (utilization,
average number of busy resource units, number of times seized),
queues (average queue delay, average queue size and minimal and

www.astesj.com 1287

http://www.astesj.com


M.K. Alimam et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1286-1292 (2020)

maximal observed values), and so on [10].
To construct this model, a great deal of empirical data were

required, particularly traffic volumes, service time distribution, num-
ber of lanes and percentage of vehicles using each payment option.

Figure 3 shows the flow chart of the simulation model.

Figure 3: Simulation Flow Chart.

The simulation begins with the generation of entities (vehicles)
according to a non-homogenous Poisson distribution.

The Poisson process is one of the most widely used counting
processes. It is usually used in scenarios where we are counting the
occurrences of certain events that appear to happen at a certain rate,
but completely at random (without a certain structure).

A counting process is called a Poisson process if the following
conditions hold:

• The number of entities that arrive in one interval is inde-
pendent of the number of entities that arrive in any other
non-overlapping interval.

• The number of occurrences in each interval can range from
zero to infinity.

• The rate at which arrivals occur does not change over time.

If we look at our case study, only the two first conditions are
true. In this case, we have a non-homogeneous Poisson process.
Such a process has all the properties of a Poisson process, except
for the fact that its rate is a function of time, which is the case for
traffic arrival rate.

The traffic arrival rate varies over the course of the day, and
is expressed in vehicles per hour. For the simulation, we used the
hourly traffic volume obtained from the prediction results for the
year 2030.

These traffic arrival rates are given in 1.

Table 1: Traffic arrival rates (vehicles per hour)

Hours Traffic
1 1477
2 1160
3 930
4 730
5 802
6 797
7 1160
8 1576
9 1865

10 2300
11 2670
12 3184
13 3489
14 3419
15 3426
16 3419
17 4202
18 4487
19 5155
20 5238
21 6034
22 5116
23 4507
24 2860

Once generated, the vehicles were sent to either an ETC lane, au-
tomated lanes or manual lanes according to the rate of each payment
option (The percentage of automated lanes users is fixed at 0.5%).
Each vehicle would then join the queue that has the shortest length
in its category and waited to be served. Once the toll lane become
empty, the vehicle is serviced and sent to a model block where it
exited simulation. Each vehicle was tracked from its creation in the
model to its destruction, and statistics were recorded throughout the
vehicle’s evolution.

2.4 Model calibration and validation

The calibration and validation process consists of adjusting the input
parameters for the simulation model in order to achieve reasonable
correspondence between field data and simulation model output.

The input parameters for our simulation model are arrival rate
(vehicles per hour) and service time. The arrival process follows a
non-homogenous Poisson distribution and the service time follows
a lognormal distribution.

The average waiting time at the toll plaza was selected as the
measure of effectiveness of the model (index of comparison), which
is part of the simulation output data.

The purpose of this study was to evaluate the performance of
the toll plaza during heavy traffic conditions. Therefore, we started
by configuring the model based on the data recorded on the busiest
day for traffic of the year 2019.
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Unfortunately, the waiting times at the toll plaza on this par-
ticular day are not available. We therefore decided to compare
the model outputs with expert judgment, which indicate that the
simulation results are relatively realistic.

3 Results and analysis

Scenarios with various ETC rates were simulated in order to evalu-
ate the impact of electronic tolling system on toll plaza efficiency.
Measures such as queue delay, queue length and capacity were
observed when comparing the different scenarios.

Table 2 shows the experimental design of scenarios. Each sce-
nario was simulated for 24 hours (a weekend : a sunday).

The figures 4, 5, 6 and 7 show the performance measures for
the following four scenarios. They were summarized in terms of
maximum, minimum, and average of queue length and waiting time.

The Queues section provide statistics for each of the fifteen toll-

booth queues (nine cash receipt CR queues, two automated lanes AL
queues and four electronic collection EC queues), such as average
queue delay and average queue size.

As expected, in the case of manual service, the delay is longest
compared to the ETC service. Increasing the ETC rate, without
changing the configuration of the toll facility, has a direct effect in
decreasing the queue length and the waiting time of the manned
tollbooths, but on the other hand it increases the waiting time at the
ETC lanes.

So we need to find a reasonable number of tollbooths for each
payment method, considering different values of ETC rates, that
minimizes the total time drivers spend waiting in the toll plaza
[11]–[13].

The first scenario: We will consider a tolerable waiting time
of 7 minutes and an ETC rate of 40%.

By adjusting the number of booths, the maximum value of total
average waiting time obtained is 7 minutes, which happens when
the number of active tollbooths is 22: 18 manual lanes, 3 ETC lanes

(a) Waiting time (b) Number waiting

Figure 4: Performance indicators: Scenario 1.

(a) Waiting time (b) Number waiting

Figure 5: Performance indicators: Scenario 2.
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(a) Waiting time (b) Number waiting

Figure 6: Performance indicators: Scenario 3.

(a) Waiting time (b) Number waiting

Figure 7: Performance indicators: Scenario 4.

and one automated lane (See figure 8).

Table 2: The experimental design of scenarios

Case study No of toll booth ETC
penetration

rate
Case-1 9 manual lanes, 4

ETC lanes, 2
automated lanes

40%

Case-2 9 manual lanes, 4
ETC lanes, 2

automated lanes

60%

Case-3 9 manual lanes, 4
ETC lanes, 2

automated lanes

80%

Case-4 9 manual lanes, 4
ETC lanes, 2

automated lanes

95%

The second scenario: We will consider a tolerable waiting time
of 7 minutes and an ETC rate of 60%.

By adjusting the number of booths, the maximum value of total
average waiting time obtained is 7 minutes, which happens when
the number of active tollbooths is 17: 12 manual lanes, 4 ETC lanes
and one automated lane (See figure 9 ).

The third scenario: We will consider a tolerable waiting time
of 7 minutes and an ETC rate of 80%.

By adjusting the number of booths, the maximum value of total
average waiting time obtained is 5 minutes, which happens when
the number of active tollbooths is 13: 6 manual lanes, 6 ETC lanes
and one automated lane (See figure 10 ).

The fourth scenario: We will consider a tolerable waiting time
of 7 minutes and an ETC rate of 95%.

By adjusting the number of booths, the maximum value of total
average waiting time obtained is 1.4 minutes, which happens when
the number of active tollbooths is 10: 2 manual lanes, 7 ETC lanes
and one automated lane (See figure 11 ).

From 3 summarizes the main results obtained from the simula-
tion.
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(a) Waiting time (b) Number waiting

Figure 8: Performance indicators: The first scenario.

(a) Waiting time (b) Number waiting

Figure 9: Performance indicators: The second scenario.

(a) Waiting time (b) Number waiting

Figure 10: Performance indicators: The third scenario.
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(a) Waiting time (b) Number waiting

Figure 11: Performance indicators: The fourth scenario.

4 Conclusion
The benefits resulting from the use of ETC technology was evaluated
in this paper. The analysis was accomplished by utilizing collected
field data and simulated scenarios using ARENA simulation soft-
ware. A comparison of different case studies was performed.

Results showed that an optimal toll plaza depends largely on
the number of different types of tollbooths and the ETC share. An
increase in the rate of ETC have a considerable impact in reducing
the total delay caused at the manual lanes, but on the other hand it
reduces the efficiency of the ETC lanes as they become gradually
saturated with the increasing of its users.

Therefore, under a given time-dependent traffic flow and a set
of different ETC rates, several scenarios were considered in order to
find the optimal number of tollbooths that provide the best possible
service.

As the proportion of the ETC user increases, number of toll-
booths, queue length and waiting time are all decreased, resulting
in high operating efficiency.

Table 3: Simulation results

Scenario ETC rate Optimal number
of tollbooths

Maximum
Average

Waiting Time
Obtained

(min)
Scenario-

1
40% 18 manual lanes, 3

ETC lanes and one
automated lane

7

Scenario-
2

60% 12 manual lanes, 4
ETC lanes and one

automated lane

7

Scenario-
3

80% 6 manual lanes, 6
ETC lanes and one

automated lane

5

Scenario-
4

95% 2 manual lanes, 7
ETC lanes and one

automated lane

1.4
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We consider the estimation of empirical probability distributions, both discrete and con-
tinuous. We focus on deriving formulas to estimate number of categories for the discrete
distribution, when the number of categories is hidden, and the means and methods to esti-
mate the number of components in the Gaussian mixture model representing a probability
density function given implicitly in terms of its realizations. To reach the stated goals,
we solve certain combinatorial problems for discrete distribution and develop methods to
compute the expected Kullback-Leibler divergence for Gaussians. The last mentioned result
is needed to develop the theory of continuous distributions. Sample applications and an
extensive numerical study are given.

1 Introduction
This paper is an extension of work originally presented in 2019
Signal Processing Symposium [1]. The extension includes:

• measure theoretic account,

• derivation of the results first presented in the paper [1],

• new section devoted entirely to estimation of the number of
components in continuous distributions,

• a numerical study of algorithms dealing with estimation of
the continuous distributions,

• a specialized algorithm for counting number of monomials in
a trace of covariance matrix raised to a power.

Empirical probability distributions are a crucial element of many
applications such as machine learning [2], source coding [3], data
compression [4], speech recognition [5], speaker recognition [6],
image recognition [7], noise reduction [8], bandwidth extension [9],
and many others. It is also a scientific discipline in itself, which
is studied independently [10], [11]. In this paper, we deal with the
means and methods to estimate probability distributions, both dis-
crete and continuous. That being said, we also focus on a particular

problem encountered during probability distributions estimation,
which is the problem of an unknown number of components. In case
of discrete distribution, the number of components is the number of
categories, and in case of continuous probability distributions, it is
the number of Gaussian components in the Gaussian mixture model
(GMM) [2]. We provide estimators and methods to determine the
number of components. Toward this, in case of GMMs, we formu-
late an information-theoretic criterion that allows the selection of
an optimal, in some sense, number of components.

To strengthen the ties between discrete and continuous probabil-
ity distribution, we provide a short account of measure theory and
probability spaces. In particular, we show that the difference lies in
the type of the underlying measurable space, which is a standard
space with finite countable alphabets in case of discrete distribu-
tions and a Polish Borel space (where the Polish space, i.e., the
complete separable metric space, is the sample space) in the case
of continuous distributions. The name Polish space originates from
the pioneering work by Polish mathematicians on such spaces.

1.1 Measure Theoretic Account

This account is based on the presentation provided by Robert M.
Gray in an excellent book [12].
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1.1.1 Measurable Space

A measurable space is a pair, (Ω,B) consisting of a sample space
Ω with a σ-field B of subsets of Ω (also called the event space).
A σ-field or σ-algebra B is a collection of subsets of Ω with the
following properties:

Ω ∈ B (1)

If F ∈ B, then Fc = {ω : ω < F} ∈ B (2)

If Fi ∈ B; i = 1, 2, . . . , then ∪ Fi ∈ B (3)

The type of the measurable space is what differentiates discrete
from continuous distributions. More precisely, it is the topology
of the sample space. The discrete topology gives rise to discrete
probability distributions, and the euclidean topology gives rise to
continuous probability distributions.

Let F = {Fi, i = 0, 1, 2, . . . , n − 1} be a finite field of sample
space Ω, that is, F is a finite collection of sets in Ω that are closed
under finite set theoretic operations. To make it more concrete, let
us give an example of such a field, which is the power-set of a finite,
countable set of atoms (also called categories in the sequel). A
set F in F will be called an atom only if its subset is also a field
member of itself and the empty set, that is, it cannot be broken up
into smaller pieces that are also present in the field. LetA denote
a collection of atoms of F . Then, one can show thatA consists of
exactly all nonempty sets of the form

n−1⋂
i=0

F∗i (4)

where F∗i is either Fi or Fc
i . Let us call such sets intersection sets;

we observe that any two intersection sets must be disjoint since for
at least one i, one intersection set must lie inside Fi and the other
within Fc

i . In summary, given any finite field F of the sample space
Ω, we can find a unique collection of atoms A of the field such
that the sets inA are disjoint, nonempty, and have the space Ω as
their union. Thus,A is a partition of Ω. Such a sample space has a
discrete topology with the basis given by the set of all atomsA.

Now, we turn our attention to continuous distributions. As al-
ready mentioned, the underlying space is the Polish Borel space.
An example of such a space, which will be used in this paper, is the
Euclidean space endowed with the Euclidean topology. The basis
for the Euclidean topology is the set of all open balls in that space.
The Polish space is a complete, separable, metric space. We will
explain what the listed properties of the Polish spaces mean.

A space is called metric if it is a set A, with elements called
points, such that for every pair of points in A, there is an associated
non-negative number d(a, b) with the following properties:

d(a, b) = 0 if and only if a = b (5)

d(a, b) = d(b, a) symmetry (6)

d(a, b) ≤ d(a, c) + d(c, b) all c ∈ A triangle inequality (7)

A set F is said to be dense in A if every point in A is a point in F or
a limit point of F.

A metric space A is called separable if it has a countable dense
subset, that is, if there is a discrete set, say B, such that all points in
A can be well approximated by points in B. This means that all the

points in A are points in B or limits of the points in B. For example,
n-tuples of rational numbers are dense in Rn.

A sequence {an; n = 0, 1, 2, . . . } in A is called a Cauchy sequence
if for every ε > 0, there is an integer N such that d(an, am) < ε if
n ≥ N and m ≥ N. A metric space is complete if every Cauchy
sequence converges, that is, if an is a Cauchy sequence, then there
is a ∈ A for which a = limn→∞ an.

1.1.2 Probability Spaces

A probability space (Ω,B, P) is a triple consisting of a sample space
Ω, a σ-field B of subsets of Ω, and a probability measure P defined
on the σ-field; P(F) assigns a real number to every member F of B
so that the following conditions are satisfied:
Nonnegativity:

P(F) ≥ 0, all F ∈ B, (8)

Normalization:
P(Ω) = 1. (9)

Countable Additivity:

If Fi ∈ B, i = 0, 1, 2, . . . are disjoint, then

P(
∞⋃

i=0

Fi) =

∞∑
i=0

P(Fi).
(10)

1.1.3 Densities

The probability density function (PDF) is a measure theoretic term
defined through the Radon-Nikodym theorem.

A measure m is said to be absolutely continuous with respect to
another measure P on the same measurable space, formally m � P,
if P(F) = 0 implies m(F) = 0.
Theorem (Radon-Nikodym theorem )

Given the two measures m and P on a measurable space (Ω,F )
such that m � P, there exists a measurable function h : Ω → R
with the property that h ≥ 0 such that

m(F) =

∫
F

hdP, all F ∈ B. (11)

The function h is called the Radon-Nikodym derivative or density
of m w.r.t. P and is denoted by dm

dP . If
∫

f dP = 1, then f is called a
probability density function.

2 Discrete Distributions
For the statement of all results, as well as notations conventions, we
refer the reader to the paper [1]. The results in the article [1] include
discussion of the sun rise problem by Pierre-Simon Laplace from
the essay [13] and some applications of the theory. We reference
the paper [1] in its entirety. Here, only extensions of the material
from the paper [1] are included, which have not found place there
due to the form of a conference paper. However, for the readers
convenience we provide a short summary of the notations used in
the derivations:

• K - number of categories, possibly a hidden variable

• M - number of random experiments
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• S - the partition, set of all categories

• {pi}i∈S - multinomial proportions

• X = {xi}(i∈[1,M],xi∈S ) - observations from the random experi-
ments

• |A| - cardinality of the set A

• UNIQUE(X) - unique elements in the multiset X

• Z = |UNIQUE(X)| - the diversity index

• Pi = |{x j : x j = i}| - counts of the observations

2.0.1 Derivations of the results for the uniform distribution

Assumption of uniform distribution is restrictive. However, it gives
initial insight into the problem and, thus, is briefly presented here.
As already introduced by X, we denote the sequence of observations.
We can show that conditional probability of this sequence given the
hypothetical K is equal to:

p(X|K) =

(
K
Z

)(
M

P1P2 · · · P3

)
1

KM . (12)

It can be seen that the maximum likelihood estimate for the hypo-
thetical number of categories, does not depend on the middle term,
which includes the multinomial coefficient. Thus, the estimate can
be obtained by,

KML = argmax
K

[(
K
Z

)
K−M

]
. (13)

It is convenient to introduce another quantity, which plays an impor-
tant role in our theory. This quantity is the generalization coefficient
N, which equals by definition:

N ≡
M
Z
. (14)

The ML estimate of K can then be obtained by solving the following
equation:

1
v

ln
(

1
1 − v

)
= N, (15)

where:
v =

Z
KML

, (16)

is the fraction of the number of observed categories to the number of
all categories. The condition for the likelihood to be monotonically
decreasing is as follows:

M > log(
Z+1

Z

)(Z + 1). (17)

If this condition holds, the ML estimate for K is equal to Z. The
derivations of the above conditions are in place next. First, we note
a property that establishes the link with the known in the statistical
literature problem of coupon collector [14]:

lim
K→∞

 K × H(K)
log( K+1

K )(K)

 = 1, (18)

where one can easily recognize that K × H(K) is the expected num-
ber of trials before the coupon collector collects the whole collection.
In the above expression, H(K) is the harmonic number, equal by
definition:

H(K) ≡
K∑

i=1

1
i
. (19)

The main vehicle of the derivation is the following expression that
is valid for the harmonic numbers [15]:

K∑
i=1

1
i

= C + ln K +
1

2K
−

∞∑
i=2

Ai

K(K + 1) · · · (K + i − 1)
, (20)

where C is the Euler-Mascheroni constant. It can be seen that asymp-
totically, as K approaches infinity, the terms after the logarithmic
term vanish to zero. This leads to the following property:

lim
K→∞

 K∑
i=1

1
i
− ln K

 = C. (21)

The derivation for the condition (15) begins with taking the
logarithm of the considered expression (13):

ln [p(X|K)] =

K∑
i=1

ln i −
Z∑

i=1

ln i −
K−Z∑
i=1

ln i − M ln K. (22)

Suppose, i is a continuous variable, which setting follows from
allowing that variable to take on non-integer values. It can be seen
that the middle sum does not depend on K; therefore, derivative
w.r.t that variable reads:

d
dK

ln [p(X|K)] =

K∑
i=1

1
i
−

K−Z∑
i=1

1
i
−

M
K

= ln K−ln (K − Z)−
M
K
. (23)

The last expression allows us to immediately state the (15) and (16).
Equations (15) and (16) allow us to conclude that the sample length
needed to learn a given percent of the categories S is a multiple of
K. Setting Z = M, we see that, indeed, this (Z = M) is the sufficient
and necessary condition for optimal K approaching infinity. This is
due to the following identity:

lim
K→∞

K
M

ln
 1

1 − M
K

 = 1. (24)

It remains to prove the (17). In this case, the maximum of the like-
lihood should be attained at K = Z. Thus, we have the following
inequality:

ln [p(X|Z)] > ln [p(X|Z + 1)], (25)

which implies:

ln (Z + 1) − M ln (Z + 1) < −M ln Z, (26)

and, after some algebra, we attain at the (17). From the above rea-
soning all the results pertaining to the discrete, uniform distribution
from the paper [1] can be deduced. In Figure 1, we illustrate the
dependence of the data amount M needed to learn a given percent
of all categories.
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Figure 1: Data amounts requirement to learn a given percent of categories in case of
uniform distribution

Next, we discuss the case of the non-uniform distribution, which
is more relevant for real-world applications.

2.0.2 Derivations of the results for the non-uniform distribution

The next step will be the derivation of the conditions analogous to
that introduced in the previous section, which are distribution-free
(we relax the assumption of categories of equal probabilities). The
desired effect will be achieved by using the earlier introduced multi-
nomial proportions {pi}i∈S . Since we do not impose a constraint on
the multinomial proportions, the considered probability function is
now in the form,

p(X|K, p1, · · · , pK) =(
M

P1P2 · · · PZ

) ∑
{k : combinations of Z objects out of K objects}

Z∏
i=1

pPi
ki
,

(27)

where k = [k1, · · · , kZ]. We integrate the above function over a unit
simplex D:

D =

p :
K∑

i=1

pi = 1, p ∈ RK
+

 . (28)

This corresponds to the assumption that all PMFs are equally likely,
meaning we assume that we do not know the true PMF and attach
to each possible p = [p1, · · · , pK] an equal weight (we assume they
are equally probable):

p(X|K) =
1

vol(D)

∫
D

p(X|K,p)dp =(
K
Z

)(
M

P1P2 · · · PZ

)
1

vol(D)

∫
D

pP1
1 × · · · × pPZ

Z dp,
(29)

where the expression (29) follows the fact, that the value of the
integral does not depend on the choice and order of the probabil-
ities in the monomial integrand. To proceed with the derivation,
we compute the integral in (29) using Brion’s formulae; please see
[16]:

1
vol(D)

∫
D

pP1
1 × · · · × pPZ

Z dp = (K − 1)!
∏Z

i=1 Pi!
(M + K − 1)!

. (30)

In light of the above expression, we get,

p(X|K,M) =
K!M!Γ(K)

Z!(K − Z)!Γ(K + M)
, (31)

and next,

p(Z|K,M) =
MΓ(K)Γ(K + 1)Γ(M + Z)

Γ(Z + 1)2Γ(K + M)Γ(K − Z + 1)
. (32)

To get the probability of the hypothetical number of categories,
given M and Z, we apply the following derivation:

p(K|Z,M) =
p(Z|K,M)p(K)

p(Z|M)
=

p(Z|K,M) ×C∑∞
K=Z p(Z|K,M) ×C

=

p(Z|K,M)∑∞
K=Z p(Z|K,M)

,

(33)

where C is some constant (not to be confused with the Euler-
Mascheroni constant used earlier in this document). Evaluation
of (33) yields the following:

p(K|Z,M) =
Γ(K)Γ(K + 1)Γ(M − 1)Γ(M)

Γ(Z)Γ(Z + 1)Γ(K + M)Γ(K − Z + 1)Γ(M − Z − 1)
.

(34)
From the reasoning presented above we can state the following:

s =
u

u + 1
, s =

Z
K
, u =

M
K
. (35)

Also, all results pertaining to non-uniform distribution, stated in the
paper [1], are a consequence of the above reasoning. Based on (35)
we can plot the dependence of the amount of data needed to learn
given percent of all categories. This dependence is shown in Figure
2.
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Figure 2: Data amounts requirement to learn a given percent of categories in case of
non-uniform distribution

3 Continuous Distributions
The prominent method of density estimation for continuous dis-
tribution are Gaussian mixture models (GMM). The GMMs can
approximate a PDF given by some training vectors drawn from that
PDF. A wide-spread fitting procedure of the GMMs to the given
training vectors is based on the Expectation-Maximization (EM)
algorithm. Both, the mathematical definition of GMMs and the
fitting procedure based on the EM is explained in detail in the book
[2]. The neat property of the GMMs is that their expressive power
allows modeling any PDF to any accuracy, given enough training

www.astesj.com 1296

http://www.astesj.com
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vectors are available. However, the traditional fitting procedure
is susceptible to overtraining if too many components are chosen.
Thus, in this paper, we study a fitting method that does not overfit,
and, secondly, allows for the estimation of the number of compo-
nents given the newly introduced information-theoretic criterion.
To reach the goal of formulating the criterion, we first develop a
mathematical approach to compute the expected Kullback-Leibler
(KL) divergence for the single multivariate Gaussian, whereas the
expectation is taken over given number M of samples used to esti-
mate the multivariate Gaussian. In this section, we first develop the
theory of expected KL divergence; next, we provide the modified
training procedure and end the section with a numerical study.

3.1 Computation of expected Kullback-Leibler diver-
gence

To the best of the authors’ knowledge, the computation of the ex-
pected Kullback-Leibler divergence for multivariate Gaussian vari-
ables has been never previously explored in the literature. Thus, this
paper deals with this problem, which can be formally expressed as,

EKL(M) = Exi∼p(x)
[
DKL(p(x)‖q̂(x, x1, · · · , xM))

]
, (36)

where p(x) and q(x) are multivariate Gaussians.
The solution to the problem indicated above can be used in the

context of the Minimum Description Length (MDL) cf. [17] or
Minimum Discrimination Information (MDI), cf. [18]. MDI and
MDL principles have been used often for solving computational
learning problems (see [19]–[23]).

The well-known result from the statistics is the following for-
mula for the KL divergence between two multivariate Gaussians:

DKL(p‖q) =

∫
p(x) log

p(x)
q(x)

dx, (37)

for p(x) and q(x) given as:

p(x) = N(x|µ1,Σ1) and q(x) = N(x|µ2,Σ2), (38)

where:

N(x|µ,Σ) = det(2πΣ)−
1
2 exp

(
−

1
2

(x − µ)T Σ−1(x − µ)
)
, (39)

and finally (see [24]):

DKL(p‖q) =

1
2

[
log

(
det(Σ2)
det(Σ1)

)
− d + tr(Σ−1

2 Σ1) + (µ2 − µ1)T Σ−1
2 (µ2 − µ1)

]
, (40)

where d is the dimension of PDFs p and q.
Next, let us assume that the positively defined and symmetric

Σ1 is given, µ1 is a zero vector, and Σ2 and µ2 are estimated from
samples xi, where xi ∼ N(x|µ1,Σ1):

µ2 = 1
M

M∑
i=1

xi Σ2 = 1
M

M∑
i=1

(xi − µ1)(xi − µ1)T = 1
M

M∑
i=1

xixT
i ,

(41)
where M is the number of samples (length of the observation). We
also assume that Σ2 is positively definite and thus well-conditioned

(otherwise KL divergence would go to infinity). This assumption
leads to the requirement that M has to be greater than the dimension
of Σ1 when Σ2 is non-diagonal.

As already indicated in (36), we are looking for the expectation
of the Kullback-Leibler divergence over finite sample:

Exi∼p(x)
[
DKL(p(x)‖q̂(x, x1, · · · , xM))

]
,

where p(x) and q(x) are given in (38).
We consider two cases: the first case is when the covariance ma-

trix is diagonal, and the second case, which is a more complicated
one, is when the covariance matrix is full.

3.1.1 Diagonal Case

At first, it is worth noticing that the expectation of the Kullback-
Leibler divergence does not depend on a specific form of the covari-
ance matrix Σ1. Let us introduce the following substitution:

xi = Σ
1
2
1 yi where yi ∼ N(y|0, I), (42)

which, in turn, under the assumption given by the (41), gives:

E

[
log

(
det(Σ2)
det(Σ1)

)]
= E[tr(log Σ)], (43)

where:

Σ =
1
M

M∑
i=1

diag(yi � yi), (44)

where � denotes the element-wise product, the Hadamard product.
It is worth mentioning that we have used the following identity (see
[25]):

log(det(Σ)) = tr(log Σ). (45)

Since Σ is diagonal and yi has a zero mean vector, we conclude,

E[tr(log Σ)] =

E

 d∑
k=1

log

 1
M

M∑
i=1

yi(k)2


 =

E

 d∑
k=1

log(σM(k)2)

 =

= d · E[log(σM(1)2)] =

d
(
ψ

(
M − 1

2

)
+ log 2 − log(M − 1)

)
, (46)

where ψ(n) is the digamma function.
The next expression, which appears in (40), is:

tr(Σ−1
2 Σ1) = tr(Σ−1), (47)

where Σ is defined as in (44). After a number of transformations,
we get

E[trΣ−1] = E

[
d∑

k=1

1
σ2

M(k)

]
= d · E

[
1

σ2
M(1)

]
= d 1

M−2 . (48)
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The last expression, which needs to be calculated, is

E[µT
2 Σ−1

2 µ2] = E

[
d∑

k=1

x̄(k)2

σM (k)2

]
= d · E

[
x̄(1)2

σM (1)2

]
= d M−1

M·(M−2) . (49)

And finally, our derived formula reads,

EKL(M) =

d
2

[
ψ

(
M − 1

2

)
+ log 2 − log(M − 1) − 1 +

M
M − 2

+
M − 1

M · (M − 2)

]
.

(50)

3.1.2 Non-diagonal Case

In the non-diagonal covariance matrix case, we first introduce the
same substitution as in the diagonal case, which is shown in (42):

xi = Σ
1
2
1 yi where yi ∼ N(y|0, I). (51)

We start by calculating the logarithmic expression, which ap-
pears in (40). By using identity in (45), and transforming the ex-
pression using (41), as previously, we get,

log
(

det(Σ2)
det(Σ1)

)
= tr(log Σ). (52)

To calculate the expectation of this expression, we use the expansion
of the matrix logarithm into the power series, see [26]:

log A =

∞∑
k=1

(−1)k+1 (A − I)k

k
, (53)

and, after a number of transformations, we get,

E[tr(log Σ)] =

E[tr(log mΣ − log mI)] =

E

tr
 ∞∑

k=1

(−1)k+1 1
k

k∑
j=0

(
k
j

)
(−1) jmk− jΣk− j − log mI


 , (54)

where m is chosen so as to ‖mΣ − I‖ < 1 is satisfied.
We further develop our approximation by introducing the fol-

lowing auxiliary function:

z(k, kmax) =


kmax∑
i=1

(−1)k+1 ·
(

i
k

)
· 1

i when k = 0
kmax∑
i=k

(−1)k+1 ·
(

i
k

)
· 1

i when k > 0
, (55)

and, consequently:

E[tr(log Σ)] =

kmax∑
k=0

z(k, kmax) · mk · E
[
tr

(
Σk

)]
− d log m, (56)

where d is a dimension of the covariance matrix. To proceed further,
we calculate the expectation of tr(Σk). It is worth noticing that the
integral

+∞∫
−∞

tnN(t|0, 1)dt =
1
√

2π
2

n−1
2 ((−1)n + 1)Γ

(
n + 1

2

)
, (57)

vanishes for odd n. At this point, we need to calculate the number
of monomials with only even exponents that appear in tr(Σk).

Now we can describe the algorithm for calculating the number
of such monomials. First, we introduce the following auxiliary
matrix:

A =
1
√

M

[
y1

∣∣∣∣ . . . ∣∣∣∣yM

]
. (58)

One can easily notice that:

Σ = 1
M

M∑
i=1

yiyT
i = A · AT ,

Σn = (AAT ) . . . (AAT )︸              ︷︷              ︸
n

,
(59)

which leads to formula for the specific element, Σn
i j, of the covari-

ance matrix raised to the n-th power:

Σn
i j = Ai∗ · AT . . . A · AT

∗ j =

d∑
s1=1

M∑
k1=1

aik1 · a
(T )
k1 s1

. . .

d∑
sn−1=1

M∑
kn=1

asn−1kn · a
(T )
kn j =

=
∑

s1,...sn−1

∑
k1,...,kn

aik1 as1k1 as1k2 . . . asn−1kn a jkn , (60)

The number of the above configurations with only even exponents is
equal to the number of even partitions of 2n. For such a partition, we
have to calculate the number of monomials separately. The detailed
description of the algorithm for counting monomials is presented in
section A. Implementation of the algorithm for counting monomi-
als and computing expected KL divergence is available (see [27]).
Below, we have shown examples of the formulas derived by the
above-mentioned algorithm, for the power of n = 3, where d is a
dimension of the covariance matrix and M is the number of samples
used to estimate the matrix:

Partition: 2 2 2
dM(M − 1)(M − 2) + dM(d − 1)(d − 2) + 3dM(M − 1)(d − 1)

Partition: 4 2
3dM(M − 1) + 3dM(d − 1)

Partition: 6
dM

(61)
Once we have calculated the number of monomials for each power
n, it is relatively easy to calculate the expectation in (56).

The second expression, which has to be calculated, is

tr
(
Σ−1

2 Σ1

)
. (62)

We start in the same way as in the diagonal case:

tr
(
Σ−1

2 Σ1

)
= trΣ−1. (63)
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The next step is to expand inversion of the covariance matrix into
the Neumann series (see [28]):

Σ−1 = m
∞∑

k=0

(I − mΣ)k, (64)

where m is selected so that ‖I − mΣ‖ < 1 is satisfied. After several
transformations, we get

Σ−1 ≈

kmax∑
k=0

(−1)kmk+1
(
kmax + 1

k + 1

)
Σk, (65)

which finally gives,

E[trΣ−1] ≈
kmax∑
k=0

(−1)kmk+1
(
kmax + 1

k + 1

)
E[trΣk]. (66)

We note that the resulting expression has a similar form to (56), with
the difference of the k-dependent expression. The last expression
for which the expectation needs be calculated is

(µ2 − µ1)T Σ−1
2 (µ2 − µ1). (67)

By using substitution (41), and subsequently (42), we get

µT
2 Σ−1

2 µ2 =  1
M

M∑
i=1

Σ
1
2
1 yi

T

Σ−1
2

 1
M

M∑
i=1

Σ
1
2
1 yi

 =

 1
M

M∑
i=1

yi

T

Σ−1

 1
M

M∑
i=1

yi

 , (68)

then, given (58), and by expanding the inverse of the covariance
matrix as in (64) into the Neumann series, we get:

µT
2 Σ−1

2 µ2 = ∑
i, j

[
1

M2 AT Σ−1A
]

i j
≈

1
M2

∑
i, j

kmax∑
k=0

(−1)kmk+1
(
kmax + 1

k + 1

)
AT

i∗Σ
kA∗ j. (69)

Now, we need to calculate the following expression:

AT
i∗Σ

nA∗ j. (70)

By multiplying out we get:

AT
i∗Σ

nA∗ j =

d∑
s0=1

d∑
sn=1

a(T )
is0

[
Σn]

s0 sn
asn j =∑

s0

∑
sn

as0i

∑
s1,...sn−1

∑
k1,...,kn

as0k1 as1k1 as1k2 . . . asn−1kn asnkn asn j =

=
∑

s1,...sn+1

∑
k1,...,kn

as1ias1k1 . . . asn+1kn asn+1 j. (71)

An important observation is in place, namely, the monomials cannot
have only even exponents if i , j. This allows us to bring down
the calculation of the expectation of the above expression to the
expectation of the trace of Σn+1. Thus, finally, we get

E[µT
2 Σ−1

2 µ2] ≈ 1
M

kmax∑
k=0

(−1)kmk+1
(

kmax+1
k+1

)
E[trΣk+1]. (72)

Obviously, the algorithm for calculating the above expression is the
same as in the case of the two previously examined terms.

3.2 Procedure

Here, we show how to estimate the GMM using the modified train-
ing procedure. The introduced procedure solves the problem of
overtraining. First, we focus on training the GMM with fixed K
- the number of components in the mixture. Based on this devel-
opment, we formulate a method to select the optimal number of
components for a given training set without resorting to the devel-
opment sets. The classical Expectation-Maximization algorithm, cf.
[2], produces in each iteration more and more accurate estimates of
the mean vectors, covariance matrices, and weights. We denote the
trajectory of these parameters in subsequent iterations as,

θ =
[
θ(1), · · · , θ(J)

]
, (73)

where J is the maximum acceptable number of iterations (or the
number of iterations until convergence), and

θ( j) =
[
Σ

( j)
1 , · · · ,Σ

( j)
K , µ

( j)
1 , · · · , µ

( j)
K

]
, (74)

with j the iteration number, Σi denoting covariance matrix for the
i − th component, µi denoting the mean vectors for the i − th com-
ponent, and K the number of components in the Gaussian mixture.
Moreover, we denote θ( j)

k = [Σ( j)
k , µ

( j)
k ]. To proceed further, we

introduce and define some mathematical entities:

• the entropy in nats of the categorical distribution {ri}i is de-
fined as H({ri}) = −

∑
i ri log ri

• the kernel width is the effective number of samples used to
estimate a given component. Given the samples {xi}

M
i=1, we

compute the kernel width, w(θ, {xi}), also abbreviated by w(θ),
using the following set of formulas:

ri =
N (xi|θ)∑
lN (xl|θ)

, (75)

w(θ) = exp (H({ri})) , (76)

• Gaussian component differential entropy in nats, H(θ), will
be defined as:

H(θ) =
1
2

log (det(2πeΣ)) , (77)

• the score or cross entropy for the component is expressed by
the following formula:

s(θ) = H(θ) + EKL (w(θ)) . (78)

We see that the expression for cross entropy depends only on
the observed quantities.
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Equipped with the above definitions, we can formulate the algo-
rithm,

Algorithm 1: train GMM

Require: starting parameters values θ(0), maximal
number of iterations J, initial scores s

(
θ(0)

k

)
= ∞,

set all weights to ρk = 1
K .

Ensure: θ(J) and weights {ρk}.
1: for j ∈ [1, . . . , J] do
2: compute θ( j) update according to EM (keeping

weights unchanged)
3: for k ∈ [1, . . . ,K] do
4: if s

(
θ

( j)
k

)
> s

(
θ

( j−1)
k

)
then

5: θ
( j)
k = θ

( j−1)
k (backtracking)

6: end if
7: end for
8: end for
9: run few EM updates of weights alone

10: return θ(J) and weights {ρk}

Algorithm 2: train GMM

Require: starting parameters values θ(0), maximal
number of iterations J, initial scores s

(
θ(0)

k

)
= ∞,

set all weights to ρk = 1
K .

Ensure: θ(J) and weights {ρk}.
1: for j ∈ [1, . . . , J] do
2: compute θ( j) update according to EM (keeping

weights unchanged)
3: for k ∈ [1, . . . ,K] do
4: if s

(
θ

( j)
k

)
> s

(
θ

( j−1)
k

)
then

5: θ
( j)
k = θ

( j−1)
k (backtracking)

6: end if
7: end for
8: end for
9: ////run /////few /////EM /////////updates///of//////////weights ///////alone

10: return θ(J) and weights {ρk}

The mechanism behind the algorithm 1 is as follows:

• if the number of components is large in comparison to the
number of training vectors, the precision of each component
goes up with each iteration until it eventually reaches infinity;
this means at the same time, H(θ) goes toward −∞ (in prac-
tice, it will stop at a low value due to the constraint we put on
the minimal eigenvalue of the covariance matrix)

• the second term in the expression for score, see 78, to the
contrary, grows toward +∞ as kernel width approaches di-
mension of the training vectors d. Thus, even if componenent
differential entropy goes toward −∞, the cross entropy has a
minimal extreme point and at the very last grows toward +∞.

• thus, the statements from 3-7 in the algorithm 1 prevent the
collapse of the components to something resembling a dirac
delta

• in effect, the algorithm does not overtrain

We also examine the algorithm 2, which does not run a few EM
updates of weights (statement 9 in algorithm 1).

3.2.1 Number of components selection criterion

The cross entropy in 78 is the expression on number of nats needed
to code from the component. Based on the cross entropy, we can
get the number of bits needed to code with given fidelity using the
Shannon-Lower-Bound [29].

Given the component weights {ρk}
K
k=1, the average number of

nats needed to code from the GMM modeled source PDF is equal to

C1

(
K, θ(J), {ρk}

)
= C1(K) = H

(
{ρk}

K
k=1

)︸       ︷︷       ︸
components indices entropy

+

K∑
k=1

ρk s
(
θ(J)

k

)
︸         ︷︷         ︸

mean per component cross entropy

. (79)

We also consider a second criterion, which seems to give mean-
ingful results:

C2

(
K, θ(J), {ρk}

)
= C2(K) =

K∑
k=1

ρk s
(
θ(J)

k

)
︸         ︷︷         ︸

mean per component cross entropy

. (80)

number of samples

Figure 3: Comparison of the empirically and analytically obtained expectation of
the KL divergence for Gaussians with the diagonal covariance matrices. Dashed
lines represent the Monte Carlo result. Dimensions of covariance matrices from the
beginning of the coordinate axes: 3, 7, and 11, respectively.

To find the optimal number of components K (which minimizes
the average number of nats needed to code from the source), we
proceed as follows:

• we swap the K from 1 to M

• for each K we run the algorithm 1 or 2.
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• we smooth with smoothing splines, see [30], the resulting
curve C∗(K), obtaining a smoothed curve C̃∗(K)

• we select K̂ for which C̃∗(K̂) attains minimum and returns the
optimal number of components.

Above, the asterisk means either 1 or 2.

3.3 Numerical experiments

3.3.1 Expected Kullback-Leibler Divergence

In this section, the comparison our analytical results with the Monte-
Carlo obtained curves of expected Kullback-Leibler divergence will
be presented. First, the results for the diagonal covariance matrix
will be shown in Figure 3.

As can be seen, the analytical expectation shows high accuracy
for the diagonal covariance matrices.

The results are a bit worse for the non-diagonal matrix. The
following issues affected the accuracy of the result:

• the calculation of the higher degree series expansions was
too hard as the computation of the number of even exponent
monomials grew exponentially with n. We were able to com-
pute the number of monomials for n as high as eight (the
formulas for n = 8 when written on A4 page taking 44000
rows).

• The Monte-Carlo curves on the left are sensitive to the thresh-
old for the detection of the semi-definiteness of the matrices.
It sometimes happens that one of the eigenvalues of the co-
variance matrix is very small. Then value of term trΣ−1 grows
enormously. It is clear that the result depends on the choice
of the threshold.

Figure 4 depicts the results for non-diagonal covariance matrices.
To obtain the plot, we rejected matrices with the smallest eigenvalue
less than 0.01 (which is around 1

100 of the largest eigenvalue).

number of samples

Figure 4: Comparison of empirically and analytically obtained expectation of the KL
divergence for Gaussians with the non-diagonal covariance matrices. Dashed lines
represent the Monte Carlo estimation. Dimensions of covariance matrices from the
beginning of the coordinate axes: 3, 7, 11, and 15, respectively.

Figure 5: Illustration of the overtraining prevention mechanism. Plot shows that
score prevents the overtraining, differential entropy of the Gausssian component goes
down and the score starts increasing after kernel width exceeds 8 training points

Figure 6: Results of the algorithm 1 for d = 2

3.3.2 Overtraining Prevention Mechanism

Here, we present a drawing (Figure 5) showing the trajectory of
the score and component differential entropy. The plot has been
obtained by by recording the parameters for subsequent iterations
for one chosen component of the GMM. We see that the score at-
tains minimum but component differential entropy goes to −∞. This
allows to use the backtracking procedure present in algorithms 1
and 2.

3.3.3 Numerical Analysis of the Number of Components Selection
Criteria

All numerical experiments of this section has been carried out using
the Line Spectral Frequencies (LSF) as the data to which the GMMs
are fitted. The LSFs were computed from the LibriSpeech database.
In all subsequent experiments the training set length M equals 1000.
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First, the workings of the algorithm 1 will be presented. The
Figure 6 shows the criteria C1 and C2 and the components indices
entropy on pictures from left to right and from top to bottom, respec-
tively. We see erratic behaviour of the components indices entropy
that falls down, meaning it silences some components by driving
some weights to zero. The criterion C1 suggests that the optimal
number of components is > 500, what is unlikely and probably
caused by silencing of some components by zero weights. The C2
criterion, instead, gives a sensible result. We see that for algorithm
2, selected by the C2 criterion, number of components is similar.

Figure 7: Results of the algorithm 2 for d = 2

Figure 8: Results of the algorithm 2 for d = 4

As the second example, we show the workings of the algorithm
2. The plots in Figure 7 show the same curves as in the case of the
Figure 6 (see previous paragraph). The C1 criterion points as the
optimal number of components exactly one component, that is, a
single Gaussian. Above K = 1, the components indices entropy pe-
nalizes the score to the extent that the score curve is monotonically
increasing. Another optimal number of components is suggested
by C2. We computed the GMMs for the number of components se-
lected using the C2 criterion, for which the contour plots are shown
on Figure 10. We see that the GMM is tightly fitted to the data
for the selection criterion C2. However, the composite criterion C1
suggests a single component, which seems to by trivial, but still
optimal, as indicated by the methodology proposed.

Figure 9: Results of the algorithm 2 for d = 8

As the third example, we show the working of the algorithm 2
for the problem dimension d = 4 (first four line spectral frequencies).
In this case, the criterion C1 returns trustworthy results, the mini-
mum on the C1 curve is clearly noticeable. The returned result is
sensible and indicates that for d = 4, the training vectors distribution
needs more components to be modeled accurately; the distribution
is probably far from Gaussian. The curves are presented in Figure
8. This experiment is an indication that the proposed methodology
is sound. To make the evidence even stronger we present more
experiments for dimensions d = 8, Figure 9, and d = 16, Figure 12.
As expected the optimal number of components decreases with the
dimension of the problem. This is to maintain proper generalization.

The last result shows the behavior of the classical number of
components selection criterion, that is the maximization of the like-
lihood on the development set. For this experiment, from 1000
samples of the training set, we excluded 100 samples as the devel-
opment set. In Figure 13, we show the plot of the log-likelihood on
the development set as a function of the number of components. It
is evident that the plot is quite erratic of what decreases trust in this
method of selection of the number of components. The results can
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Figure 10: GMM fitted using algorithm 2 with number of components selected using the criterion C2
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Figure 11: GMM fitted using traditional EM algorithm with number of components selected using tuning on the development set

be made more stable if we allow the development set to be larger.
Such a measure will come at the cost of reducing the number of
training points. Here, our proposed method shows the advantage of
not using development sets. The contour plots for the GMM fitted
using traditional method with the number of components tuned on
the development set are shown in Figure 11.

4 Conclusions
In this paper, the theory of both discrete and continuous distribution
with unknown number of components has been developed. The mea-
sure theoretic reason for the inherent similarity between PMFs and
PDFs, with the difference in the structure of the underlying sample
space, has been given. The difference causes the two distribution
categories to be treated with much different mathematical tools. The

main result of the paper are the means and methods of computing
the number of components, that is, the number of categories in the
PMF case and the number of Gaussian components in the GMM
modeling in a PDF case, which is given implicitly in terms of its
realizations.

Development of the theory required considering the expected
Kullback-Leibler divergence - a difficult problem on its own rights.
Especially, the algorithm for counting monomials with only even
exponents in the expression for a trace of a matrix raised to a power
has been developed. This algorithm allows to compute certain inte-
grals analytically without resorting to the Monte-Carlo experiments.
This algorithm can also be of interest on its own rights.

We believe that the theory presented in this paper will find many
practical applications in diverse fields of science, technology, and
engineering as a convenient tool of data analysis.
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Figure 12: Results of the algorithm 2 for d = 16

Figure 13: Results of the traditional EM algorithm d = 2
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[27] L. Sikorski, M. Kuropatwiński, “Counting Monomials Algorithm,” https:
//www.codeocean.com/, 2019, doi:10.24433/CO.3748956.v1.

[28] D. Zhu, B. Li, P. Liang, “On the Matrix Inversion Approximation Based on Neu-
mann Series in Massive MIMO Systems,” in IEEE International Conference
on Communications (ICC), 1763–1769, 2015, doi:10.1109/icc.2015.7248580.

[29] T. Berger, Rate distortion theory: A mathematical basis for data compression,
Prentice-Hall, 1971.

[30] C. De Boor, A practical guide to splines, Springer, 1978.

www.astesj.com 1304

https://www.codeocean.com/
https://www.codeocean.com/
http://www.astesj.com
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A The algorithm for counting monomials
The solution of the problem from section 3.1.2 is divided into six short algorithms

Algorithm 3: Counting monomials with only even exponents for given even
partition of number n

Require: Even partition P = {p1, ..., pk} of the number n, problem dimen-
sion d,number of random samples m

Ensure: Number of monomials with only even exponents
1: S := 0
2: for every multipermutation of P do
3: Create T = {1, ..., 1︸ ︷︷ ︸

p1

, ..., k, ..., k︸︷︷︸
pk

}

4: for every multipermutation of T do
5: Check if T is correct with Algorithm (7).

If Algorithm (7) returned false, go to the next multipermutation
of P.

6: Create matrices D and M for the table T with Algorithm (4).
7: If there are unfilled places in matrices D and M, create pairs of

matrices D′ and M′ by filling unfilled places in D and M in every
possible way.

8: From the set of every generated in previous step pairs of matri-
ces, discard these which are incorrect. Correctness of the pair of
matrices is checked with Algorithm (5).

9: For every pair of matrices calculate it’s numerical value with
Algorithm (6) and add it to S .

10: end for
11: end for
12: return S

Algorithm 4: Creating matrices D and M

Require: T = {t1, ..., tn}, where ti ∈ {1, ..., k}
Ensure: Filled matrices D and M
1: Create matrices D and M of a dimension k
2: for i = 1 to n do
3: if i is odd then
4: To Mtiti+1 and Mti+1ti write ”=”.
5: To Dtiti+1 and Dti+1ti write ”,”.
6: end if
7: if i is even then
8: To Dtiti+1 and Dti+1ti write ”=”.
9: To Mtiti+1 and Mti+1ti write ”,”.

10: end if
11: end for
12: return matrices D and M
Note: If there is an occurrence of writing ”,” or ”=” in previously filled

place, stop the algorithm and return nothing.

Algorithm 5: Checking if given pair of matrices D and M is correct

Require: Matrices D and M
Ensure: True, if given pair is correct; False in other cases
1: for every pair of indexes i, j of the matrix do
2: if Di j = Mi j = ”=” then
3: return False
4: end if
5: if the negation of any from implications listed below is true:

[(Xi j = ”=”) ∧ (Xik = ”=”)] ⇒ Xk j = ”=” or [(Xi j = ”=”) ∧ (Xik =

”,”)]⇒ Xk j = ”,”
where X is a matrix D or M then

6: return False
7: end if
8: end for
9: return True

Algorithm 6: Calculating a component of sum from formula for number of
monomials

Require: Pair of matrices D and M, problem dimension d, number of
random samples m

Ensure: A component of sum from formula for number of monomials
1: q = 1
2: for i = 1 to dim D do
3: if i = 1 then
4: q = q · d · m
5: else
6: Calculate cd oraz cm with Algorithm (8) with input data: (D, i)

and (M, i)
7: if there exists i < j, such that Di j = ”,” then
8: q = q · (d − cd)
9: end if

10: if there exists i < j, such that Mi j = ”,” then
11: q = q · (m − cm)
12: end if
13: end if
14: end for
15: return q

Algorithm 7: Checking if table T is correct

Require: T = {t1, ..., tn}, where ti ∈ {1, ..., k}
Ensure: True, if T is correct; False in other cases
1: A = ∅

2: for i = 1 to n do
3: if there exists s < i, such that ts > ti and ti < A then
4: return False
5: end if
6: insert ti into A
7: end for
8: return True

Algorithm 8: Calculating auxiliary minuend

Require: Matrix X, number i
Ensure: Auxiliary minuend
1: if i = 1 then
2: return 0
3: end if
4: for each j < i do
5: if If Xi j = ”,” then
6: Calculate c j with Algorithm (6) with input data (X, j)
7: end if
8: end for
9: c = min j c j

10: return c + 1
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 High Intensity Focused Ultrasound (HIFU) was widely used for treating tumors non-
invasively. In this treatment, ultrasound is focused on the target volume inside the human 
body to ablate cancerous tissues and Magnetic Resonance Imaging (MRI) is mainly used to 
grasp the target position and to measure the temperature distributions around the target. 
However, MRI is very expensive, and a large space is required. 
In this paper, we presented a method for measuring the temperature distribution using an 
ultrasound diagnostic device, which is inexpensive and commonly used in many clinics, and 
actually showed the results of heating experiments on a human shaped agar phantom. The 
proposed method for measuring the temperature distribution around the heated target was 
conducted by performing image processing on two ultrasound images before and after 
heating. Furthermore, it was confirmed that it was possible to grasp the three-dimensional 
temperature distribution from the images in multiple layers. The effectiveness of the 
temperature distribution measurement results by the proposed method was shown by 
comparing the temperature measurement results with the infrared thermal camera. The 
error between the results was approximately 1 ℃. 
It was found that the non-invasive measurement method of the three-dimensional 
temperature distribution around the target volume using the ultrasound images was useful 
for effective HIFU treatments. 

Keywords:  
HIFU 
Ultrasound 
Non-Invasive Temperature 
Measurement 

 

 

1. Introduction 

This paper is an extension of a previous work originally 
presented at the 21st edition of the International Conference on 
Electromagnetics in Advanced Applications (ICEAA 2019) [1]. 

High Intensity Focused Ultrasound (HIFU) devices are used 
for treating uterine fibroids, liver tumors, brain tumors, etc. as a 
minimal invasive treatment method [2, 3]. As shown in Figure 1, 
this treatment method focuses on ultrasound waves emitted from 
the outside of the body to a target inside the body and causes 

ablation necrosis of the tumor by the thermal energy generated at 
the focal point. This method is considered to be a treatment method 
that has a much smaller burden on the patient than conventional 
open surgery. Focused ultrasound treatment is performed at a high 
temperature of approximately 70 °C or higher, and therefore there 
is a risk of cauterizing normal tissue around the tumor. When 
performing this treatment, a device with MRI's guidance (MR-
guided focused ultrasound surgery: MRgFUS) is commonly used. 
However, a large amount of introduction funds and a large space 
are required. In addition, this method is not considered to be 
suitable for cases in which there is metal inside the human body or 
MRI contrast media cannot be used because the inside of the body 
is monitored using MR images [4-6]. 
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Therefore, in order to perform Focused Ultrasound Surgery 
(FUS) treatment, non-invasive temperature measurement using an 
ultrasound diagnostic imaging device that is cheaper and more 
convenient to move than an MRI device has been previously 
attempted [7-12]. In this study, the ultimate goal is to establish a 
method for non-invasively measuring three-dimensional 
temperature distribution in a living body with high resolution in 
subpixel units [9]. In the temperature measurement method using 
ultrasound images, it is a prerequisite that the used ultrasound 
diagnostic imaging system was designed to draw images with 
constant ultrasound velocity. The velocity of ultrasound waves 
changes depending on the temperature of the propagating tissue. 
Therefore, if there is a temperature change inside the tissue, the 
ultrasound velocity in that part locally changes, and it appears as 
an extremely small image displacement on the ultrasound image. 
The temperature could be measured by detecting this slight 
displacement with image analysis technology [8, 9]. 

In the present paper, first, the algorithm of two-dimensional 
temperature distribution measurement using ultrasound images is 
described. Next, the agar phantom was heated in a temperature-
controlled water tank, the relationship between the temperature 
increase of the agar and the displacement of the ultrasound image 
was described. Next, the temperature distribution was measured 
from the ultrasound image inside the agar phantom when it was 
heated using the focused ultrasound heating device. The 
temperature distribution inside the agar phantom during heating 
was measured using two types of transducers with different focal 
lengths. In the previous research, we investigated the basic heating 
characteristics by measuring the temperature distribution using a 
cylindrical agar phantom [10]. In this study, we measured a wider 
region of temperature distributions using a human shaped agar 
phantom in order to confirm that the proposed temperature 
measurement method is effective in situations closer to clinical 
treatment. 

From the examination of the above experimental results, the 
usefulness of temperature distribution measurement using an 
ultrasound diagnostic imaging system was clarified quantitatively. 

 
Figure 1: Illustration of Focused Ultrasound Surgery. 

2. Materials and Methods 

2.1. Principle of Temperature Measurement Using Ultrasound 
Images 

As reported by Iseki et al., the temperature increases in living 
tissue can be obtained by solving (1) and (2) [8, 9]. 

In these equations, ΔT is the temperature increase inside the 
tissue and Ktissue is the thermal constant that varies with the tissue. 
The subscript "tissue" is added to emphasize that it differs 
depending on the tissue. Δd is the displacement of the ultrasound 
image due to the temperature increase (the difference between the 
images before and after heating). The thermal constant Ktissue is 
expressed by (2). Here, α is the coefficient of thermal expansion 
of the tissue, and β is the coefficient of ultrasound velocity change 
due to the temperature increase inside the tissue. It is considered 
that the thermal expansion coefficient α and the ultrasound 
velocity change coefficient β change linearly in a relatively 
narrow temperature change region such as during focused 
ultrasound treatment [6]. 

2.2. Measurement System of Thermal Constant 

Figure 2 shows the general-purpose ultrasound imaging system 
Nemio SSA-550A (Toshiba Medical Systems, Japan) with the 
attached ultrasound probe PLM-805AT (Toshiba Medical 
Systems, Japan) used in the experiment. The ultrasound probe used 
in the experiment is a linear probe as shown in Figure 2 (b). The 
number of elements is 128, the focus length is 20 mm, and the size 
of the contact part with the body is (12 mm × 67 mm). The size of 
the captured ultrasound image is (560 pixels × 450 pixels), which 
is a 256-gradation bitmap image. Here, 300 pixels were assigned 
to a distance of 70 mm on the captured ultrasound image. 

Figure 3 shows an illustration of experimental setup for 
measuring thermal constant "K" to know the relationship between 
the temperature increase of the agar used as the heated object and 
the displacement of the ultrasound images before and after heating 
[8,9]. As shown in Figure 3, a cube agar phantom was fixed inside 
a water tank where the water temperature was constantly 
controlled using a thermostat and a stirring pump, and the 
ultrasound images inside the agar were taken from 20 ℃ to 30 ℃, 
because the experiment of temperature distribution measurement 
is in that temperature range. 

 
Figure 2: Ultrasound Diagnosis Device (a) Ultrasound Diagnosis Device, (b) 

Linear Probe. 

 
Figure 3: Illustration of Experimental Setup for Measuring Thermal Constant 

“K”. 

∆T(x) = Ktissue
∂(∆d)

∂x
 (1) 

Ktissue = 
1

α ― β
 (2) 
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2.3. Image Analysis Algorithm  

Figure 4 shows the image analysis algorithm proposed by 
authors for temperature distribution measurement [8, 9]. This 
algorithm is divided into 7 steps. First, the ultrasound images of 
the heated object before and after heating are input. Second, 
template matching is performed to measure the amount of 
displacement Δd between the ultrasound images before and after 
heating. Third, a median filter is applied to reduce the erroneous 
vector of displacement Δd on the ultrasound image. Fourth, since 
the displacement Δd distribution detected by template matching is 
expressed in pixel units, interpolation processing was performed to 
interpolate Δd distribution. Fifth, a moving average filter is applied 
to smooth the displacement amount of the distribution map 
subjected to this interpolation process. Sixth, the temperature 
increase ΔT during heating is calculated from the displacement Δd 
detected by applying the Sobel filter. Finally, a moving average 
filter is applied to the temperature increase distribution map to 
smooth the distribution. For the development of the image analysis 
program, general-purpose program Microsoft Visual Studio 
(Microsoft Japan) was used. 

 
Figure 4: Flow Chart for Measuring Temperature Distributions. 

2.4. Measurement System of Temperature Distributions 

Figure 5 shows the device system for capturing ultrasound 
images before and after heating. This system mainly consists of 
two work sliders, an arm and a jig for fixing the ultrasound probe. 
As shown in Figure 5, the ultrasound probe was supported by the 
arm and fixed to the slider. Here, the ultrasound probe can be 
moved three-dimensionally by combining the two sliders. The 
range of motion of this slider is (0.0 to 66.0 mm), and the minimum 
movable interval is 0.05 mm. 

Figure 6 shows an illustration of the focused ultrasound 
heating experiment. As shown in Figure 6, in order to measure the 
temperature distribution in the X-Z cross section using an infrared 
thermal camera, the human shaped agar phantom was previously 
cut at the center position. The transducer was placed underwater 
to focus on the position 65 mm from the bottom. Then, the 
ultrasound probe was moved up and down ± 15.0 mm from the 
center cross section every 5.0 mm along the Z direction, and 
ultrasound images were taken before and after heating in a total 
of 7 layers. These operations were performed for heating 
experiments with short focus and long focus transducers 
respectively. The heating time was 5 minutes and the heating 
power was 200 W. In addition, we compared the temperature 

distribution results by the present method using the ultrasound 
image and the thermal image taken by the infrared thermal camera 
in the central section of the human shaped agar phantom. 

The focused ultrasound heating device used in the experiments 
was CZ901 (Mianyang Sonic Electronic, China). Two kinds of 
transducers were prepared for this device. Figure 7 shows the 
transducer used in the experiments. The short focus transducer as 
shown in Figure 7 (a) had an outer diameter of 170 mm, an inner 
diameter of 98 mm, an outer peripheral surface height of 75 mm, 
an inner peripheral surface height of 53 mm, and a focal length of 
120 mm. The outer and inner diameters of the long focus 
transducer as shown in Figure 7 (b) were almost the same as those 
of the short focus transducer, however the inner peripheral surface 
height was 61 mm and focal length was 200 mm. The frequency 
of the focused ultrasound was 1 MHz. In the heating experiments, 
a frequency oscillator AWG1025F (Frequency Band: 1μHz – 
25MHz, AS ONE, Japan) and a power amplifier L-400BM-HC 
(Frequency Band: 700kHz – 3.5MHz, JSE, Japan) were connected 
to the transducers to heat the human shaped agar phantom. 

Figure 8 shows the human shaped agar phantom used in the 
experiments. The width of heating area was 160 mm and the 
height was 120 mm. 

 
Figure 5: Experimental Setup for Capturing Ultrasound Images. 

 
Figure 6: Illustration of Experimental Setup for Scanning Ultrasound Images.   

(a) Side View, (b) Top View. 
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Figure 7: Transducers Used in the Experiments.                                                  
(a) Short Focal Length, (b) Long Focal Length. 

 
Figure 8: Human Shaped Agar Phantom.                                                      

(a) Side View, (b) Top View. 

3. Results 

3.1. Thermal Constant of Agar Phantom 

Figure 9 shows the relationship between the temperature 
change (ΔT) of the agar phantom and the degree of (∂(Δd)/∂x) of 
the ultrasound image when heated as shown in Figure 3. The 
template size used in the image analysis as shown in Figure 4 was 
(13 pixels × 13 pixels). The total number of plots in Figure 9 is 45. 
As a result of finding the approximate straight line from these data 
by the method of least squares, the slope of the graph was 102.92 
and the intercept was -0.5262. The thermal constant of the agar 
phantom used in this heating experiment was set to Kagar = 102.92. 
In addition, the coefficient of determination R2, which is the degree 
of fitting of the approximate straight line, is 0.9941, which 
confirms that there is a high correlation. 

 
Figure 9: Relationship between ΔT and ∂(Δd)/∂x. 

3.2. 2-D Temperature Distributions 

Figure 10 shows the comparison results of the temperature 
distribution in the central cross section of the human shaped agar 
phantom when heated with a short focus transducer. In the 
temperature distribution measurement result from the ultrasound 
image as shown in Figure 10 (a), the maximum temperature 
increase value ΔTmax was 10.1 ℃. On the other hand, it was 10.8 
℃ from the infrared thermal camera as shown in Figure 10 (b). 
The measured temperature error by both methods was 0.7 ℃, and 
the error rate was approximately 7 %. When comparing the 
absolute temperatures of both during and after heating, an error 
naturally occurs. However, it is useful to know the temperature 
distribution patterns. 

Figure 11 shows the temperature in the center section of the 
agar phantom when the same heating was performed using the long 
focus transducer. In the temperature distribution measurement 
result from the ultrasound image as shown in Figure 11 (a), the 
maximum temperature increase ΔTmax was 7.2 ℃. On the other 
hand, it was 5.9 ℃ from the image of the infrared thermal camera 
as shown in Figure. 11 (b). The measured temperature error was 
1.3 ℃, and the error rate was approximately 18 %. 

 
Figure 10: Comparison between Temperature Distributions inside Human 

Shaped Agar Phantom (Short Focal Length). (a) with Ultrasound Image, (b) with 
Thermal Camera 

 
Figure 11: Comparison between Temperature Distributions inside Human 

Shaped Agar Phantom (Long Focal Length). (a) with Ultrasound Image, (b) with 
Thermal Camera. 

3.3. 3-D Temperature Distributions 

Figure 12 shows the two-dimensional temperature distribution 
results measured from the ultrasound images of the top and bottom 
(± 15.0 mm) taken at 5.0 mm intervals in the center section of the 
agar phantom. As shown in Figure 12, the two-dimensional 
temperature distribution results are three-dimensionally displayed 
by stacking them. Figure 12 (a) shows the case when using the 
short focus transducer. It can be confirmed that the temperature 
increase is the highest value in the central cross section and 
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decreases with increasing distance from the central cross section, 
and there is almost no temperature increase above ± 10.0 mm. On 
the other hand, Figure 12 (b) shows the case when using a long 
focus transducer. Also in this case, it can be seen that the 
temperature increase is the highest value in the central cross 
section. However, in the other image layers, unlike the case when 
the short focus transducer was used, it can be confirmed that the 
heating region is wide and the temperature increase value at ± 10.0 
mm is similar to the value at the center cross section. 

 
Figure 12: Temperature Distributions from Ultrasound Images.                            

(a) Short Focal Length, (b) Long Focal Length. 

4. Discussion 

In order to improve the accuracy in the temperature distribution 
measurement method of applying ultrasound images, we have 
been working on, (ⅰ) taking the images before and after heating at 
the same position, and (ⅱ) grasping the thermal constant Ktissue of 
the targeted object. Regarding item (ⅰ), as shown in Figure 5, the 
ultrasound probe could be moved three-dimensionally by using 
two sliders with a movement accuracy of ± 0.05 mm. Regarding 
item (ⅱ), the value of the agar phantom was actually measured 
using the self-made device as shown in Figure 3. However, in the 
results shown in Figure 9, the variation of the measured 45 data 
was large. It is necessary to control the temperature of the object 
more accurately by using a higher quality thermostat. 

In clinical HIFU treatments, the cauterization temperature of 
the tumor is mainly 70 ℃ - 80 ℃. The human shaped agar 
phantom used in the HIFU experiments was prepared with the 
component ratio recommended by the Japan Hyperthermia 
Society. When the maximum temperature near the focal point, 
where ultrasound waves were focused, was 50 °C or higher, the 
agar phantom melted. Therefore, heating experiments of the agar 
phantom were conducted at 50 °C or lower. As shown in Figure 12 
(a) and (b), heating results using transducers with different focal 
lengths had different maximum temperatures. Therefore, the 
normalized temperature (ΔTN) shown in the following (3) was 
calculated, and the heating characteristics of both transducers were 
compared. 

∆TN = 
∆T ― ∆Tmin

∆Tmax ― ∆Tmin
 (3) 

Here, ΔTmax is the maximum temperature increase value and 
ΔTmin is the minimum temperature increase value in each layer as 
shown in Figure 12. 

Figure 13 shows the calculation results of the normalized 
temperature (ΔTN). As shown in Figure 13, when a short focus 
transducer is used, the temperature increase at a position about ± 
10 mm away from the focal point is 60 % or less of that focal point. 

That is, when the maximum temperature at the focal point is 80 ℃, 
the temperature at the distance (± 10 mm) is approximately 50 ℃. 
However, when a long focus transducer is used, the temperature at 
the same distance is approximately 60 ℃, and the difference in 
temperature between them is 10 ℃. From this result, careful 
attention is required at the boundary between the healthy tissue and 
the tumor tissue during HIFU treatments. 

 
Figure 13: Normalized Temperature Profiles. 

5. Conclusion 

In this paper, we investigated the possibility of non-invasive 
measurement of the three-dimensional temperature distribution of 
the human shaped agar phantom during focused ultrasound heating 
from ultrasound images before and after heating. First, an 
algorithm of temperature distribution measurement using 
ultrasound images was presented. Second, the relationship 
between the temperature increase inside the heated object and the 
displacement of the ultrasound images before and after heating was 
described. Third, we measured the temperature distribution inside 
the agar phantom during HIFU heating using two types of 
transducers with different focal lengths. In the temperature 
measurement results, at the central cross section of the agar 
phantom, the error between the results of the proposed method 
using ultrasound images and the measurement results of the 
infrared thermal camera was approximately 1 ℃. In addition, in 
order to discuss the heating characteristics of two types of 
transducers with different focal lengths, their three-dimensional 
temperature distributions were compared. Finally, we highlighted 
the problems in HIFU treatments using transducers with different 
focal lengths. 

In the future, we have a plan to measure the three-dimensional 
temperature distribution inside heated animals and to discuss the 
problems of HIFU treatments. 
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 Discrete component based ultra-wideband SPDT switch modelling, design and 
implementation challenges are reported in this article. The basic SPDT switch is planned to 
design using PIN diodes (bare die).  Nonlinear parameters extraction steps of PIN diode 
from datasheets have been proposed in this article instead of using readymade nonlinear 
PIN diode models. Equalizers are designed as per requirement using discrete components 
and quarter wave transmission lines for different source and load impedances. Then all the 
designed components are integrated with a low noise amplifier (LNA). Extraction of PIN 
diodes’ nonlinear parameters are carried out using diode equations along with datasheet 
parameters. Layout has been implemented using microstrip and CPWG techniques. Quickly 
responding driver is designed using transistors and logic gates. CPWG based layout 
achieves better isolation compared to microstrip line-based layout at highest frequencies. 
Measured and simulated responses are tallied and they are matching together respectively 
except few exceptions. Measured responses also validates the well agreement between the 
proposed nonlinear diode modelling and equalizer design with different input and output 
impedances. 
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High speed SPDT switch 
CPWG matching 
Broadband equalizer 
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1. Introduction  
Modern miniaturized systems require compact, light-weight 

and low cost components with high yield rate [1]. Excellent ultra 
wideband electronic warfare (EW) receiver like RWR (Radar 
Warning Receiver) system requires compact, lightweight and 
faster SPDT (single pole double through) switch which will be 
used to switch between BITE and RF ports. This active SPDT 
switch is basically used to control the RF port isolations while 
examining the whole Radar in BITE (built in test) mode. As the 
operating bandwidth of this module is very wide, microwave 
devices always struggle with uncertain gain gradients and ripples. 
Thus, excellent class wideband receiver of an RWR system are 
placed far away from its distributed antenna arrangement systems 
and connected through a lengthy cable. Thereby, it experiences 
enormous gain flatness problems particularly at higher 
frequencies due to excessive transmission line losses. To maintain 
the best flatness response, it is important to compensate the gain 
by flattening the gain response over the operating frequency band. 
It is commonly carried out by using passive equalizers. This 
article describes various design and development concerns/ 
problems etc. of wideband discrete components like SPDT switch, 

passive equalizers and the active SPDT switch. This article also 
shows a detailed method of nonlinear PIN diode model parameter 
extraction. Then a suitable PIN diode model is made using those 
extracted nonlinear parameters and has been used to design the 
PIN diode based SPDT switch. A suitable wideband LNA (Low 
Noise Amplifier) has also been introduced at the output path to 
compensate the loss of the SPDT switch. Prior art survey is carried 
out over design and development procedures of SPDT switches 
[2-9]. Allanic et. al. proposed a new passive SPDT design using 
silicon substrate in [2].  It is band limited to 5GHz with unequal 
losses in Tx and Rx ports. Additional amplifier is required to make 
it active SPDT. A high-power passive SPDT design is reported in 
[3]. Here also an additional LNA is required to make it active 
switch. Yang et. al. proposed an active SPST switch in [4]. This 
proposed SPST is band limited to 4GHz using InGaP/GaAs HBT 
process.  This proposed switch consists of seven transistors. This 
SPST (single pole single through) switch is active in nature but 
does not cover wide frequency band. A high isolation active 
absorptive SPST is reported in [5]. It is band limited to 10GHz. 
Values of various parameters like, minimum gain, gain flatness, 
isolations and VSWR are -0.4dB, ±1.5dB, 35dB and 3.6:1 max 
respectively. Single chip SiGe BiCMOS based active SPDT and 
SPST designs are reported in [6] respectively. This design is also 
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suffering from P1dB, gain, VSWR etc. Active wideband SPDT 
switch designs are proposed for V, D and Ku bands in [7–9] 
respectively.  These proposed active SPDT switches are also 
suffering from gain, gain flatness, input output matching and 
isolations respectively. These reported designs are also lacking 
about P1dB and switching speed information except [9] (it 
provides only P1dB data). Present article uses a discrete LNA and 
integrates with PIN diode based SPDT switch. This article 
proposes nonlinear diode parameter extraction steps with an 
example using limited source of data (datasheet) and diode 
equations. Readymade nonlinear diode models have not been 
taken into consideration as vendor often do not extends support.  
Suitable diode models have been made using extracted nonlinear 
parameters and tuned up to 18GHz. Then those models have been 
used to design broadband switch. Equalizers are also designed 
separately with different input/output impedances to cope up with 
flatness issues.  Only logic gates and discrete active components 
are used to design the driver where, NAND gate translates input 
logic to output logic control signals and transistor builds current 
over it. Active SPDT switch integrates separately designed SPDT, 
gain equalizers, LNA, attenuation pads, driver etc. Active SPDT 
switch was designed using microstrip lines initially, but isolation 
was not achieved 50dB. Then, co-planner waveguide (CPWG) 
approach is tried with one more extra shunt element for both the 
paths. This configuration achieves >50dB isolation at 18GHz. 
Switch isolation of microstrip line and CPWG based method is 
compared in the article. Switching speed of any switch is directly 
related to the signal throughput of the driver. Thus, how fast the 
driver acts switching speed will also be so faster. That is why it 
will be a combination of driver and switch’s performance 
respectively [10, 11].  

 
This present work advances P1dB performances, power 

dissipation, better input/output matching and superior packaging 
with reduced weight respectively from the previous work reported 
in [1]. Figure 1 shows the block diagram of active SPDT switch 
where,  BITE and RF-in are the two ports of the SPDT switch. 
Attenuator pad/equalizer are kept at the input of the switch for 
better matching [1]. It increases noise figure very little as 
compared to the previous situation where, active switch was 
absent. An appropriate LNA is integrated just at the output port of 
the discrete SPDT switch. Equalizers are used before and after 
LNA to keep flatness within the specifications. Measured and 

simulated responses are compared in this article and analyzed the 
probable cause of discrepancy. An appropriate reason is explained 
for this discrepancy and conclude about limitations of the 
nonlinear diode modelling.  This article has been organized as 
follows. In Section 2, PIN diode parameters extraction, diode 
modelling, SPDT switch, equalizer and driver design are 
discussed. In Section 3, design implementation and 
experimentation are shown along with simulated results.  In 
Section 4, fabricated switch is shown and the conclusions are given 
in Section 5. 

2. Individual Components Design 

This section explains about design steps of three important 
components design likely, nonlinear parameter extraction of PIN 
diodes, modelling and comparison with measured response 
(plotted in the datasheets), equalizer design and driver design 
respectively. The major work is involved in nonlinear parameter 
extraction of PIN diodes from datasheet and then prepare a 
suitable model out of it. Here this extraction steps will be 
explained in details. PIN diode modelling is carried out both for 
the diodes used in series and shunt branches of SPDT switch. 
Discrete component based equalizer design explained in the next 
and at last NAND gate based driver design also shown in details.  

 Nonlinear parameter extraction and PIN Diode Modelling 

SPDT block of the active switch shown in Figure 1, has been 
designed using PIN diode bare dies. Simple nonlinear model of 
PIN diode is costly and most often component vendors’ do not 
support with exact nonlinear model parameter values in the 
datasheets. Thus it is necessary to make nonlinear model of PIN 
diode. It is possible to prepare nonlinear model of PIN diodes 
using data given in the datasheet [12]. Thus it has become 
designer’s capability to build an acceptable model for diodes 
using existing data in the datasheet. Extraction of all nonlinear 
model parameters are extremely difficult using limited source.  
Approximate (mere accurate) model is possible to make using 
these extracted parameters by fine tuning other model parameters 
and that can tackle the issue [12].  

 
Adopting the above technique separate models have been 

prepared for shunt and series diodes respectively and compared 
with its measured responses. Figure 2 shows the basic diode 
model to be used to make equivalent PIN diode circuit model 
where, Cps, Cf, Cj, Lps, Rf, Rb, Rmax ID and Vjunc, are package 
parasitic capacitance, beam lead parasitic capacitance, junction 
capacitance, package parasitic inductance, minimum resistance 
when diode is in forward bias, variable i region resistance on PIN 
diode, maximum resistance, diode current and voltage across the 
junction respectively.  Equation mentioned below (in 1) describes 
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Figure 1: Block diagram of ultra-wideband high speed active SPDT Switch 
consists of basic SPDT, equalizers, attenuator pads and LNA 
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Figure 2: Classic diode model used to design circuit model of PIN diode 
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the current flowing through the diode where, Is, q, n, k, Tj and IRBD 
are, saturation current, electron charge, ideality factor, Boltzmann 
constant, temperature in kelvin and reverse breakdown current 
respectively [13].  

         𝐼𝐼𝐷𝐷 = 𝐼𝐼𝑠𝑠 �𝑒𝑒
𝑞𝑞𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗
𝑗𝑗𝑛𝑛𝑛𝑛𝑗𝑗 − 1� −  𝐼𝐼𝑅𝑅𝑅𝑅𝐷𝐷                                    (1)  

and 

                           𝐼𝐼𝑅𝑅𝑅𝑅𝐷𝐷 = 𝐼𝐼𝑅𝑅𝑅𝑅𝐷𝐷𝑅𝑅𝑒𝑒
−𝑞𝑞�𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 + 𝑉𝑉𝑅𝑅𝑅𝑅𝑅𝑅�

𝑘𝑘𝑘𝑘𝑗𝑗                    (2) 

where, VRBD and IRBDS are reverse breakdown voltage and 
saturation current respectively. Datasheet does not provide and 
package parasitic like, Cps, Cf and Lps and to describe the bonding 
pad paracitics. Thus, it is very difficult to extract all the model 
parameters from manufacturers’ data sheets, which only provide 
limited information. Fortunately, most of the critical parameters 
like, Is, Rf, Cj, τ, αc, δ etc. can be derived from the manufacturers’ 
data sheets where, τ, α and ζ are transition time, arbitrary constant 
and built in potential respectively [14]. Datasheet provides the I-
R and C-V characteristics of diodes. Thus, all the above 
parameters can be extracted using these characteristic curves.  

                                            𝛼𝛼𝑐𝑐 =
𝑞𝑞𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐
𝑛𝑛𝑛𝑛𝑛𝑛𝑗𝑗

                                (3) 

𝐶𝐶𝑗𝑗 = �𝐶𝐶𝐽𝐽0 �1 −
𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐
𝛿𝛿

�
−𝛾𝛾�𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗�

+ 𝐶𝐶𝐷𝐷     𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐 ≤ F𝑐𝑐Xδ  

𝐶𝐶𝐽𝐽0Xf�𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐� + 𝐶𝐶𝐷𝐷                     𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐 > F𝑐𝑐Xδ   
( 4) 

where CD, CJ0, Fc and γ are capacitance due to the finite transit 
time (τ) through the i-region, depletion capacitance at Vjunc = 0, 
function of Vjunc, coefficient to divide the forward-bias, 
depletion capacitance into two regions and expressed by a 3rd 
order polynomial. 

   𝑓𝑓�𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐� = (1 − 𝐹𝐹𝑐𝑐)−�1+𝛾𝛾�𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗�� X  �1 − 𝐹𝐹𝑐𝑐 �1 +  𝛾𝛾�𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐��

+ 𝛾𝛾�𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐�
𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐
𝛿𝛿

�                                             (5) 

          𝛾𝛾�𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐� = 𝛾𝛾0 + 𝜌𝜌1𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐 + 𝜌𝜌2 𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐2 + 𝜌𝜌3 𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐3           (6)  

  𝐶𝐶𝐷𝐷 = τ
𝜕𝜕𝐼𝐼𝐷𝐷
𝜕𝜕𝑉𝑉𝑗𝑗𝑗𝑗𝑗𝑗𝑐𝑐

≈
τ𝐼𝐼𝐷𝐷

0.0256𝑛𝑛
  at  𝑛𝑛𝑗𝑗 = 300K                      (7) 

The resistance in the i-region is a function of the forward 
current.  At high forward current level, Rb becomes close to zero. 
Thereby the minimum resistance becomes Rf. At reverse bias 
condition, Rb is almost infinite, therefore the maximum resistance 
is Rf +Rmax. The resistance at low and moderate forward current 
level is written in (6) [14].  

          𝑅𝑅𝑘𝑘𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = R𝑓𝑓 +
𝑅𝑅𝑏𝑏𝑋𝑋𝑅𝑅𝑚𝑚𝑇𝑇𝑚𝑚
𝑅𝑅𝑏𝑏 + 𝑅𝑅𝑚𝑚𝑇𝑇𝑚𝑚

                                         (8) 

               𝑅𝑅𝑏𝑏 = �
𝛽𝛽1
𝐼𝐼𝐷𝐷𝛽𝛽2

              𝐼𝐼𝐷𝐷 >  0

    ∞                  𝐼𝐼𝐷𝐷 ≤  0  
                              ( 9) 

Variable resistance can be found by putting in (9) in (8) 
considering β2=1, where Rm is the arbitrary RF resistance at 
current level Im.  

                              𝛽𝛽1 = 𝐼𝐼𝑚𝑚�𝑅𝑅𝑚𝑚 − 𝑅𝑅𝑓𝑓�                                  (10) 

Table 1 shows the extracted parameters considering 
HPND4018 PIN diode datasheet using (1) to (10). Here few 
parameters are directly taken from datasheet, like forward 
resistance, breakdown voltage, junction capacitance, transition 
time etc. Few other parameters have been finalized using curve 

fitting technique to match the response with datasheet while 
simulation of model. PIN diode model simulation is performed in 

Table 1: The extracted model parameters for HPND4018 Diode 

Sl. No. Parameters Extracted Values  

1 Is 1.21X10-9 A 
2 IRBDS 1.0 X10-7 A 
3 Rf 3.7 Ω @ 20mA 
4 Rmax 780 Ω 
5 αc 22. 464239 
6 Vb 60 V 
7 n 1.94 
8 CJ0 0.0481 pF 
9 τ 26 X10-9 S 
10 τrr (5V, 10mA) 3.934 X10-9 S 
11 δ 0.197 V 
12 γ 0.221 
13 β1 1.257X10-2 
14 β2 99.87X10-2 
15 ρ1 1.61X10-4 
16 ρ2 -1.613X10-5 
17 ρ3 6.761X10-7 
18 Cp 0.095 pF 
19 Lp 1.0 nH 
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Figure 3: Comparison between modeled and measured DC C-V characteristic of 

HPND1084 PIN diode at 1MHz 
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2½D software taking parameters values from Table 1. Influence 
of bonding wires cannot be ignored while simulation. Thereby 
model is extracted including them. Tuning of the required model 
parameter values are carried out to match the model 
characteristics virtually similar as compared to the datasheet.  

These models are purely made based on datasheet parameters and 
used for specific applications. Figure 3 shows the comparison 
between modeled and measured DC C-V characteristic of a 

HPND1084 PIN diode. Here modeled capacitance almost 
optimized as measured capacitance values.  Figure 4 shows the 
comparison between modeled and measured DC I-V 
characteristic of the same PIN diode. Modeled current is showing 
a good agreement with measured current. Figure 5 shows the 
comparison between modeled and measured RF resistance 
characteristic. Here simulated resistance indicates that model 
parameters are optimized properly. Nonlinear model of MP6002 
has also been carried out by following the above procedure. These 
two diode models are used for SPDT switch design, where, 
HPND1084 is used as series diode and MP6002 is used as shunt 
diode. Figure 6 shows the response of a modeled PIN diode 
(HPND1084) for 1– 20 GHz bandwidth. Maximum insertion loss 
is below 1dB at 18 GHz and it is well matched up to 18 GHz. 
Isolation is around 20dB at 18 GHz. The same loss characteristic 
is also calculated for shunt diode and kept ready for next level 
simulation. Here diode models are tuned several times to make it 
suitable and well matched with datasheet characteristics.  

 SPDT Switch Design using PIN Diodes 

Simulated and verified nonlinear PIN diode models are used 
to design the SPDT switch where, HPND1084 is used in the series 
branch and MP6002 is used in the shunt branch. Schematic design 

of the switch is performed in 2½D software and shown in the 
Figure 7. Each branches of the switch having one series and three 
shunt diodes respectively. Here DC current return path is getting 
completed through inductor L and resistor R1 in the common path. 
Resistor R1 is used to limit the maximum current through the 
series diode. Bonding wires (2mil gold ribbon) have not been 
added in the schematics as it is already considered as parasitics in 
the diode modelling. The insertion loss (IL) and isolation (Iiso) 
parameters of the SPDT switch are estimated using (11) and (12) 
respectively. Here, Rfse, Rfsh, Z0, and XC are forward resistance of 
series and shunt diode, characteristic impedance, and reactive 
impedance respectively. Tendency of the simulated isolation 
response is fluctuating around middle of the frequency band 
which will be recompensed in final layout simulation [14].  

  𝐼𝐼𝐿𝐿 = 10𝑙𝑙𝑙𝑙𝑙𝑙 ��1 +
𝑅𝑅𝑓𝑓𝑠𝑠𝑓𝑓
2𝑍𝑍0

� + ��
𝑍𝑍0 + 𝑅𝑅𝑓𝑓𝑠𝑠ℎ𝑗𝑗

2𝑋𝑋C𝑗𝑗
�

𝑗𝑗

𝑗𝑗=1

�                    (11) 

where,  𝑋𝑋𝐶𝐶 = 1/2𝜋𝜋𝑓𝑓𝐿𝐿𝐶𝐶𝐷𝐷 , 𝑓𝑓𝐿𝐿 = 1/2𝜋𝜋𝜌𝜌𝜋𝜋 , here ρ and Ɛ are the 
resistivity of the I region and dielectric constant of the silicon. 
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Figure 4: Comparison between modeled and measured DC I-V 

characteristic of HPND1084 PIN diode 
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Figure 5: Comparison between modeled and measured RF resistance – Forward 

current at 100 MHz characteristic of HPND1084 PIN diode at 100 MHz 
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Figure 6: Simulated response of insertion loss, return loss and isolation 
characteristic of HPND1084 PIN diode 

 

 
Figure 7: Schematics of basic SPDT switch using PIN diodes 
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𝐼𝐼𝑖𝑖𝑠𝑠𝑇𝑇 = 10𝑙𝑙𝑙𝑙𝑙𝑙 ���1 +
𝑍𝑍0

2𝑅𝑅𝑓𝑓𝑠𝑠ℎ𝑗𝑗
�
2𝑗𝑗

𝑗𝑗=1

𝑋𝑋 �
𝑋𝑋C𝑗𝑗

2𝑅𝑅𝑓𝑓𝑠𝑠ℎ𝑗𝑗
�
2

+ �1 +
𝑍𝑍0

2𝑅𝑅𝑓𝑓𝑠𝑠𝑓𝑓
�
2

�                                           (12) 

Reverse breakdown voltage, power handling, switching speed, 
capacitance, forward resistance, carrier lifetime, thermal 
resistance etc. have been kept in mind while selecting diodes. 

Final assembled layout of the proposed basic SPDT switch is 
shown in Figure 8. Here extra shunt diodes assembly option is 
kept in the layout so that fabrication iterations become less but, it 
has a disadvantage of higher insertion losses. This option will not 
affect at the overall performance as LNA is in the common path 
to compensate the extra losses. Initially, SPDT layout was carried 

out using microstrip lines and fabricated but, it was not meeting 
isolation specifications at higher frequencies (measured response 
is shown in the experimentation section). Thereby final layout of 
SPDT switch is made using CPWG lines in the first iteration. 
Figure 9 shows the simulated responses of the SPDT switch. Here 
insertion loss is about 2.8dB around 18GHz. Return loss is more 
than 20dB up to 14 GHz and it reduces to around 12 dB at 16–
18GHz. Isolation is 50dB at 18 GHz. Now it is ready for next level 
integration with equalizer and LNA. 

 Equalizer Design 

Equalizers are crucial parts for equalizing flatness of the 
module which, deteriorates with frequencies moving higher and 
higher. It is evident from Figure 9 that almost 2.5dB slope 
adjustment is must to flatten the switch response. Now there is an 
LNA in the common path that has its own gain slope (almost 2dB). 
Thus requirement specific equalizers are necessary in the various 
locations (common path as well as in the SPDT branches) to 

compensate all the loss/gain slopes. Figure 10 shows elementary 
schematic diagram of a single resonator based equalizer [1]. This 
equalizer is comprising of discrete thin film resistor and a 
resonator of λg/4 length at the highest frequency. Slope of the 
equalizer has been finalized after analyzing the integrated switch 
response in the system level simulations. Thereby case to case 
final component twigging will be performed as per need basis. 
The ultimate discrete component values can be finalized at the 
final level of simulations to maintain tiniest gain flatness (within 
±0.5dB). Driving point impedance of the R-L-C network can be 
calculated using (13) where, R, L and C are the shunt resistance, 
inductance and capacitance respectively [15-17].   

            |𝑍𝑍𝑖𝑖𝑗𝑗| = �𝑅𝑅2 + �
1 − 𝜔𝜔2𝐿𝐿𝐶𝐶

𝜔𝜔𝐶𝐶
�
2

                                       (13) 

Final transfer characteristics of the equalizer containing n 
sections have been calculated by (14) where, ZL, 𝜔𝜔 is the load 
impedance and angular frequency respectively where, 𝜔𝜔 = 2𝜋𝜋𝑓𝑓 
and f is the operating frequency. 

  𝐻𝐻𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝜔𝜔) = �
2(𝑗𝑗𝜔𝜔𝐶𝐶𝑖𝑖𝑅𝑅𝑖𝑖 − 𝜔𝜔2𝐿𝐿𝑖𝑖𝐶𝐶𝑖𝑖 + 1)

𝑗𝑗𝜔𝜔𝐶𝐶𝑖𝑖𝑍𝑍𝐿𝐿 + 2(𝑗𝑗𝜔𝜔𝐶𝐶𝑖𝑖𝑅𝑅𝑖𝑖 − 𝜔𝜔2𝐿𝐿𝑖𝑖𝐶𝐶𝑖𝑖 + 1)

𝑖𝑖=𝑗𝑗

𝑖𝑖=1

        (14) 

Although (14) has been calculated for n number of sections 
but the actual number of equalizer sections may be 
changed/decided according to flatness characteristics at the final 

level of realization. Figure 11 shows insertion loss characteristics 
of passive equalizer varying numerous resistor (R) values where, 
upper and lower response curves are for lower and higher resistor 
values respectively. Now when it interacts with output impedance 
of SPDT switch as input impedance of it and input impedance of 

MP6002 MP6002HPND1084

Switch Control-1 Switch Control-2

 

Figure 8: Proposed layout diagram of basic SPDT switch using PIN diodes 
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Figure 9: Simulated responses of proposed SPDT switch in 2½D software 
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Figure 10: Schematic diagram of single section equalizer 
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Figure 11: Insertion loss response of equalizer for different resistor values. 
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LNA as arbitrary load then its input and output port matching also 
changes respectively. Figure 12 shows the input and output return 
loss characteristics of the equalizer for numerous R values. Here 
source impedance is almost 50Ω but load impedance is the input 
impedance of the next stage thus, input and output return loss 
response is not symmetric. In the system simulations various 
resistor values have been tuned to achieve different slopes. 
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Figure 12: Input and output matching of equalizer for different resistor values 

 Driver Design 

A suitable driver is designed to generate the required control 
signals to operate the switch and LNA (supply sequencing) from 
external control signals. As it is discussed that the switching speed 
is a combination of driver and switch’s performance respectively 
[1]. Thereby design of appropriate driver is very crucial to achieve 
the best switching speed. Sequencing circuit is also required to 
feed supplies to the LNA. Here driver and sequencing circuit 
design is described in details. Logic gates, transistors, diodes etc. 
are used to design sequencing and driver circuit. External logic is 
passed through high throughput NAND gate and it passes through 
combination of transistors, zener diodes and resistor combinations 
to produce the output. Schematics level simulation of the driver is 
carried out using spice simulator tool. The design has also been 
verified by simulating the same circuit in 2½D simulator. The 
outcome of both the simulator tools are compared and they are 
very much satisfying. Figure 13 shows schematic diagram of a 
driver circuit comprises of logic gate (74LS00; dual-NAND gate) 
and zener diode (BGV90-C4V3) followed by transistors (current 

booster) and resistors in various combinations [1]. Simulated 
driver response is illustrated in the same Figure 13. In the Figure 
13 the red color bit streams indicate the input control bits. The 
blue and violet color bit streams represent the output control–1 
and control–2 bit streams respectively. These two output control 
bit streams are being used to alter the active switch RF and BITE 
paths respectively. It is also evident from the figure that, both the 
controls (control–1 and –2) are out of phase. 

 

Figure 13: Schematic diagram and responses of switch driver circuit 

3. Active SPDT Switch Design 

Active SPDT switch design has finally been performed by 
employing scattering parameter (.sNp) files of all the individually 
designed modules. RF system analysis depends upon the precise 
design of all the discrete modules. Hence it will meet all the 
necessary specifications across all the environmental conditions 
over an extensive frequency spectrum. Layout is made using 
CPWG lines as basic SPDT switch. This technique has been 
adopted to rectify isolation and insertion loss characteristics of the 
channel respectively. The final schematic level simulation is 
performed using 2½ D simulator tool. Schematic diagram of the 
active SPDT switch for forward and reverse (isolation) channel 
respectively are shown in Figure 14 [1]. Tapers used to 
interconnect two different impedance lines are not CPWG lines 
also shown in this Figure 14. Figure 15 shows the simulated blue 

 
 

Figure 14: CPWG based schematic circuits staring from input port to output port of proposed SPDT switch for forward signal and Isolation path respectively 
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color insertion gain curve and saffron color isolation curves of the 
proposed active SPDT switch.  Here the overall gain about 2 dB 
is achieved with flatness within ±0.5dB.  More than 50 dB 
isolation has successfully been met at 18 GHz which is very 
crucial parameter. Almost 95dB isolations are also met at the 
lower frequencies. Appropriate LNA (die), discrete component 
attenuators and readily available (designed) equalizers are used in 
the output track of the active SPDT to match the gain flatness. 
Simulated VSWR response is shown in Figure 16. Budget 
analysis has also been performed at -7 dBm input power level and 
at mid-band frequency (10 GHz) using 2½D software. Parameters 
like isolation, dynamic range, SFDR (spurious free dynamic range) 
and cascaded P1 dB had been the prime concern and they have 
attained 54.4 dB, 64 dB, 53.24 dB and 20 .7 dBm respectively. 3D 
EM simulation is carried out for the layout and mechanical 
channels respectively.  It ensures any cavity resonance is present 
up to 18GHz or not. Ultrathin soft substrates have been used for 
fabrications. Driver and control circuit is made over FR4 material. 
The SP2T switch and driver/control circuits are mounted on 
opposite sides of the same housing respectively.  Switch control, 
sequencing and other supply connections are taken from driver 
circuit board to switch side through small holes, keeping in mind 
the EMI/EMC effects. Appropriate mechanical channeling for RF 
circuits are important for achieving expected responses. 
Microwave channel dimensions are kept narrow enough to avoid 
higher mode resonance (excitations), as it disturbs characteristics 
of the module at higher frequencies. Carrier plate are made to 
ensure robust ground effects at higher frequencies and very good 
mechanical support to the PCBs. 0.4 mm kover and copper-molly 
sheets having nicely nickel plated with minimum impurities have 
been used to make carrier plates [19]. 
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Figure 15: Gain and isolation simulation response of proposed SPDT switch in 
the transmission and isolation paths respectively 
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Figure 16: Input and output VSWR simulation response at input and one of the 
output ports of proposed SPDT switch 

4. Experimentation 
Active broadband SPDT switches have been developed using 

microstrip as well as CPWG lines respectively. Initially 

microstrip line based SP2T is developed and then CPWG line 
based switch due to noncompliance of isolation specification. The 
realized active SPDT switches are evaluated separately. Figure 17 
shows the isolation responses of SPDT switch of microstrip line 
based approach. In this approach microwave channeling and air 
cavity sizes were not taken care precisely thereby output 
responses like isolation characteristics affected drastically. It is 
evident from the figure that isolation at 18 GHz is not meeting the 
requirement of 50dB. It is actually around 42dBc compared to 
gain plot.  Gain plot of the microstrip line based SPDT is not 
shown as gain plot is identical to CPWG approach based SPDT.  
Comparison between measured and simulated responses of gain 
and isolation of CPWG approached based SPDT is shown in 
Figure 18 respectively. Here all measured and simulated 
responses are shown in firm and dotted lines respectively. Overall 
insertion gain met in this approached is 2.5dB except few 
frequencies. It is in good agreement with simulation responses. 
Each arm of this switch contains of sufficient gain equalizers to 
fit the gain flatness within ±0.4dB (maximum) over the entire 
spectrum at 27°C (Room Temperature; RT) as well as ±0.6 dB 
(maximum) across the wide temperature range -40°C to 71°C. 
Figure 18 also depicts the isolation response at RT which reached 
minimum 53dB (55dBc compared to gain response) in CPWG 
based approach.  
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Figure 17: Measured isolation responses between common port and port-1 and 
port-2 of the developed SPDT switch following microstrip line approach 

-110

-100

-90

-80

-70

-60

-50

0 2 4 6 8 10 12 14 16 18
-5

0

5

10

15

Simulated Isolation
  Simulated Insertion Gain

A
tt

en
ua

tio
n 

in
 d

B

Frequency in GHz

G
ai

n 
in

 d
B

Measured Isolation
Measured Insertion Gain

 

Figure 18: Comparison between measured and simulated responses of gain and 
isolation of common port – port-1 and common port – port-2 of the developed 

SPDT switch following CPWG line approach 
Any input port out of two input ports of the active SPDT 

switch can be accessed at any instant of time according to the 
external logic signal.  This process achieves ON/OFF input output 
port isolation of 55dBc at the highest frequency and more than 
60dBc across 1–15.5 GHz frequency. Tested isolation response is 
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comparable with simulated response beyond 6GHz (6–18GHz). 
From 1–6GHz measured isolation is not matching to the 
simulation response due to more idealistic diode characteristics of 
the PIN diodes. Comparison between measured and simulated 
responses of VSWR of CPWG approached based SPDT is shown 
in Figure 19 respectively. The measured VSWR is 1.45:1 and 
1.35:1 at the input and output ports respectively. Measured 
VSWR responses are in very good agreement of simulation 
responses. Better than 1.7:1 VSWR is measured across frequency 
band under ESS. About 50nS switching speed is measured with a 
very good rise and fall time characteristics.  
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Figure 19: Comparison between measured and simulated responses of gain and 
isolation of common port – port-1 and common port – port-2 of the developed 

SPDT switch following CPWG line approach 

 
 

Figure 20: Response of measured switching speed at the rising edge of the 
developed CPWG approach based active SPDT switch 

 
 

Figure 21: Response of measured switching speed at the trailing edge of the 
developed   CPWG approach based active SPDT switch 

Figure 20 and 21 describes the tested switching speed 
responses at rising and trailing edges against the input logic signal 
respectively. Here input switch control pulse is in ‘volt’ scale and 
detected output pulse in ‘millivolt’ scale although voltage scaling 
factor of input switch control and detected output pulses 
respectively is same (10:1). The detected output pulse will always 
be less than the input pulses as the input power level is fixed at -
3dBm for switching speed measurement. This happens due to the 
absolute power level of the output pulses which is almost -1.5 – -
1.0dBm (188–200mV) at 10GHz frequency and measured against 
a high value resistor (120Ω) is also shown in Figure 22 [18]. Thus 
final detected voltage after detector is very less compared to the 
external TTL signal. Achieved switch speed is 50nS including all 
RF and digital circuits. This module exhibits input P1 dB is >20 
dB compared to prior work reported in [1]. This is achieved by 
replacing LNA with higher P1dB LNA, rectifying input/output 
port matching and twigging equalizer losses respectively. 
Developed active SPDT module also displays tremendous 
harmonics characteristics. Measured harmonics levels for 0dBm 
and 8dBm input signal for the active SPDT are 34dBc and 27dBc 
respectively. temperature cycling (TC) has been performed over -
40° to +71° C and 3-axes random pre and post TC vibrations 
respectively.  

Sl. 
no Parameters Specifications Min Max 

1 Gain 2 ±2 dB 1.8 
dB 

2.3 
dB 

2 Isolation 50 dB min 54 
dB 

73.1 
dB 

3 I/P VSWR 2:1 (Max) 1.2 1.3 

4 O/P 
VSWR 2:1 (Max) 1.2 1.5 

5 P1 dB 
(I/P) >10 dBm >20 dBm 

6 2nd 
Harmonic 

-25 dBc @ 0 dBm 
input -15 dBc @ 8 
dBm input 

-34 dBc                     
-27 dBc 

7 Power 
handling >1 watt >1 W 

8 DC Power 
supply 

-13V ( ±3%, -1%)/ 
10 mA  +13 ( ±1%, -
3%)/ 50 mA 

1 mA              
21 mA 

9 Switching 
Speed 50 nS (Max) 50.08 

nS 38 nS 

The outcomes of environmental stress screening (ESS) of the 
active switch are steady. The developed module is light weight 
and measured weight is less than 25 grams. Figure 22 shows the 
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developed SPDT module and a classic arrangement for switching 
speed assessment [1]. It is clear form Figure 20 and 21, that, the 
switching speed is being measured between 50% of the external 
input control pulse and 90% or 10% of the final output pulse of 
the detector for rising and trailing edge respectively. Final 
achieved switching speed is nothing but the combination of active 
switch as well as doctor diode delay respectively. Thus the 
switching speed mentioned in the table 2 is more than the actual 
switching speed of the active SPDT switch. Signal delay of the 
detector diode has been measured and it showed almost 5nS at 
highest frequency. Table 3 shows a comparative study of various 
parameters of recent works and the present work. Switching speed 
shown in the above table is different from other work as additional 
driver delay is added to the active SPDT switch of the present 
work.  VSWR, gain flatness, isolation etc. are excellent compared 
to other work listed in the table.  Another significant change has 
happened in the DC supply circuits. Earline simple line regulators 
were used to produce required supply from ±13V thus power 
consumptions were very high (almost 1.2W) in [1]. In the present 
work DC-DC converters are being used to generate required 
supplies for active components thereby power consumptions 
reduce drastically (almost 270mW). Thus, it can be established 
that the design goal has efficiently been reached as projected in 
the initial calculations. 

 

Figure 22: Measurement of switching speed by accessing input (TTL) signal to 
active SPDT switch and output detected pulse of the developed active SPDT 

switch module. 

5. Conclusion 
Ultra wideband active SPDT switch is designed using 

discrete modules like basic SPDT switch, equalizers, LNA, driver 
etc. Nonlinear PIN diode parameters extraction steps are shown 
in details using datasheet and diode equations. Nonlinear 
modelling is PIN diode is carried out and compared with 
measured responses (datasheet) for capacitance vs reverse 
voltage, forward current vs voltage and RF resistance vs forward 
current respectively. Extracted model parameters showed very 
good agreement with measured diode parameters. Separate 
modules are investigated, designed, assembled and evaluated 
separately. Passive equalizer with various component values are 
designed and finally most proper one has been selected for this 
active switch design. Final active switch parameters are plotted 
and tabulated against specification. Measured responses have 
been compared with simulated responses. Isolation characteristics 
of the developed module are not matching between simulation and 
measured responses from 1–5.7GHz. It happens due to limitations 
of PIN diode modelling. From the comparison of data, it is evident 
that the measured responses are in well in agreement with the 
simulated responses except few discrepancies. There are lots of 
future scopes regarding this work. LNA used in the present work 
has high gain which is not required as per present requirement. 
Thereby customized LNA can be designed to reduce power 
consumption further without affecting P1dB. This active SPDT 
switch can be compact by combining equalizers, PIN diodes, 
attenuators, driver and sequencing circuits as a multilayer (RF, 
DC and control circuit) single board solution as future work and 
further LNA can also be included within it using MMIC design 
solution as super compact light weight tiny chip.  
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Table 3: Comparison between various parameter of recent works against present work 
 

Ref. Technology f0 BW Gain Isolation Flatness Speed VSWR P1dB 
[2] Sc. DDAs 5GHz 1.4 GHz -2.38dB 43/49dB ±1.5dB - 1.5:1 - 
[3] GaAs 30GHz 15GHz -1.5dB 43dB ±0.35dB 4nS 1.8:1 35dBm 
[4] InGaP/GaAs HBT 22.8GHz 1.2GHz -4.4dB 52.2dB ±3.2dB 100pS 2:1/ 3:1 - 
[5] SiGe HBT 20GHz 10GHz 3dB <35dB >±1.5dB 60pS 3.6:1 - 
[6] SiGe BiCMOS 22.5GHz 2.0GHz -0.3dB <45dB >±1.5dB 100pS 2.3:1 0.5dBm 
[7] 100nm GaAs HEMT 75.0GHz 30GHz 10dB <15dB >±1.0dB - 2:1 - 
[8] 100nm GaAs HEMT 145GHz 38.7GHz 3.3dB <22dB >±1.5dB - 2.3:1  - 
[9] 0.18μm CMOS 5.8GHz 5GHz -1.1dB 27/40dB >±0.3dB - 2:1 20dBm 

This 
work PIN diode die 9.5GHz 17GHz 3dB 54/73dB ±0.25dB 50nS* 1.3:1 

/1.5:1 
>20 
dBm 

*switching speed has been measured including driver and others are without driver. 
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 Interpolation tools are used daily in hydrology and climatology. With the purpose to 
regionalize spot´s registration parameters, such as depth of precipitation, temperature, 
humidity, among others. The accuracy of these methods is not fully validated. This research 
presents a comparative study between the most used interpolation methods for the 
regionalization of hydrological and climatological parameters. Comparative analysis of 
spatial interpolation; it was carried out using the IDW, Kriging and Spline methods, for this 
the ARGIS software was used, because its widespread and widespread use. The depth of 
precipitation was considered as a parameter for the comparison. Accuracy was determined 
by cross validation. Also, for the coefficient of determination and the comparison for visual 
errors such as "bull's eyes".  The research was spatially restricted to a politically delimited 
region; Boyacá, Colombia, South America. The best method for spatial interpolation in this 
case was shown to be Spline. 
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1. Introduction  

Rainfall records are of great importance, because from this 
information can be obtained among other analyses of flows, design 
storms and changes in rainfall behavior. The records and their 
analysis usually come from a network of meteorological stations, 
each corresponding to a specific geographical point [1].  With this 
information it is possible to estimate and design structures for 
water control, economic evaluation of flood protection projects, 
planning and management of land use, water quality control, 
among others [2]. 

Because rainfall information represents the record of a single 
geographical point, it is common for information to be researched 
and developed for interpolation in the form of regionalization maps 
[3]. This information is more common than rainfall, due to its 
simplicity in the form of record, in both cases can be obtained from 
calculation treatments and analysis rainfall runoff models and 
obtain important information such as the curves intensity, duration 
and frequency [4]. In this sense, regionalization can be defined as 
the transfer of data or spatial information from one station to 
another [5].  The transfer can range from data characteristics to 

hydrological models, [6].  A factor which determines a better 
condition in regionalisation is homogeneity which essentially 
refers to the geographical proximity or contiguity and hydrological 
similarity of meteorological stations [7]. 

Geographical dispersion in measurement networks means that 
there are gaps in the spatiality of information, specifically in areas 
without station coverage [8].  It is evident that the same applies to 
rainy seasons, for this reason, it is usual that different 
investigations are presented that seek to find the best method of 
regionalization and interpolation of hydrological data in order to 
present a viable alternative for obtaining data in areas where there 
is no availability. This may influence better and more accurate 
hydrological models, especially in small and medium catchment 
areas [9]. 

This paper presents the evaluation of three interpolation 
methods; Interpolation with Weighted Inverse Distance (IDW), 
Interpolation by Gaussian Regression Processes (Kriging) and 
Segmental Interpolation (Spline), applied to the regionalization of 
rainfall data, looking for the best method for current and future 
research, determining the degree of reliability of each method. The 
interpolation and evaluation were carried out for the rainfall data 
of monthly and annual records, the application of the study was 
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limited to the geographical area comprised by the entire 
department of Boyacá, Colombia. These three methods or 
interpolation techniques were evaluated because they are the most 
commonly used by consultancies and research [10]. 

2. Methodology 

2.1. Interpolation 

This research seeks to validate or give support to what is used 
daily, for this reason the ordinary kriging and the circular model 
were used because within the wide spectrum of the kriging method, 
these are the two most used, it is important to note that they can 
make and create the empirical models for semivariograms but the 
vast majority of references and even companies like ARGIS 
indicate that the ordinary kriging and the circular model are the 
most used [11–19]. 

Due to the fact that rainfall information is of a point type due 
to the need for a spatial range and not a point range, interpolation 
tools are often used, which can define regions with similar 
behavior [20].  The commonly used methods are Inverse Distance 
Weighting or IDW, Kriging and Spline, in this sense there are few 
comparative studies that seek to define the most suitable spatial 
interpolation method for climatic or environmental variables such 
as precipitation [21]. Spatial interpolation methods can be defined 
in four categories: regression method or model and trend surface, 
local methods, geostatistical methods and mixed methods [9], 
Only local methods (IDW, Spline) and a known geostadistic 
method Kriging were evaluated for this research. Likewise, only 
monthly and annual rainfall depth record values were interpolated 
for the region of Boyacá, Colombia, because it has a spatially 
acceptable coverage of rainfall stations, which has a direct bearing 
on the use of interpolation methods since it is necessary to have a 
regional coverage to carry out interpolation, since the techniques 
preside over the variable of interest in a specific place taking values 
from the surrounding region, resulting in homogeneity [22]. The 
project will be carried out in the department of Boyacá, Colombia, 
which has 123 municipalities and 116 rainfall stations of which 60 
were useful, since they fulfilled a range of 20 years of historical 
records counting from 1998 to 2018. 

2.2. IDW method 

The IDW interpolation method is widely used because of its 
simplicity [23]. Which is based on the fact that the unknown or 
sought value of a point has the greatest influence of the nearby 
control points and the degree of influence or weight of them [24], 
this implies that it is directly proportional to the inverse of the 
distance between the points posed [25]. When defining a high 
power, greater emphasis will be on the nearest points and the result 
of the surface will be more detailed, but less smoothed. By 
specifying a lower power, greater importance will be given to the 
more distant points and therefore the resulting surface will be 
smoother. equation (1) represents the method 

𝑍𝑍 = ∑ 𝑊𝑊𝑖𝑖 𝑍𝑍𝑖𝑖
𝑁𝑁
𝑖𝑖=1
∑ 𝑊𝑊𝑖𝑖 
𝑁𝑁
𝑖𝑖=1

=
∑ �

𝑍𝑍𝑖𝑖
𝐷𝐷𝑖𝑖
𝑝𝑝�

𝑁𝑁
𝑖𝑖=1

∑ � 1
𝐷𝐷𝑖𝑖
𝑝𝑝�

𝑁𝑁
𝑖𝑖=1

                       (1) 

where Z is the interpolated value for a point with the unknown 
observed value, Wi is the weighting function that determines the 

importance and relationship of each control point Zi, while Zi is 
the observed value of the control point i (i=1,...,n), which is the 
closest zone to the interpolated point and n is the total number of 
points used in interpolation [26]. The surfaces obtained by this 
method tend to be symmetrical over the points and reflect the mean 
value of the dispersion points in the regions between the points. In 
this method it is possible to control the importance of known points 
over interpolated values based on distance. 

2.3. Kriging method  

The method of interpolation Kriging, has a large number of 
variants that have been developed in recent times, the common is 
the Kriging Ordinary (KO). We have in this method that the 
observed or not observed search points are calculated by the linear 
weighted average of the observed or existing points [23], as shown 
in equation (2). 

Z0� =  ∑ 𝜆𝜆𝑖𝑖  𝑍𝑍𝑖𝑖𝑛𝑛
𝑖𝑖=1      (2) 

where Z0� represents the point searched or not observed, Zi means 
the attribute of the value of an observed point i, λi is the weight or 
significance of Zi.  

The KO method presents the best linear prediction for points 
not observed, this means that in theory the value sought or point 
not observed is equal or very similar to the true value and the 
variance in the error is minimal [27]. 

2.4. Spline method 

 This interpolation method determines the unobserved points 
using a mathematical function that minimizes the general 
curvature of the surface, which has the particularity of being a 
smoothed surface. Many tests performed with Spline show their 
accuracy which means that the interpolated regions pass through 
the observed points [28]. There are two types of Splines mostly 
diffused, the Regularized and Stress, the first refers to softened 
regions or surfaces and the second creates less smoothed surfaces 
that are closer to the observed values, both cases result from the 
general equation of the equation method (3). 

𝑍𝑍(𝑥𝑥,𝑦𝑦) = 𝑇𝑇(𝑥𝑥,𝑦𝑦) + ∑ 𝜆𝜆𝑖𝑖𝑛𝑛
𝑖𝑖=1 𝑍𝑍𝑟𝑟𝑖𝑖      (3) 

 
where Z is the value sought or point not observed, n, the number 
of points, λi coefficient of the system of linear equations, Zi is the 
distance of the point (x,y) to the point I [29].. T and R, are defined 
according to whether it is regularized or tension. 

2.5. Hydrological Information 

 The information used for the assessment of interpolation 
methods is of the monthly and annual rainfall type. We reviewed 
the records of 116 stations located at the site of the study (Boyacá, 
Colombia), of which 60 had continuous records between 15 and 20 
years. It should be recalled that rainy seasons record only the 
precipitation depth measured in (mm). The place where the 
research was applied is located in Colombia, South America, in the 
department of Boyacá, with an area of 23189 km², which 
represents 2.03% of the Colombian territory [30].  It is a region 
with three main hydrographic basins on the rivers Magdalena, 
Arauca and Meta, in the central area of Colombia, the figure 1, 
shows the area of study.  
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Figure 1: Location of rainfall seasons 
 

3. Results and discussion 

3.1. Validation of the methods evaluated.  

The validation of the interpolated points using the three 
methods was performed by cross-validation, technique used to 
evaluate the results of a statistical analysis and to ensure that they 
are independent of the partitioning of the data obtained in this case 
from rainfall stations. The estimated value must be similar to the 
actual value, that is the measured value, so that the error committed 
by the model, that is, the difference between the two, is as low as 
possible [31]. 

The difference indicates how out-of-date the precipitation 
depth data calculated by the software are, when compared with the 
actual or measured information presented in the study area, that 
can be analyzed by the coefficient of determination or R2. 

3.2. Cross-validation 

Cross-validation is a way of predicting the fit of a model to a 
hypothetical test data set when the explicit test data set is not 
available. The cross-validation process gives a precise 
approximation of performance and error prediction [32]. Cross-
validation in this study was performed by interpolating the totality 
of the rainfall stations and subtracting one weather station at a time, 
interpolating again, to verify by crossing the interpolated 
information against the actual or measured of each meteorological 
station. In other words, the interpolated data at the points where the 
measured data is held are verified and the actual or measured 
values and the interpolated values are compared.  

3.3. Comparison of interpolation methods 

Raster maps generated by a GIS were used in order to identify 
which interpolation method presents better results from different 
points of analysis; cross validation, coefficient of determination 
(R2) and the visual aspect, in the latter was sought to identify the 
error called "bull’s eye". Based on the measured and calculated 
differences, statistical analyses were performed for the maximum 
annual and maximum monthly precipitation depth. The mean, 
median, minimum and standard deviation were compared, 
although it should be noted that greater importance was given to 
the statistical parameter of the mean, since it was considered to be 
the most relevant parameter in this case. 

3.4. Interpolation of Annual precipitation depth. 

 It was observed that the Kriging technique has the least 
variation in the statistical parameter of the mean (54.70), of data 

standardization, but has the greatest dispersion of data with respect 
to the measured data (standard deviation), in addition it does not 
present an anisotropic behavior with spherical distribution 
behavior normalizing thus adjusting the plateau, data tolerance and 
bandwidth as shown in Figure 2. 

 
Figure 2: Data adjustment 

 In the standardization of data, a circular or spherical model was 
used in the semivariogram, adjusting the data to an exponential 
trend Figure 3, thus obtaining the highest reliability to perform the 
interpolation of IDW, ordinary kriging and spline as shown in 
Figure 4, 5, and 6 for 2008 year. 

 
Figure 3: Semivariogram 

 
Figure 4: Interpolation by IDW, january 2008 

http://www.astesj.com/


P.M.A. Castellanos et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1322-1327 (2020) 

www.astesj.com     1325 

 
Figure 5: Interpolation by Kriging, january 2008 

 
Figure 6: Interpolation by Spline, january 2008 

On the other hand, the Spline technique also shows good 
performance in terms of average (54.66), but less than the Kriging 
value. The Spline method presented less dispersion than Kriging. 
Similarly, it was found that the IDW technique shows the greatest 
difference between the measured data and the interpolated data, 
in Table 1; the results of the analysis are evident. 

Table 1: Statistical analysis of annual precipitation depth for 2008 

Statistics Data 
measured 

IDW Spline Kriging 

Mean 56.81 53.02 54.66 54.70 
Median 47.1 49.04 48.40 51.04 
Estándar 
deviation 

30.51 20.12 20.99 16.26 

Minimun 10.50 25.10 27.40 34.12 

For the analysis of the interpolation of annual precipitation, 
it was determined that the kriging technique is the best fit in the 
statistical analysis of data, since the mean with the Kriging 
technique has a more appropriate behavior than the other two 
evaluated techniques. 
3.5. Interpolation of monthly precipitation depth. 

In the case of the interpolation of the monthly precipitation 
depth data, the Spline technique presented better results in terms 

of the statistical parameters of the mean and median, compared 
with the other techniques, although with great closeness between 
each method. In the second place, the Kriging technique is found 
in Table 2; the results of the analysis are evident. 

Table 2: Statistical results of methods evaluated against mesuared monthy 
values, 2008 

Statistics Data measured IDW Spline Kriging 
Mean 66.31 62.22 63.95 63.86 
Median 55.15 54.60 55.14 53.17 
Estándar 
deviation 

32.04 22.58 24.75 25.20 

Minimun 28.80 35.13 31.70 34.44 
 

3.6. Análisis de contornos.  

Raster maps because they represent the space in a regular 
array of pixels, where the representation of the elements is made 
by pointing out the existence or not of data within each pixel [33], 
in the case of the regionalization of precipitation depth facilitates 
the visual behavior of the three interpolation techniques used in 
this investigation. Where we visually compared which of the three 
techniques has better contours and a more detailed surface in areas 
where there are no weather stations. One of the characteristics that 
is intended to show both in presence and absence is the typical 
error of "ox eyes" where interpolation techniques usually create 
concentration points or form islands around interpolated or 
measuring points [34], in this case the rainfall seasons. This 
anomaly is evident that with the IDW method where concentric 
circles are presented, as can be seen in Figure 1, this anomaly was 
presented as a visual trend a large percentage of the generated 
maps. 

 
Ordinary kriging was the technique that presented the best 

results, since visually it presents different contours of 
precipitation depth, which is more accommodated to the recorded 
precipitation, consistent with the cross validation performed. In 
addition to performing the ordinary kriging, an additional raster is 
also interpolated to validate the interpolation of standard 
prediction errors, where the less data is those that may reliability 
and the larger data are those that should be resampled, as shown 
in figure 7. 

 
Figure 7: Standard Prediction Error Map. 

3.7. Coefficient of determination R2 
Raster maps because they represent the space in a regular 

array of pixels, where the representation of the elements is made 
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by pointing out the existence or not of data within each pixel [33], 
in the case of the regionalization of precipitation depth facilitates 
the visual behaviour of the three interpolation techniques used in 
this investigation. 

 
3.8. Measurement of R2 in precipitation interpolation Annual 

In this sense the method of interpolation of Kriging presents 
better correlation in the interpolation with depth of precipitation, 
the coefficient of determination is close to 1, with respect to the 
other models (Idw and Spline), thus yielding a high degree of 
reliability for choosing this model and carrying out the 
interpolation with which the regionalization of precipitation depth 
can be generated, due to the nature of this method it can be 
observed that it has a better behaviour with a higher data density, 
since analyzing interpolation with depth of monthly precipitation 
shows that the so-called spline model presents a greater 
correlation between its data, this allows choosing it to generate 
monthly regionalization. 

Table 3: R2, para los métodos evaluados. 

Interpolation Depth of 
Precipitation Max. Annual 

Interpolation Precipitation 
Depth Max. Monthly 

Method R2 Method R2 
Kriging 0,5762 Kriging 0,6717 
Spline 0,5484 Spline 0,6861 
IDW 0,5308 IDW 0,655 

4. Conclusions 

It was identified that visually the methods do not present an 
obvious difference, but in the case of the IDW technique generates 
the so-called portholes. For the regionalization of the maximum 
monthly precipitation depth it was possible to identify that the 
Spline method has a better behavior compared to the real data, 
since the R2, had a higher value (0.6861) compared to the other 
two methods evaluated. 

In the case of the maximum monthly depth, the method that 
had a greater difference compared to the real data was the IDW, 
added to the visual errors (portholes) it is not advisable to use this 
method to regionalize hydrological data. Based on the analysis of 
both visual and cross-validation results, it can be stated that the 
kriging technique has a high degree of reliability when performing 
regionalizations with annual precipitation information. 

In addition to the comparative results of the methods evaluated, 
the resulting information can be used as input for the determination 
of hydrological models in areas or locations that do not have their 
own information or measurement.  In other words, they do not have 
a hydrological station. It could be shown that it is possible to use 
regionalized information with a high degree of confidence 
provided that it comes from data interpolated by the Spline method 
or the Kriging method 

Twenty-four raster maps were generated, with maximum 
monthly and maximum annual rainfall depths, where twelve of 
these maps belong to the Spline technique which generates greater 
reliability with the maximum monthly values, and the remaining 
twelve were generated by the Kriging technique for maximum 
annual precipitation depth values. Maps generated by the IDW 

technique were discarded. It is evident that having a greater 
number of stations in optimum condition could make a more 
precise regionalization since interpolation would be more 
accurate, as well as having support stations would minimize the 
effect of "bull’s eye". 
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 Gender detection and age estimation become an active research area and a very important 
field today, wish has been widely used in various applications including them:  biometrics, 
social network, Targeted advertising, access control, human-computer interaction, 
electronic customer, etc. The need to further improve the recognition or classification rate 
keeps increasing day after day. In this paper, we explore how deep learning techniques can 
help in the classification of gender from human face images and moreover raise the 
recognition rate. We propose in this contribution an approach called SH-CNN based on 
Discrete Shearlet Transform (DST) as a first step of feature extraction layer, and Deep 
Convolutional Neural Network (DCNN) as a second automatic feature extraction layer and 
also a classification step. The idea behind our contribution is to generate trough DST 
several features (in different decomposition and orientation) of an image. These features of 
each image will be the input of the DCNN, to enrich the training step, and so, improve the 
recognition rate. The obtained results have shown that the proposed approach import a 
significant enhancement.  
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1. Introduction   

This paper is an extension of work originally presented in The 
Third International Conference on Intelligent Computing in Data 
Sciences ICDS2019 [1]. 

Automatic age and gender classification of humans through 
their image faces is a fundamental task in computer vision. It is an 
important research focus this last years, and plays a key role in a 
large variety of applications. In this last years, The Convolutional 
Neural Networks (CNNs) model has shown high level 
classification capacity, and mainly in cases of face images taken in 
real-world conditions. The performance of this model result in the 
ensured high level feature extraction and classification, through the 
used layers. 

The Feature Extraction Function (FEF) is the key factor that 
determines the efficiency of a Face Recognition System and 
considered as one of the important parts. Several feature extraction 
function have been proposed in this domain of face feature 
extraction, such as, wavelets [2], SIFT [3] and other [4], [5]. Until 
today, the need for more efficient feature extraction function 
increases, seen the use of face gender recognition system in 
sensitive and important area. The Shearlet transform as feature 

extraction function allows generating more sensitive and 
significant features [6]-[8].    

The field of learning has undergone a revolution with the 
appearance of CNN because the CNN can extract features of 
different complexities. Unlike the learning technique, 
convolutional neural networks learn the features of each image 
automatically, and that's where their strength lies. Today, the most 
successful models for image classification are those based on CNN. 
Since the model is based on learning, so we will enrich this phase 
with features extracting by DST. The Discrete Shearlet Transform 
(DST) is used in our paper as a first feature extraction layer for our 
proposed SH-CNN. The idea is to extract more significant features 
of the input face, to further enhance the gender recognition rate. 

2. Related work 

There is already a rich literature on the subject of classification 
by age and gender in an attempt to further improve the recognition 
rate. We briefly reviewed the age and gender classification studies 
that use neural network or Convolutional neural network. The 
authors in [9] present a structure including CNN and Extreme 
Learning Machine (ELM), where the CNN is used to extract the 
features from the input images and ELM, to classify the interposed 
results, and to combine the co-action of the two classifiers, to 
perform age and gender classification. In [10], the authors 
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implement a CNN of 3 convolutional layers and 3 fully connected 
layers for the tasks of estimating age and gender, it is trained 
exclusively on Audience. For the forecast, they do several crops 
around the face in different sizes. The final prediction is the 
average prediction value for all of these crops. They achieve an 
86.8% rate of good classifications on the audience test images. A 
Deep gender classification is performed in [11], which is based on 
AdaBoost-fusion of isolated facial features and foggy faces. They 
applies an approach based on local features of the face by 
separating it into several parts (mouths, eyes, nose). They also 
include the discriminating features surrounding the face while 
blurring it. These images are then used to train several CNNs 
followed by an Adaboost classifier grouping the classification 
scores of the CNNs. This method yielded 91.75% on LFW and 
83.06% on Adience using Gallagher as training data. In [12] the 
authors address the estimations problem with a classification based 
model which considered the age value as an independent etiquette 
and a separate class, and propose a deep convolutional neural 
network model learns the pertinent informative age and gender 
characterizations from the image pixel. A Male/female 
identification method from very low resolution face images by 
using neural network have proposed in [13]. In [14], the authors 
proposed a method named the full component CNN, which holds 
the full faces and the facial component networks, to obtain human 
age/gender classification through the facial image data. For age 
and gender classification, the authors in [15] propose a method 
applying deep learning based learning, the feature extractor HOG 
is applying on the input image on the network. The structure of the 
network used in this study is GoogLeNet. In [16], the authors 
present a review and a study of the advanced research technique 
for gender classification, which can be useful for researchers who 
work on gender classification. In [17], a convolutional neural 
network is used for the estimation of age and gender of a person 
from the facial image, and the PCA is applied to reduce the 
dimensions of the extracted features.  

Among the research works countable on fingers that use CNN 
and shearlet transform, we find a contribution in [18], where the 
authors use an algorithm based on CNN and Shearlet transform, to 
classify the patient having Alzheimer's disease and early or late 
mild cognitive impairment using the florbetapir PET (positron 
emission tomography) amyloid imaging data. The authors had 
concatenated shearlet coefficients into the convolution layers on 
the CNN. 

 
Figure 1: Example of a DCNN architecture for gender prediction 

In our knowledge, this is the first time that Shearlets are used 
as first pretreatment, in order to enrich the training phase of the 
DCNN. The idea is to add as first treatment a DST, to exploit the 

calculated features extracted through decompositions and 
orientations. These operations allow us to generate from one input 
image, several feature views. Based on these generated features, 
we enrich the training phase, by injecting to DCNN the image and 
its feature views (the DST decompositions and orientations). The 
proposed approach will allow us to enhance the gender recognition, 
seen that the training phase is improved. 

3. Deep Convolutional neural network and shearlet 
transform 

3.1. DCNN 

Convolutional Neural Networks [19] was proposed mainly to 
treat 2D shapes variability. They have been used widely in 
computer vision and they showed the best results and 
outperformed all other technique. Now, DCNN has become a 
major research orientation for researchers in the domain of 
computer vision, especially for image classification. 

DCNN is powerful model, which is capable to capture 
effective information due to his architecture (Figure 1). 
DCNN architecture is divided into 2 steps, the first step is learning 
and extracting features and the second step is classification. There 
are four types of layers for a CNN: the convolutional, the pooling, 
the ReLU correction, and the fully-connected.. These components 
work together to learn a dense feature representation of  an  input. 

• The convolution layer (Figure 2) is the important component 
of CNN, and always constitutes their first layer. Its goal is to 
identify features in the images received as input. To do this, 
convolution filtering is applied, by sliding window that 
represents feature, and by computing the convolution product 
of each image part and feature. Then, a feature is viewed as a 
filter. An activation map is obtained for each pair (image, filter) 
which indicates where the features are located in the image, 
when the value elevated, the more the corresponding place in 
the image looks like the feature. And then, these feature maps 
are normalized (with an activation function) [20]. 

• The ReLU correction layer used as an activation function, it is 
defined by ReLU (x) = max (0, x) [20],  to replace all negative 
values with zeros 

 
Figure 2: Convolution filter applied on input image 

• The pooling layer (Figure 3): feature maps are injected as 
input to this layer. The principal of pooling is to reduce image 
size without losing the essential characteristics. In general, the 
pooling layer is nested in two convolution layers, and aims to 
enhance network-learing, by minimizing over-calculations 
[20]. 

• As last layer of the network. The fully-connected layer [20] 
has as input a vector, on which it applies linear combination 
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and activation function, and so, generated output vector. The 
returned vector by this layer to classify the input image 
represents the possible output classes of the classification 
system. Each value of the vector represents the corresponding 
probability of the input image to a class. The input matrix 
resulting from the previous layer contains an activation map, 
which represents the position of feature in the image. 
According to the position of feature in the image, the fully-
connected layer can calculate the corresponding probability to 
each output classes. In general, for the DCNN classification 
systems, the softmax method is often used at the end of the 
network [21]. 

 
Figure 3: Example of a max pooling operation [22] 

3.2. Shearlet transform 

A multidimensional version of wavelet transform were 
invented in 2006 [23] named Shearlet, that encode anisotropic 
features in multivariate problem classes. The limitation of wavelets 
is the incapacity of capturing anisotropic features. Therefore, this 
transform provided optimal sparse representation for images with 
edges, surpassing the wavelet.  

The successful use of shearlets in many image processing 
applications, especially face detection, feature extraction and 
denoising [24]-[26], is due to their properties: parabolic scaling, 
shearing, and translation. Expressly, the Continuous Shearlet 
Transform (CST) [27] is defined as: 

𝑓𝑓 ⟼ 𝑆𝑆𝑆𝑆𝜓𝜓𝑓𝑓(𝑎𝑎, 𝑠𝑠, 𝑡𝑡) =  〈𝑓𝑓,𝜓𝜓𝑎𝑎,𝑠𝑠,𝑡𝑡,〉,               
             𝑓𝑓 ∈ 𝐿𝐿2(ℝ2)  , (𝑎𝑎, 𝑠𝑠, 𝑡𝑡) ∈  ℝ>0 × ℝ × ℝ2                    (1) 

where,  
              𝜓𝜓𝑎𝑎,𝑠𝑠,𝑡𝑡(𝑥𝑥) = ∣ 𝑑𝑑𝑑𝑑𝑡𝑡𝑀𝑀𝑎𝑎,𝑠𝑠 ∣−

1
2  𝜓𝜓 �𝑀𝑀𝑎𝑎,𝑠𝑠

−1(𝑥𝑥 − 1)�                  (2) 

The parameter of this system calls as wavelets with composite 
dilations. 

And                      Ma,s = �
a s
0 √a�.                                           (3)              

The matrix Ma,s is factorized as BsAa, where Bs = �1 s
0 1� is a 

shearing matrix and Aa =  �a 0
0 √a� is a parabolic scaling matrix 

(or anisotropic dilation matrix). 

The Shearlets transform function is based on three variables 
(Figure 4): a is the scale parameter measuring the resolution level, 
s is the shear parameter measuring the directionality and t is the 
translation parameter measuring the position. 

To get a frame (or Parseval Frame) for L2(R), a CST sampling 
is applied on a suitable discrete set of the three parameters: scale, 

shear, and translation. A discrete shearlets can be generated by 
sampling those three parameters: 

𝑎𝑎𝑗𝑗 =  2𝑗𝑗(𝑗𝑗 ∈ 𝕫𝕫), 𝑠𝑠𝑗𝑗,𝑘𝑘 = 𝑘𝑘𝑎𝑎𝑗𝑗
1
2 = 𝑘𝑘2

𝑗𝑗
2  (𝑘𝑘 ∈ 𝕫𝕫)  , 

   and                    tj,k,m = 𝐷𝐷𝑎𝑎𝑗𝑗,𝑠𝑠𝑗𝑗,𝑘𝑘 (𝑚𝑚 ∈ 𝕫𝕫2)                                 (4) 

For 𝜓𝜓 ∈ 𝐿𝐿2�ℝ2�  , the Discrete Shearlet Transform of f ∈  
L2(ℝ2)  is the mapping defined by: 

𝑓𝑓 ⟼ 𝑆𝑆𝑆𝑆𝜓𝜓𝑓𝑓(𝑗𝑗, 𝑘𝑘,𝑚𝑚) =  〈𝑓𝑓,𝜓𝜓𝑗𝑗,𝑘𝑘,𝑚𝑚〉, 

𝑓𝑓 ∈ 𝐿𝐿2(ℝ2)  , (𝑗𝑗, 𝑘𝑘,𝑚𝑚) ∈  𝕫𝕫 × 𝕫𝕫 × 𝕫𝕫2                    (5)                          

Where (6) is the discrete Shearlets function (DST)  

𝜓𝜓𝑗𝑗,𝑘𝑘,𝑚𝑚,(𝑥𝑥) = 2
3𝑗𝑗
2  𝜓𝜓(𝐵𝐵𝑘𝑘𝐴𝐴𝑗𝑗𝑥𝑥 −𝑚𝑚), 𝑗𝑗 ≥ 0,−2𝑗𝑗  ≤ 𝑘𝑘 ≤ 2𝑗𝑗 − 1, 

                                                   𝑚𝑚 ∈ 𝕫𝕫2                                               (6)                         
   and Ma,s  is discretized as  Mj,k = BkAj . Thus, SHψ maps the 
function f to the coefficients SHψf(j, k, m) correlated with the 
indexes of scale j, the orientation k, and the position m. 

 
Figure 4: The horizontal and vertical shearlets Frequency support [28] 

 

The shearlet transformation is a decomposition function based 
on scales and direction set. As shown in Figure 5, the 
decomposition is done by 4 scales levels denoted S1, S2, S3, and 
S4 with 6 directional filtered coefficients. At first, repetitively, a 
decomposition of the input image is done to a low-pass image and 
a high-pass image, based on a decomposition of two-channel non-
subsampled [30], [31]. The used filters are: H0(z) for low pass filter 
function, and H1(z) for high pass filter function. The 
decomposition steps are: first, a frequency transformation domain 
applied on the high pass image, using two dimensional Fourier 
transform. Secondly, a cartesian coordinate system with six 
directions is used, to generate six directional subbands from the 
frequency domain. For the low pass image, a decomposition of 
two-channel non-subsampled is applied again, and the same 

http://www.astesj.com/
https://en.wikipedia.org/wiki/Scaling_(geometry)
https://en.wikipedia.org/wiki/Translation_(geometry)


C. Ziani et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1328-1334 (2020) 

www.astesj.com     1331 

decomposition steps are repeated. The shearlet coefficients are 
generated as result of this transformation [29]. 

4. Proposed Approach 

The idea which motivated us to propose this solution is the 
objective of enriching the learning phase to improve gender 
recognition. To enrich the DCNN learning input sample. We 
proposed to use as the first preprocessing of the CNN, a layer 
which uses the DST. The latter allows us to generate from a CNN 
learning input image, several views made up of the features 
generated from the decompositions and orientations of the DST. 
At this point, in the learning phase, the input will be represented 
not just by the images but also by their feature views. In this way, 
we will increase the input sample from the same number of starting 
images. Such a technique will be very useful in the case where the 
image sample in the training phase is small. 

In our proposed approach, the training and the testing phase of 
the system performs essential operations. Each operation 
contributes to ensure a high recognition level. Figure 6 and Figure 
7 showed these operations: 

• Face detection 

• Preprocessing 

• Features extraction using DST 

• Automatic features extraction and classification 

 
Figure 6: Proposed SH-CNN approach (training phase)  

In our approach, haar-cascades [32] are used for face detection 
in order to eliminate any unusable information in the image. As a 
result, we will focus just on faces. 

4.2. Preprocessing 

At this level, two main treatments are applied on each face 
photo. The first treatment is to convert the photo from a RGB color 
level to a Gray level. The second treatment is to reduce the size of 
the faces photos. These steps reduce the calculation time in 
extracting features, and also in CNN layers.  

 

Figure 7: Proposed SH-CNN approach (testing phase)  

The Feature Extraction Function (FEF) is a key factor that 
determines the efficiency of gender Recognition System. DST as a 
FEF is applied in each face image; the images will decompose 
along a number of directions and scales to extract important facial 
features. At the end, for each image we get a set of images in 
different orientations. That will enrich the CNN’s learning step and 
facilitate the classification phase. And that is the goal for 
combining it with the CNN. This operation is used only in training 
phase, and so, we will not increase the processing time in the 
testing phase. 

4.4. Automatic features extraction and classification (CNN) 

The idea is very simple. The trainable system consists of a 
series of modules, each one representing a processing step. Each 
module is trainable, with adjustable parameters similar to the 
weights of linear classifiers. The system is trained from end to end: 
in each instance, all parameters of all modules are adjusted to bring 
the output produced by the system closer to the desired output. 

To enrich the training phase, we inject as an input in our CNN 
the face and the corresponding coefficients calculated using DST. 
This operation allows the CNN to adapt more the weights and to 
increase the learning step. 

5. Experiment results  

This section presents the experimental results of our proposed 
approach. Our method is implemented using Python as a high-
level programming language, with the Tensorflow [33] ( an OSS 
framework for machine learning on decentralized data) and 
Keras( is a deep learning API) [34] libraries for CNN learning and 
classification. 

5.1.  UTKFace dataset  

UTKFace dataset [35] is composed from over 20,000 face 
images (e.g. Figure 8), which are tagged by age and gender. The 
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images of this dataset present multiple facial expressions. Certain 
images are with high and low resolution, things that allow testing 
our system well. The UTKFace dataset is frequently used in 
gender/age classification and face detection, etc. 

The images size is 200×200 pixels. We have resized all the face 
with the dimension of 100×100 pixels. 

 

5.2. Operations of extracting features and classification 

In the previous section, we presented our approach with 
successive operations. In this section, we present more details on 
the proposed SH-CNN approach for automatic gender recognition. 

The DST ensures a good representation level of images with 
edges. At the features extraction step, the pre-treated images were 
decomposed into 4 levels (Table 1), by varying shear parameter 
from 20  to 23 , and scale parameter from 0 to 3, and hence we 
obtained shearlet coefficients on many directions (Figure 9).As we 
said before these coefficients will be used later as input of a CNN. 
We repeat this procedure for all faces of the training database. 

Table 1: Used DST parameters. 

Decomposition levels Directions Shearing filters size 
Level 1 4 32×32 
Level 2 8 32×32 
Level 3 16 16×16 
Level 4 16 16×16 

 In our proposed approach, and during all experiments for 
gender classification, we used a CNN composed from three 
convolutional layers and one fully-connected layer. Gender 
classification on the face dataset requires distinguishing between 
two classes, that the reason why we choose a smaller network. 

 The input layer is a face image of size 100 × 100 pixels. The 
three convolutional layers are respectively of 96@7 × 7, 256@5 × 
5, and 384@3 × 3 feature maps. After each one of these 
convolution layer, a ReLU function and a max pooling layer (the 
max value of 3×3) are applied. To generate the needed 512 neurons 
for the fully connected layer, a flatten layer is used. The next layer 
is a fully connected, that maps to the final gender classes. As a last 
step, a soft-max layer is applied to attribute a corresponding 
probability for each class. The class having the probability max 
value represents the closest prediction 

 The used criteria in this experiment results take into 
consideration our need in terms of features extraction part and 
CNN classification part. For the DST feature extraction part, we 
have used four level of decomposition with directions (4, 8, 16, 
and 16). In general in the existing works, and as the recommended 
values, the used decomposition number is approximatively 3, 4 or 

5 levels, and for directions we found (4, 8, 16, and 32) [6]-[8], [26]. 
In our contribution we have used four level with directions (4, 8, 
16, 16), which have clearly shown the added value of our 
contribution. For the CNN classification part, we have used three 
convolutional layers with a kernel size of 7x7, 5x5 and 3x3, in 
order to reduce the training time. And for the fully connected layer, 
we used 512 neurons, since using larger values in case of 100x100 
input image size will not improve the results, contrary, it will 
increase the calculation time. 

 
Figure 9: (a) Detected face photo (b) 1st decomposition level with 4 orientations 

applied on the detected face (c) 2nd decomposition level with 8 orientations 
applied on the detected face.  

 
Figure 10: Proposed CNN architecture  

5.3. Results and discussion  

Regarding the comparison phase of the proposed approach 
(SH-CNN), we carried out a direct comparison study with the CNN, 
without seeing the other models that already exist, proposed as part 
of the improvement of the gender recognition, and based on CNNs. 
It is seen that our first objective was to test the added value of our 
SH-CNN compared to CNN. Add to this that the proposed 
preprocessing layer concatenated with the CNN can be 
concatenated with all the proposed models based on the CNN as 
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well. Because the add layer plays the role of an enrichment phase 
of the sample of the learning part of the CNN. From this 
explanation, we understand that the comparison must be made with 
CNN directly. 

The obtained results in terms of accuracy rate and loss rate (see 
Figure 11 and 12), shown clearly the added value of our proposed 
approach. The generated coefficients for each face using DST, 
enrich the training phase as expected, and so, increase the 
recognition rate. In this simulation, we have used just one 
generated coefficient of DST as input with the associated face. If 
we use more coefficient as input to enrich the training phase, we 
may obtain more efficient recognition system, and this will be our 
coming research work. Also, in our simulation, we have used just 
3 epochs, to show the capacity of our approach to increase more 
the accuracy rate within a few epochs. 

 
Figure 11: The obtained Accuracy Rate (CNN vs SH-CNN)  

 
Figure 12: The obtained Loss Rate (CNN vs SH-CNN)  

6. Conclusion 

The need to increase the gender recognition rate has pushed 
us to search lower-cost solutions (processing time, dataset size, 
etc.). In this paper, we have proposed an approach based on CNN 
and especially on DST as a first layer. The idea behind this solution 
is to enrich more the training phase, by using the generated 
coefficients of each image using DST. The obtained results have 
shown the clear added value of this approach. The ensured 
accuracy rate of our system is also related to the capacity of DST 
to extract the significant features of each image. 

In our future work, we will add also the age as output of our 
proposed system. We will also use high and low values of epoch, 

and explore the capacity of our proposal in others databases 
(FERET, etc.). 
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 Background: The quality of care of the nursing professional in relation to the hospitalized 
patient refers to the set of knowledge and attitudes that the nursing professional must provide 
quality care, preventing risks and improving patient satisfaction, for which its objective is to 
determine the quality of nursing care in hospitalized patients at the LanFranco la Hoz Hospital. 
Method: it is a quantitative, non-experimental, descriptive, and cross-sectional study with a 
study population of 143 patients in total hospitalized at the Carlos LanFranco la Hoz Hospital. 
Results: The results obtained in the quality of nursing care in hospitalized patients, it can be 
seeing that 86 patients representing 60.1%, are moderately satisfied, followed by 36 patients 
that represent 25.2% are satisfied, 12 patients that represent 8.4% are dissatisfied, 7 patients 
that represent 4.9% are very satisfied and finally 2 patients that represent 1.4% are very 
dissatisfied. In the dimension, experience of the nurse in the care of hospitalized patients, it can 
be observed 69 patients that represents 48.3% are moderately satisfied with the experience of 
the nurse in the care and in the dimension satisfaction with nursing care in hospitalized patients, 
it can be see 93 patients that represents 65% are satisfied with the quality of care.  
Conclusions: It is concluded that the high demand for patients sustains a decrease in quality 
nursing care due to the scarcity of human resources in the hospital and it is recommended that 
the hospital have a permanent evaluation system of quality of care to meet the expectations of 
hospitalized patients. 
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1. Introduction  
The World Health Organization (WHO) notes that 421 million 

people are hospitalized annually, these patients suffer 
approximately 42.7 million adverse events according to the most 
accurate evaluations and damage to patients during their hospital 
care are the cause of global mortality [1]. 

One of the factors of the quality of care is the perception that 
the hospitalized patient has during its hospital stay under care of 
hospital health personnel [2], since they fix their gaze on health 
personnel, easily judge and criticize the care provided, therefore, 
the position of the hospitalized patient will be evident when it 
comes to refusing care and advising that they should not be treated 
in that health facility [3]. 

Likewise, the care provided by the nurse towards patients has 
been perceived as deficient, because technology has influenced 
the nurse, where patient care is managed in a less humanized way, 
therefore the nurse-patient relationship loses every time trust [4]. 

Likewise, the relationship of the family members of the 
hospitalized patient and the nurse who cares is essential for 
comprehensive health care, the adverse effects generated by 
negative environments for not providing good information timely 
and understandable for the family are negative factors for 
hospitalized patients [5].  

The length of stay of hospitalized patients in the hospital is an 
impact on the accessibility of new patients entering the 
hospitalization service for the first time, generating demand both 
in the emergency area and hospitalization in the health sector [6].   

In [7], the authors presented a study carried out in Jordan, it 
indicates that in the health area a topic of quality and safety is 
needed, this contributes to all personnel being trained responsibly, 
providing quality care and safety. The presence and permanence 
in health services are considered as a fundamental factor to 
promote the safety of hospitalized patients. 

In [8], the authors mentioned a study carried out in Colombia, 
it was possible to find a total quality of care reached in 62%. The 
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dimension with the highest quality was " monitoring and follow-
up" (73.2%) and the lowest was "anticipates" (56.1%). 42% of the 
patients said they had not been attended and did not recognize the 
nurse of the service. 

In [9], the author described a study carried out in Russia, it 
refers that the perception, both of the health professional and the 
users, have a link in the human resource, which is ethical, the 
evaluations of hospitalized patients showed that are linked to the 
changeable, the concern of the hospital, and the obligation of 
public employees to provide quality care. 

In [10], the authors presented a study carried out in Mexico, 
indicates that the quality of nursing professionals care towards 
patients highlighted 31patients that represents 44.0% reported that 
the nursing staff managed their work tools (baumanometer, 
stethoscope, secretion aspirator, among others) as they expected; 
22 patients that represents 31.0%, better than they expected, and 
32 patients that represents 30.0%, as they did not expect. 

The objective of the study is to determine the quality of 
nursing care in hospitalized patients of the Carlos Lanfranco la 
Hoz hospital, in which it will allow to observe the quality of care 
that nursing professionals have towards hospitalized patients. 
This study is important since it will give relevant and real data 
about how the nursing care is provided to patients hospitalized 
for a disease. 

In the study, the Spanish-version quality of care data 
collection instrument (CUCACE) was applied by Alonso R. and 
the original version The Newcastle Satisfaction with Nursing 
Scales (NSNS) by Thomas in Scotland has been demonstrated its 
usefulness to assess the quality of nursing care.  

The data collection was processed through the survey of 
hospitalized patients of the Carlos LanFranco la Hoz Hospital, the 
data to be entered was carried out in a data matrix that will be 
designed in the statistical program IBM SPSS Statistics Base 25.0, 
it was proceeded to its corresponding analysis, in which it will 
allow a better data processing to make statistical tables and 
graphs so that can be described and interpreted in results and 
discussions, respectively. 

The following research work is structured as follows: In section 
II, the development of the hospitalized patient data collection 
process will be presented, as well as the guidelines to consider so 
that they are within the research work. In section III, the results 
will show the quality of care presented by nursing professionals 
according to the specified dimensions of the instrument in the 
measurement of the variable. In section IV, it will present the 
discussions of the research work, in section V, the conclusions and 
in section VI the recommendations as well as the future work that 
is intended to be reached with the research work. 

2. Methodology 
In this part, the type and design of the research will be 

developed, as well as the population and the sample that will be 
carried out in the research work, the inclusion and exclusion 
criteria in detail and finally the technique and the instrument for 
collecting data. 

 

2.1. Research type and design 

The present study, due to its characteristics, the way of 
collecting data and measurement of the variables involved is a 
quantitative approach. Regarding the methodological design, it is 
a non-experimental, descriptive, cross-sectional study [11]. 

2.2. Population  

The study worked with a total population of 143 hospitalized 
patients from the Carlos LanFranco la Hoz Hospital, which are 
distributed in 4 areas (Medicine, Surgery, Gynecology and 
Emergencies). 

2.3. Inclusion criteria  

• Adult patients with more than 2 days of hospitalization. 
• Patients not receiving sedatives as treatment.  
• Patients who have signed the informed consent. 

2.4. Exclusion criteria 

• Adult patients with less than 2 days of hospitalization. 
• Patients with an altered state of consciousness, a language 

disorder, or a risk complication. 
• Patient who has not signed the informed consent. 

2.5. Technique and instrument 

The data collection technique used in the research work was 
the survey, which important data will be obtained optimally and 
effectively. The survey will determine the quality of care in 
hospitalized patients using the (CUCACE) questionnaire, the 
Spanish version was validated by Alonso R. and the original 
version is The Newcastle Satisfaction with Nursing Scales 
(NSNS), validated by Thomas in Scotland. The CUCACE 
questionnaire has three sections: The first is the experience with 
nursing care that it has 26 items, the second is the satisfaction with 
the nursing care that it has 19 items and the third is the 
sociodemographic variable such as: age, sex, educational level, 
days of stay in the service and some general questions [2]. 

Regarding statistical validity, this was obtained using the 
Kaiser-Meyer-Olkin sample adequacy tests and Bartlett's 
sphericity test. The results of the sphericity test are significant 
while the sample adequacy test obtained a value of 0,897 (KMO> 
0.6) and the results of the sphericity test obtained a favorable 
value (X 2 3702,347; g.l. = 990; p = 0,000). Likewise, Cronbach's 
alpha index obtained a value of 0.939 (α > 0,6). All the above tests 
confirm an acceptable index of validity and reliability of the 
instrument. 

This research work will consider the safety aspects of human 
research participants regarding to quality in hospitalized patients. 
The ethical behavior of deontological and moral health personnel. 
The bioethical principles: autonomy, justice, beneficence and 
non-maleficence, which constitute the basis for reasoning and 
orientation to their actions [12]. 

Medical ethics deals with the foundations that govern 
professional conduct in the practice of medicine, both in the 
doctor-patient and interprofessional relationships [13]. For this 
reason, the ethical authorization was carried out correctly when 
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coordinating with the hospital authority and with the patient itself 
and its family to carry out the research work. 

Bioethical principles are interpreted into fundamental values 
and rights of hospitalized patients [14]. In the present research 
work, the bioethical principles of beneficence, non-maleficence, 
justice, and autonomy were mainly taken. 

2.6. Place and Application of the Instrument 

The questionnaire to measure the quality of nursing care in 
hospitalized patients of the Carlos Lanfranco la Hoz hospital, 
Lima - Peru was carried out on a programming date with the 
hospital, the time used in each service was approximately 25 
minutes, in each service a document was requested for the 
hospitalized patient to participate in the research work (according 
to the criteria of inclusion and exclusion), concluding with good 
satisfaction when collecting the questionnaires from hospitalized 
patients since they provided a lot of support to carry out the 
research work. 

It is important to emphasize the presence of relatives of some 
hospitalized patients at the time of completing the questionnaire, 
since while the family member has the decision in turn that the 
hospitalized patient can participate in the research, in which they 
provided support to complete the questionnaires. At the same 
time, the presence of the nursing staff, since the questionnaire is 
based on patient care, which allows to observe if the nursing staff 
adequately performs the appropriate and/or necessary care for the 
patient. 

3. Results 
Below is a summary table of the surveys carried out following 

the guidelines corresponding to the research work: 
Table 1: Sociodemographic Data of Quality of Nursing Care in Hospitalized 

Patients of the Carlos Lanfranco La Hoz Hospital, 2019 (N = 143) 

Participant 
Information 

Total 

N % 

Total  143 100 

Gender 

Female 99 69,2 

Male 44 30,8 

Marital Status 

Single 37 25,9 

Married 21 14,7 

Separated 5 3,5 

Cohabiting 79 55,2 

Widow 1 0,7 

Type of Family  

Nuclear 100 50,2 

Extended 26 6,6 

Expanded 7 11,1 

Single parent 6 17,0 

Reconstituted  3 6,2 

Single Person 1 0,7 

Study Degree  

No study 4 2,8 

Incomplete primary 12 8,4 

Complete primary 22 15,4 

Incomplete secondary 33 23,1 

Complete secondary 46 32,2 

Incomplete University 
Studies 7 4,9 

Complete University 
Studies 19 13,3 

Occupation Condition 

Stable 14 9,8 

Eventual 41 28,7 

Without occupation 75 52,4 

Retired 2 1,4 

Student 5 3,5 

Does not apply 6 4,2 

Days of hospitalization 

Three days 51 35,5 

Four days 54 37,8 

Five or more days 38 26,6 

In Table 1, it has the sociodemographic data of the study 
participants in total, there were 143 hospitalized patients from the 
Carlos Lanfranco La Hoz Hospital. Regarding gender, the female 
sex predominated with 99 patients representing 69.2%, followed 
by the male with 44 patients representing 30.8%. 

Regarding the study degree, complete secondary school stands 
out with 46 patients representing 32.2%, followed by incomplete 
secondary school with 33 patients representing 23.1%, followed 
by complete primary school with 22 patients representing 15.4%, 
followed by complete university studies with 19 patients 
representing 13.3%, followed by incomplete primary school with 
12 patients representing 8.4%, followed by incomplete university 
studies with 7 patients representing 4.9% and finally no study with 
4 patients representing 2.8%. 
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Regarding the days of hospitalization, four days predominate 
with 54 patients representing 37.8%, followed by 51 days with 51 
patients representing 35.5% and finally five or more days with 38 
patients representing 26.6%. 

Below are figures that show the results about the total quality 
of nursing care in hospitalized patients and its dimensions 
according to the data based on the research instrument: 

 

 

 

 

 

 

 

 

 
Figure 1: Quality of nursing care in hospitalized patients of the Carlos Lanfranco 

la Hoz Hospital, 2019 (N = 143) 

In Figure 1, the quality of nursing care in hospitalized patients 
of the Carlos Lanfranco la Hoz Hospital, it can see that 86 patients 
representing 60.1% are moderately satisfied, followed by 36 
patients representing 25.2% are satisfied, 12 patients representing 
8.4% are unsatisfied, 7 patients representing 4.9% are very 
satisfied and finally 2 patients representing 1.4% are very 
unsatisfied. 

 
Figure 2: Quality of nursing care according to its dimension experience with 
nursing care, in inpatients in a public hospital in Lima Norte, 2019 (N = 143) 

In Figure 2, the quality of nursing care according to its 
dimension experience with nursing care, in hospitalized patients 
of the Carlos Lanfranco La Hoz hospital, it can see that 69 patients 
representing 48.3% are moderately satisfied, followed by 48 
patients representing 33.6% are unsatisfied, 11 patients 
representing 7.7% are satisfied, 8 patients representing 5.6% are 
very unsatisfied and finally 7 patients representing 4.9% are very 
satisfied.  

In Figure 3, the quality of nursing care according to its 
dimension of satisfaction with nursing care in hospitalized 

patients of the Carlos Lanfranco La Hoz hospital, it can see that 
93 patients representing 65% are satisfied, followed by 32 patients 
representing the 22.4% are moderately satisfied, 13 patients that 
represent 9.1% are very satisfied, 5 patients that represent 3.5% 
are unsatisfied and finally 0 patients that represent 0% are very 
unsatisfied. 

 
Figure 3. Quality of nursing care according to its dimension of satisfaction with 
nursing care, in hospitalized patients of the Carlos Lanfranco La Hoz hospital, 

2019 (N = 143) 

Knowledge of these results is important since it will allow to 
show if the nursing professional is adequately caring for 
hospitalized patients, in the same way, it will allow to show if the 
hospitalized patient in turn collaborates with the staff of nursing 
for its care during its hospital stay. 

4. Discussion  
The quality of nursing care constitutes a fundamental tool that 

values nursing care in hospitalized patients in all aspects and 
dimensions that are involved in the health of the person and the 
population. 

We agree with what was indicated by Kol E. et al., who affirm 
that the fundamental objective of measuring the quality of health-
related nursing care is to assess the care provided in health 
services [15]. 

Regarding the quality of nursing care in hospitalized patients 
of a public hospital, 60.1% predominantly are moderately 
satisfied, followed by 25.2% are satisfied, 8.4% are unsatisfied, 
4.9% are very satisfied and finally 1.4% are very unsatisfied. 
These findings can be explained due to the perception that 
hospitalized patients have, during their stay in the hospital, to the 
care of health personnel since they fix their gaze and easily judge, 
criticize the care provided. 

Our findings coincide with those of Weldetsadik A. et al., they 
determine that the satisfaction of hospitalized patients symbolizes 
the care provided, if it meets their expectations. This magnitude 
is not necessarily directly related to the degree of scientific-
technical quality of the care provided [16]. 

The quality of nursing care is related to the dimension of 
experience with patient care mentioned by Amanda G. et al., they 
highlight the experience that hospitalized patients will have with 
the health professional, they are linked to the time that is provided 
during their hospital stay [17]. 
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According to Becker R., he mentions that the wisdom of 
human resources is safe in medical practice, not only the care of 
patients is required and the attempt to provide quality care, the gift 
of expression is needed so that hospitalized patients can recover 
and reintegration into their family [18]. 

According to Allen A. et al., they point out the importance of 
technology as management support, but that it is not essential if 
there are trained or capable human resources. In many cases, a 
technological defect or the improper use of the equipment can lead 
to a failure in clinical analyzes that can lead to severe 
consequences for the life of hospitalized patients [19].  

5. Conclusions 
It is concluded that the use of a questionnaire CUCACE is 

important to evaluate the care received from hospitalized patients 
by the nursing professional, to evaluate the dimensions of 
experience and satisfaction with nursing care. 

It is concluded that the high demand for patients sustains a 
decrease in quality nursing care due to the scarcity of human 
resources in the hospital. 

It is concluded that the experience and work capacity of the 
nursing professional improves the quality and care of hospitalized 
patients. 

It is concluded that it is essential to continue executing studies 
of this category, to analyze the outcome found and compare with 
current research, as well as facilitate its validity and reliability of 
CUCACE to measure the quality of nursing care in hospitalized 
patients. 

6. Recommendations 
It is recommended to carry out activities that promote 

communication with patients, since this interaction improves the 
nurse-patient relationship. 

It is recommended that the hospital have a permanent quality 
of care evaluation system to meet the expectations of hospitalized 
patients.  
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 This research shows the study carried out on the Health Related to Quality of Life (HRQL) 
focuses on aspects related to the perception of health experienced and declared by the 
person, in different dimensions such as physical, mental, social, general perception of 
health and satisfaction achieved measured at different levels; the objective of the study is 
to determine the quality of life in patients with type 2 diabetes at the Central Hospital of the 
Peruvian Air Force, 2019. To determine the validity of the instruments, the Kaiser-Meyer-
Olkin (KMO) sample adequacy index was used and the Bartlett sphericity test, which result 
in a significance value of 0.005, being an acceptable validity of both instruments. Among 
the most relevant results is that the following dimensions: Energy and Mobility, 147 patients 
representing 73.5% have low level. Likewise, regarding to Social Burden, 156 patients 
representing 78.0%, have a low level. Lastly, regarding the Sexual Functioning dimension, 
178 patients representing 89.0%, have a low level; patients significantly affect quality of 
life. "Non-adherence to drug treatment" represents 159 patients, of which 115 who 
represent 72.3% have a low level with respect to their quality of life, of 44 patients who 
represent 27.7% have a high level regarding their quality of life; "Adherence to 
pharmacological treatment" 41 patients representing 92.7% have a low level regarding 
their quality of life and 3 patients who represent 7.3% have a high level regarding their 
quality of life. 

Keywords:  
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Type 2 diabetes 
Diabetes control 
Social burden 
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1. Introduction  

According to the International Diabetes Federation, 382 
million adults worldwide had diabetes and 5.1 million died from 
the disease. About half (48%) of those who died were under the 
60 years old. Three of four people living with diabetes (352 
million) are in an active age (that is, between 20 and 64 years old) 
this number is projected to increase to 417 million by 2030 and 
486 million by 2045 [1]. 

They also estimate that by 2035, if current trends continue, the 
global prevalence of diabetes will rise to 592 million, and the 
World Health Organization predicts that by 2030 it will become 
the seventh leading cause of death in the world [2]. 

This disease is considered as one of the main reasons for 
deaths worldwide, due to the poor quality of life without 

measuring the complications that it will bring them in the long 
term [3].     

This non-communicable pathology is a worldwide concern, 
since due to the multiple organic complications it causes deaths, 
mostly related and complex with the organs of the cardiovascular 
system [4]. 

Diabetes is a chronic disease that is released when the 
pancreas does not produce insulin necessary for the body (a 
hormone that regulates the level of sugar, or glucose in the blood) 
or when the body cannot vigorously use the insulin it produces; 
they have a substantially increased risk of cardiovascular disease. 
It has also been related to hypertension and hyperlipidemia, it has 
vascular complications and is considered one of the four non-
communicable diseases [5], [6]. 

Its own symptoms such as thirst, polyuria, blurred vision, 
weight loss, and sometimes polyphagia is recurrent. Perennially, 
the symptoms are not severe or may be distant; consequently, 
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hyperglycemia can provoke functional and pathological changes 
for a long time before diagnosis [7]. 

Diabetes is a chronic disease, and the associated stress of long-
term symptoms, medical appointments, research, and daily 
treatments can affect sexual function through a person's mood, 
anxiety levels, fatigue, and well-being. In general, people with 
diabetes may have comorbidity of hypertension, hyperlipidemia, 
cardiovascular disease, or other endocrine dysfunction, and their 
associated treatments, may affect sexual function [8]. 

In [9], these problems cannot be addressed without a solid 
medical and scientific base that allows local solutions to be 
identified and proposed; unfortunately, the scientific production 
on diabetes in Peru is limited with only 81 scientific articles 
published in Web of Science and Scopus between 1996 and 2015. 

In [10], diabetes was positioned as the fifth cause of death with 
10 528 (7.11%) of the cases, in addition, the numbers of patients 
with this disease who died from causes of kidney complications 
were from 2 266 cases (1,191 men and 1,075 women) in 2011 to 
3,190 cases (1,638 men and 1,552 women) in 2016.  

In [11], this study shows that the mean time of evolution of 
the disease was 11.37 years old. Quality of life was self-perceived 
as deficient in 67.57% of older adults at the expense of satisfaction 
with their health (75.68%). 

In [12], it is believed that, in Peru, more than 2 million people 
suffer from diabetes. The national average is 8% and in Lima, up 
to 10%. However, it is good to clarify that, in many regions, up to 
at least 50% of the population does not know if they have diabetes. 

According to the [13], 4.0% of the population residing on the 
Coast reported having diabetes mellitus, being the urban area with 
the highest incidence of this disease (4.1%) and in the rural area 
only 2.7%; followed by the jungle regions with 1.9%, the urban 
area registers 2.7% and rural 1.1%; while the highlands area 
register 1.6 %, urban area 2.5% and rural with 1.0%. 

The objective in this study is to determine the quality of life 
of patients with diabetes mellitus who come to the consultation of 
the Central Hospital of the Peruvian Air Force, using the Diabetes 
questionnaire 39. 

2. Methodology 

2.1. Research Design Approach 

The present study has a quantitative, descriptive, and cross-
sectional approach. A survey was carried out as a data collection 
technique, by applying a questionnaire as a documentary 
instrument. The study population was made up of patients with 
diabetes mellitus from the Central Hospital of the Peruvian Air 
Force [14].  

2.2. Inclusion Criteria 

All continuous patients over 18 years old with type 2 diabetes 
mellitus, regardless of the sex treated at the Central Hospital of 
the Peruvian Air Force. 

2.3. Exclusion Criteria 

• Patients with type 1 diabetes mellitus or gestational diabetes. 

• Patients seen for the first time. 
• Resigned with intellectual inability to recognize the question, 

and those who refuse to report the study. 

2.4. Measurement Techniques and Instruments 

Data collection technique: The technique used for this study 
was the survey, it is not the same as the questionnaire, however, 
the questionnaires are usually used in a survey, which requires a 
systematic way of collecting the data for the later to be able to 
analyze them statistically and obtain conclusions about the study 
population [15].  

To measure the quality of life of patients diagnosed with type 
2 diabetes mellitus, it will be applied with the diabetes 39 
instrument, which includes 39 items that evaluate five domains of 
the patient's life: energy and mobility (15 items), control of 
diabetes (12 items), anxiety and worry (4 items), social burden (5 
items) and sexual functioning (3 items). Each item is calculated 
from the evaluation made by the patient itself, in relation to its 
quality of life, how much was affected during the last month by 
action or activity that each item expresses- placing an "X" on a 
scale that is presented as a continuous line, with vertical marks 
that delimit spaces in which the numbers from 1 to 7 are identified, 
in which, on the value scales, the number 1 represents the quality 
of life that was not affected at all, and number 7, extremely 
affected. Two final items are incorporated into the five domains 
that rate the patient's perception about their quality of life in 
general, with a range from 1 (minimum) to 7 (maximum), and the 
severity of diabetes mellitus with a 1 (no severity) to 7 (extremely 
serious) [16]. 

The data collected was entered into a Microsoft Excel 2013 
data matrix, to be later exported to the statistical program IBM 
SPSS Statistics Base 24.0. 

 
Figure 1: Endocrinology area for conducting surveys at the Central Hospital of 

the Peruvian Air Force. 

3. Results  

To determine the validity of the instrument, the Kaiser-Meyer-
Elkin sample adequacy index (KMO) and the Bartlett’s test of 
sphericity were used. For the Quality-of-Life Test for patients 
with type 2 diabetes, a sample adequacy coefficient of 0.834 and 
a significance value of 0.005 (x2 = 2633,620; gl = 741; p <0.05) 
were obtained in the test of Bartlett’s sphericity.  

The reliability of the instrument was determined based on the 
Cronbach's Alpha statistic. For the instrument Quality of life test 
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for patients with type 2 diabetes, it was determined that it presents 
an internal consistency index of 0.741 (α> 0.6); while the 
Morisky-Gree test instrument of adherence to pharmacological 
treatment has a coefficient of 0.591 (α <0.6). Therefore, a high 
level of general reliability of the Quality-of-Life Test is identified 
for patients with type 2 diabetes.  

 

Figure 2: Application of the Survey in the Central Hospital of the Peruvian Air 
Force 

3.1. Sociodemographic characteristics 

Regarding the age of the study participants, it was determined 
that they fluctuate in an interval of 20 to 90 years, with an average 
of 56.45 (+ 13,847) years old. Regarding sex, 60% of the sample 
is male. Likewise, 72.1% of the sample lives with their parents. 

Table 1: Quality of life in patients with type 2 diabetes of the Central Hospital of 
the Peruvian Air Force, 2019 (N = 200) 

Quality of life N % 
 
Low Level 
 
High Level 
 

 
153 

 
76,5 

 
47 

 
23,5 

Total 200 100,0 

In Table 1, it can observe the quality of life in patients with 
type 2 diabetes of the Central Hospital of the Peruvian Air Force, 
where 153 patients representing 76.5% have a low level followed 
by 47 patients representing 23, 5% have a high level. 

In Table 2, it can see the quality of life according to its 
dimensions, in patients with type 2 diabetes of the Central 
Hospital of the Peruvian Air Force, where the most affected 
dimension was sexual functioning with 178 patients representing 
89% have low level followed by 22 patients representing 11% 
have high level. 

Table 2: Quality of life in patients with type 2 diabetes according to its 
dimensions, from the Central Hospital of the Peruvian Air Force, 2019 (N = 200) 

     
    Dimensions 

 
N 

 
% 

Energy-
mobility 

Low 
Level 147 73,5 

High 
Level 53 26,5 

Diabetes control 

Low 
Level 132 66,0 

High 
Level 68 34,0 

Control of 
anxiety - 
concern 

Low 
Level 85 42,5 

High 
Level 115 57,5 

Social burden 

Low 
Level 156 78,0 

High 
Level 44 22,0 

Sexual 
Functioning 

Low 
Level 178 89,0 

High 
Level 22 11,0 

The importance of obtaining these results in continuing 
patients with diabetes mellitus is to be able to identify in which of 
the dimensions are most affected by this disease and to be able to 
act in a timely manner in the dimension and above all to teach 
how to be responsible and aware of the disease. So, they could 
learn that diabetes is a chronic disease that involves the variation 
of lifestyles. For its treatment, it is essential that people learn to 
manage it correctly to have a good quality of life and avoid 
possible complications. 
Table 3: Contingency table between the variables Quality of life and Adherence 

to pharmacological treatment and chi-square tests 

 Quality of life Total 
Low 
Level 

High 
Level 

Adherence 
to 
pharmacolo
gical 
treatment 

Non-
adherent 

Count 115 44 159 
% 
within 
APT 

72,3% 27,7% 100,0
% 

Adherent 

Count 38 3 41 
% 
within 
APT 

92,7% 7,3% 100,0
% 

Total Count 153 47 200 
% 
within 
APT 

76,5% 23,5% 100,0
% 

Pearson's chi-square Valor 
X2 

g.l. Sig. 
(p) 

7,513 1 0,006 
APT = Adherence to Pharmacological Treatment 

In Table 3; on adherence, it can observe in patients with type 
2 diabetes of the Central Hospital of the Peruvian Air Force, 
where the "Non-adherence" represents 159 patients, 115 of which 
is equivalent to 72.3% have low level and 44 patients 27.7% with 
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high level; "Adherence" 41 patients representing 92.7% have low 
level and 3 patients representing 7.3% have high level. 

It is important that people with diabetes and their families 
should receive education about adherence and non-adherence; 
ignorance is one of the reasons for not achieving the necessary 
benefits that medications can provide in their disease; diabetes is 
a chronic disease that affects different organs of the human body. 

4. Discussions 

Quality of Life is a representative variable that allows us to 
measure the impact it has on a certain pathology (in this case 
Diabetes Mellitus type II) in the person's life, which has an impact 
on various biological and psychosocial levels in the individual 
health. 

The results obtained according to the Diabetes 39 
questionnaire demonstrate that of a population made up of 200 
diagnosed continuing patients who are treated at the Central 
Hospital of the Peruvian Air Force, the dimensions most affected 
are determined that, regarding the Energy and mobility dimension, 
147 is equivalent to 73.5% have low level. Likewise, regarding to 
social burden, 156 is equivalent to 78.0%, have low level. Lastly, 
regarding the Sexual Functioning dimension, 178 is equivalent to 
89.0% have low level. 

These results coincide and are reinforced by the study carried 
out in [17]. They show that patients with Diabetes Mellitus 
regarding their Quality of Life, who were surveyed with 101 
diabetics; the most affected domains in order of score were: 
energy and mobility (60) equal 59.4%, anxiety-concern (62) 
equals 61.3% and sexual functioning (66) equals 65.3%. 

Regarding adherence, it can observe in patients with type 2 
diabetes of the Central Hospital of the Peruvian Air Force, where 
non-adherence represents 159 patients, 115 representing 72.3% 
have low level and 44 patients representing 27.7% have high level; 
adherence 41 patients representing 92.7% have low level and 3 
patients representing 7.3% have high level. No relationship was 
found between the percentage of adherence to treatment with sex, 
age, educational level, and employment status; it is the lack of 
awareness about its treatment. 

According to [18], it was found, the low level was 21 (32.8%) 
and with high level adherence 24 (37.5%). No relationship was 
found between the percentage of adherence to treatment with sex, 
age, educational level, and employment status. 

In the analysis of each dimension of the instrument, it was 
observed that there were significant differences. In the dimension 
between quality of life and adherence to treatment in patients with 
treatment, as a strength of the study, it can be highlighted that 
there was no rejection by the patients, all the questionnaires were 
correctly filled out, with no missing data or loss in the sample. It 
is also important to note that a widely used instrument with a good 
internal consistency index was used. 

Among the limitations of the study, the selection of patients is 
found, since as it is not a probabilistic sampling, there may be the 
possibility of selection bias. For future studies on the subject in 
primary care, it would be interesting to carry out a random 
sampling that provides greater reliability in the results obtained. 

Another important aspect to control would be trying to match the 
sample by sex. 

5. Conclusions  

It is concluded that the dimensions that highly affect patients 
are Energy and Mobility, Social Burden, Sexual Functioning, 
having a low level of more than 70% of the sampled cases. 

 In addition, the results of therapeutic adherence show that 
72.3% of patients present a low level with respect to their quality 
of life, therefore, compliance with treatment, physical activities 
and a balanced diet help diabetic patients a better recovery and a 
balanced quality of life. 

6. Recommendation 

A restructuring of promotional preventive intervention 
programs targeting such patients with type II diabetes is 
recommended. This intervention program must involve a 
multidisciplinary team of professionals, who see aspects related 
to the disease and the environment of the person and are 
accelerators for their recovery from physical, biological, and 
psychosocial health. 

 It is suggested an awareness program, educational talks for 
both the patient and family members for their support and control, 
home health personnel visit programs. 
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 Social skills are the behaviors that the individual adopts on a regular basis at specific 
moments in everyday life. Resilience is the way in which the individual faces the adversity 
that life imposes on them, as well as manages to overcome it. In adolescence, problems are 
perceived because important changes are generated in an accelerated way, many 
adolescents develop psychological disorders or alterations that could compromise their 
own lives, if not detected in time, therefore, the objective of this study is to determine the 
social skills and resilience in adolescents of secondary education of the Kumamoto 
Educational Institution I 3092, of the Puente Piedra district - Lima, 2019. Applying a 
quantitative, non-experimental, descriptive, and correlational study, with a population of 
626 adolescents from the Kumamoto I 3092 educational institution in the Puente Piedra 
district, who answered a questionnaire with sociodemographic data and the instruments of 
the social skills scale and the Connor-Davidson questionnaire for resilience. In the results, 
the predominance of the medium level in both variables, in social skills with 87.5%, in 
resilience with 58.3%, concluding the need to carry out interventions in adolescent 
students, to prevent the inadequate development of their personality.  

Keywords:  
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1. Introduction 

The social skill or assertive behavior is a set of expressions that 
is manifested in a verbal and non-verbal way, where the person 
externalizes in an interpersonal way all his deficiencies, emotions, 
ideas, favoritism, rights, avoiding anxiety and hostility [1], [2]. 
Resilience is the ability that a subject or a group obtains that 
projects itself into the future despite difficult situations and on 
some occasions can generate trauma and serious consequences in 
its own life [3].  

In adolescence, internal problems such as anxiety disorders, 
depression, post-traumatic disorders, and even obsessive-
compulsive disorders can be perceived. They may also perceive 
external problems associated with abrupt behavior, conflicts with 
their environment and aggressive behavior [4]. Family problems 

can have a strong impact on the adolescent's life, which is why it 
is important that the family manages its problems correctly during 
this period, since otherwise this problem will affect the adolescent, 
diminishing his or her abilities in the academic aspect in society 
and in a personal way [5].  

Worldwide, social skills are specifically oriented to prevent 
risk behavior and promote a healthy lifestyle [6]. Skills education 
has emerged since the increase of the problems that affects the 
community, but directly to adolescents as there are several events 
such as diseases generated through sex, drug addiction, bullying 
and even suicide [7].  

According to the Pan American Health Organization, it 
promotes healthy lifestyle and the development of the adolescent 
stage in the Caribbean and Latin America. Regarding resilience, it 
establishes support for adolescents based on strategies to reduce 
various risk behaviors. This process will be continuous, where 
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adolescents will use adaptation skills to seek adequate 
development within society, the family, school and culture [8]. 

PAHO establishes that social skills require the adoption of 
attitudes that are indispensable for optimal behavior to achieve 
success in the various challenges that life imposes. This favors 
healthy physical, social and mental behaviors, where adolescents 
have various possibilities for satisfying their needs, developing 
their aspirations and coping their environment [9].  

In [10], un studio entre 170 adolescents between 15 to 17 years 
old participated in this study, to whom the social skills 
questionnaire was applied, where the predominance of the medium 
level is seen with 50.6%, continuing the low level with 38.2%, then 
the high level with 11.2%. In the explanation of the dimensions, it 
is observed that the self-expression factors in social situations 
predominate the low level with 40.6%, making requests 59.4%, 
while the high level corresponds to the expression of anger and 
disagreement with 45.3%. Regarding its study, it mentions the 
importance of developing social skills in an adequate way to 
reduce the risk of developing antisocial behaviors.       

In [11], it developed the study with a population of 49 
adolescents, where the prevalence of medium level resilience was 
found with 51%, then the low level with 43% and a high level of 
6%. In its study, it was shown that adolescents have a medium 
capacity of resistance to remake and try to escape complex 
situations. 

In [12], the present study had a population of 119 adolescents, 
where the results show that 71.75% is equivalent to the medium 
level, in their study, they determined to resort to development 
programs for teachers in order to include social skills topics in the 
training of adolescents.  

In [13], they indicate that their total population was 160 
adolescents, of whom the prevalence of medium-level resilience 
was obtained with 52.5%, continuing the high level with 46.9% 
and the low level of 0.6%. Regarding its control and purpose 
dimensions, they obtained a high level of 61.9%, while control 
under pressure had a medium level with 59.4% and spirituality a 
low level of 8.1%. Concluding that the present work will be use as 
reference to suggest precise interventions where the beneficiary 
will be the adolescent. 

The main objective of this research study is to determine the 
relationship of social skills and resilience in adolescents because 
there is a deficit in research on this enigmatic topic in adolescence.  

This study presents a quantitative approach, it will be carried 
out without manipulating the variable, which is why it is a non-
experimental and descriptive cross-sectional design. The technique 
to be used in the research work will be the survey, since it is a 
measurement instrument which the data will be collected 
appropriately in a reliable, objective, and valid way. 

The Elena Gismero Gonzales, E.H.S questionnaire includes 33 
items, 28 of which are written in the sense of lack of assertion or 
deficit in social skills and 5 of them in the positive sense. The 
Connor –Davidson Questionnaire (CD-RISC) This test was 
created in 2003 and consists of two fundamental versions, one of 
25 items and the other of 10, in which to carry out the research 
work the 25-item version was used. All the data collected was 

entered into the matrix designed by the statistical software SPSS 
24.0., This procedure was carried out cautiously to not have errors 
and avoid values being lost. 

This study is important because it will show us the capacity that 
adolescents have in the face of stimuli of changes in their 
personality and in their environment, in which it allows the 
adolescent to improve their capacity for understanding and 
adaptation both on a social, personal, and family level. 

2. Methodology 

Starting by making a request and receiving the authorization 
of the director of the educational institution, it was always 
established that ethical aspects were applied during the process, 
respectively, the students voluntarily answered the questionnaires. 
It is worth mentioning that these questionnaires were provided by 
the researchers, in the different classrooms, in the presence of the 
teachers from each grade. The descriptive cross-sectional and 
correlational methodological design was chosen. Once the 
database was assembled, the descriptive analysis began, where the 
percentages achieved, as well as its dimensions, are emphasized 
by the contingency table that will later be reflected in the bar 
charts. The stages of data collection are shown in Figure 1 where 
the processes by which the students were part are shown. 

Figure 1: Flowchart for data collection 

1.1. Population and sample 

For this research, a vulnerable population was selected from a 
state school in the Puente Piedra district, where 626 students 
participated, they are the total population, ranging in age from 11 
to 18 years old, who are in 1st to 5th grade of secondary education. 

1.2. Type of study 

In the present research work, due to its characteristics, data 
collection and the measurement of the variables involved is a 
quantitative approach. Regarding the methodological design, it is 
a non-experimental, descriptive, and correlational study. 

http://www.astesj.com/


E. Roncal-Cespedes et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1345-1349 (2020) 

www.astesj.com     1347 

Table 1: Distribution of classrooms at the secondary level of the Kumamoto I 
3092 educational institution 

Grade Shifts Classrooms Total 
Students 

1st Afternoon 5 145 

2nd Afternoon 5 135 

3rd Afternoon 6 133 

4th Afternoon 4 103 

5th Afternoon 4 110 

TOTAL 24 626 

 
1.3. Inclusion and exclusion criteria  

Inclusion: 

• Adolescents who study in 1st to 5th grade of high school. 

• Adolescents who have signed the informed consent. 

• Parents who have signed the informed consent for the 
application of the survey in the adolescent. 

Exclusion: 

• Adolescents and parents who have missed classes and who 
have not signed the informed consent. 

• Parents who have not signed the informed consent. 

1.4. Analysis of the variable 

The following study has two main variables, social skills, and 
resilience in adolescents, both variables according to their nature, 
are qualitative or categorical, and their measurement scale is 
ordinal. 

The technique for data collection in the educational institution 
was the survey, which is very useful to collect data appropriately 
in a reliable, objective and valid way [14]. 

To assess social skills, the instrument of Elena Gismero 
Gonzales E.H.S was used, which comprises 33 items, 28 of which 
are written in the sense of lack of assertion or deficit in social skills 
and 5 of them in the positive sense. The final factor analysis has 
revealed 6 factors: self-expression in social situations, defense of 
their own rights as a consumer, expression of anger or 
disagreement, saying no and cutting interactions, making requests 
and initiating positive interactions with the opposite sex [15]. This 
instrument has been valid in different Latin American countries 
and in other countries, as well as in Peru that has construct validity, 
the meaning attributed to the measured construct (assertion) is 
correct. Regarding statistical validity, it was obtained using the 
Kaiser-Meyer-Olkin (KMO) obtained a sample adequacy 
coefficient of 0.923 and the Bartlett’s Sphericity Test of 0,000 (x2 
= 4036,183; g.l. = 300; p < 0,05). Regarding the reliability of the 
instrument, it was determined based on the Cronbach's Alpha 
statistic. For the Social Skills Scale instrument, it was determined 
that it presents an internal consistency index of 0.805 (α>0.6). 

The Connor –Davidson questionnaire (CD-RISC) was used to 
assess resilience. This test was created in 2003 and consists of two 
fundamental versions, one of 25 items and the other of 10 in which 
the 25-item version was used to carry out the research work. The 
construct consists of five factors: persistence-tenacity-self-efficacy 
(items: 10-12, 16, 17, 23-25); control under pressure (6, 7, 14, 15, 
18, 19, 20); adaptability and support networks (1, 2, 4, 5, 8); 
control and purpose (13, 21, 22) and spirituality (3, 9). The scores 
for each item are added together and it is interpreted that the higher 
the score in each dimension, the more indicators of resilience the 
individual shows. Measurement scale 0 - 33 Low resilience, 34 - 
66 Medium resilience, 67 - 100 High resilience [16][17]. The 
Spanish translation was carried out by two members of the 
research team and supervised by a bilingual person with training 
in Psychology. Regarding the statistical reliability of the data 
collection instrument, a coefficient of 0.882 (α>0.6) was obtained. 

    All the collected data will be entered into the matrix 
designed by the statistical software SPSS 24.0., this procedure was 
carried out cautiously to not have errors and avoid the values being 
lost. 

1.5. Place and Application of the Instrument  

To start the process, the followed steps were taken, making a 
request document attaching the letter of presentation provided by 
the nursing professional school of the Universidad de Ciencias y 
Humanidades, addressed to the director of the educational 
institution Kumamoto I 3092, located in the department de Lima, 
Puente Piedra district, in the AA. HH Laderas de Chillón, to access 
the permit and be able to apply the questionnaires formally, also it 
coordinated a meeting with the director, in the interview the 
authors explained in detail about the importance of conducting 
such research, which was accepted for the director and allowed the 
study to be carried out. 

On July 19, 2019, the informed consent and assent was 
delivered to all students from the 1st to the 5th grade of secondary 
education, on July 22 the documents were collected verifying the 
correct filling, then the authors proceeded with the delivery of the 
surveys. The time elapsed in each classroom was 25 minutes. They 
were informed of the importance of their participation, in a brief 
explanation of the instrument, also it was mentioned that the 
confidentiality of their responses would be respected, the doubts 
they presented were also clarified. The students voluntarily 
answered the questionnaire provided. At the end of the application 
of the instrument, each of the surveys was verified with the correct 
completion and they were thanked for their participation in the 
research. 

3. Results 

After applying the surveys, the data was processed in a 
statistical program, resulting in the summary tables presented 
below.  

Table 2 shows the results of the gender of the high school 
adolescents, where 306 (48.9%) of the adolescents are female and 
320 (51.5%) of the adolescents are male. 

Table 3 shows the mean age of secondary school adolescents, 
where the minimum age of adolescents is 11 years and the 
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maximum age of adolescents is 18 years, therefore the average age 
of adolescents in primary education is 14 years old. 
Table 2. Gender of secondary education adolescents from the Kumamoto I 3092 
educational institution, from the Puente Piedra district - Lima, 2019 (N = 626) 

Gender of the adolescents 
 Frequency Percentage 
Valid Female 306 48,9 

Male 320 51,1 
Total 626 100,0 

Table 3. Age of secondary education adolescents from the Kumamoto I 3092 
educational institution, from the Puente Piedra district - Lima, 2019 (N = 626) 

Adolescents Age 
 N Minimum Maximum Mean SD 

Adolescent 
Age 

626 11 18 14,33 1,485 

Valid N 
(per list) 

626     

Table 4: Social Skills in adolescents of Secondary Education of The Kumamoto I 
3092 Educational Institution, of The Puente Piedra District - Lima, 2019 (N = 

626) 

 N % 

Social Skills 

Low Level 76 12,1 

Medium Level 548 87,5 

High Level 2 0,3 

Total  626 100,0 

 
In Table 4, the social skills in the adolescents of secondary 

education of the Kumamoto I 3092Educational Institution, of the 
Puente Piedra district - Lima, 548 adolescents that represent 87.5% 
have a medium level, followed by 76 adolescents representing 
12.1% have a low level and finally 2 adolescents representing 
0.3% have a high level. 
Table 5: Resilience in adolescents of Secondary Education of The Kumamoto I 
3092 Educational Institution, of The Puente Piedra District - Lima, 2019 (N = 

626) 

 N % 

Resilience 

Low Level 24 3,8 

Medium Level 365 58,3 

High Level 237 37,9 

Total  626 100,0 

In Table 5, it can see the resilience of adolescents in secondary 
education at the Kumamoto I 3092 Educational Institution, in the 
Puente Piedra district - Lima, where 365 adolescents representing 
58.3% have a medium level, 237 adolescents representing 37.9% 
have a high level and finally 24 adolescents representing 3.8% 
have a low level. 

Table 6: Social Skills and Resilience in adolescents of Secondary Education of 
The Kumamoto I 3092 Educational Institution, of The Puente Piedra District - 

Lima, 2019 (N = 626) 

 Social Skills Total 
Low 
Level 

Medium 
Level 

High 
Level 

 

R
es

ili
en

ce
 

Low 
level 

Count 4 20 0 24 
% 
Resilience 16,7% 83,3% 0,0% 100,0% 

Medium 
Level 

Count 34 330 1 365 
% 
Resilience 9,3% 90,4% 0,3% 100,0% 

High 
Level 

Count 38 198 1 237 
% 
Resilience 16,0% 83,5% 0,4% 100,0% 

Total Count 76 548 2 626 
% 
Resilience 12,1% 87,5% 0,3% 100,0% 

Pearson's chi-square 
X2 Value g.l. Sig. (p) 
6,767 4 0,149 

In Table 6, the relationship between the variables Social Skills 
and Resilience was determined based on the Pearson's Chi square 
(X2) statistical test. The significance level of the test obtained a 
value of 0.149 (p>0.05) (X2 = 6.767; g.l. = 4). Therefore, the 
dissociation hypothesis cannot be rejected, for which there is no 
statistical evidence of a significant relationship between social 
skills and resilience of a sample of students from the Kumamoto I 
3092 Educational Institution, in the Puente Piedra District - Lima. 
2019. 

4. Discussion  

In this research study, the issue of social skills and resilience 
was raised, promoting adolescent mental health, therefore, it seeks 
to collaborate with educational institutions that are linked to 
education as part of the global training of adolescents, where they 
must incorporate plans or programs that allow the adolescent to 
strengthen and improve all the capacity to interrelate and be able 
to face better in daily life and social aspect.  

Regarding social skills in adolescents at the secondary level of 
the Kumamoto I 3092 Educational Institution, in the Puente Piedra 
district - Lima, the medium level stands out, then the low and 
finally the high. This study is similar to [10], in which they found 
medium scores of 50.6% as the predominant average, however, it 
differs in terms of dimensions, the lowest level most affected is 
making requests with 59.4% and in our study shows a low score in 
the expression of anger or disagreement with 34.3%. At the same 
time, in [12], it presents a percentage of 44.54%, being the 
predominant medium level, for this reason we agree with the 
proposal of resorting to development programs for educators and 
this allows covering topics of social skills within the training of 
students. 

Regarding resilience, it was evident that the medium level 
predominates, a similar value was found in the study [11], where a 
greater proportion of the medium level of resilience is evident, 
represented by 51% followed by 43% of low level and 6% of the 
high level. At the same time, it shows the average capacity of 
adolescents to cope with complicated situations. Similarly, in [13], 
the author determine that the predominant level of resilience was 
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the medium, and also proposes to carry out interventions with a 
multidisciplinary vision to comprehensively address adolescents, 
in the same way, it is evidenced in the study [18], who argue that 
the resilience in the participants was 17.5% low resilience, 67.1% 
medium resilience and 15.4% high resilience. 

The research study shows that the results obtained indicate the 
need to carry out an intervention to the adolescent population with 
social skills and medium-level resilience, otherwise they would 
present an inadequate development in their personality. 

5. Conclusions 

Eighty-seven-point five percent of the study participants 
reported to have medium level of social skills, twelve point one, 
medium level and cero point three, high level. Regarding social 
skills according to their dimensions, where the most affected 
dimension was the expression of anger or disagreement with 215 
representing thirty-four-point three percent of adolescents. All 
students from 1st to 6th grade of secondary level presented medium 
level resilience with fifty-eight-point three percent, high level with 
thirty-seven-point nine percent and low level with three-point eight 
percent. 

Regarding resilience according to its dimensions, the most 
affected dimension was spirituality with 132 representing twenty-
one-point one percent of adolescents. 

As future work, it is expected that health professionals will 
have a greater interest in conducting more research, in vulnerable 
locations, that cover the adolescent stage in a holistic way, 
physically, emotionally, and socially, where adolescents can 
develop in an intrapersonal or interpersonal context.  

The limitation in the present research work is that some 
adolescents were not present at the time of conducting the surveys 
also the interpretation of some questions, so nurse professionals 
were taking the survey to help school students understanding the 
questions. 

Likewise, educators must assume the responsibility they have 
regarding the adolescent's physical, affective, psychological-
cognitive, social development, guiding them to increase their 
activities to contribute to the management of good self-esteem, 
social skills, resilience, among others. 

Conflicts of Interest 

The authors declare that they have no conflict of interest. 

References 

[1] E. Gismero, Escala de Habilidades Sociales - EHS. Manual. 3a ed. Madrid - 
España: TEA- Ediciones; 2010. 56 p. 

[2] E. Flores, M. Garcia, W. Calsina, A. Yapuchura, “Las Habilidades sociales 
y la comunicación interpersonal de los estudiantes de la Universidad 
Nacional del Altiplano – Puno.,” Comunicacción, 7(2), 2016. 

[3] J. García del Castillo, Á. García del Castillo, C. López, P. Dias, 
“Conceptualización teórica de la resiliencia psicosocial y su relación con la 
salud.,” Health and Addictions/Salud y Drogas, 16(1), 59–68, 2016, 
doi:10.21134/haaj.v16i1.263. 

[4] R. Vera, F. Raquel, L. Tobar, V. María, V. Delgado, “Habilidades Sociales.,” 
Revista Salud y Ciencias, 1(2), 08–15, 2017. 

[5] C. Salavera, P. Usán, P. Teruel, “Contextual problems, emotional 
intelligence and social skills in Secondary Education students. Gender 
differences.,” Annales Médico-Psychologiques, Revue Psychiatrique., 
177(3), 223–230, 2019. 

[6] B. Gunn, E. Feil, J. Seeley, H. Severson, H. Walker, “Promoting School 

Success: Developing Social Skills and Early Literacy in Head Start 
Classrooms,” NHSA Dialog, 9(1), 1–11, 2006, 
doi:10.1207/s19309325nhsa0901_2. 

[7] M. Aparicio, Habilidades para la vida. Manual de conceptos básicos para 
facilitadores y educadores., CEDRO, 1–38, 2013. 

[8] Organización Panamerica de la Salud, Manual de identificación y promoción 
de la resiliencia en niños y adolescentes., 1–90, 1998. 

[9] Ministerio de Salud, “Guía técnica de gestión de promoción de la Salud en 
Instituciones educativas para el Desarrollo Sostenible,” 46, 2011. 

[10] M. Quispe, “Habilidades sociales y consumo de alcohol en adolescentes de 
un Colegio Nacional de Lima.,” Revista Ciencia y Arte de Enfermería, 2(2), 
43–49, 2017, doi:10.24314/rcae.2017.v2n2.08. 

[11] L. Badaracco, “Factores de resiliencia y riesgo suicida en adolescentes en 
estado de abandono.,” Temática Psicológica, 9(9), 35–42, 2013, 
doi:10.33539/tematpsicol.2013.n9.838. 

[12] A. Gonzales, P. Quispe, “Habilidades sociales y rendimiento Académico de 
los estudiantes de la Facultad de Ciencias de la Educación - Universidad 
Nacional del Altiplano - Puno Perú.,” Revista de Investigaciones 
Altoandinas - Journal of High Andean Research, 18(3), 331–336, 2016, 
doi:10.18271/ria.2016.222. 

[13] E. Choque, H. Matta, “Nivel de resiliencia y funcionalidad familiar en 
adolescentes de un albergue de Ventanilla , Perú.,” Ágora Rev. Cient., 5(2), 
1–7, 2018. 

[14] C. Fernández, P. Baptista, Metodología de la Investigación. 6ta ed. México: 
Mc Graw-Hill/Interamericana., 2015. 

[15] H. As, E. Huaire, “Desarrollo de habilidades sociales en contextos 
universitarios,” Horizonte de La Ciencia, 8(14), 123, 2018, 
doi:10.26490/uncp.horizonteciencia.2018.14.430. 

[16] M. Serrano, M. Garrido, B. Notario, R. Bartolomé, M. Solera, V. Martínez, 
“Validity of the Connor-Davidson resilience scale (10 items) in a population 
of elderly | Validez de la escala de resiliencia de Connor-Davidson(10 ítems) 
en una población de mayores no institucionalizados.,” Enfermeria Clinica, 
23(1), 2020, 2013, doi:10.1016/j.enfcli.2012.11.006. 

[17] M. Cresp, V. Fernandez, C. Soberon, “Adaptación española de la escala de 
resiliencia de connor-davidson (cd-risc) en situaciones de estrés crónico,” 
Behavioral Psychology / Psicología Conductual, 22(2), 219–238, 2014. 

[18] R. Singh, S. Mahato, B. Singh, J. Thapa, D. Gartland, “Resilience in nepalese 
adolescents: Socio- demographic factors associated with low resilience.,” 
Journal of Multidisciplinary Healthcare, 12, 893–902, 2019, 
doi:10.2147/JMDH.S226011. 

 
 
 

http://www.astesj.com/


 

www.astesj.com     1350 

 

 

 

 

Social Skills and Resilience in Adolescents of an Educational Institution in North Lima, 2019 

Lili Sifuentes-Gomez1, Doris Vega-Davila1, Betty Flores-Paz1, Brian Meneses-Claudio2,*, Hernan Matta-Solis1, Eduardo Matta-Solis3 

1Faculty of Health Sciences, Universidad de Ciencias y Humanidades, 15314, Lima-Perú 

2Image Processing Research Laboratory (INTI-Lab), Universidad de Ciencias y Humanidades, 15314, Lima-Perú 

3Research and Intellectual Creativity Direction, Universidad María Auxiliadora, 15408, Lima-Perú 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 03 August, 2020 
Accepted: 25 November, 2020 
Online: 16 December, 2020 

 Social skills are a set of partially independent and situationally specific verbal or nonverbal 
responses, in terms of resilience, it is the set of qualities, resources or strengths that favor 
adolescents to face the adversities of life, therefore the objective of the research work is to 
determine the social skills and resilience in adolescents of an educational institution in 
Lima - North. It is a non-experimental study, descriptive of a quantitative approach, it is a 
cross-sectional correlational research, with a population of 706 students of the secondary 
level, also with demographic data, and the Social Skills Scale (SSS), and the scale of 
Resilience (CD-RISC) that will measure the level of resilience of adolescents. The 
relationship between the variables Social Skills and Resilience. It was determined based on 
the Pearson's Chi square test (X2). The significance level of the test obtained a value of 
0.000 (p<0.05) (X2 = 28.626; g.l. = 4). So, the dissociation hypothesis is rejected and it can 
be affirmed with statistical evidence that there is a significant relationship between social 
skills and resilience. The predominant level of social skills is medium with 648 (91.8%) 
participants and in terms of resilience, the predominant level is high with 366 (51.8%) of 
participants. Social skills and resilience are mutually related since both allow the 
adolescent to face situations of daily life looking the ability to develop their coping capacity. 

Keywords:  
Social Skills 
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Educational institution 
Daily Life 
Coping 
 

 

 

1. Introduction 

Social skills or assertive behaviors are understood as a set of 
partially independent and situationally specific verbal and 
nonverbal responses, through which adolescents express in an 
interpersonal their needs, feelings, preferences, right opinions 
without excessive anxiety and in a non-aversive way, expressing 
itself in self-expression of social situations, defense of its own 
rights as a consumer, expression of anger or disagreement, saying 
no and cutting interactions, initiating positive interactions with the 
opposite sex and making requests. Social skills are involved in 
many areas of a person's life, such as adaptation to the 
environment in which they live and health protection, both 
physical and mental. It helps to solve various situations such as 
appropriateness in behavior, decision making, facing difficult 
situations, assigned essential responsibilities in the development 
of learning [1]. 

Regarding resilience, it is the set of qualities, resources or 
strengths that favor adolescents to face life's adversities, 
overcome them or even be transformed by it, which is 
characterized by presenting traits of persistence-tenacity-self-
efficiency, control under pressure, adaptation and support 
environments, control and purpose and spirituality [2]. 

Social skills and resilience can prevent problems that may 
affect adolescents in their daily life, where risky conditions such 
as family problems, drug abuse or abandonment make it evident 
that resilient factors are looking for a way to excel in risky 
conditions in an adolescent-friendly way [3], [4]. 

Therefore, social skills and resilience play an important role in 
the adolescent since it will allow them to develop on a social and 
emotional level so that they can adapt to their environment and at 
the same time they can face adverse situations in their daily life 
[5]. 

In Peru, according to the report of the Instituto Nacional de 
Estadística e Informática, 32.9% of households are made up of 
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girls and boys and/or adolescents, of whom there is at least one 
child under 18 with a caloric deficit, being higher in rural areas 
(33.5%) than in urban areas (33.2%) and Metropolitan Lima 
(32.0%). On the other hand, 41.4% of children under 18 years of 
age had a problem that affected their health such as a new disease, 
a relapse or an accident. Health problems occurred more 
frequently in children and adolescents in the urban area, not 
including Metropolitan Lima (42.5%), Metropolitan Lima (41.4%) 
and rural areas (39.8%) [6]. 

In [7], the authors presented a research work carried out in 
Colombia, significant differences were shown in emotional 
intelligence. In the high social acceptance group, low scores were 
found in the social skills evaluated, being the ability to make 
requests lower. Likewise, statistically significant correlations were 
found between several of the factors of the Baron test and those of 
the Social Skills Scale. 

In [5], the authors described a study carried out in Spain, in 
the sample made up of 844 participants of both sexes, it shows 
that the most resilient adolescents have better results in all 
dimensions of quality of life and the effect of resilience is greater 
in the dimensions related to mental health and in all those that 
measure social relationships. 

In [3], the authors described a study carried out in Colombia, a 
study was presented regarding the ability to listen, the ability to 
start a conversation, the ability to hold a conversation and the 
ability to ask for help, it is evident that most of people obtained 
scores between high and medium level. On the other hand, in the 
expression subscale of feelings, it is stated that most men have a 
medium level, while women are between the medium level and a 
high level.   

The objective of the study is to determine the social skills and 
resilience in adolescents of an educational institution in North 
Lima in which it will allow to give important data about the social 
skills and resilience of adolescent students at the secondary level 
because nowadays, adolescents tend to have little communication 
with others in which this behavior cannot help them in a social 
situation effectively. 

The study applied the data collection instrument Social Skills 
Scale (SSS), it was created by Elena Gismero Gonzales and the 
Connor-Davidson Resilience Scale (CD-RISC), which has been 
useful to assess social skills and resilience of adolescents at the 
secondary level of an educational institution. 

The data collection was processed through the survey of 
adolescents at the secondary level, the data was entered in a data 
matrix that will be designed in the statistical program SPSS 
(Statistical Package for the Social Sciences) in its version 24.0 , in 
which it will allow a better data processing to make statistical 
tables and graphs so that they can be described and interpreted in 
results and discussions, respectively. 

The following research work is structured as follows: In section 
II, the development of data collection processing for each 
adolescent at the secondary level will be presented, as well as the 
guidelines to consider so that they are included in the research 
work. In section III, the results will show the social skills and 
resilience of adolescents at the secondary level of the educational 
institution according to the specified dimensions of the instruments 

in the measurement of the variables. In section IV, it presents the 
discussions of the research work, in section V, the conclusions and 
in section VI the recommendations as well as the future work that 
is intended to be reached with the research work. 

2. Methodology 

In this section, the type and design of the research will be 
evidenced, as well as the population and sample that will be 
carried out in the research work, in addition to the inclusion and 
exclusion criteria and finally the technique and the instrument of 
data collection. 

2.1. Research Type and Design 

The present research is non-experimental, descriptive of a 
quantitative approach, it is a cross-sectional correlational research. 

2.2. Population and sample 

The population is made up of 706 students from 1st to 5th 
secondary level of the educational institution 3049 Imperio Del 
Tahuantinsuyo. 

Inclusion Criteria 

• Students who normally attend the educational institution. 
• Students who have informed consent and assent. 
• Students who have the authorization signed by their parents 

and agree to voluntarily join the study. 

Exclusion Criteria 

• Students who do not regularly attend to the institution. 
• Students who do not have the authorization of their parents.  

2.3. Technique and instrument 

The technique used is the survey, using the questionnaire or 
instrument for collecting data on social skills and resilience, 
which aims to measure social skills and resilience in adolescents 
of an educational institution in North Lima. 

The Social Skills Scale (SSS) was created by Elena Gismero 
Gonzales, from the Universidad Pontificia de Comillas (Madrid) 
in 1997, its application is given individually and collectively, with 
an approximate duration of 10 to 15 minutes, it is focused in adults 
and adolescents. The social skills scale consists of 33 items 
grouped into 6 dimensions, self-expression in social situations (8 
items), defense of one's rights as a consumer (5 items), expression 
of anger or disagreement (4 items), saying do not cut off 
interactions (6 items), make requests (5 items) and initiate positive 
interactions with the opposite sex (5 items) that are evaluated by 
a Likert-type scale where “1 = I do not identify myself, in most 
times it does not happen to me or it does not I would do ”,“ 2 = it 
has nothing to do with me, even if it happens to me sometime ”,“ 3 
= describes me roughly, even if I don't always act that way or feel 
that way ”and“ 4 = strongly agree, I would feel that way or act 
that way in most cases". The scale range varies from 33 to 132, 
the higher the score, the higher the adolescent's social skills [8]. 

The Connor-Davidson Resilience Scale (CD-RISC) was built 
by Connor and Davidson in the United States in 2003. 
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Its application is focus for the adolescent and adult population 
from 11 to 80 years old, the resilience scale consists of 25 items 
grouped into 5 dimensions, persistence-tenacity-self-efficacy (8 
items), control under pressure (7 items), adaptation and ability to 
recover (5 items), control and purpose (3 items) and spirituality (2 
items) that are evaluated with a Likert-type scale where “0 = 
never”, “1 = rarely”, “2 = sometimes”, “3 = often” and “4 = almost 
always”. The range of the scale varies from 0 to 100, the higher 
the score, the higher the resilience in the adolescent [9]. 

2.4. Place and Application of the Instrument 

The survey to measure social skills and resilience in 
adolescents was carried out at the 3049 educational institution of 
Imperio del Tahuantinsuyo in North Lima. 

The survey was carried out in two consecutive shifts, morning 
and afternoon according to the schedule of the students of the 
secondary level, the questionnaire was taken to the secondary 
level students with a time of 20 minutes to each selected section 
(1st from high school to 5th grade according to the inclusion 
criteria), it was concluded with a good satisfaction at the time of 
collecting the surveys since support from high school students 
was presented to carry out this research work. 

It is very important to emphasize the presence of classroom 
teachers at the time of completing the surveys, because this helps 
students to relay on making questions using the sign of upper hand. 
In addition to the presence of nursing professionals since the 
mental health of adolescents is very important, because they are 
the future where the ways of communication tend to be high and 
that allow them to generate self-confidence and be able to perform 
effectively to any situation that is happening. 

 
Figure 1: Application of the Survey to the students of the Educational Institution 

 
Figure 2: Nursing staff is supporting in carrying out the survey 

In Figure 1, the resolution of survey is shown in a classroom 
of the educational institution at the secondary level by the students, 
the collaboration of the students can be seen since this allows 
interaction with them.  

In Figure 2, the reader can see the direct interaction with the 
adolescent student for the research process, it should be noted that 
the students gave confidence when explaining about the 
completion of the surveys. 

3. Results 

The table 1 is a summary of the surveys carried out following 
the guidelines corresponding to the research work: 

Table 1: Social Skills and Resilience in secondary level students of 
Independencia Educational Institution – North Lima, 2019 (N = 706) 

 
 

Social Skills Total 
Low 
level 

Mediu
m level 

High 
level 

 

R
es

ili
en

ce
 

Low 
level 

Count 0 16 0 16 

% within 
Resilienc
e 

0,0% 100,0% 0,0% 100,0
% 

Mediu
m level 

Count 6 312 6 324 

% within 
Resilienc
e 

1,9% 96,3% 1,9% 100,0
% 

High 
level 

Count 3 320 43 366 

% within 
Resilienc
e 

0,8% 87,4% 11,7
% 

100,0
% 

Total Count 9 648 49 706 

% within 
Resilienc
e 

1,3% 91,8% 6,9% 100,0
% 

Pearson's Chi-square Value X2 g.l. Sig. (p) 
28,626 4 0,000 

 
The significance level of the test obtained a value of 0.000 (p 

<0.05) (X2 = 28.626; g.l. = 4). This indicates that there is a 
significant relationship between social skills and resilience. 

 

Figure 3: Social skills according to their dimensions in secondary level students 
in an Educational Institution of Independencia – North Lima, 2019 (N = 706) 

In Table 2, it can see the social skills in secondary level 
students in an Educational Institution of Independencia – North 
Lima, where the middle level predominates with 648 (91.8%) 
students. 
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Table 2: Social Skills in secondary level students in an Educational Institution of 
Independencia – North Lima, 2019 (N = 706) 

 N % 

Social Skills 

Low Level 9 1,3 

Medium 
Level 648 91,8 

High Level 49 6,9 

Total  706 100,0 

 
In Figure 3, it can observe social skills according to their 

dimensions, where the most affected dimension was the 
expression of anger or disagreement with 97 (13.7%) students. 

Table 3: Resilience in secondary level students in an Educational Institution of 
Independencia – North Lima, 2019 (N = 706) 

 N % 

Resilience 

Low Level 16 2,3 

Medium 
Level 324 45,9 

High Level 366 51,8 

Total  706 100,0 

In Table 3, it can see the resilience of secondary level students 
in an Educational Institution of Independence, where the high 
level predominated with 366 (51.8%) students. 

 
Figure 4: Resilience in secondary level students in an Educational Institution of 

Independence - North Lima, 2019 (N = 706) 

In Figure 4, it can see the resilience according to its 
dimensions in secondary level students in an Educational 
Institution of Independence, where the most affected dimension 
was spirituality with 113 (16%) students. 

Both studies can be interpreted that social skills and resilience 
in adolescents are linked to the promotion of mental and physical 
health of adolescents, knowing that resilience is relevant because 
it will allow the person to respond appropriately to negative events 
or situations. It also focuses on social skills because it is an 

essential element to achieve the socio-emotional development of 
the human being and favors school learning. It is vitally important 
to develop social skills and have a high level of resilience, but 
unfortunately there is a knowledge gap, reviewing the scientific 
information related to this topic. 

These results will help to the educational institution since it 
will provide them with information that will allow to evaluate 
more concisely the adolescents of the secondary level, giving 
importance to the mental health of the student, in which it is 
beneficial for them and so they can communicate in an appropriate 
way that allows to have opportunities in the future. 

4. Discussion 

In the present study, the issue of social skills and resilience is 
raised from the point of view of promoting adolescent health, 
which seeks to contribute to institutions that are in the educational 
field as part of comprehensive adolescent training, including 
programs that allow adolescents to enhance their ability to interact, 
be extrovert, and cope with problems to improve their social life. 

Based on the social skills in adolescents of the educational 
institution 3049 Imperio del Tahuantinsuyo, it prevailed in 
medium level followed by high and low. These results are based 
on two purposes: the first, if there are no interventions in the group 
with a medium level of social skills, these will not have a full 
development their personality. On the other hand, making 
interventions can raise the level of social skills, which would be 
beneficial for adolescent development. In [10], the authors 
showed that adolescents are normally receptive to new ideas, and 
are eager to take full advantage of their growing capacity to make 
decisions; their curiosity and interest lead to a great openness to 
new possibilities and among them could be considered relating to 
their peers. Engaging in positive and constructive activities offers 
opportunities to build relationships with adults and peers. The 
reason for these findings is due to the fact that in the institution 
there are no teachers prepared for the tutoring course, they are the 
teachers of different courses who are in charge of some sections 
and the participation of parents in the meetings is required. 

By implementing well-designed social skills programs, the 
level of social skills can be raised for the benefit of adolescents 
and mental health. In these processes of strengthening social skills, 
the family must also be involved, since this constitutes an 
important Socialization space and parents play an important role 
as Trainers and counselors. Conditions must be implemented in 
schools such as not saturating student classrooms and having the 
necessary infrastructure for the work of the teacher and tutor; 
favoring the work of professionals for the benefit of adolescents 
[11]. 

Regarding social skills in its self-expression dimension in 
social situations in adolescents of the educational institution 3049 
Imperio del Tahuantinsuyo-Independencia 2019, the medium 
level prevailed followed by the high and low. It reflects the ability 
of each individual to express themselves spontaneously in 
different social and work events. We agree with what was stated 
by Pérez, who points out in its study that an institutional 
intervention program can significantly improve social skills in 
adolescents.  
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Regarding to social skills in their defense of their rights as a 
consumer dimension in adolescents of the educational institution 
3049 Imperio del Tahuantinsuyo-Independencia 2019, the 
medium level prevailed followed by the high and the low. 
Obtaining a high score reflects the expression of assertive 
behavior towards strangers in defense of their own rights in 
situations of consumption. Regarding social skills in their 
dimension defending their own rights as consumers in adolescents 
from a pre-university center in Lima Norte, the medium level 
predominated, followed by the low and high. This dimension is 
related to being an active participant in social life that allows to 
exercise full citizenship. In [12], the author deduces in his study 
that the development of social skills and their dimensions, play a 
protective role for the adolescent, away from risky doings and 
behaviors such as marijuana use. 

Regarding to social skills in its expression of anger or 
disagreement dimension in adolescents from the educational 
institution 3049 Imperio del Tahuantinsuyo-Independencia. 2019, 
the medium level prevailed followed by the high and low. It rates 
the individual's ability to handle their conflicts with another 
person in a negative or positive way. In [13], the authors point out 
from the findings of their study, that the training institution must 
assume a leading role in promoting social skills; teachers play an 
important role, so they must be permanently trained to join and 
contribute to the promotion of social skills in them. 

In relation to social skills in it say no and cut interactions 
dimension in adolescents of the Educational Institution 3049 
Imperio del Tahuantinsuyo-Independencia 2019, the medium 
level prevailed followed by the low and high. This dimension 
reflects the ability of the individual to cut off interactions that they 
do not want to maintain, as well as refusing to lend something 
when dislike doing so, it was found that the vulnerable 
adolescents who are victims of bullying do not know how to 
respond to these situations and they have a hard time saying 
“enough” or “not”.  

Respecting of social skills in its making requests dimension in 
adolescents from the educational institution 3049 Imperio del 
Tahuantinsuyo-Independencia 2019, the medium level prevailed 
followed by the low and high. This dimension reflects the ability 
of the individual to make a request without difficulties, it should 
be noted that in cooperative learning processes they promote the 
development of social skills and can enhance the ability to make 
requests in an appropriate and timely manner. 

Regarding social skills in its dimension, initiating positive 
interactions with the opposite sex in adolescents from the 
educational institution 3049 Imperio del Tahuantinsuyo-
Independencia 2019, the medium level prevailed followed by the 
low and high [10]. This dimension qualifies the ability of the 
individual to relate, interact with the opposite sex. This dimension 
presented a higher percentage in the low level of social skills. 

Concerning the level of resilience in adolescents of the 
educational institution 3049 Imperio del Tahuantinsuyo-
Independencia 2019, the high level predominated, followed by a 
minimal difference from the medium and low level. The results 
would be explained in different ways, one of the advantages is that 
the highest percentage lives with their parents, they share family 
experiences, which favors them as a protective factor so that they 

can overcome adversities and get out with great ease. The 
adolescence plays a very important role in resilience since at this 
stage of life, it goes through various changes such as: biological, 
psychological and social. This is where most conflicts, rebellions 
are generated, testing their ability to adapt [12].  

In relation to its spiritual dimension, it has a higher percentage 
in the low level of resilience. The role of spirituality in improving 
an adolescent's ability to cope with stressful life situations is often 
under-appreciated, especially in the context of mental health 
services within a juvenile detention environment. 

5. Conclusions 

We can conclude that social skills and resilience are mutually 
related since both allow adolescents to develop functions that 
allow them to have resources or strengths to cope with situations 
of daily life. 

It is concluded that the social skills are very important for 
adolescents since it is fundamental for their daily life because they 
can get success, have proper communication with other people 
and not only of verbally as well as affectively and emotionally. 

It is concluded that resilience is very favorable for adolescents 
since, within their social environment, they will have the capacity 
to solve stressful situations and will make them vulnerable to any 
situation, since resilience will allow adolescents to adapt to these 
situations and be able to solve them effectively. 

6. Recommendations 

It is recommended in this institution to have programs that 
help improve communication between the students themselves so 
that they can improve their communication with other people. 

It is recommended in this institution that it be carried out 
annually with a control system on social skills and resilience since 
these are essential for the adolescents so this will allow them to 
communicate with society and also with their environment. 

It is also recommended that health professionals attend 
educational institutions where they can observe certain 
deficiencies in social skills and resilience in order to allow them 
to carry out psycho-affective programs where the adolescent can 
interact with their social environment and also develop both 
verbal and non-verbal skills. 
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 The article discusses the possibility of using solar energy for street lighting systems in the 

city of Gitega, in the Republic of Burundi. Analysis of weather and climate conditions of 

the city was carried out and an effective street lighting system based on solar mini-power 

plants using an intelligent control system developed. Calculations of technical and 

economic efficiencies are made and the principle of operation of the developed system is 

described. A comparison of the methods of transmitting control signals and the 

performance of different types of lamps was made as well as an assessment of the battery 

discharge process. The different attachment types of solar panels to their supports were 

highlighted, the illumination received on a public space according to the installation height 

of the luminaire and the used LED power as well as the requirements in terms of 

illumination and brightness depending on the place to be lit were discussed. The system 

developed consists of two solar panels, connected in parallel, one battery and six LED 

lamps with adjustable power. At present, the problem of modernizing the lighting of public 

places and roads of regional and local significance in Gitega city remains relevant. With 

the aim of promoting clean energy and reducing energy consumption due to global concern 

about climate change, the use of modern, cost-effective lighting systems based on the use of 

LED technology and is one of the most dynamic trends in the world at present and in the 

near future for the well-being of the population. 
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1. Introduction 

 Light is a fundamental element for human activity, the day is 

lit by the sun but when night comes artificial light becomes 

mandatory. Since solar energy is available all over the globe, the 

city of Gitega, now the political capital of the Republic of Burundi, 

located in the center of the country, is privileged to have a strong 

solar deposit. This work is an extended version of the report [1] 

presented in 2020 IEEE Conference of Russian Young 

Researchers in Electrical and Electronic Engineering (EIConRus), 

where a public Lighting by Mini Solar Power Plants in the 

Republic of BURUNDI is proposed. With a duration of insolation 

exceeding 3000 hours per year and a considerable annual average 

daily irradiation, this region can be a pole of excellence for the use 

and promotion of photovoltaic solar energy [1, 2]. In this work, we 

propose a design and dimensioning of autonomous systems for 

street lighting using solar photovoltaic energy as the primary 

source. Obtaining information about the intensity of solar radiation 

in a specific geographic and climatic zone gives an idea of the 

possibility of using solar energy to generate a certain amount of 

electricity. The climatic conditions of the city of Gitega make this 

value almost constant throughout the year [2]. This is an important 

parameter when calculating any type of solar power plant (SPP). 

However, in order to improve the energy efficiency of photovoltaic 

lighting systems, it is necessary to use both high-efficiency 

photovoltaic modules as well as efficient batteries and charge 

regulators for energy storage and management; but also it is 

essential to use luminaires with high energetic efficiency (number 

of lumens/Watt) [3–7].  

Nowadays, artificial lighting has become more than a means 

of obtaining light; it is an indispensable element of human life in 

general and in urban areas in particular [8]. The lighting of public 

places, traffic lanes, monuments and sites in cities and the 

countryside has now become a major concern for electricity 
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distributors and administrative and political authorities. Public 

lighting plays a very important role in various places of attendance 

both economically and socially [8, 9]. It is above all a measure 

aimed at increasing the safety of public spaces, whether in traffic 

areas or in relaxation and recreation areas. The objective is not to 

provide light only for safety purposes, but also to create a pleasant 

nighttime atmosphere giving a new vision and approach to the 

spaces [9]. To produce light, there are three main techniques [1, 

8]: incandescent (classical and halogen), fluorescence and LED 

(Light-emitting diode). Due to the high efficiency and the absence 

of infrared radiation, LED lamps practically do not heat up during 

operation. Currently existing LED lamps consist of dozens, and 

sometimes hundreds of LEDs. The quality of colored light is still 

an unrivaled achievement of LED technology. The main 

difference between LED luminaires (lamps) and all others is their 

unprecedented long service life (up to 100,000 hours) [5, 8]. For 

electric lighting systems that operate at night, the period of 

electricity accumulation during daylight hours is a very important. 

A 120 amp-hours (120 Ah) accumulator battery with two 200-

watt solar panels (200 W) were used in the design of this mini SPP 

to power the six public lighting LEDs. The developed intelligent 

system is a solution for remote control of street lighting, which 

has the ability to control the lamps and the lighting level of each 

street lamp. Increasing the reliability of street lighting networks 

will ensure energy saving, uninterrupted power supply, and as a 

result, ensure road safety as the number of accidents and illegal 

actions is significantly reduced when the city is well lit. The use 

of an intelligent street lighting control system will ensure safer 

traffic conditions, pedestrian safety, and significantly improve the 

city's architectural, tourist, and commercial aspects [10, 11]. All 

this with the aim of promoting clean energy, and reducing energy 

consumption due to global concern on climate change. 

2. Characteristics and Features of Gitega City Climate 

Gitega city is located in the center of the country about 100 km 

east of the economic capital Bujumbura. Its geographical 

coordinates are 3° 25' South, 29° 55' East according to Meteonorm 

7.3, Sat = 100% of PVSYST. It is part of Africa in the southern 

hemisphere.  This region is characterized by hills composed of 

metamorphic rocks such as schists, quartzites and phyllites. The 

Gitega province is located in the Central Plateau area with an 

altitude ranging from 1600 to 2000 m. It has a tropical climate 

tempered by altitude. Under normal conditions, the climate of the 

Gitega city is characterized by two (2) well-marked seasons 

namely the dry season, which begins in May and continues until 

October with minimas in June and July as well as the rainy season. 

The average precipitation is 1200 mm and the average temperature 

over the year 22.6°C (As shown in Table 1). The main nearby river 

is the Ruvubu with two main tributaries namely the Ruvyironza 

and the Mubarazi. Several districts make up the town of Gitega for 

about 10 km, along and around the RN2 (national road № 2) that 

crosses it: Magarama, Nyamugari (Swahili district), the 

commercial district, the administrative district, Musinzira, 

Shantanya, Rutonde, Nyabiharage, Nyabututsi and Mushasha 

(religious district). Located on an important relief, there is 

significant solar irradiation whose average value received annually 

is estimated at 1800 kWh/m2/year. The following Table shows the 

average temperatures, solar radiation and wind velocity, by months 

according to Meteonorm 7.3, Sat = 100% of PVSYST. 

Table 1: Temperature, Average irradiation, Wind velocity and Relative humidity 

at Gitega  

 

Average 

temperat

ure (0C) 

Average 

irradiation 

(kWh/m2/

mth) 

Wind 

velocit

y (m/s) 

Relative 

humidity 

(%) 

January 23.3 149.5 3.30 64.0 

February 24.3 134.3 3.49 57.5 

March 24.4 156.9 3.50 61.1 

April 23.2 147.6 3.39 68.6 

May 22.7 151 3.70 66.5 

June 21.3 151.1 3.80 65.7 

July 20.7 158.5 3.80 64.9 

August 21.0 156.2 3.80 63.6 

September 21.6 149.7 3.99 62.5 

October 22.8 154 3.80 62.0 

November 22.7 136.0 3.10 68.3 

December 23.4 146.5 3.19 65.8 

Year 22.6 1791.3 3.6 64.2 

Based on the abovementioned and presented data in the table, 

we can conclude that the climatic conditions of the city of Gitega 

are ideal for the effective use of electricity from solar panels (SP). 

The Figure1 shows the temperature and irradiation variation 

according to the months of the year.  

 

Figure 1: Temperature and Irradiation variation 

Figure 2 Shows the Sun Path and Horizon Line respectively at 

Gitega.  It is noted that the city of Gitega sees 9 hours of sunshine 

per day.  Large solar irradiation begins to be observed at 10 

o'clock, and begins to decrease at 15 o'clock with a maximum at 

12 o’clock [1].  

Knowing that there is no public lighting in general in this city 

and that the only light that the streets and public squares receive 

comes from the exterior lights of the surrounding houses and 

buildings, the development of a public lighting system is very 

important for the well-being of residents and passers-by, 

especially at night. 
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Figure 2: Sun Path Shape Horizon Line 

Table 2: Requirements for Roads and Streets Lighting  

Lighting 
Category 

Streets and Roads The Highest Traffic Intensity in 

Both Directions, units / h 

Coating Average 

Brightness, Cd /m2 

Coating Average 

Horizontal Illumination, lx 

A 

 

 

 

Main roads, main 

streets of citywide 

significance 

More than 3000 1,6 20 

1000 to 3000 1,2 20 

500 to 1000 0,8 15 

B Main streets of district 

significance 

More than 2000 1,0 15 

1000 to 2000 0,8 15 

500 to 1000 0,6 10 

Less than 500 0,4 10 

C 

 

Local streets and roads 500 and more 0,4 6 

Less than 500 0,3 4 

Single cars 0,2 4 

Table 3: Horizontal Illumination of Some Places   

Places to light Average horizontal illumination, Lx 

Main pedestrian streets, impassable parts of squares of categories A and B, and pre-

factory squares 

10 

Pedestrian streets: 

-within community centers 

-in other territories 

 

6 

4 

Sidewalks separated from the roadway on streets 2-4 

Public transport boarding areas on all categories of streets 10 

Pedestrian bridges, Children's playgrounds where outdoor games equipment is 

located 

10 

Pedestrian tunnel: 

-in the daytime 

- evening and night 

 

100 

50 

Pedestrian tunnel stairs in the evening and at night 20 

Household sites and waste collection sites 2 

3. Main Requirements for Public Lighting Systems 

When developing solar street lighting, it is possible to achieve 

maximum efficiency of the system only using, so-called "smart" 

technical means, which would not only control operation modes, 

but also control the operation of the entire system in automatic 

mode. Additional maintenance of street lighting should be carried 

out in case of violation of the recommended lighting standards 

(lamps fail, stop shining or Shine dimly). The working hours of 
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lamps are regulated by municipal services, which approve the 

schedule for switching on and off lighting. 

In cities and rural settlements, the requirements for lighting 

streets and roads vary significantly. Table 2 shows the standards 

for artificial lighting of roads and streets in cities and rural 

settlements. At the same time, the average brightness of a 

highway’s coverage is 1.6 cd/m2 in cities and at least 1.0 Cd/m2 

outside of cities at the main entrances to airports, river and sea 

ports, regardless of traffic intensity [8, 12]. 

The average horizontal illumination at the level of coverage 

of impassable parts of streets, roads and squares, boulevards and 

squares, pedestrian streets and territories of micro districts in urban 

settlements should be taken according to table 3.  

At night, lighting level of city streets, roads and squares can be 

reduced to a standardized average brightness of more than 0.4 

cd/m2 or an average illumination of more than 4 lux by switching 

on no more than half of the lamps. It is allowed to reduce the 

lighting level with the regulator in order to obtain additional energy 

savings in the evening and morning hours of the day [3, 6]:  by 

30% with a decrease in traffic intensity to 1/3 of the maximum 

value; and by 50% with a decrease in traffic intensity to 1/5 of the 

maximum value. 

On streets and roads at standardized values of an average 

brightness of 0.3 cd/m2 or an average illumination of 4 lux or less, 

on pedestrian bridges, parking lots, pedestrian walkways and 

roads, internal, service and fire-fighting passages, as well as on 

rural streets and roads settlements, partial or complete switching 

off of lighting at night is not allowed. The following Table (Table 

4) shows the variation of the illumination received (lux) on a 

public space according to the luminaire installation height and the 

power of the used Led (W) [13]. 

4. Automatic Control Systems of Public Lighting 

Switching street lights on and off as needed is an excellent 

measure to save energy consumption. However, the various 

systems are not equally suited to this rapidly evolving technology. 

It is particularly interesting for public spaces used infrequently, 

such as public toilets, public waste collection points, and rural 

roads with little traffic. For areas with high safety sensitivity, it is 

not recommended (e.g. for busy roads, areas of heavy road or 

pedestrian traffic, and areas requiring overnight surveillance). On 

the other hand, for autonomous solar lighting systems, a regular 

and homogeneous consumption cycle is ideal. Uneven battery 

discharge due to erratic interruptions leads to rapid degradation 

and the need to replace them before the end of their normal 

lifespan. Therefore, measures to interrupt the nighttime lighting 

duration of such systems are only suitable to a limited extent. For 

solar systems, regular long-term interruptions are feasible to be 

managed through programmable astronomical clocks. Motion 

detectors are only recommended for small isolated spotlights.  

Automatic street lighting control systems usually operate under the 

control of a zone controller or server. Depending on the control 

algorithm, the controller generates a signal, for example, turning 

on a group of streetlights [10, 13, 14]. To transmit this signal to 

actuators, the following means are used: -low-current signal lines 

(twisted pair, RS-485, Ethernet, etc.); -radio channel; -GSM-

channel; -signal transmission via power cable.  

 

Table 4: Examples of illumination data for a lighting unit 

Installation 

height of the 

luminaire 

Illuminated 

area 

Maximum illumination (lux) received on a road 

LED 18 W LED 30 W LED 50 W LED 65 W LED 80 W LED 120 W 

6 m 8×20 m 10 Lux 19 Lux 30 Lux 39 Lux 49 Lux 59 Lux 

8m 10×25 m 6 Lux 12 Lux 18 Lux 23 Lux 29 Lux 35 Lux 

10m 13×30 m 4 Lux 8 Lux 12 Lux 15 Lux 19 Lux 24 Lux 

12 m 16×35 m 2 Lux 5 Lux 8 Lux 11 Lux 14 Lux 17 Lux 

Table 5: Comparison of control signal transmission methods  

 1. Low Current Control 2. GSM-Channel 
3. Power Transmission 

Lines 
4.Radio Channel 

Addressing 

(Economically 

Feasible) 

possible Individual lamp 

controls  
Group control only Group control only Group control only 

Control Method 

Digital control Protocol 

for example based on a 

calendar schedule 

Phone call or SMS to 

the controller in the 

control Cabinet 

Control via a power cable 

connected to the controller in 

the control Cabinet 

Radio signal transmission 

from the control room to the 

receiver in the control 

cabinet 

Factors Affecting the 

Reliability 

Accumulation of timing 

error 

Dependence on the 

workload of the public 

network of the GSM 

operator. 

Upon failure of the required 

manual switching cable. 

Radio interference may 

cause the control signal to 

be unable to be received 

Labor Costs High labor costs 
Low labor costs through 

public use network 

With individual lamp control, 

cable laying is labor-intensive 

High labor costs when 

installing transceivers 

http://www.astesj.com/


N. Noel et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1356-1365 (2020) 

www.astesj.com     1360 

Territory Coverage Snap to city / region Cellular coverage area 

The length of the control 

power cable cannot exceed 1 

km 

Control is possible only in 

the area of confident 

reception of the radio 

signal. 

Territory Size 
City district, small 

settlement 
City and nearest suburb Limited territory 

City and suburbs, area 

along the motorways 

Cost Factors 
Individual control unit in 

each lamp 

Subscription and 

connection fees, 

messaging 

The cost of individual power 

cables installation 

Cost of dispatcher's 

equipment, relay stations 

and receivers 

Factors Affecting 

Maintenance Cost 

Timer adjustment is 

constantly needed 
 

High repair costs for electrical 

equipment 

A qualified dispatcher is 

required 

Setting up the public lighting network is easier with a 

computerized centralized management system. Among other 

functions, this system normally allows: a) Easy and quick re-

setting of the whole or parts of the network, for example during 

extraordinary events, which require a temporary adaptation of the 

lighting duration in a commune area. b) Accurate detection of 

faults and malfunctions in light points and electrical cabinets. c) 

Monitoring of energy consumption by the lighting network. d) 

Linking of network operation with climatic conditions and traffic 

volume. e) Management of equipment and human resources 

related to network maintenance. 

Such a system consists of having controllers integrated into 

the electrical cabinets with a link to the light points or individual 

controllers integrated into the light points themselves. The 

controllers communicate with the remote management station (a 

computer, a tablet or a smartphone) via a wireless network, for 

example WIFI or radio. Note that for the control of the lighting 

time of streetlights, programmable time switches preferably of the 

so-called astronomical, digital or mechanical clock kind which are 

normally integrated in the control boxes as well as twilight 

detectors with a photoelectric cell (sensor) which are either 

integrated in the equipment (for example a regulator), or they are 

stand-alone units. Lighting controlled by a twilight switch 

automatically activates the switching off and switching on of 

public lighting according to daylight. To ensure the reliability and 

accuracy of the switch, it is essential to correctly position and 

orient the sensor so that it is not affected by random light sources 

or disturbed by shadows. It should also be checked and cleaned 

regularly to prevent dust accumulation. Twilight switches can be 

associated with clocks in order to cut off the control during part 

of the nighttime. The programmable time switches control the 

switching off and switching on of public lighting at specific times. 

They are installed in public lighting cabinets. If it is not an 

astronomical clock, it must be adjusted and updated regularly in 

order to approximate sunrise and sunset times [8, 10]. 

5. Design Features of the Developed System and its 

Operation Principle 

The functional scheme of the solar-powered street lighting 

system developed is shown in Figure 3. It is an economical 

lighting system with intelligent control operating with an 

intelligent lamp having a step change of the luminous flux. 

1. Solar panel; 2. Block of Sensor; 3. Lamp with Progressive 

Adjustment of the Luminous Flux; 4. Control Block; 5. Storage 

Battery; 6. Diagnostic Connector. 

The photovoltaic solar panel (1) generates an electric current 

passing through the control block 4, which includes the charge 

controller of the storage battery. A "smart lamp" (3) is a lamp with 

stepwise adjustment of the light output power. Depending on its 

capacity, a battery to be charged by the solar panel ensures the 

operation of the entire system without recharging for a period 

corresponding to the duration of the night. The Block (2) 

consisting of temperature and light sensors sends accurate 

temperature and illumination data to the Control Unit 4, thereby 

controlling the operation mode of the lamp. The light sensors in 

block 2 will turn on the lamp at nightfall, and turn it off as soon 

as the first rays of the sun appear. Lamp operates in three different 

modes namely: maximum power mode, average power and 

economy mode depending on the time of year, the solar radiation 

intensity and the battery charge level. In addition, if the system 

notices a long lamp operation in Economy mode, it evaluates the 

battery charge level and can switch to timer mode in which the 

lamp turns on in Economy mode for a time T1, after which it turns 

off and turns on during time T2 before sunrise. Depending on the 

battery charge level, the T1 and T2 times may vary in the direction 

of decrease or increase. A computer is connected to the public 

lighting system via a serial interface according to the USB 2.0 

standard from the diagnostic connector 6 to allow the use of 

software specially designed to control all the parameters of the 

system, program its operation, determine the dirt level from the 

solar panel, change the operating modes etc. 

 

Figure 3: Block Diagram of the Developed Public Lighting 

6. Proposed System Description and Operation 

The developed street lighting system consists of smart lamps-

lamp with a three-stage adjustment of the luminous flux: 10 W-

20 W-30 W (the maximum power of each lamp is 30 watts). Each 

mini-SPP uses two solar panels of 120 W each to power six (6) 

smart lamps mounted 2 by 2 on three metal poles (As shown in 

Figure 4). The minimum total power of these lamps will be Pmin =  
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Figure 4: Developed Solar Mini-Power Plant 200 W 

 
Figure 5: Lighting System hourly Distribution and Daily Consumption 

60 W, with a maximum of Pmax = 180 W. As Shown in the Figure 

4, two of the lamps are installed on the central pole supporting the 

solar panels, the other 4 on the other 2 poles surrounding the first. 

A voltage of 24 V is transmitted from the battery of the mini solar 

power plant to the lamps via an underground power line. It should 

be noted that LED lamps are more advantageous than 

luminescence or incandescent lamps used in lighting systems in 

general. The following Table shows the relationship between the 

power of some lamps (W) and their luminous flux (lumen) [12]. 

The street lighting system shown in Figure 4 is designed to 

illuminate boulevards, public areas, etc. The distance between the 

supports on which the lamps are installed will be about 50 m. In 

order to reduce the cost of design and installation of the developed 

system, modernized conventional LED spotlights with systematic 

adjustment of the luminous flux are used. The following Diagram 

(As Shown in the Figure 5) shows the use state of this lighting 

over 24 hours (one day).  

The diagram of operation and energy consumption of these 

lighting lamps shows that from 18: 00 (assumed time of the 

beginning of the night time ),the lamps illuminate under a 

minimum power of 10 W for 30 minutes after which they 

illuminate at their maximum power of 30 W each.This minimum 

power which lasts 30 minutes will also be observed in the morning 

at the end of the night time so at 05h30 minutes. 

7. Solar Panels Orientation and Positioning 

In this street lighting system, the electrical energy source is 

usually located on the same support on which the luminaire is 

fixed. In this regard, special attention should be paid to the design 

of attachment of the solar panel to the support, since the amount 
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of electricity generated will also depend on its orientation. Most 

often, solar panels are installed at a certain angle (declination) to 

the sun, in the direction of azimuth to the South or South-East (As 

Shown in Figure 6) [12, 15]. 

Table 6: Power Ratio of Various Lamps Types 

Incandescent 

lamp, W 

Fluorescent 

lamp, W 

LED 

lamp, W 

Luminous 

flux, Lm 

60 15-16 8-10 700 

75 18-20 10-12 1200 

100 25-30 12-15 1200 

150 40-50 18-20 1800 

200 60-80 25-30 2500 

 

 
East West 

South 

Declination 

North 
Sun 

 

Figure 6: Solar Panel Orientation in Space 

It is known that solar panels generate electricity in the 

absence of direct solar radiation, in cloudy weather, when the 

sunlight is weak and diffused, the photovoltaic system will 

produce electricity. The influence of various conditions on the 

production of solar panels as a percentage of the rated power is 

shown in Table 7 [12].  

The tilt angle of solar panels relative to the earth's surface 

depends on geographical coordinates. Moreover, to increase the 

performance of the system, this angle must be changed during the 

year.  As shown in Figure 7, for a fixed orientation throughout the 

year, the optimal tilt angle for the city of Gitega is 30 degrees. 

Table 7: Dependence of Solar Panel Power on Different Conditions 

Conditions Percentage of the Maximum 

Radiation (%) 

Bright sun 100 

Light cloudy 60-80 

Window glass, one layer 91 

Overcast weather 20-30 

Artificial light indoors 0,2-1,5 

 

 

Figure 7: Tilt angle and Azimuth at Gitega 

The tilt angle of а solar panel plays an important role, however 

small changes in the range of 0 to 5 degrees cannot have a serious 

effect on the system performance. Therefore, the tilt angle for 

localities (communes) of this region such as Bugendana, 

Bukirasazi, Buraza, Giheta, Gishubi, Itaba, Makebuko, Mutaho, 

Nyanrusange and Ryansoro will also be the same. 

8. Solar Panels Fixings to Their Supports 

Ideally, the luminaire support is fixed to a concrete footing 

through a metal plate to facilitate its replacement, if necessary. 

Depending on the function, the aesthetic appearance, the space and 

the environment, several types of supports can be identified, for 

example, poles made of steel, aluminum, cast iron, concrete, 

wooden etc. [12]. 

At present, metal supports are the most often used. Their 

manufacturing is more technologically advanced; they have a 

relatively small mass and retain their operating characteristics for 

a sufficiently long time. As the metal support is hollow inside, it is 

possible to run cables through it, connecting the solar panel to the 

control block and to the storage battery. In general, four (4) fixing 

points are used to fix a solar panel on a metal support. It is also 

taken into account that the panel should be oriented vertically, not 

horizontally. Table 8 shows some standard methods of solar panels 

fixing. 
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Table 8: solar Panels Fixing 

Denomination Solar Module 

Width 
Landing Dimensions 

Image 

MSU51585 Universal fastening 

of the solar module 50-150 W to 

the pipe up to 85 mm 

up to 700 mm 
Pipe Ø45-85 mm or on 

the wall 

 

MSU515220 Universal 

fastening of solar modules 

50150 W to the pipe up to 

220mm 

up to 700 mm Pipe Ø80-220 mm 

 

MSU153085  Universal 

fastening of solar modules 150-

300W on a pipe up to 85mm 

up to 1000 mm 
Pipe Ø45-85 mm or on 

the wall 

 

MSU1530240 Universal 

fastening of the solar module 

150-300 W on the pipe up to 

220mm 

up to 1000 mm Pipe Ø80-240 mm 

 

MSU2x1530280 Universal 

fastening of two solar modules 

150-300W on a pipe (wall) 50-

280mm  

up to 1000 mm 
Pipe Ø 50-280 mm or on 

the wall 

 

 

Note that it is necessary to use a design that facilitates the 

changeability of the tilt angle of the solar panels according to the 

time of day or year in order to increase the efficiency of the mini-

solar power plant for public lighting. 

9. Solar Panels Power Calculation 

The energy generated by a solar panel with a power Pw for a 

selected period is calculated as follows [16, 17]: 

1000

wk E P
W

 
=  

E ‒ insolation value for the selected period; Pw ‒ solar panel 

power, k - coefficient equal to 0.5 and 0.7 in summer and winter 

periods, respectively. This factor takes into account the solar 

panels heating by the sun, as well as the incidence angle during 

the day. The insolation value E = 4.91 kWh/day.  

The solar panel power to be used is calculated taking into 

account the daily consumption of all the LED lamps operating 

during the night hours. Remembering that they are of the 

adjustable power type and therefore their minimum power lampP
will be 60watts, their maximum 180 W. Their maximum daily 

energy consumption 
.consW  is given by (1) as follow: 

 . maxcons lampW P t=    (1) 

 где
maxt ‒ the operating time of the lamps 
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The latitude of the city of Gitega and the sun declination on 

which the average longitude of the day depends, give an interval 

of the day equal to 12 hours. Accordingly, the maximum daily 

energy consumption of the system will be 2040 Wh/day according 

to (1). Since the average number of hours of sunshine is estimated 

at 9 hours (9h) per day, to determine the daily energy production 

(generation) of solar panels, it is necessary to multiply their rated 

power nP  by their operating time per day: .gen n opW P t=   

Where .opt ‒ Operating time (9h), genW ‒ Daily energy 

generation. This daily energy produced by the solar panels will be 

2016 Wh/day. The 120 W 24 V solar panels that will be chosen 

from the ranges produced by different manufacturers must have 

an optimal operating current of at least 6.7 A. 

10. Battery Capacity Assessment and Calculation 

The developed public lighting systems are intended to work 

during the night hours, while during this time the solar panels do 

not generate the electric energy, the electricity stored in the 

batteries is used. The capacity of the battery to be used, i.e. the 

amount of energy it can store, plays a big role. Their total capacity 

depends on the number of storage batteries, and therefore the 

power of the solar power plant in general. Storage batteries in a 

solar power plant must meet a number of requirements. They must 

withstand a large number of charge-discharge cycles. When 

calculating the parameters of the storage battery, it is necessary to 

take into account the energy losses during its storage and 

transformation. Conventional car batteries do not withstand a large 

number of cycles and have significant self-discharge. Most often, 

special storage batteries are used for solar power plants. Table 9 

shows the states of charge (Battery charge levels) of a 12-volt 

battery depending on the temperature [12, 18]. 

Table 9: 12V- Battery Charge Status Assessment 

Battery 

charge 

level, % 

Electromotive force (EMF) , depending on 

temperature 
+20…+25°С +5…‒5°С ‒10…‒15°С 

100  12,70 ‒ 2,120 12,80 ‒ 13,00 12,9 ‒ 13,10 
75  12,55 ‒ 12,65 12,65 ‒ 12,75 12,75‒ 12,85 
50  12,20 ‒ 12,30 12,30 ‒ 12,40 12,40 ‒ 12,50 
25  12,00 ‒ 12,10 12,10 ‒ 12,20 12,20 ‒ 12,30 
0  11,70 ‒ 12,00 11,80 ‒ 12,00 11,120 ‒ 12,10 

The energy generated and stored in the battery during the day 

is used at night to power the load (streetlights) of public lighting. 

This energy shows the capacity of the battery; i.e. how long it can 

power the load if it is fully charged. The change in battery 

capacity ∆С during the load supply time .nigt is determined by 

the expression (2):  

 . .(24 )n n
nig dayl

n n

P P
C t t

U U
 =  =  −  (2)

 где 
nP  – rated load power; 

nU  – rated load voltage;  .nigt  – 

the night time interval (12hours); ∆tdayl. ‒ day time interval 

Battery manufacturers define the final discharge voltage, once 

reached, the battery must be disconnected from the load and 

charged, this because deep discharge can damage it. A battery 

should not be more than 70-80% discharged for it to work for a 

long time.  The battery discharge level is determined by the 

expression [16]: 

 
min 100% 100%n

r

n n

C C C
S

C C

− 
=  =   (3) 

The required capacity Cn of the accumulator battery is obtained 

from (3) while taking into account (2): 

 .

100 n
n nig

r n

P
C t

S U
=    (4) 

In the city of Gitega, taking into account that the   nighttime 

interval is 12hours, with the 200-Watt solar panels as it was said 

above, a 120 Ah will be ideal for this mini solar power plant 

consisting of six LEDs of street lighting. Its energy capacity will 

be 2880 Wh. The higher the voltage supplied to the load, the lower 

the capacity can be, since the discharge current 
n

r

n

P
I

U
=  of the 

storage battery will be lower. For conventional lead acid batteries, 

the maximum discharge current is limited to a value that, in 

amperes, is between 5 and 25 times the battery capacities. The 

lower the discharge current, the lower the power loss, and 

therefore the higher the efficiency of the system. It is the increase 

in voltage and decrease in current that explains the use of voltage 

24 V instead of 12 V, when placing "smart lights" at a significant 

distance from the solar mini-power plant. 

11. Conclusions 

The task of our research was to develop and study the public 

lighting system of the city of Gitega using mini solar power plants 

as a source of renewable energy. This project was designed taking 

into account the current state of the lighting in Gitega, the current 

global trends, as well as the great importance of public lighting in 

general and through photovoltaic solar power plants in particular 

such as: increasing the citizens’ safety, reducing the number of 

crimes and offenses and increasing their detection potential, 

reducing cabling costs for transmission systems, reducing the 

burden on emergency services and electrical technicians. This 

public lighting system with an automated solar power plant will 

regulate energy consumption, monitor the integrity of the 

equipment and quickly send a signal to operating personnel on 

emergencies on the network. The current state of public lighting 

in the city of Gitega and its surroundings is poor due to the lack 

of financial resources needed using traditional energy sources. 

The development of such solar street lighting systems that would 

not require large investment costs, promote clean energy, reduce 

energy consumption and which maintenance would be carried out 

once or twice a year, is very relevant.                    
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 Nowadays, robots are an important learning tool in education and are increasingly used 
inside and outside the classroom to foster the development of students’ knowledge, skills, 
and attitudes connecting to a real-world situation. In past years, using robots in STEM 
(science, technology, engineering, and mathematics) education has been proposed as one 
of the strategies to integrate the different fields in order to construct more effective projects 
and innovations. Especially, engineering is the combination of math and science in solving 
a problem. Nevertheless, students could not understand and appreciate how to apply the 
knowledge of interdisciplinary integration to operate certain tasks by the engineering 
method. This research article presents STEM robot-based learning activities (STEM-RoLA) 
with sixty high-school students who were studying science and engineering. The obtained 
results show that the proposed STEM-RoLA is beneficial for students, especially when 
compared with high and low robotics performance students. The results found that high 
robotics performance students have higher computational thinking than low robot 
performance students, and they have a positive engagement response in the learning 
activity. 
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1. Introduction   

At present, there is a proposal to increase robot usage in 
educational establishments undoubtedly because the robots have 
been integrated into the learning process to encourage students to 
think and connect to a real-world situation. Hence, using robots 
for education has gained a lot of attention from researchers and 
educators. This paper is an extension of work originally presented 
in the 7th International Congress on Advanced Applied 
Informatics (IIAI-AAI 2018) [1]. 

Nowadays, many studies focus on educational robots that help 
students develop essential skills inside and outside the classrooms 
that are significant in connecting the concept to real-life. 
Moreover, the learning activities were designed in consideration 
of promoting STEM discipline (Science, Technology, 
Engineering, and Mathematics) with a challenging learning 
mission in different situations [2]. Computational thinking (CT) 
is one of the essential core skills for students in the 21st century 

that is often regarded as the basic skill of computer science. CT is 
a kind of analytical thinking that uses the general way of thinking 
mathematically to solve real-life situations with scientific 
thinking [3]. The robot kit is a learning tool for use in the 
educational system, it is easy to use for students and enables them 
to have hands-on experience of activities and allows for a number 
of challenges for students to give them opportunities of robotics 
experience [4].  

In the education context of Thailand, the students in high 
school have learned various subjects independently, such as 
Science (Physics, Chemistry, Biology, Mathematics), and 
Computer Programming. However, they may not understand how 
to apply the knowledge of interdisciplinary integration to perform 
or operate certain tasks in the engineering process [5].   

The Thai government has attempted to push STEM education 
to enhance learning seamlessly for a new generation of students. 
Also, with the growing interest in STEM, educational robots have 
several benefits. Many educators have indicated that STEM 
integration would help enhance engineering students’ learning 
performance with a flexible learning process. Besides, using 
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appropriate robotics-based STEM activities can be an effective 
way to introduce students' thinking to operate tasks systematically 
[6].   

With the swift development of the field of robotics, it was 
proposed that robotics not only engage in active learning 
environments but also develop computational thinking knowledge 
and skills for students [7]. Of course, educational robotics was 
popular to bring an adaptive instrument for learning. Therefore, 
the robotics has been to promote STEM content, innovation, and 
creativity among students through an educational robotics 
competition [8].  

This learning activity has integrated the benefits of robotics 
with the STEM education framework to promote senior high 
school students’ computational thinking with the learning 
engagement process of students that was held outside the 
classroom for three days. This study aims at addressing the 
following research study: 

• Do students who participate in STEM robot-based learning 
activities have computational thinking? 

• What are the students’ engagements in the STEM robot-
based learning activities? 

2. Literature Review Literature Review 

2.1. Using Robots in Education 

 Robotics is a branch of engineering that includes a variety of 
subject matters that combine with STEM disciplines (science, 
technology, engineering, and mathematics). A robot is a machine 
applied in a variety of tasks such as industrial systems, medicinal 
purposes, and educational tools. Too many researchers state that 
educational robotics is a core element when STEM is a significant 
tool to integrate into the curriculum for students in the 21st 
century. A recent study has found that using a robot in education 
is increasingly being defined as an excellent instrument of 
teaching and learning that integrates STEM education, which is 
crucial for the future success of students [9].  

Many studies proposed the benefit of an educational robot able 
to motivate students’ learning with authentic learning activities 
based on real-world problems [10-11]. In [12], the author 
proposed robotic cooperative learning to promote students’ 
critical thinking, and STEM interest indicates that students 
participating in robotic service-learning can benefit from this 
experience. Besides, robot hands-on activities can be easily 
adopted in classrooms to connect interdisciplinary core ideas for 
engineering design and STEM learning [13-14]. A robot in 
education can be used not only inside and outside of the classroom 
but also in meaningful learning activities for students as well. 

 Robotics makes the students able to connect and find 
relevance in the experience, together with the complexity of the 
global situation. So, it can be suggested that this is how to apply 
the concept of a robot for enhancing computational thinking skills. 

2.2. Computational Thinking 

The computational thinking basis concept of mathematics 
education research by Seymour Papert [15] proposed the aspects 

of computation that are: how to use computation to create new 
knowledge;  how to use computers to enhance thinking and how 
to change patterns of access to knowledge. There is the basic 
concept that using technology can provide new ways to learn and 
teach with the logical thinking process. After that, computational 
thinking was described often by many researchers worldwide. In 
the last twenty years, computational thinking has become a 
fundamental skill for everyone in every field, not just for 
computer scientists, especially for students in the 21st-century 
who need skills such as  analytical ability, reading, writing, and 
arithmetic to be processed systematically.  

Based on the core concepts of computational thinking as a 
fundamental skill for everyone’s analytical ability along with 
reading, writing and arithmetic, in [16], the author proposed that 
these should include decomposition, pattern recognition, 
abstractions, and algorithm design. In [17], the author classified 
computational thinking core components into three dimensions, 
including computational concepts which focus on the concepts 
that students employ when they are learning. Computational 
practices focus on problem-solving practices that occur in the 
learning process. Computational perspectives focus on the 
students' understanding of themselves and can connect learning 
with the world around them. 

Measuring students’ computational thinking is complicated, 
but it is a necessary task for understanding the effectiveness of the 
STEM-RoLA project. Our investigation focused on the 
implications of claims about three computational thinking 
dimensions consisting of computational concepts: the scientific 
concepts that students employ to learn and understand during 
activities, computational practices: problem-solving practices that 
occur in the learning process, and computational perspectives: 
students' understanding of themselves and the relationships 
between group members. 

3. Methodology 

3.1. Participants 

 The study was implemented in a public school in central 
Thailand. We selected a curriculum that prepares all students to be 
a scientist or an engineer. The participants in this study were sixty 
high school students, grades 10-12 (all males). The students were 
separated into twenty groups, so that each group had three 
members, and they learned and worked together in those groups. 

3.2. Instruments 

• The items in this observation checklist were developed to the 
three dimensions of computational thinking that cover all 
concepts of the robot activities including fourteen items: 
computational concept (4 items), computational practices (5 
items), and computational perspectives (4 items). For this 
observation checklist, the mentors have rated the students on 
a 5-point Likert scale (1 = Failed, 2 = Passed, 3 = Acceptable, 
4 = Good, 5 = Excellent). The scale validity was evaluated by 
five professors and teachers of educational robotics with 
more than seven years of experience. The internal 
consistency for the overall scale was 0.82. 
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• The items in this engagement questionnaire were adopted 
from a revised version in [5]. There are three dimensions of 
students’ engagements after attending the robot learning 
activity that consist of eleven items asking about students’ 
experiences toward STEM-RoLA. Three dimensions 
included behavioral engagement (3 items), cognitive 
engagement (4 items), and emotional engagement (4 items). 
The Likert scale is a five-point scale that allows the 
individual to express how much they agree or disagree with 
each item (1 = Strongly Disagree, 2 = Disagree, 3 = Neutral, 
4 = agree, 5 = Strongly Agree). The internal consistency for 
the overall scale was 0.79. 

3.3. Robot-based learning activity  

The commercial robotic kits chosen in this study were mBot 
platform that operates and engages the students’ learning 
experience of the mechanics, electronics, control systems, and 
computer programming [18]. The mBot is the easiest educational 
robot kit for student learning in robotics. The robot shape is easy 
to assemble and contains approximately 45 pieces in total, so 
students have a sense of achievement when they are able to 
assemble it quickly. 

Normally, the components of mBot included the body, main 
control board, sensors, communication (Bluetooth), and power 
supply (battery). Also, it has three pre-set control modes of 
supporting student learning, consisting of obstacle avoidance 
mode, line-follow mode, and manual control mode. The students 
could feel that they had achieved and feel proud when they could 
program the mBot easily without writing difficult codes and 
language. 

 In addition, mBlock is a block-based coding platform for 
Scratch programming. It is easy-to-use software that makes 
teaching and learning coding fun and interactive. Scratch 2.0 is a 
very popular graphical logical programming software for teachers 
and students’ learning. It has been proved to be one of the 
easiestto use graphical programming tool. Therefore, we have 
appled mBlock software to use Scratch coding to program 
Arduino and robots. Also, graphical programming is a visual 
programming technique where visual block connections are used 
for a student to code instead of texts, making it easy for non-
coders to implement algorithms. It plays a meaningful role in 
enhancing computational thinking in the learning process. 

 
Figure 1: The STEM robot-based learning framework 

Figure 1 shows the overall research of STEM-RoLA. We 
attempted to design the learning activity with STEM integrated. 
The students have learned about the mBot kits in a stepwise 
manner that describes its components with scientific 
understanding.  

To achieve the tasks in this learning activity, students are 
encouraged to employ knowledge, skills, experience, and a 
teamwork process based on three dimensions of computational 
thinking: 

• Computational thinking concepts, the students employ the 
knowledge when they code or control the robot for operating 
the mission and competition. 

• Computational thinking practices, the students solve the 
problems that occur in activities: experimenting, iterating, 
and testing. 

• Computational thinking perspectives, the students' 
understanding of themselves and their relationships with a 
group member. 

 

 

Figure 2: The steps of STEM robot-based learning activity  

To be an effective activity, we provide mentors who are pre-
service engineering teachers.  The mentor will help students while 
they work in a group during the activity. The mentors can provide 
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technical consultation and can be a source of support when 
students need it most. For the time being, each group has to come 
up with better solutions by integrating the knowledge of STEM 
and robotics, while their computational thinking is promoted 
accordingly. 

The eight-steps to facilitate their learning process with hands-
on experience lasts approximately twenty-one hours as follows: 

• Step 1: Robot introduction: the first step addresses motivation 
to student-related robots that are important in daily life. After 
that, they introduce the functions of the robot and the 
introduction of the robot’s components based on the 
engineering design process. At this moment, the students 
have to get acquainted with the robot components through 
several mini-labs such as the main control board, sensors, 
communication options (USB cable, Bluetooth, Wireless), 
and power supply (battery). In addition, the robot has three 
different modes of functionalities. 

o Mode A – Remote control driving or mobile device: the 
robot can be controlled by arrow buttons on the device to 
drive it forwards and backwards as well as to turn left or 
right. 

o Mode B – Obstacle avoidance: the robot is driven forward 
on its own until it detects an obstacle. If the robot detects 
an obstacle, it turns then continues driving forward.  

o Mode C – Line following: the robot drives forward while 
following a line 

• Step 2: Robot assembly: The students were separated into 
twenty groups (3 students per group) then students of each 
group worked together. They can be learning at their own 
pace with support from the group mentor. This step requires 
students to get acquainted with each part and start to join each 
part together by robot function. Then, they learn three pre-set 
modes consisting of IR control mode, obstacle avoidance 
mode, and line-following mode. After that, they get the robot 
started by pressing on-board and push the button to change 
the mode. 

• Step 3: Primary programming: the students can learn an easy 
programming language to control the robot. They use mBlock 
based on Scratch 2.0 software that is graphical programming 
for writing on a laptop or personal computer. The student 
receives the coding questions for programming practice. For 
example, how to control the robot to move forward or to turn 
left or right. They can drag the module block to move the 
robot area. During this step, the students in each group must 
analyze the facing proposition and situation in which they 
require to test-run-revise the code in a stepwise manner. 

• Step 4: Robot in the field: the students from each group work 
together on the given tasks, a range of tasks designed to test 
the robot in the field. Each group has to adapt the physical 
robot as well as the programming instructions to overcome 
different challenges. This step is the basis for improving 
reliable robot working. The robot was assembled by students 
who programmed it to perform certain tasks and then there is 
the testing to operate, prove system functionality, and gain 
confidence that a system will perform as expected. Testing in 
the field also allows the student to learn the weaknesses, 
problems, and constraints of the robot and improve upon 
them. 

• Step 5: Robot mission: the students learned to analyze and 
solve the problems in a logical way by taking the knowledge 
integration of STEM. The adjustment of one point will affect 
the related points. In this step, each group is faced with 
different problems in their robot’s settings and programming. 
For example, the robot starts to move at a certain speed. 
When there is a barrier in front, the robot will turn right; when 
there is not, the robot keeps moving forward. 

• Step 6: Sharing: The students have opportunities to share 
knowledge. What they have learned about each other helps 
build positive thinking. The representative student presents 
ideas to organize and control the robot to carry out each task 
in the missions. The students in each group help to justify the 
approach to solving the problems and present their ideas. 

• Step 7: Practice before the battle: the students in each group 
have a rehearsal before the competition. They have analyzed 
and discussed opportunities and weaknesses to compete in 
the competition. This will increase their team’s confidence in 
the final robot, while the final configuration may be needed. 
They receive the robot tasks for learning line-follow and 
obstacle avoidance and find a solution and strategy for 
solving the problem. For example, the students have learned 
how to program robots to take one step at a time. Meanwhile, 
students get to know the mechanical structure and understand 
how to control a robot. 

• Step 8: The robot competition: the robot competition requires 
students to control the robot that makes learning robot 
programming simple and fun. The student members in each 
group are encouraged to apply knowledge of what they have 
learned to accomplish the goal effectively on the robot 
competition. There are two separate modes, including an 
autonomous robot following a task and a control robot via a 
mobile application on the Balloon Battle Game. They have to 
use the Makeblock open-source to control the robot with a 
mobile device, as shown in Figure 3. 

 
Figure 3: Illustration of a robot controlled by a mobile device   

This moment is vital to each group since the robot’s 
performance during rehearsal may be ineffective when competing 
with others. For this step, each robot has a needle and a balloon 
attached to the front and back of its body. Then each group’s robot 
tries to stab the balloon’s competitor while maintaining their 
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attached balloon.  The loser is eliminated from the competition. 
For the final of the competition, each qualified group has ten 
minutes to come up with a better strategy for controlling the robot 
in a battle while maintaining their balloons. The last group to have 
a balloon at the end of the competition is the winner. 

4. Findings 

To understand better the effects of this part of the study, we 
compared the results with two separate groups of students’ data 
consisting of a tasks score (30 points) and the robot competition 
score (70 points) total 100 points.  Therefore, twenty groups 
demonstrated the difference between a high robotics performance 
group (HIRP) for the top ten groups with M=79.00 (SD =12.10) 
and a low robotics performance group (LORP) for the bottom ten 
groups. These were elaborated with M= 29.50 (SD =2.69). The 
findings related to the research questions were demonstrated. 

4.1. The students’ computational thinking 

To analyze the differences between the students’ robotics 
performances in two groups of three computational thinking 
components included computational thinking concepts (CTC), 
computational thinking practices (CTP), and computational 
thinking perspectives (CTPP), and these are shown in Table 1. 

Table 1: Means and SDs of the students’ computational thinking 

CT 
Component 

LORP HIRP 
M (SD) Remark M (SD) Remark 

CTC 4.01 (0.72)  Good 4.13 (0.22) Good 
CTP 2.88 (0.74) Acceptable 4.75 (0.43) Excellent 
CTPP 3.25 (0.83) Acceptable 4.13 (0.54) Good 

 As the descriptive statistics in Table 1 show for the proposed 
STEM-RoLA in computational thinking concepts (CTC), both the 
HIRP and LORP students have concepts of the robot at a good 
level with M = 4.01 (SD = 0.72), and M = 4.13 (SD = 0.22), 
respectively.  

Based on the results in computational thinking practices 
(CTP), the HIRP students performed  tasks in each mission at an 
excellent level (M = 4.75, SD = 0.43), better than the LORP 
students at an acceptable level (M = 2.88, SD = 0.74).  

Furthermore, in computational thinking perspectives (CTPP), 
the HIRP students tended to have positive perspectives at a good 
level  (M = 4.13, SD = 0.22) while those who were LORP 
students, it was at an acceptable level (M = 3.25, SD = 0.83). 

4.2. The term of students’ engagements 

 The students’ engagement results were analyzed based on 
quantitative and qualitative data for proposing STEM integrated 
robotics learning. We have presented three different aspects 
consisting of behavioral, cognitive, and emotional engagement as 
presented in Table 2. 

In the first dimension, the HIRP students revealed behavioral 
engagement in that they could manage the function of members 
and have confidence in learning (M=4.63, SD=0.53). The entry 
indicated that the HIRP students were good at time management 

and working well together, as they expressed during the 
interviews, for example: 

Table 2: Means and SDs of the students’ engagements 

Component LORP HIRP 
M (SD) Remark M (SD) Remark 

Behavioral 4.32 (0.77) Agree 4.63 (0.53) Strongly 
Agree 

Cognitive 4.47 (0.64) Agree 4.45 (0.67) Agree 
Emotional 4.40 (0.71) Agree  4.62 (0.51) Strongly 

Agree 
 
“Through this activity, we helped in my group about the coding 

program and explained to each other. I think I have learned a lot 
about cooperation and teamwork. I attend a robot activity with my 
friends, it made me have so much fun.” (Student A) 

“I am so excited about the robot because it is admirable to 
have this experience that I can construct a robot by myself. 
Besides, we have an opportunity to cooperate and share the ideas 
for working.” (Student B) 

While the LORP students had trouble with cooperating and 
working together, they did not enjoy learning in a group with 
members very much, and they had less time because they could not 
manage time (M=4.32, SD=0.77), for example: 

“In my group, we have many members, so somebody does not 
involve in some activities. We can't organize the tasks and events 
on time.” (Student C) 

“I have less time to work on many tasks. It must spend a lot of 
time to solve the problems. Sometimes, I think I like to work without 
my friends.” (Student D) 

For cognitive engagement, the entry indicated that the HIRP 
students can reflect higher thinking skills on applications in their 
daily lives (M=4.45, SD=0.67), for example: 

“I apply multiple tasking skills, and I can try when not sure. It 
is important to know how to employ the basic engineering 
principles for this activity.” (Student A) 

“For this activity, I think I have a thinking process and much 
knowledge I play it again when I come back home. Unfortunately, 
while I have learned a lot of programming, I never took any classes 
on robotics” (Student B) 

While the LORP students just reflected what they had 
experienced from the activity by putting more effort before the 
success (M=4.47, SD=0.64), for example: 

“I am upset about how to complete the work. However, I think 
I attempt to find the solution myself.” (Student C) 

“In the activity, I do not plan, it’s not a success. I have 
attempted, but still failed, again and again, so I consulted the 
mentor.” (Student D) 

In the end, the HIRP students have emotional engagement. 
They enjoyed the learning activities (M=4.62, SD=0.51), 
especially the students in HIRP who have positive responses such 
as: 

“I think it could be an interesting experience. I like to control 
a robot to follow my instructions. Each task, I am quite confident 
that a robot can do some pretty fun stuff.” (Student A) 
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“I very enjoyed the activities in the activity because I think a 
robot can be a good assistant in the future. It helps me to be more 
productive in performing daily activities.” (Student B) 

On the other hand, the LORP students did not concentrate on 
some activities.  However, they exposed their emotions towards 
the assistance of peer members in the group that could encourage 
them to proceed with the tasks. So, they have an attitude towards 
this (M=4.44, SD=0.71), as they expressed during the interviews, 
for example:  

“I think a robot is difficult to use because it was always 
programmed. I’m running into a lot of infrared sensor issues. I’m 
attempt to do the typical line follower activity and also go ahead 
and stop when it finds a black line.” (Student C) 

“This activity was held during the semester.  I have a lot of 
homework, so I don't concentrate on some activities. I think it 
should be held in my free time.” (Student D) 

There was unanimous agreement from the students present 
that, as a result of this robot activity, the students had significantly 
developed their computational thinking to solve the problems and 
challenges, their ability to work as a group, and their resilience. 
Also, students said they greatly enjoyed participating in the 
challenges and wanted more opportunities to participate in such 
STEM-RoLA. 
5. Conclusions 
 Within Thailand's educational context, the integration of 
interdisciplinary knowledge to enhance crucial skills thinking, 
and a positive attitude are also important to realize goal. So the 
robotics STEM was integrated through active learning and the 
new learning tool has an effective strategy. The robotics 
challenges allow students to grasp the fundamentals of basic 
programming and develop their computational thinking with 
STEM education in an engaging way. The STEM-RoLA was held 
to motivate the senior high school students in three days (21 hours), 
consisting of eight steps in total, from robot introduction, 
assembly, programming, testing in the field, robot mission, 
sharing, practice before the battle, and final robot competition. The 
students established their robotics knowledge with hands-on 
experience based on the STEM strategy. Therefore, the obtained 
results show that the proposed STEM-RoLA is beneficial for the 
students, especially when compared with high and low robotics 
performance students. The results find that high robotics 
performance students have higher computational thinking than 
low robotics performance students. Also, they have positive 
engagement responses to the learning activity. 

Nevertheless, the learning activities have shown that there are 
some limitations due to the availability of the school context, the 
information, and the educational context students already have 
before they learn robot information that might affect 
effectiveness.  Also, the number of robot kits are quite expensive 
and inflexible to learning in some contexts. Future studies may 
explore whether there are specific learning strategies and learning 
tools that are particularly useful based on the attitudes of the 
students. Based on the result, the present research involved all 
males. So, future studies should clarify the results that can be 
described  by gender differences in learning outcomes and assess 
the long-term effects on attitudes. 
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 Starches have been applied as biomaterials due to their wide availability and 
biocompatibility. These have also been modified by oxidation, resulting in dialdehyde 
starch (DAS), to improve their stability in water and mechanical properties. Cassava starch 
with a low oxidation degree has been introduced into hydrogels based on polyvinyl alcohol 
(PVA) to improve their properties. However, the behavior of these materials with starch at 
different oxidation levels has not been previously explored. In the present work, the effect 
of the oxidation degree of cassava starch on the physical and chemical properties of DAS-
PVA hydrogels was evaluated. To modify the degree of oxidation, different concentrations 
of H2O2 were used, and a high degree of oxidation was achieved by incorporating copper 
sulfate II as a catalyst. Oxidation was confirmed by quantification of carbonyl groups and 
Fourier Transformed Infrared Spectroscopy. Hydrogels with low and medium oxidation 
DAS displayed greater swelling, but also lower stability over time. Similarly, scanning 
electron microscopy confirmed greater porosity in them. On the other hand, hydrogels with 
high oxidation DAS had lower water absorption capacity, but greater stability over time. 
Regarding the controlled release of ibuprofen, as a model drug, hydrogels formulated with 
low and medium oxidation DAS presented a greater and faster release, compared to the 
formulations with high oxidation DAS. These results showed that the degree of starch 
oxidation, for the PVA-DAS hydrogel synthesis has a significant effect on the behavior of 
the polymeric network. 

Keywords:  
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Hydrogels  
Polyvinyl alcohol 
Swelling 
Controlled drug release 

 

  

1. Introduction  

Hydrogels are three-dimensional polymeric networks that are 
capable of containing significant amounts of water. They have 
been used in biomedical applications, such as tissue engineering 
and controlled drug release [1]. Furthermore, hydrogels have 
tunable biocompatibility, and respond to external stimuli such as 
pH, temperature, and concentrations of species, among others [2]. 
Thus, their porous structures are suitable for the encapsulation of 
drugs for a subsequent controlled release [3]. 

Hydrogels can be synthetized from virtually any water-soluble 
polymer, either natural or synthetic, such as alginic acid, pectin, 
carrageenan, dextran sulfate, chitosan, poly-lysine, and agarose 
[4]. Poly(vinyl) alcohol (PVA), is a hydrophilic, synthetic 

biodegradable polymer that has been widely used, due to its proved 
biocompatibility [5]. An additional benefit is that this polymer can 
be crosslinked physically, without the need of potentially toxic 
chemical agents . This can be achieved through freezing / thawing 
cycles, where the polymer in aqueous solution depending on its 
concentration and freeze cycles, form polymer microcrystals [1].  
Nevertheless, since it is a petroleum derivative, PVA has limited 
availability. At the same time, in order to obtain stable structures, 
PVA concentrations must be high, up to 35% w/v, with molecular 
weights of 98000 Da or greater [2]. Therefore, its use poses an 
economical limitation for the creation of new technologies, 
especially in developing countries. 

Starch, on the other hand, is one of the most abundant and 
cheapest polysaccharides [6]. It is comprised of two main 
molecules: amylose, a linear macromolecule composed of 250-300 
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α(14)-linked-D-glucose, amylopectin, a less hydrophilic and 
branched macromolecule,  and constitutes about 80% of the 
granular structure. To form starch hydrogels, it is possible to 
chemically modify its structure in order to have a greater number 
of functional groups [4,7]. Oxidation, for example, breaks the long 
glucose chains of the polymer molecules, replacing the hydroxyl 
groups for carbonyl and carboxyl groups . This results in reduced 
viscosity [8]. In drug-release applications, integrity and stability in 
a humid environment are required over a relatively long period of 
time. It has been shown that the use of dialdehyde starch (DAS), 
resulting from oxidation, exhibits a substantially lower solubility 
in water, making it more suitable for this application  [9]. 

In [9], the authors developed protein-based films with 
dialdehyde starch (DAS), PVA and feather keratin. They found 
that if DAS was not added, an increase of the PVA concentration 
in the blended films resulted in a slight decrease of the film’s 
solubility in water. By adding 5% of DAS, the total solubility mass 
of the film was reduced, which indicates an increase in the degree 
of cross-linking. 

The most commonly used modifier in starch oxidation is 
hypochlorite, but despite being chemically efficient, it results in 
the formation of chlorinated products, that could potentially be 
toxic [10]. Several comparative studies have been carried out on 
the properties of starches at different degrees of oxidation with 
hypochlorite[10]; nevertheless, no comparative study is found in 
the literature on the effect that hydrogen peroxide has on different 
degrees of oxidation in cassava starch, and thereby in the 
formulations of hydrogels [11]. 

In [12], the authors synthesized hydrogels based on PVA and 
modified cassava starch as carriers for controlled drug delivery. In 
this research, the oxidation of starch was done with sodium 
hypochlorite solution containing 5% active chlorine. The 
hydrogels synthetized with DAS/PVA, showed an enhanced 
stability in water; nevertheless, the oxidation degree was 
maintained constant through the entire research. However, it has 
been demonstrated that, for other biomaterial applications, starch 
oxidation degree has important implications, such as bioplastics, 
in material behavior [13,14]. For this reason, the present study 
proposes to determine the effects of the oxidation degree of 
cassava starch on the physical and chemical properties of DAS-
PVA hydrogels. 

2. Materials and Methods 

2.1. Chemical materials 

Cassava starch was obtained from Ecuador’s local stores. 
Hydroxylamine hydrochloride (ACS Reagent Grade, 5470-11, 
ACROS Organics), Poly vinyl alcohol (PVA, Mowiol 28-99, MW 
145000, 99.0-99.8 mol% hydrolysis, Millipore Sigma, Cat. 
10849), Sodium Phosphate, Dibasic, Anhydrous (3828-01, 
J.T.Baker), Potassium chloride (6858, Mallinckrodt), di-Potassium 
hydrogen phosphate, anhydrous GR for analysis (1.05104.1000, 
MERCK), Ibuprofen (≥98% GC, Millipore Sigma, Cat. I4883) 
were used as received. 

2.2. Starch Oxidation 

Starch oxidation was performed with hydrogen peroxide 
(H2O2), through adaptation of the methodology proposed by [15]. 

Briefly, H2O2 solutions at 3, 5 and 10% v/v were prepared in 
distilled water. For the chemical modification, a 2% w/v solution 
of starch in distilled water was gelatinized at 80ºC for 30 minutes, 
under moderate stirring. Later, the solution was cooled until room 
temperature, and its pH was adjusted to 7. For every 2g of 
gelatinized starch, 6.25mL of H2O2 solution were added,, drop 
wise during 1h at 25ºC, under continuous stirring, maintaining pH 
at 7.0. When the oxidation process was done, an equal volume of 
70% v/v ethanol was added, and starch precipitation was allowed 
for 1 hour. The supernatant was discarded, and the remaining 
mixture was centrifuged at 1000g for 5 minutes. Five rinsing 
cycles were carried out with diH2O, in a similar fashion. The 
resulting dialdehyde starch (DAS) was dried at 40ºC until constant 
weight.  

To obtain a high degree of oxidation DAS, copper (II) sulfate 
was used as a catalyst, as proposed by  [16]. Starch was gelatinized 
with the same methodology described above. Before adding the 
H2O2 solution at 10% v/v, the catalyst was incorporated at 0.1% 
w/v, and the reaction was allowed to take place for 1 hour at 25 ºC. 
Subsequently, precipitation and washing were done as previously 
mentioned.  

2.3. Starch characterization 

Carbonyl groups were quantified based on the method 
proposed by [17], with some modifications. Briefly, 1g of DAS 
was mixed with 25mL of distilled water, gelatinized at 80ºC under 
constant stirring, and then, cooled at room temperature.  The pH 
was adjusted to 3.2, and, immediately, 3,75mL of hydroxylamine 
hydrochloride (25g of hydroxylamine hydrochloride in 100 mL of 
NaOH 0.5M in a 500mL solution) were added to the gelatinized 
solution, with subsequent incubation at 40ºC for 4h. A 
potentiometric titration followed, with 0.1M HCl until pH 3.2. The 
amount of carbonyl groups per 100 glucose units (CO/100GU), 
was calculated through equation 1:  

𝐶𝐶𝐶𝐶
100𝐺𝐺𝐺𝐺

= (𝑉𝑉𝑉𝑉−𝑉𝑉𝑉𝑉)×𝑀𝑀×0,028×100
𝑊𝑊

                  (1) 

where, Vb and Vs are the volumes (mL) of HCL used to titrate the 
blank (native starch) and the oxidized starch, respectively; M is the 
molar concentration of HCl (mol/L), and W is the weight of the 
sample on a dry basis (g).  

On the other hand, carboxyl groups were determined using the 
protocol proposed by [15]. Briefly, 1g of DAS was suspended in 
60mL of distilled water, gelatinized and cooled, as previously 
mentioned. Later, a potentiometric titration took place until pH 8.2, 
using NaOH 0.01M. The amount of carboxyl groups per 100 
glucose units (CO/100GU), was calculated through equation 2: 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
100𝐺𝐺𝐺𝐺

= (𝑉𝑉𝑉𝑉−𝑉𝑉𝑉𝑉)×𝑀𝑀×0,045×100
𝑊𝑊

   (2) 

where, 𝑉𝑉𝑉𝑉 and 𝑉𝑉𝑉𝑉  are the titration volumes (mL) of the oxidized 
starch and the blank (native starch), respectively; 𝑀𝑀 is the molarity 
of NaOH (mol/L), and 𝑊𝑊 is the sample weight (g). 

2.4. Hydrogel preparation 

Hybrid hydrogels with Polyvinyl Alcohol (PVA) and 
dialdehyde starch were synthetized through a freezing/thawing 
method, by adaptation of the protocol reported by [2]. The 
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common protocol for the preparation was to completely dissolve 
PVA in distillated water under continuous stirring at 95ºC, at 20% 
w/v. In parallel, a starch suspension, at a given concentration, was 
gelatinized as previously mentioned. Both solutions were then 
mixed at a 1:1 ratio in a vortex homogenizer, with alternation with 
heating in a water bath at 70 ºC, for a total time of 30 min. Then, 5 
mL of the polymeric mixture were poured into 1-inch petri-dishes.  

Crosslinking was induced through freezing/thawing cycles; 
the polymeric mixture in the petri dish was frozen at -20ºC for 12 
h, followed by thawing at 25ºC for 3h. Table 1 specifies the 
variables that were modified for the different conditions of 
hydrogel preparation in order to identify the formulations that 
could be suitable for the subsequent ibuprofen encapsulation and 
release. It was decided to vary the number of freeze/thawing cycles 
because through every cycle, there is a formation of microcrystals 
through the polymeric network, allowing a high crosslinking 
degree. Consequently, after thawing, the mixture was frozen again, 
and this process was repeated according to the chosen number of 
cycles. Since one of the objectives of this research is to partially 
substitute the amount of PVA in hydrogels formulations, the final 
concentration of the latter was maintained constant at 10% w/v. 
Hydrogels with native starch were used as controls.  

Table 1: Variables for the synthesis of hybrid DAS/PVA hydrogels 

*Copper (II) sulfate was added to obtain high oxidation DAS 

According to the protocol described by [18], after 
crosslinking, hydrogels were cut in 5mm diameter discs, and 
placed in 24-well plates with 2mL of 1X phosphate buffered saline 
(PBS, pH 7.3), in an incubator, at 37ºC. The hydrogel weight was 
registered at 0, 5, 15, 60 min, 2, 3, 4, 5, 24, 48 and 72h. Water-
uptake was calculated according to equation 3. 

𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 − 𝑢𝑢𝑢𝑢𝑊𝑊𝑊𝑊𝑢𝑢𝑊𝑊 (%) = (𝑊𝑊𝑡𝑡−𝑊𝑊1)
𝑊𝑊1

× 100                  (3) 

where W1 is the initial weight of the hidrogel, and Wt its weight at 
a given time. 

2.5. FTIR Analysis 

Analyses were conducted in a Fourier transformed infrared 
spectrometer; model Cary 630 FTIR-ATR (Agilent Technologies) 
for the native and oxidized starches, as well as for the different 
hydrogel formulations [15]. Spectra were acquired in the region of 
4000-500 cm-1. 

2.6. Scanning Electron Microscopy (SEM) 

Hydrogel morphological analyses were carried out in a JEOL 
JSM-IT300 Scanning Electron Microscope (Tokyo, Japan) with 
lyophilized hydrogels. Samples were cut and placed on metallic 
stubs with carbon tape. Images were obtained at 5kV and 50 Pa, at 
different magnifications.. 

2.7. Ibuprofen encapsulation and release 

Ibuprofen was incorporated into the hydrogels at a 
concentration of 10 mg/mL, as proposed by [18], by adding the 
drug into the PVA solution at 50ºC. The same process described 
above for hydrogel preparation was followed. The release was 
performed as previously described [18]. DAS/PVA hydrogels with 
ibuprofen were cut into 5 mm diameter and placed in 2 mL of PBS 
at 37 ºC. Later, 400 µL of supernatant were collected and replaced 
with fresh PBS at 15, 30, 60, 120, 180, 240, 300, 360 min, 24, 48 
and 72 h. Four samples of each hydrogel formulation were tested 
for Ibuprofen release. 

Each supernatant was placed in 2.6 mL of PBS, in a quartz 
cuvette, and the optical density of this final solution was 
determined at 222 nm in a CECIL CE 2041 UV-VIS 
spectrophotometer. The sample concentration was calculated with 
a calibration curve done with known solutions of ibuprofen in PBS. 
The release kinetics was expressed as the percent cumulative 
release of ibuprofen over time. 

2.8. Statistical analyses 

All assays were performed with three samples of each 
formulation, and four in the case of ibuprofen release. The results 
are expressed as the average ± standard deviation. A two-way 
analysis of variance (ANOVA) was also applied, and multiple 
pairwise comparisons were carried out using Turkey-HSD, with a 
95% confidence level (p<0.05). 

3. Results and discussion 

3.1. Oxidized starch characterization 

Carbonyl and carboxyl contents of native and oxidized 
starches (dialdehyde starch, DAS) with low and high degrees of 
oxidation are shown in Table 2. It can be observed that carbonyl 
was the primary functional group produced during the oxidation 
process, whereas, a significantly minor amount of carboxyl groups 
was formed. It has been reported that the reaction mechanism of 
hydrogen peroxide with starch proceeds via a radical chain 
reaction [19] .  It is more evident in dialdehyde catalyzed starch 
with copper sulfate, since, in the presence of the metal catalyst, the 
H2O2 is decomposed into a hydroxyl radical. Then, this radical 
rapidly reacts with the carbohydrate by eliminating hydrogen from 
a C-H group on the sugar ring, forming a R*CHOH radical, which 
further undergoes acid or base catalyzed rearrangement resulting 
in the cleavage of the glycosidic bond and formation of a carbonyl 
group [19]. 

One assumption that the authors in [19] proposed, is that the 
reaction between starch and hydrogen peroxide is so rapid that the 
major quantity of reagent was consumed for hydrogen abstraction, 
affording high amounts of carbonyl groups during the early period 
of time; therefore, less oxidant was available for the oxidation of 

Variable Values (nomenclature) 

Oxidation degree 

(%H2O2) 

3 

(3DAS) 

5 

(5DAS) 

10, 10* 

(10DAS, 

10DASC) 

DAS concentration (% 

w/v) 

5 10 15 

Crosslinking cycles 1 2 3 
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carbonyl to carboxyl groups. At the same time, the reaction time 
on the current research was stablished at one hour; which is in 
accordance with the literature since it has been shown that the 
oxidation of hydroxyl groups in starch molecules by H2O2 was 
almost completed within the first 30 minutes. 

Table 2: Carbonyl and carboxyl contents of dialdehyde cassava starch at 
different oxidation levels 

H2O2 

Concentration 
(%v/v) 

Carbonyl content 
[CO/100 GU] 

Carboxyl content 
[CO/100 GU] 

3 0.255 ± 0.091 0.046±0.010 

5 0.419 ± 0.124 0.034±0.009 

10 

10 (Catalyzed) 

0.209 ± 0.108 

2.875 ± 0.089 

0.052±0.010 

0.025±0.003 

GU: Glucose units 

Oxidation degree is determined by carbonyl and carboxyl 
content. The relatively bulky carbonyl and carboxyl groups are 
introduced with a partial depolymerization of the starch chains; for 
this reason, the determination of these values shows the degree of 
oxidation degree. A major carbonyl content is an indication of a 
higher oxidation degree [20].In this study, a low degree of 
oxidation will be considered as having a carbonyl content of less 
than 1CO/100GU; thus, all starches oxidized without catalyst will 
be within this category. 

3.2. Hydrogel morphological analyses 

It was important to evaluate hydrogel morphology as it can 
have important implications in swelling behavior and controlled 
released, for which a porous structure is desired. Lyophilized 
hydrogels with the same compositions, but different DAS are 
presented in Figure 1. Natural porous materials have no uniform 
porosity; rather, it is distributed allowing to maximize the overall 
performance of the structure  [21]. For drug delivery applications, 
a balance between adequate porosity and mechanical stability is 
required.. At comparing the different images, it is possible to 
recognize that hydrogels with low oxidation degree have flatter 
and larger pores; while, in high oxidation DAS, the pores seem to 
be smaller and rounded. There is clear indication that pore 
arrangement is altered by the incorporation of starch, and that the 
oxidation degree further influences pore morphology and 
structure. Additionally, PVA only hydrogels (without starch) 
appeared to less porous.  

Hybrid hydrogels composed with hydrophilic-hydrophobic 
polymers have been reported previously in literature. It has been 
shown that one of the major issues in obtaining porosity is due to 
the intrinsic immiscibility of hydrophilic (i.e. PVA) and 
hydrophobic (i.e. DAS) polymers, which, in turn, affect pore 
structure, and potentially, distribution.. 

3.3. FTIR analysis 

The Fourier transformed infrared absorption spectra of 
lyophilized hydrogels composed with 10% w/v PVA and 10% w/v 

starch is presented in Figure 2. In the case of FTIR spectra for 
different hydrogel formulations with oxidized starch, there is a 
decreased intensity. As previously reported in the literature, this 
lower intensity corresponds to crosslinked polymer structures, 
probably associated with a major bond vibration restriction  [22]. 
A stretching band can be observed at 2850 cm-1 due to C-H broad 
alkyl. Another lower intensity stretching is because of the strong-
OH group band for free unreacted alcohol and hydrogen bonded 
bands at 3600-3200 cm-1, which are associated with freeze-thawed 
PVA  [23]. As expected, the peak of dialdehyde starch appears at 
1630 cm-1 - 1710 cm-1, due to C=O and C=C stretching frequency 
groups that are present in DAS [24]. 

 
Figure 1: Scanning electron micrographs of lyophilized hydrogels composed of 

10% w/v PVA, 10% w/v Starch and 1 crosslinking cycle: (a) NS, (b) 3DAS, (c) 5 
DAS, (d) 10 DAS, (e) 10DASC, (f) Solely 20% w/v PVA and (g) Solely 10% 

w/v PVA. Calibration bar: 10 µm. Figure 1d was reported at 3000X (Calibration 
bar: 5 µm) in order to better observe the porous structure. 

When comparing the spectra of hydrogels composed solely 
with PVA to hybrid hydrogels, there is lower intensity absorbance 
in the different bands; nevertheless, those associated with -OH 
groups, could be related to a strong interaction between both 
polymers forming a tight network, as suggested by [22]. PVA 
addition enhances the elasticity of hydrogels, which is 
corroborated by the increased intensity of the C-H stretching 
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absorption band at 2031 cm-1, and the C-C stretching vibrational 
band at 1200-1400 cm-1 [25]. 

 
Figure 2: FT-IR spectra of lyophilized hydrogels formulations with 10% w/v 

PVA, 10% w/v starch and 1 crosslinking cycle: (a) Native starch, (b) 5DAS, (c) 
10DAS and (d) 10DASC. 

3.4. Hydrogel Water-uptake 

Hydrogel water-uptake, or swelling ratio, is one of their most 
important characteristics, since this parameter is directly related to 
drug release mechanisms, as well as structure stability in aqueous 
media [1]. Water uptake capacity (%) of the different hydrogel 
formulations specified in table 1 are presented in Figure 3 through 
5, where PVA composition remained constant at 10%. All assays 
where performed at 37ºC in PBS to emulate physiologic 
conditions. Since one of the objectives of this research was to 
partially substitute the weight/volume percentage of PVA in 
hydrogels formulations, it was necessary to compare the water-
uptake percentage vs. time, according to hydrogels composed 
solely with PVA. In general, it was observed that 1 crosslinking 
cycle presented the largest swelling capacity; nevertheless, they 
showed the lower stability in time, with important swelling 
reduction toward the end of the assay. Two and three crosslinking 
cycles exhibited similar behaviors. At the same time, by increasing 
the quantity of PVA, hydrogels displayed greater stability (data not 
shown). 

According to the analysis of variance, hydrogel formulation 
(both starch content and oxidation degree), number of crosslinking 
cycles and time had significant effects on water uptake (p<0.05). 
Figure 3a shows the swelling kinetics of hydrogels with 15% 
starch. There were no statistical differences between native and 
low oxidation DAS (3, 5 and 10DAS), which displayed fast water 
uptake, with important fluctuations over time with one 
crosslinking cycle. This could be due to degradation effects that, 
ultimately, become relevant, as the swelling decrease after a 
maximum at 48h. When increasing the number of cycles (Figure 
3a and b), however, these fluctuations become less apparent, and 
decreases in water uptake are lower. These changes could indicate 
an improvement in hydrogel stability. In the case of 10DASC, on 
the other hand, had rapid swelling and seemed to reach equilibrium 

after 15h. This high oxidation DAS resulted in significantly lower 
swelling than the other formulations; moreover, this parameter 
tends to decrease with greater number of crosslinking cycles. 

 
Figure 3: Swelling kinetics, expressed as water uptake percentage in time, for 

hydrogels composed of 10% w/v PVA and 15% w/v starch, either native (NS) of 
dialdehyde (3DAS, 5DAS, 10DAS and 10DASC).  Formulations with (a) one 

crosslinking cycle, (b) two crosslinking cycles, and (c) three crosslinking cycles. 

Figure 4 shows water-uptake capacity for hydrogels with 10% 
starch, in which, after an analysis of variance, it is determined that 
formulation and time affect water-uptake percentage (p<0.05).  
Once again, the major water-uptake is obtained with one freeze-
thaw cycle. The stability in this case is significantly reduced in 
comparison with Figure 3(a), where hydrogel degradation, 
regardless of formulation, begins at 240 min until 72h. After the 

(a)

(b)

(c)

(d)
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statistical analysis, it was confirmed that oxidation degree had a 
significant effect on swelling ratio (p<0.05); nevertheless, there is 
not a clear pattern in the way the amount of carbonyl groups affects 
the swelling degree.   

 
Figure 4: Swelling kinetics, expressed as water uptake percentage in time, for 

hydrogels composed of 10% w/v PVA and 10% w/v starch, either native (NS) of 
dialdehyde (3DAS, 5DAS, 10DAS and 10DASC).  Formulations with (a) one 

crosslinking cycle, (b) two crosslinking cycles, and (c) three crosslinking cycles. 

Figures 4(b) and (c) show a more accurate pattern within the 
effect of DAS, where starch with lower carbonyl content presents 
the greater swelling degree. After a Tuckey comparison on values 
of Figure 4(b), all the formulations are significantly different 

between them; nevertheless, the greatest water uptake was 
obtained in formulations with 3DAS and 10DAS, which agrees 
with lower carbonyl content. At three freeze-thaw cycles, Figure 
4(c), Tukey analysis shows that there is not a difference between 
formulations with 3% DAS and 10% DAS. In all cases, the way 
time affects swelling degree, establishes an equilibrium tendency 
up to 72h. Finally, the number of cycles does affect hydrogel 
response, being inversely proportional to the swelling degree. 
However, the swelling degree within a time greater than 24 h, is 
not statistically different between formulations with 2 and 3 freeze-
thaw cycles. 

 
Figure 5: Swelling kinetics, expressed as water uptake percentage in time, for 

hydrogels composed of 10% w/v PVA and 5% w/v starch, either native (NS) of 
dialdehyde (3DAS, 5DAS, 10DAS and 10DASC).  Formulations with (a) one 

crosslinking cycle, (b) two crosslinking cycles, and (c) three crosslinking cycles. 
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By comparing hydrogels with 15% and 10w/v starch (Figures 
3 and 4, respectively), there are clear differences. The greater 
water-uptake in the first case is presented at 300 min; while, for 
the latter, this value is obtained at 180 min. There is a major 
hydrogel degradation within the first 24 h at a lower starch content. 
These results suggest that oxidized starch content affects swelling. 

Finally, swelling kinetics for hydrogels formulations with 5% 
starch are shown in Figure 5. Considering factors such as 
formulations and number of cycles, swelling degree in all cases 
was considerably lower, compared with 15 and 10%  starch 
(Figures 3 and 4), due to the decrease of polymer content in the 
structure. The statistical analysis resolved that there is not a 
significant variation on swelling, considering the formulation of 
the hydrogel as a swelling response. At this low concentration of 
starch, there is not a clear pattern on the effect of the oxidation 
degree on swelling, which could be due to a predominant effect of 
PVA, independent of the starch´s characteristics. 

Literature shows that starch oxidation affects the surface in the 
granule by increasing the porosity and presence of holes in the 
structure [20,26]. This could explain the reason behind a large 
water-uptake in hydrogels formulations with dialdehyde starch. 
Even if there is a significant presence of hydrophobic groups in 
modified starch, this porosity helps hydrogels to increase not only 
their swelling degree, but also their stability during a period of 
time.  

After the statistical analysis, it was possible to show that there 
is a major increasing swelling degree during the first 5 hours in 
hydrogels with a lower carbonyl content; which agrees with 
previous literature reported by [27]. According to previous works, 
higher PVA composition would result in hydrogels with lower 
swelling ratio due to its higher degree of crystallinity [25].  
Nonetheless, the opposite effect occurs after the addition of 
dialdehyde starch. In [28], the authors reported that oxidation 
occurs mainly in the amorphous lamella of the semi-crystalline 
growth rings in starch granules. They evaluated the effect of 
different degrees of oxidation with sodium hypochlorite on bean 
starch.  A higher carbonyl content in dialdehyde bean starch 
resulted in a decrease of the crystallinity, suggesting that the 
amylopectin chains were damaged and therefore, there is a 
degradation of the crystalline region. The conclusion proposed in 
the current research behind the large water-uptake of hydrogels 
composed with PVA and dialdehyde starch, is due to the 
significant presence of less crystalline polymer.  

An important fact about dialdehyde starch at a high oxidation 
degree was evidenced through a Tukey analysis. The way in which 
time affects swelling degree, in all cases, follows a tendency in 
which water uptake within the first hour is rather high. Suddenly, 
there is a significant de-swelling until 240 min. Beyond this time, 
hydrogels exhibit stability. In [10], the authors reported that at 
higher carbonyl content, the crystallinity decreases, and at a certain 
point, starch structure becomes amorphous. It can be assumed that 
this de-swelling is due to the less crystallinity arrangement, even 
though, there is stability during times greater than 240 min.  

Finally, swelling degree is related with the porosity of 
hydrogels, evidenced through the scanning electron micrographs 
of lyophilized hydrogels. As presented in Figure 1, oxidation 
degree does affect the morphology of hydrogels, by allowing 

flatter and seemingly larger pores in the case of modified starch at 
a low oxidation degree. The behavior according to porosity and 
swelling degree is as expected, since 10DAS presents not only 
large porosity, but also greater water-uptake; unlike, 10DASC, 
which exhibits a lower porosity and so was the swelling degree 
with these formulations.   

3.5. Ibuprofen release 

Hydrogels have sparked interest in drug delivery applications 
due to their porous structures, that assists drug loading in the 
polymeric matrix, for a subsequent sustained release. In the present 
work, ibuprofen was used as a model drug that can give insights 
into potential applications for other non-steroidal anti-
inflammatory drugs (NSAIDs). In this case, control hydrogels 
were done at 20% PVA, since those at 10% were rather unstable 
and disintegrated quickly. According to ANOVA, ibuprofen 
release was significantly affected by composition, time and 
number of freeze-thaw, or crosslinking, cycles. Release assays are 
presented in Figure 6.  

 
Figure 6: Ibuprofen cumulative release profiles from hydrogels with 10% /v 

PVA and 10% starch at different oxidation levels. Only PVA at 20% was used as 
control. (a) One crosslinking cycle and (b) Two crosslinking cycles. 

For all formulations, there was a fast release in the first 6 
hours, followed by small, not statistically significant, increases, 
indicating a tendency toward equilibrium. In hydrogels with one 
crosslinking cycle (Figure 6a), there is a very similar ibuprofen 

http://www.astesj.com/


J. Desire Carrera et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1372-1380 (2020) 

www.astesj.com     1379 

profile in every hydrogel formulation. After Tukey comparison, it 
was shown that formulations with native starch, 3DAS, 10DAS 
and solely 20% PVA have no significant differences between 
them. Interestingly, hydrogels with native starch and low oxidation 
DAS displayed greater swelling, and some degradation that played 
an important role in the release. Hydrogels with 10DASC, on the 
other hand, did present significantly lower cumulative release at 
every time point.  All these previous formulations exhibit the same 
behavior; the largest drug release was performed within the first 6 
hours of contact with PBS; and, there is an equilibrium tendency 
at 72h. 

Values of ibuprofen release in hydrogels with two 
crosslinking cycles, Figure 6b, were significantly affected by 
formulations and time. Again, Tukey comparisons indicated that 
formulations with 3DAS, 10DAS and solely 20% PVA are similar 
among them, representing the formulations with largest drug 
release percentage. Similar to what occurred with one cycle, 
10DASC resulted in hydrogels with the lowest levels of release.  
This time, nonetheless, values of cumulative release were lower 
than those found with one crosslinking cycle, which relates to the 
lower swelling capacities found at greater number of freeze-thaw 
cycles. Moreover, there was a tendency to a more sustained 
release, possible due to the greater stability provided by more 
crosslinking 

When comparing Figures 6a and b, it is possible to affirm that 
as presented in literature, the high-water content of hydrogels 
results in an increased release of drugs from the polymeric matrix 
[3]. This is confirmed by the statistical analysis. The tendency in 
both cases is that hydrogels with 10DAS exhibit the largest drug 
release, and the lowest is attributed to those with 10DASC.  

In hydrogels, the rate of drug diffusion through the polymeric 
structure depends on the extent of cross-linking. Converting the 
ensemble of individual polymer chains into a macromolecular 
network allows the water diffusion into the interstices of the 
network. Comparing Figures 6a and b, there is indication that the 
extent of cross-linking minimizes the swelling and, thereby, the 
diffusion of the drug. The reason behind this behavior is due to the 
fact that ibuprofen is an entrapped drug, and the rate of diffusion 
depends on the interchain separation and the size of the diffusing 
drug [29]. 

4. Conclusions 

The oxidation degree of cassava starch has important effects 
on the properties of hydrogels with PVA, particularly at larger 
carbonyl contents. At a low oxidation degree obtained with 10% 
v/v H2O2 and 3% v/v H2O2, hydrogels showed the major suitable 
characteristics of hydrogels for drug delivery applications, since 
the water-uptake percentage was higher, as it was drug release. 
Considering hydrogels formulations with DAS catalyzed with 
copper sulfate (II), and the largest carbonyl content, there was a 
significant reduction of water-uptake through the polymeric 
structure, due to strong intermolecular bonds, which resulted in a 
reduced swelling degree, but, as expected, those showed the major 
stability during time, proving an improved stability in 
physiological environment. It is possible that, for the latter 
formulation, the hydrogels could be more appropriate for tissue 
engineering because, given that they do not swell significantly, 
their mechanical properties could be superior to those that 

presented higher swelling ratios. Additionally, being more stable 
in time, they could potentially meet mechanical demands for 
longer periods, and we recommend doing this assessment in future 
studies.  
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 The huge number of images on the image sharing websites poses challenges for 
classification and retrieval of the images. On many image sharing websites, tags can be 
assigned by the users to an image that describes the contextual and visual description of an 
image. However, ambiguous or incorrect tags have appeared in frequent tags that affect 
the performance of an image retrieval system. Thus, assigning appropriate tags to the 
images plays a very important role in image retrieval and classification. In this paper, the 
ITR-WTF image tag recommendation method is proposed which explores tags from ranked 
nearest neighbors of each category.  For a given input image, the method first determines 
the neighbors from training images of each category and ranks the neighbors according to 
the distance from the input image.  In the second step, the weight is assigned to each tag 
based on the vote from each neighbor. Finally, the weighted tag frequency is determined to 
recommend appropriate tags to a given image. The experimentation is done on two datasets 
self-generated and NUS-WIDE. The results obtained using the proposed method ITR-WTF 
gives good results as compared with the existing methods of tag recommendation. 
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1. Introduction  

The rapid development of advanced technology and the high 
usage of social media have created a large repository of images 
which poses many challenges for an image retrieval system. On 
many image sharing social websites, the users are uploading 
images for faster communication or to find the people with the 
same interest. The images on the image sharing social websites 
are associated with the tags which are assigned by the users. The 
tags describe the visual content of the images along with the 
context information such as the location and time the images are 
captured.  These tags are used indexing during an image search. 
Thus, tags play a very important role in tag-based image retrieval 
systems and classification.  

Many times, users assign tags that are imprecise and irrelevant 
to the image. According to the survey, only 50% of the Flickr tags 
describe the content of the images [1]. The presence of irrelevant 
tags affects the performance of the classification and image 
retrieval system. Hence, it is necessary to design an algorithm that 
assigns correct tags to the images. It improves the accuracy of the 
image retrieval system by suggesting proper tags for the images. 
The advantages of tag suggestions are: it reduces the cost of 

manual annotation of the images, spelling mistakes. Several 
studies have been done on tag recommendation using visual 
contents, tags and metadata. Still, the performance of tag 
recommendation is not satisfactory due to personalized tags as 
shown in Figure 1. The tags may not describe the content of the 
images and may be assigned as per the user perspective. The tags 
Denmark, 2011 does not describe visual content of an image as 
shown in Figure 1 (a). 

(a) 

 
 

Tags: 
 
Denmark, 2011, nature, 
D60 
 

(b) 

 

Tags: 
 
Fish, Canon 50mm, 
Canon EOS 5D Mark 
III  

 
Figure 1: Tag based Images 
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In this paper, the ITR-WTF image tag recommendation method 
is proposed which contributes in the following way: 

• Obtained ranked visual neighbor of each category for each 
feature 

• The tag score is calculated by combining weighted tf-idf 
value and vote from rank categorical nearest neighbor to 
recommend top k tags 

The paper is organized as follows: existing methods for tag 
recommendation are described in section 2. Section 3 explains the 
ITR-WTF proposed method for image tag recommendation.  
Section 4 and 5 describe the metric used for evaluating the 
performance of the proposed method and dataset used for 
experimentation. Section 6 describes the experimental results. 
Finally, in section 7 the conclusion and future work is given.   

2. Work Done 

The methods for tag recommendation are categorized into 
three methods: classification, semantic and nearest neighbor 
based.  

In classification-based methods, the features of the images 
are extracted and classified into a category using a classification 
algorithm. The classifier trained for multiple class result in a 
multi-class problem. Finally, the tags are recommended based on 
the category of an input image.  In [2] the method was proposed 
labeling of the images. The images were segmented into regions 
and identified salient region. Based on particle swarm 
optimization, the SVDD trained to assign labels to the images by 
assigning more weights to the salient regions. In [3] the method 
was proposed using probability and weight based SVM classifier 
for annotation of images. Given an image with tag, the method 
identifies the related and unrelated images using majority of 
voting from SVM in [4]. The system named ‘SheepDog’ was 
developed to which identifies the suitable group for the inclusion 
of photos and suggest appropriate tags to the users on Flickr 
dataset in [5]. 

In the semantic method, the tags are recommended based on 
the joint distribution of image and tag features. The method was 
proposed in [6] for annotation of images using KCCA framework 
by constructing semantic space in which the correlation was built 
between image feature and tag features. In [7] an approach for 
retagging of social images with diverse semantics was presented. 
Both the relevance of a tag and the semantic compensation to the 
already determined tags was fused to determine the final tag list 
for a given image. The method was proposed in [8] to recommend 
tags for geotagged images using unified subspace which 
correlates the textual and visual features. The hyper-graph-based 
method was proposed for tag-based image retrieval using image 
features and tag features simultaneously [9]. 

The nearest neighbor-based tag recommendation methods are 
very popular due to its effectiveness. The model is based on the 
assumption that feature based similar images tend to have the 
same tags. Given an input image, the method determines k nearest 

neighbors by combining various features either by using early or 
late fusion and calculates the tag relevance score by collecting 
votes of a tag from its nearest neighbors. The advantages of the 
method are: it is scalable and model building is not needed as it 
makes an assumption based on training data. The tag 
recommendation method was proposed in [10] using random walk 
on bipartite graph constructed based on weighted user and image 
nearest neighbor. In [11], the Bayesian based image annotation 
model was proposed based on semantic nearest neighbors. The 
method was proposed in [12] for annotation of images using a 
variation of traditional kNN algorithm by defining matrix which 
shows the relationship between labels and images. In [13] the 
method was proposed in which the given an image the similar 
images were determined using k nearest neighbor and tag graph 
was created from tags of neighbors and clustered to assign label 
to an image. The personalized image tag recommendation method 
was proposed based on neighbor voting scheme by building 
tripartite graph to show relationship between user, tags and 
images in [14]. The VS-KNN method was proposed in [15] for 
image labeling by exploring image features and label features 
simultaneously as a maximum posterior estimation. Given an 
image with label l, the method was proposed which identify the 
images labeled with l using kNN and denote it by set S [16]. 
Finally, the labels were assigned to the images by calculating the 
similarity between the input image and set S. The tag relevance 
method was proposed by assigning weight to each neighbor based 
on distance using kNN [17]. The method was proposed in [18] to 
suggest tags for an image based on visual features and tag 
correlations using neighbor voting scheme. Photo tagging method 
was proposed in [19] using history of the users. The method finds 
the geographical, visual and time neighbors for a given image and 
recommends tags by counting accumulating votes for each tag 
from three types of neighbors. In [20], the method was proposed 
to suggest tags to the images with and without labels. The method 
first identifies a set of k images using feature-based k nearest 
neighbor. Finally, assign or recommends the tags by counting the 
difference between tag frequency count from the entire database 
and k neighbor. The image annotation algorithm in [21] identifies 
rank based and weight based nearest neighbor and suggests the 
label for an input image using a probabilistic model. 

In this paper, the proposed method recommends tags based 
on the nearest neighbor method. Compared with the classification 
and semantic based method, the nearest neighbor method is 
popular due to its effectiveness and scalability. Also, it does not 
require any training.  

However, the performance of the existing nearest neighbor-
based tag recommendation methods depends on the number of k 
neighbors and may be affected due to the equal weight and voting 
irrespective of the class. This observation motivated us to develop 
a method which improves the performance of tag 
recommendation. The method first determines the weighted 
categorical nearest neighbors and suggest the tags based on the 
ranked categorical neighbor and weighted tag frequency. 
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3. Research Methodology 

In this section, ITR-WTF proposed tag recommendation 
algorithm is described. The main objective of the proposed 
algorithm is to improve the accuracy of tag recommendation by 
identifying distance based nearest neighbor and rank the tags by 
combining image score and tag score. 

3.1. ITR-WTF Tag Recommendation Method 

The block diagram of the proposed method for tag 
recommendation is shown in Figure 2. The proposed method 
consists of three main modules: feature representation, 
classification and tag recommendation. 

 
Figure 2:  System Diagram of Proposed Method 

3.1.1. Feature Representation: 

Features play a very important role in image representation. 
Several researchers have worked on feature extraction methods 
for image retrieval using color, texture and shape features. 
Extracting an effective feature and represent them efficiently is 
very important.  

Color is the most used feature in an image retrieval system. 
Using color features, a human can recognize most images and 
objects included in the images. Also, the color features are 
invariant to scaling, translation and rotation of an image. Another 
important feature is texture. Texture measures look for visual 
patterns in images and how they are spatially defined.  

During the training phase, the features are extracted using 
color moment and wavelet packet transform [22, 23]. The first, 
second and third moments are extracted as color features in 
L*a*b* color space by segmenting an image into two by two sub-
block along with a centralized sub-block of the same size resulting 
into 9 features for each sub-block. For texture features are 
extraction using wavelet packet transform, an image is 
decomposed into sub-bands up to level three using daubechies 
wavelet. The energy and standard deviation of each band are 
determined as texture features using eq.1 and 2.  

𝑀𝑀𝑖𝑖 = 1
𝐻𝐻𝐻𝐻∗𝑊𝑊𝐻𝐻

 ∑ ∑ |𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖(ℎ,𝑤𝑤)|𝑊𝑊𝐻𝐻
𝑤𝑤=1

𝐻𝐻𝐻𝐻
ℎ=1                       (1) 

                   

𝑆𝑆𝑆𝑆𝑖𝑖 = � 1
𝐻𝐻𝐻𝐻∗𝑊𝑊𝐻𝐻

∑ ∑ (|𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖(ℎ,𝑤𝑤)| −𝑊𝑊𝐻𝐻
𝑤𝑤=1

𝐻𝐻𝐻𝐻
ℎ=1 𝑀𝑀𝑖𝑖)2     (2) 

where i = 1 to 4L and L=3, Coeffi(h,w) represents the coefficient 
values of ith decomposed sub-band image at level L, WT and HT 
are the width and height of the decomposed sub-band image 
Coeffi. 

Each feature has a different range of values. To avoid the 
influence of one feature due to variation in a range of values, the 
features are normalized between 0 and 1 range using min-max 
normalization method.  

There are two methods used for combining features: early and 
late fusion. In early fusion, the individual features are combined 
before image similarity score calculation. In late fusion, the image 
similarity score determines for each feature and combine the 
individual score to calculate the final score. The late fusion 
method needs more cost of computation [24]. For this reason, the 
early fusion technique is used to determine the image similarity 
score. 

3.1.2. Nearest neighbor:  

After feature extraction, the nearest neighbor classifier determines 
the neighbors of a test image. In the nearest neighbor classifier, 
the neighbors for each class/category are determined as shown in 
Figure 3 and combined to form the final neighbors. The harmonic 
mean of the neighbors of each category is determined and finally 
predicts the category with the smallest mean [25].  

 
Figure 3: Nearest Neighbor from Each Category 

 
To improve the effectiveness of feature-based neighbors, the 

weight is assigned to each neighbor so that nearby training image 
will get more weight and the training images which are farther 
away will be assigned less weight. 
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3.1.3. ITR-WTF Model:  

Once the feature based neighbors are determined, the method 
assign an importance to each tag based on image similarity score 
as follow: 

𝑃𝑃(𝑡𝑡) =  � 𝑠𝑠𝑖𝑖𝑠𝑠(𝐼𝐼𝑞𝑞
𝑥𝑥𝑖𝑖∈𝑁𝑁𝑁𝑁

, 𝑥𝑥𝑖𝑖). 𝛿𝛿(𝑥𝑥𝑖𝑖 , 𝑡𝑡)           (3) 

where 𝑠𝑠𝑖𝑖𝑠𝑠(𝐼𝐼𝑞𝑞 , 𝑥𝑥𝑖𝑖)  denotes the importance of image 𝑥𝑥𝑖𝑖  in 
predicting tag t according to their visual similarity;  
𝛿𝛿(𝑥𝑥𝑖𝑖 , 𝑡𝑡) is equal to one if tag is associated with an image 𝑥𝑥𝑖𝑖 , 
otherwise 𝛿𝛿(𝑥𝑥𝑖𝑖 , 𝑡𝑡) is equal to zero. Finally, the score of tag t is 
calculated as follow: 

𝑤𝑤 − 𝑡𝑡𝐶𝐶𝑖𝑖𝑡𝑡𝐶𝐶(𝑡𝑡) = �1 + log(𝑁𝑁𝑡𝑡) ∗ log �𝑁𝑁𝑁𝑁
𝑁𝑁𝑡𝑡
� ∗ 𝑃𝑃(𝑡𝑡)�          (4) 

where Nt represents the number of images associated with t and 
NN represents the total number of nearest neighbors. 

3.2. Algorithm 

Algorithm 1: The proposed ITR-WTF Algorithm 
Input:  
 
CV: Color feature vector of an input image 
TV: Texture feature vector of an input image 
𝑇𝑇𝑇𝑇𝑇𝑇𝑗𝑗 =  (𝑦𝑦𝑖𝑖

𝑗𝑗 ,𝐶𝐶𝑖𝑖
𝑗𝑗)1
𝑁𝑁𝑁𝑁𝑗𝑗:  jth class texture feature vector of 

training images  
CFVj =  (xi

j, Ci
j)1
NFj: jth class color feature vector of training 

images  
M = C1, C2,…….CM : the number of class labels 
𝑇𝑇𝑚𝑚𝑚𝑚 = {𝑇𝑇1𝑚𝑚 ,𝑇𝑇2𝑚𝑚 ,𝑇𝑇3𝑚𝑚 , … … … . .𝑇𝑇𝑚𝑚𝑚𝑚} : Tag associated with nth 
image 
 
Output: Ranking of Tags 
 
Step 1: Calculate the distance between CV and CFVj using eq. 
(3). The set of m number of nearest neighbor for each class Cj 
is denoted as  𝐶𝐶𝑆𝑆𝑚𝑚𝑗𝑗𝑁𝑁𝑁𝑁 = [𝑥𝑥1𝑗𝑗𝑁𝑁𝑁𝑁 , 𝑥𝑥2𝑗𝑗𝑁𝑁𝑁𝑁 , … … . , 𝑥𝑥𝑚𝑚𝑗𝑗𝑁𝑁𝑁𝑁]  
 

dist�CV, xi
j� = �∑ (CVl-xil

j )2m
l=1                                          (5) 

where  𝑥𝑥𝑖𝑖
𝑗𝑗𝜖𝜖 𝐶𝐶𝑇𝑇𝑇𝑇𝑗𝑗  

 
Step 2: Calculate the distance between TV and TFVj using eq. 
(4). The set of n number of nearest neighbor for each class Cj 
is denoted as  𝑇𝑇𝑆𝑆𝑚𝑚𝑗𝑗𝑁𝑁𝑁𝑁 = [𝑦𝑦1𝑗𝑗𝑁𝑁𝑁𝑁 ,𝑦𝑦2𝑗𝑗𝑁𝑁𝑁𝑁 , … … . , 𝑦𝑦𝑚𝑚𝑗𝑗𝑁𝑁𝑁𝑁]  
 

dist�TV, yi
j� = �∑ (TVl-yil

j )2n
l=1                                         (6) 

                   
where  𝑦𝑦𝑖𝑖

𝑗𝑗𝜖𝜖 𝑇𝑇𝑇𝑇𝑇𝑇𝑗𝑗 
 
Step 3: Merge the nearest neighbors obtained using color and 
texture features  
 

 𝑁𝑁𝑁𝑁 = {𝐶𝐶𝑆𝑆𝑖𝑖𝑗𝑗𝑁𝑁𝑁𝑁 ∪ 𝑇𝑇𝑆𝑆𝑖𝑖𝑗𝑗𝑁𝑁𝑁𝑁}    where i = 1……M 
 
Step 4: Assign an importance to each tag based on image 
similarity score as follows: 
 
𝑃𝑃(𝑡𝑡) =  � 𝑠𝑠𝑖𝑖𝑠𝑠(𝐼𝐼𝑞𝑞

𝑥𝑥𝑖𝑖∈𝑁𝑁𝑁𝑁

, 𝑥𝑥𝑖𝑖). 𝛿𝛿(𝑥𝑥𝑖𝑖 , 𝑡𝑡) 

 
where 
 𝑠𝑠𝑖𝑖𝑠𝑠�𝐼𝐼𝑞𝑞 , 𝑥𝑥𝑖𝑖� =  𝑡𝑡𝑖𝑖𝑠𝑠𝑡𝑡�𝐼𝐼𝑞𝑞 , 𝑥𝑥𝑖𝑖� ∗ 𝑤𝑤𝑡𝑡𝑗𝑗𝑖𝑖  
 

𝑤𝑤𝑡𝑡𝑗𝑗𝑖𝑖 =  
1
𝑗𝑗

          𝑖𝑖 = 1, … … ,𝑠𝑠 

 
Step 5: Calculate the w-tfidf of each tag as follows 
 
𝑤𝑤 − 𝑡𝑡𝐶𝐶𝑖𝑖𝑡𝑡𝐶𝐶(𝑡𝑡) = �1 + log(𝑁𝑁𝑡𝑡) ∗ log �𝑁𝑁𝑁𝑁

𝑁𝑁𝑡𝑡
� ∗ 𝑃𝑃(𝑡𝑡)�       

             
Step 6: Rank the tags according to the w- tfidf values and 
select top k values  
 

 
4. Performance Metric 

To evaluate the performance of proposed method, we use 
NDGC, Precision, Recall and F1-score. 

Given an image with ranked tag list T1, T2, . . . , Tn, the NDCG 
is computed as where r(i) is the relevance level of the ith tag and 
Zn is a normalization constant that is chosen so that the optimal 
ranking’s NDCG score is 1. After computing the NDCG measures 
of each image’s tag list, we can average them to obtain an overall 
performance evaluation of the tag ranking method. 

𝑁𝑁𝑆𝑆𝐶𝐶𝑁𝑁@𝑘𝑘 =
1
𝑧𝑧
�

2𝑟𝑟𝑟𝑟𝑟𝑟(𝑖𝑖) − 1
log (1 + 𝑖𝑖)

𝑘𝑘

𝑖𝑖=1

       (7)            

rel(i) is a binary indicator, which is equal to one if the ith tag in the 
ranking list is relevant to an input  image, and zero otherwise. 

 

𝑃𝑃𝑃𝑃𝐶𝐶𝑃𝑃𝑖𝑖𝑠𝑠𝑖𝑖𝐶𝐶𝑃𝑃 =
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑃𝑃
 

 
 

 
(8) 

𝑅𝑅𝐶𝐶𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 =
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑁𝑁
 

 

 
(9) 
 
 

𝑇𝑇1 − 𝑆𝑆𝑃𝑃𝐶𝐶𝑃𝑃𝐶𝐶 =
2 ∗ 𝑝𝑝𝑃𝑃𝐶𝐶𝑃𝑃𝑖𝑖𝑠𝑠𝑖𝑖𝐶𝐶𝑃𝑃 ∗ 𝑃𝑃𝐶𝐶𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅
𝑝𝑝𝑃𝑃𝐶𝐶𝑃𝑃𝑖𝑖𝑠𝑠𝑖𝑖𝐶𝐶𝑃𝑃 + 𝑃𝑃𝐶𝐶𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

 

 

 
(10) 

5. Dataset 

Two datasets are used: self-generated and NUS-WIDE. The 
self-generated dataset consists of images collected from Flickr 
image sharing website belonging different categories such as fish, 
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actor, aeroplane, butterfly, autumn etc. and each category consists 
of 300 images. The size of the images is fixed with maximum 
width or height to 320 pixels. The eight categories of the images 
from NUS-WIDE dataset are used for experimentation. The 
images are divided into two groups: training and testing images 
after 10-fold cross validation.  

For self-generated dataset, the tags associated with the 
images are collected from Flickr using public API. However, 
some tags are do not describe the image content. Therefore, tags 
related to year, camera and brands are excluded from the tag list. 

6. Experimental Results 

The performance of traditional K nearest neighbor and 
nearest neighbor is shown in Table 1 and 2 respectively. 

Table 1: Performance of traditional K nearest neighbor 

Method Self-generated 
dataset  

NUS-WIDE 
dataset 

Precision 84.33 % 65.87 % 

Recall 84.50% 60.75 % 

F1-Score 84.00% 61.37 % 

Table 2: Performance of Nearest Neighbor 

Method Self-generated 
dataset  

NUS-WIDE 
dataset 

Precision 87.73 % 69.88 % 

Recall 88.66 % 67.00 % 

F1-Score 88.00 % 67.13 % 

From Table 1 and Table 2 it is observed that the performance 
of nearest neighbor based on each category achieves good 
performance as compared to traditional k nearest neighbor.  

The Figure 4 shows that the NDGC value is high for tag 
recommendation result when no of the tags recommended is 5 for 
self-generated dataset and 15 for NUS-WIDE dataset.    

Table 3 shows the performance of the existing and proposed 
tag recommendation algorithm. The performance of proposed tag 
recommendation algorithm is better as it can recommend/suggest 
tags with higher NDGC score. 

Tagvoting method [18]: In this method, the feature based 
similar images are determined and the tags are recommended to 
an input image based on the frequency of tags that appeared in k 
visually similar images. The method assigns a uniform weight to 
each neighbor.  

TagProp method [20]: In TagProp method, the weights are 
assigned each visual neighbor of a query image. The weights are 
assigned using rank based and distance-based method.   

 
Figure 4: The NDCG values for different number of tags  

NVote method [19]: In Nvote method, the tags are 
recommended based on the difference between global and local 
tag frequency by assigning equal weight to each neighbor. 

Table 3: Performance of different tag recommendation algorithm 

Method Self-generated 
dataset  

NUS-WIDE 
dataset 

Tagvoting 84.45 % 85.20 % 

TagProp 89.67 % 68.50 % 

NVote 92.07 % 68.96 % 

ITR-WTF 95.43 % 88.90% 

From Table 3, it is observed that the methods for tag 
recommendation using the nearest neighbor depend on the value 
of k which indicates the count of neighbors. The existing methods 
first identify the uniform/weighted neighbors and then consider 
only tag information for tag voting which affects the accuracy of 
tag recommendation. The proposed method improves the 
accuracy of tag recommendation by combining the image score 
and tag score.  

Table 4: Result of Tag Recommendation  

Image  Initial Tags Recommended 
Tags 
 

 
 

Brainedge 
Background 
Celebration 
Closeup 
Clover 

Clover 
Green 
Nature 
Leaves 
Macro 
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Bracom 
(Bram) 
Bracom  
Forest 
Bos 
Autumn  
Herfst  

 

Autumn 
Trees 
Leaves 
Path 
Forest 

 
 

Mikepaws 
London 
Airport 
Aircraft 
Aeroplane 

Flying 
Aircraft 
Aeroplane 
Plane  
Air 

 

Demerarah 
Fishalive 
Tropical-
Fish 
Fish 
Tropical 
Fish-Tank 
Underwater 

Fish 
Aquarium 
Tropical-Fish 
Underwater 
Fishalive 

Table 4 shows the result of tag recommendation obtained 
using the proposed algorithm on self-generated dataset. The initial 
tag does not describe the entire image content. The proposed 
algorithm recommends relevant tags to the images. For the second 
image in table 4 initial tags do not cover the trees, forest and path 
between the trees which are added by the proposed algorithm.  

Therefore, the effectiveness of the proposed method ITR-
WTF for tag recommendation is demonstrated using examples in 
Table 4. 

7. Conclusion and future work 

In the paper, a method is proposed for tag recommendation of 
the images by identifying rank neighbors from each category. The 
method improves the accuracy of tag recommendation by 
combining the tag frequency score and weighted similarity score 
of the nearest neighbor images of each category. The 
experimentation is done two datasets: self-generated and NUS-
WIDE dataset. The effectiveness of the proposed method is 
demonstrated in the experimental results. 

The future work will focus on: i) exploring the relationship 
between tags obtained using from nearest neighbor ii) developing 
a more optimized approach which works on large dataset  iii) 
exploring  metadata associated with the images. 
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 This article shows the possibility of creating high wear-resistant and corrosion-resistant 

coating by plasma electrolytic oxidation (PEO) on the AlSi12Cu aluminum alloy. The 

combination of influencing parameters during processing allows to influencing of the set of 

quality indicators of coating, such as the thickness of the coating layer, microhardness, 

porosity, phase and elemental composition. The influence of technological modes and 

electrolyte composition on the structure and composition of the resulting coating has been 

established. The structural features of the modified layers was investigated, the effect of the 

capacitor capacitance on the installation and the duration of treatment on the structure and 

microhardness of the resulting coating was established. The tribological properties of the 

different PEO surfaces had been evaluated by usage of the ‘pin-on-disk’ method. Different 

current densities were chosen to represent the arrangement component of the PEO layer. 

Wear test results were used to evaluate the wear resistance ability of the various PEO layers 

and for establishing a wear model. The surface morphology, porosity distribution on cross-

section, and worn surface of the PEO layers were characterized using a scanning electron 

microscope (SEM). Different material counterparts and contact conditions were applied to 

simulate a variety of practical states. The results show that the hardness of the PEO layer 

formed on sample M5 was the highest among the five kinds of samples. The PEO layer 

formed at sample M5 has the best wear resistance. This can be ascribed to the different size 

and appropriation of the pores and the diverse proportion of α to the γ stage in the PEO 

layers when exposed to various limitations during the PEO cycle. 

Keywords:  

Plasma electrolytic oxidation 

Coatings 

Microhardness 

Porosity 

Phases 

Wear resistance 

Heat-resistance 

Pin-on-disk 

Tribological properties 

 

 

1. Introduction 

During the operation of the internal combustion engine, the 

parts of the cylinder-piston group wear out most quickly. The 

wear of the cylinder-piston group of the engine takes place in 

conditions of high temperature, significant cyclic mechanical 

loads and an aggressive gas environment. One of the effective 

ways to increase the service life and reliability of the rotor group 

of an internal combustion engine is PEO, which leads to the 

formation of multifunctional wear- resistant coating based on 

ceramics on the working surface, which are characterized by high 

adhesion to the base [1]. 

PEO is a modern promising technology for electrochemical 

oxidation of valve group metals, including aluminum, titanium, 

zirconium, magnesium, niobium, beryllium, and tantalum, as well 

as their alloys in order to form a uniform ceramic coating with a 

thickness of 80 - 300 (µm) with high performance and protective 

properties. The environmentally friendly PEO method is optimal 

for processing and hardening the surfaces of products with 

complex-shaped parts and limited units of the electrical, aviation, 

oil and gas processing industries, instrument, and mechanical 

engineering, as well as shipbuilding, medicine, and utilities [2, 3]. 

The PEO method makes it possible to obtain a coating on the 

surface of aluminum alloys, which includes the γ- and α-phases of 

aluminum oxide, mullite (in the case of alloying the alloy with 

silicon). Corundum (α-phase) has a low coefficient of friction 

(0.04 and less) and low thermal conductivity, which increases the 

wear resistance of the friction pair, reduces heat transfer from the 

working chamber, and provides high corrosion resistance. 

Moreover, it has a higher hardness compared to the γ-phase of 

aluminum oxide. On the other hand, the presence of the γ-phase 

makes it possible to somewhat increase the coating resistance for 

cyclic mechanical and thermal loads. Mullite, in turn, has a low 

density, high thermal stability and corrosion resistance, low 

thermal conductivity, acceptable values of strength characteristics 
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[4, 5]. Many previous studies that have discussed the effect of 

coating thickness [6], solution concentrations [7], and porosity 

size [8] on corrosion performance and hardness. In this work, 

suitable thicknesses between 80 -100(µm) were chosen to obtain 

high hardness. In an attempt to get the lowest possible porosity, 

but impossible to obtain a coating that does not contain pores, due 

to the nature of the process. If necessary, the porosity can be 

reduced by saturating the surface layer with the application of a 

polymer. The coating produced had the best results for the lowest 

possible wear rate and thus reduce the friction coefficient to a 

minimum. 

Favorable factors for the widespread of the PEO process in 

the industry are a set of such advantages as the possibility of 

obtaining high-quality wear-resistant, heat-protective coatings in 

combination with sufficiently high productivity, simplicity of 

hardware design, environmental friendliness, and cost-

effectiveness of process automation [9]. The aim of the study is 

the influence of the parameters of the PEO process on the 

structure, mechanical and physical properties of the coating 

applied to the aluminum alloy AlSi12Cu to get high wear 

resistance. 

Also, the goal of this study was formulated: to assess the 

possibility of applying GPM to the aluminum alloy 

AK12MMGH, Modification with the help of GPM makes it 

possible to increase the resource and reliability of parts of the 

Internal Combustion Engine (ICE), also protect them from high-

temperature gas erosion and reduce the temperature of the base 

metal by 1.5 times [10]. To work out the modes and to study the 

structure and properties of the obtained coatings  

2. Materials and Research Methods 

Prepared AlSi12Cu Samples for coating were made in the 

form of a ring with a surface area of (3.6) dm2. The external 

diameter size of such rings was 200 mm and the internal diameter 

was 164 mm and the thickness were 10 mm. An ELS device 

MDO-50-AKT-001 was used to form the coating. Two regimes 

were used to start the process, the anode regime was used, which 

made it possible to accelerate the formation of the primary oxide 

layer on the surface of the samples. After two minutes of anodic 

treatment, the capacitor-state regime was started, as the most 

suitable for the formation of a coating with the reduction of micro 

stresses, which controls energy dissipation due to the coupling of 

mechanical and thermal fields.  

Cross-sections were prepared by mechanical grinding and 

polishing on a LaboPol - 5 (Struers) machine using abrasive paper 

and a silicon oxide slurry. The microstructure of the cross-sections 

of the coating obtained was investigated using Quanta 200 

scanning electron microscope (SEM) in the backscattered electron 

mode, with an accelerating voltage of 30 and 15 kV. The thickness 

and porosity of the coating were determined on a cross-sectional 

image using the Digimizer program. 

The electrolyte of PEO consists of Potassium Hydroxide 

(KOH) and Sodium Silicate (Na2SiO3). In preliminary 

experiments various composition of the electrolyte was tested in 

terms of KOH content in the range from 4 to 20 g/L, and in terms 

of Sodium Silicate content in the range from 4 to 20 g/L. It was 

found that coatings with less porosity and maximal thickness are 

obtained in the range 6.4 - 9 g/L for KOH, and 5 - 10 g/L for 

Sodium Silicate. So, this range was chosen for carrying out more 

detailed experiments to study the structure, elemental and phase 

composition, etc. 

The study was carried out on five samples, the obtaining 

technological regimes of which are indicated in Table 1. 

The duration of the processing was determined by a decrease 

in the intensity of the process, which means a possible transition 

of the process from the micro-arc stage to the arc stage. The last 

limitation is associated with the onset of etching and the 

destruction of the coating. The samples were cleaned with water 

for 3 min after treatment to prevent the deposition of electrolyte 

components during drying. 

Table 1: The value of the thickness formed coating under different processing 

conditions 

Sample  A/ dm2 τ, min 
Electrolyte, g/L 

КОН Na2SiO3 

M0 (AlSi12Cu) Without coating 

M1 30 120 9 10 

M2 30 120 9 5 

M3 22 120 6.4 10 

M4 22 120 9 10 

M5 22 120 6.4 5 

 

 

Figure 1: a) Image of the experimental setup for determining wear resistance; b) 

pin after testing (left), original (right) and c) coated substrate. 

The ‘pin on disc’ wear testing machine used to study the 

mechanisms, wear rate and for determination of friction 

coefficients between the composite coating on a ring and the pin 

acting as a counterbody. The image of this machine is represented 

in Figure 1. Standard technical oil for a diesel engine was used as 

a lubricant for such wear tests. An aluminum alloy ring with a 

coating which deposited on its surface was fixed to the annular 

disc of the tribometer, and a 6 mm or 10 mm diameter cast iron 

pin was brought in contact. The load applied by the pin on the 

coating, as well as the rotation speed of the coated ring, were set 

and controlled during the experiment. The time of the experiment, 

the load on the pin, and the rotational speed of the coated ring 
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were 180 min, 90 N, and 1500 rpm, respectively fixed for all 

experiments. All tests were carried out at room temperature and 

atmospheric pressure. The wear rate was determined by 

evaluating the cross-sectional area of the wear grooves [11]. This 

data was obtained by analyzing the surface profile across the wear 

track using a SURTRONIC 25 profilometer. Wear rate was 

defined as volume loss under a unit load at a unit rotating distance. 

 

Figure 2: The coatings structure layers on the example of sample M1, obtained 

by the PEO method: 1-transition layer; 2- working layer; 3- technological layer. 

3. Results and Discussion 

SEM image of a cross-section of a sample M1 with a 210 µm 

thick coating on the AlSi12Cu aluminum alloy is shown in Fig. 2. 

The ceramic coating contains three layers: a 5 µm thin transition 

layer, a 120 µm thin working layer and a Technological layer with 

a thickness of 70 µm. The coatings obtained are characterized by 

good interfacial adhesion between the aluminum substrate and the 

ceramic coating. The same result was shown in previous work [12, 

13]. Analyzing the cross-section image of the coatings show that 

the growth of the coating occurs in two directions. The first 

direction from the surface of the substrate to its depth (working 

layer) and this take place in the direction of the aluminum 

substrate, this forms a dense layer with good mechanical 

properties. The second one is the growth of the coating in the 

direction of the outer surface accompanied by the formation of a 

loose structure (Technological layer). The wear resistance of the 

coating obtained by the PEO method will be almost completely 

determined by the properties of the inner working layer. 

Therefore, the upper porous layer of the coatings was grinded to 

the working layer for tribological measurements, as well as for X-

ray phase studies. 
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Figure 3: X-ray diffraction pattern of the technological layer of the coating 

applied according to mode sample M5 

 
Figure 4: X-ray diffraction patterns of the working layer for applied coatings for the samples represented in table 1. 
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In (Figure 4) X-ray phase studies have shown the absence of 

pure aluminum in the composition of the coatings. It is seen that 

the coatings obtained by the PEO method on the AlSi12Cu alloy 

consist mainly of 3 phases: α- Al2O3, γ- Al2O3 and mullite. 

Diffraction reflections (105) α, (200) γ, and (400) mullite with 

high reflection intensity are identified as characteristic diffraction 

peaks of α- Al2O3 and γ- Al2O3, respectively. The working layer 

of the coating mainly consists of α- Al2O3 phase the content of 

which is much higher than that of γ- Al2O3 (see Fig. 4 M2). It can 

be seen that the content of the α- Al2O3 phase correspondingly 

increases from the working layer to the technological layer of the 

coating comparing the ratio of the intensities of reflection (105) α 

to reflection (200) γ at different depths of the coating. We 

assumed that this is due to a change in the cooling rate of molten 

aluminum oxide in the microarc discharge channel [14].  

The presence of porosity is a positive moment when the 

coating is operating under oil starvation conditions, the lubricant 

enters the pores of the coating and provides a permanent oil film. 

The value of volumetric porosity and average pore size for 

different coatings are represented in Figure 5. 

  

Figure 5: Volumetric porosity and average pore size of various processing 

modes. 

The microhardness of the working layer is 1000-1500 HV 

(Fig. 6). A piston with a coating based on oxyceramic with a 

hardness of 6.3–11.5 GPa was tested in [15, 16]. It was also found 

in previous works that the wear rate of coated pistons is 3.86 times 

lower than that of uncoated ones [17,18]. 

Measurement of the microhardness of the applied coatings 

was carried out on cross-sections surfaces. This was done on the 

one hand, because it was impossible to make a correct 

measurement on the surface with the irregularity height 

comparable to diamond pyramid size and on the other hand it 

makes it possible to measure the change in microhardness over 

the thickness of the coating. 

Figure 6 shows a graph of the distribution of the 

microhardness of the coating along with its thickness for example 

sample M3. Zero on the abscissa in this graph corresponds to the 

surface of the aluminum substrate on which the coating was 

applied. The microhardness of the coating increases first 

relatively slowly in the transition layer and then rapidly during the 

transition to the working layer until it reaches its maximum value 

at a depth of 40 µm from the substrate-coating interface is 1600 

HV. After reaching the maximum value, it begins to gradually 

decrease with thickness increasing. The hardness of the coating 

does not exceed the value of 1600 HV in the distances range of 

25–100 µm from the Al / Al2O3 interface. The microhardness of 

the aluminum alloy substrate near the Al / Al2O3 interface is only 

210 HV [19] which is close to the hardness of 185 HV in the 

substrate, measured far from the interface. 

Figure 6: Typical distribution of microhardness over the coating thickness 

(shown for sample M3). 

Figure 7 shows the cross-sectional profiles of the surface 

across the wear track of the a) initial substrate made of the 

AlSi12Cu alloy sample M0 and c) polished coating of the sample 

M5. The wear track of the substrate made of AlSi12Cu alloy as 

shown in Figure 7b has a depth of 61 µm and a height of 23.2 µm, 

which is much deeper than that of a coated ring whose depth is 

30.9 µm and a height of 6.9 µm as shown in Figure 7d. This means 

that the surface wear rate decreases significantly after the coating 

deposition on the AlSi12Cu alloy by the PEO method. Figure 7b 

shows the parabolic shaped profile of the wear groove with 

superficial changes in depth. This profile is formed with uniform 

abrasive wear of the material. Figure 7d, shows that there is no 

wear of the coating material over the entire width of the track, but 

instead there are narrow furrows that could occur if a very small 

fragment of the coating breaks off during testing and therefore 

forms a scratch in the area of the friction track.  

Roughness profile parameters are showing in Figure 7. The 

roughness profile parameters for all samples were measured. It 

was observed that the maximum profile valley depth (Rv) and the 

average roughness (Ra) are more than two times higher for the 

uncoated sample in comparison to the coated one. 

As it was mentioned above, the coatings were ground to 

remove the transition loose layer, which has poor mechanical 

properties. Since the thickness of the transition and the working 

layers were different for different samples and it was necessary to 

grind different amounts of materials. As a result, the remaining 

coating thickness was different for different samples. So, the 

microhardness distribution over the thickness (the thickness was 

determined from the interface between the metallic substrate and 

the coating) was carried out for different sample thicknesses. 

Table 2 shows the value of the coating wear rate for different 

samples obtained at a fixed operating time and applied load. It was 
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found that the smallest wear rate for coating samples is only 

3.4295×10-7 mm3 / Nm, which is a thousand times less than for 

the uncoated Al substrate. This means that the wear resistance 

surface of an aluminum alloy by PEO can be improved by three 

orders of magnitude by oxide coating deposition. The loss of 

coating thickness during the wear test is much less than the 

thickness of their working layer, so table 2 describes the results of 

wear of the working layers of coatings. 

As shown for coating samples M2 - M5, the wear rate 

gradually decreases as the remaining coating thickness decreases. 

However, the difference in the wear rate of samples M4 and M5 

is small, which indicates a similar wear resistance at different 

thicknesses of the working layer of the coating. It should be noted 

that in the process of wear, some of the metal chips can be clogged 

in the pores of the ceramic coating, which leads to the effect of 

lubrication, which reduces the coefficient of friction. This leads to 

the fact that the wear of the coating is greater at the initial stage, 

however, when the friction couples reach stable wear, the 

tribocontact zone of the coating and the pin becomes very smooth, 

and the aluminum oxide coating practically does not wear out. 

 

Figure 7: Typical cross-sectional profiles of the surface on an aluminum substrate (sample M0) before wear track (a); across the wear track (b); and on the polished 

coating with a remaining thickness of 180 µm (sample M2) before wear track (c); across the wear track (d). 

Table 2: Wear rate of a substrate without coating and polished coating by tribological parameters. 

Sample 
Coating thickness 

(µm) 

Loss of thickness in 

friction track (µm) 

Wearing time 

(min) 

Wear load 

(N) 

Wear rate 

(mm3/Nm) 

M0 0 50 180 90    8.73016×10-4 

M1 210 38 180 90    1.38973×10-6 

M2 180 29 180 90    2.54766×10-7 

M3 160 27 180 90    3.4295 ×10-7 

M4 80 14 180 90    1.6183 ×10-6 

M5 90 10 180 90    1.4610 ×10-6 
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The change of the friction coefficient for sample M2 is paired 

with a cast iron pin depending on the time of wear is shown in 

Fig. 8. In the first minutes of the experiment, the lapping of a pair 

of rubbing bodies occurs. At this time, the contact area changes 

(increases), primary chips are formed, which in total leads to an 

increase of the friction coefficient up to 0.85. During 15 minutes 

of wear, the coefficient of friction (µ) is still high and remains at 

the level of about 0.75. At this stage, there is an intensive 

formation of α-Al2O3 and γ-Al2O3 microparticles, which cause 

intensive wear of both the coating and the counter body. This 

leads to the expansion and deepening of the wear mark on the 

coating. At the same time, there is an intensive formation of metal 

chips of the counter body material. In addition, the ceramic grains 

of α-Al2O3 and γ-Al2O3 in the coating become smoother, and part 

of the metal chips is driven into the pores of the coating. Thus, at 

this stage, the coefficient of friction remains at a high level. As 

we continue the experiment, the metal particles from the pin 

become clogged in the pores of the ceramic coating, which leads 

to the fact that the ceramic-to-metal contact turns into a metal-to-

metal contact, as a result of which the coefficient of friction 

decreases. This contact looks like a thin lubricating layer of cast 

iron, which creates a lubricating effect between the pin and disc. 

In this case, the wear loss is very small, which results in a very 

low wear rate of coatings with longer test times. 

 
Figure 8: Typical dependence of the friction coefficient µ on the wear time 

(measured at M1). 

Figure 9 and 10 shows images of signs of wear on the coating 

and the counterbody. As shown in figure 9, a wide wear path is 

formed in the tribological contact zone. The wear mark shows 

many grooves, which corresponds to the profile in Fig. 7. These 

grooves are the result of abrasive wear by small particles that have 

broken off from the coating. The wear trace of the counterbody as 

shown in figure 10 have more cracks than the coated ring because 

the hardness of a cast iron rod is less than oxide coating. 

4. Conclusions 

Wear tests were performed using standard technical oil for a 

diesel engine as a lubricant. The wear rates of the coatings and 

counterbody, as well as the friction coefficients for each condition 

at a normal load of 90 N for 180 min, were obtained. SEM and 

XRD were used to analyze the effect of process parameters and 

we founded that the best range of electrolyte composition for 

KOH (6.4-9 g/L) and Na2SiO3 (5-10 g/L) in order to get 

volumetric porosity less than 1% and hardness more than 1600 

HV. Depend on in the intensity of the PEO process the selected 

time was 120 min and current density was in range (22 – 30 A/ 

dm2). When time or current density of Poe process increased this 

led to destruction of the coatings. A comparative analysis of the 

structure of experimental samples allows us to conclude that it is 

possible to provide different properties of coatings on the same 

material. In particular, the experimental sample M5 has low 

porosity and a working layer thickness of 90 µm; therefore, it has 

higher mechanical strength and wears resistance. This makes the 

coating most suitable for resizing and increasing the wear 

resistance of the piston skirt. 

 

Figure 9: Electron microscopic images of the surface of the wear track for the 

aluminum coating sample M4 

 

Figure 10:  the wear track surface for the counterbody 

It was found that the maximum profile valley depth (Rv) and 

the average roughness (Ra) for the uncoated sample are more than 

two times higher in comparison to other samples. Reducing 

roughness should have a positive effect on engine performance. 

The wear rate of the samples with oxide coatings is three orders 

of magnitude less than for uncoated one. Also, coefficient friction 

of coated samples was less than 0.04. 

The M5 sample has the best thermal insulation 

characteristics, which combines a low porosity about 10% 

depending on the concentration of Na2SiO3. In addition, the M5 
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sample compared to the other samples is more cost-effective in 

terms of the electrolyte composition. It is also noted that the wear 

loss of this sample is less than that of others, which is a 

consequence of the higher hardness. 

Thus, it has been established that by the method of plasma 

electrolytic oxidation it is possible to obtain high-quality wear-

resistant and heat-protective coatings on aluminum alloys with the 

high silicon content. By varying the technological modes and 

composition of the electrolyte, it is possible to change the 

structure, composition and thicknesses of coatings in a wide range 

from 80 to 300 (µm). 
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 In this study, Taguchi method and ANOVA that are applied to determine the influence of 
several input parametrs on cutting force amplitude (F), vibration acceleration amplitude 
(a), and machining productivity (P) in the five-axis finish milling process of the spiral bevel 
gear. Taguchi orthogonal L27 array is used to design the experimental matrix with 27 
experiments. During finish milling process of the spiral bevel gear (X40 steel) with a ball-
end mill cutter (HSLB-2030), the parameter that has most influence on F was spindle speed 
(37.51 %). The parameter that has the second influence degree on F was feed rate 
(22.97 %). The parameter that has the third influence degree on F was maximum scallop 
height (16.45 %). Toolpath strategy has negligible influence on F (less than 1 %). Feed rate 
was the most influence factor on a (22.48 %). The parameter that has the second influence 
degree on a was the maximum scallop height (21.73 %). The parameter that has the third 
influence degree on a was the toolpath strategy (3.65 %). Spindle speed has negligible 
influence on a (less than 1 %). The parameter that has the most influence on the P was the 
maximum scallop height (54.90 %). The parameter that has the second influence degree on 
P was the feed rate (18.92 %). The spindle speed and toolpath strategy have negligible 
influence on P (less than 1 %). Quadratic regression that is determined as the most suitable 
regression of F, a, and P in the finish milling process of the spiral bevel gear with the 
determination coefficients (R2) 86.72 % for cutting force amplitude, 93.46 % for vibration 
acceleration amplitude, and 99.85 % for machining productivity.  

Keywords:  
Five Axial Milling 
Spiral Bevel Gear  
Taguchi Method 
Cutting Forces 
Vibrations 
Productivity 

 

 

1. Introduction 

In machining processes, milling processes are ones of the most 
common machining methods. Especial, the application of CNC 
technology with high precision and high machinability, milling 
processes have been used popularly to machine the surfaces with 
high precision and high productivity. Therefore, more and more 
studies on the application of milling method have been performed. 
These studies were performed to improve the quality of 
machining quality, reduce cutting heat, reduce cutting forces, 
reduce vibrations, increasing the material removal rate, etc. in 
milling processes. In application of machines such as for thermal 
power generation system, marine propulsion elements, mines and 
quarries, wind’s kinetic energy system, automation, etc. the spiral 
bevel gears are the most important components of power 
transmission system [1, 2] 

In the manufacturing of spiral bevel gears, many different 
methods were applied to cut the gear teeth of spiral bevel gears. 
In which, most of the machining of spiral bevel gears were 
conducted by the specialized machines. Some of machining 
systems for manufacturing of the spiral bevel gears consist of the 
Klingelnberg’s Palliod system [3], Klingelnberg’s and Oerlikon’s 
Cyclo Palliod systems [4], and the Gleason’s gearing [5] Several 
studies were conducted to machining the spiral bevel gears using 
five-axis CNC milling machines [6-8] 

In machining processes, cutting forces, vibrations, material 
removal rate (MRR) are the most important factors. Cutting forces, 
vibrations, and MRR influence on the machining quality and 
machining productivity. So, many studies were performed to 
predict the cutting forces, vibrations, and MRR, and to determine 
the influence of cutting parameters on the cutting forces, 
vibrations, MRR. In milling processes, cutting forces can be 
modeled by theoretical method for ball end mill [9] or flat-end 
mill [10] and by experimental method [11] The vibrations also can 
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be modeled by theoretical methods [12, 13] and experimental 
method [14] Normally, the MRR is calculated based on the 
relationship of cutting parameters such as cutting time, feed rate, 
cutting velocity, etc. 

In the manufacturing of spiral bevel gears using five-axis 
milling processes, many research directions were performed to 
improve the quality and productivity of machining processes. 
Using universal multitasking machines or five-axis milling 
centers, a large sized spiral bevel gears were manufacture. The 
different machining strategies, toolpath patterns, and parameters 
were conducted for both roughing and finishing operations. The 
machining time, tool wear, and gear surface were analyzed to 
determine which are the best strategies and parameters for large 
modulus gear manufacturing on universal machines. Cutting 
forces, vibrations, and MRR have not been mentioned in this 
study [6]. 

A unity transformation model (UTM) was proposed to 
machine the spiral bevel gears and hypoid gears. This model can 
be applied in machining process of Gleason spiral bevel gears and 
hypoid gears, including generation machining and formation 
machining for wheel or pinion on a universal five-axis machining 
center. However, this study only focused on the generation of NC 
program. So, the machining quality and machining productivity 
have not been mentioned [15]. 

By combined with the general five-axis NC machine tool, the 
general expressions of trajectory for five-axis NC machining for 
the circle bevel gears were proposed. The results of cutter 
positions and states were verified by 3D modeling. And then, the 
final tool trajectory was applied in experimental processes. In the 
milling process of this kind of gear, the cutting forces, vibrations, 
and MRR have also not been mentioned in this study [16] Besides, 
several studies were performed using four or five-axis CNC 
machines to analysis, plan, and manufacture the bevel gears to 
reduce the cost and time and to improvement of the machining 
quality in machining processes [15-17]. 

 
Figure 1: Spiral bevel gear before using in experimental 

2. Material and Experimental Method 
2.1. Material 

In this study, 40X steel was used to perform the experiment. 
The equivalent signs of this steel are described in Table 1 
according several standard. The chemical compositions of 40X 
steel are listed in Table 2. The properties of the 40X were the 
listed in Table 3. The geometry of workpiece (a gear was rough 
machined) is described in Figure 1.  

40Х steel is a structural alloy steel intended for use in heavy-
duty components. Products made from this steel conform to 
DSTU 7806 and GOST 4543 standards. 40X structural alloy steel 
is used in heavy-duty components (shafts, axles, gear shafts, 
plungers, bars, crank and cam shafts, rings, spindles, drift pins, 
battens, cogs, bolts, half-shafts, bushings, screws etc.). 40X 
chromic steel is also used in forged, cold- and hot-stamped 
components, and the steel product is used in pipe, tank and other 
production. 

Table 1: Equivalent symbol of 40X steel of according several Standard 
1 US 5135, 5140, 5140H, 5140RH, G51350, G51400, H51350, 

H51400 
2 Japan SCr435, SCr435H, SCr440, SCr440H 
3 EU 37Cr4, 37Cr4KD, 41Cr4, 41Cr4KD, 41CrS4 
4 China 35Cr, 38CrA, 40Cr, 40CrA, 40CrH, 45Cr, 45CrH, 

ML38CrA, ML40Cr 
5 Sweden 2245 
6 Poland 38HA, 40H 
7 Romania 40Cr10, 40Cr10q 
8 Czech 

Republic 14140 

9 Australia 5132H, 5140 
10 South 

Korea SCr435, SCr435H, SCr440, SCr440H 

Table 2: Chemical composition of 40X steel 
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Table 3: Properties of 40X steel 
Youngs module 

(GPa) 
Density  
(kg/m3) 

Yield stress  
(GPa) 

Brinell 
hardness 
(MPa) 

214 7820 78.5 179 
Specific heat 

capacity 50/100°C 
(J/kg°K) 

Average 
CTE 20-
300°C 

(µm/m°K) 

Thermal 
conductivity Ambient 
temperature (W/m°K) 

Electrical 
resistivity 
Ambient 

temperature 
(µΩm) 

466 11.9 46 0.210 - 0.285 

2.2. Experimental Machine, Tool, and Measurement systems 

A five-axis vertical machining center (DMU 50 - 5 Axis 
Milling) was used to perform the experiments as shown in Figure 
1. A ball-end mill cutter (HSLB-2030) was used to finish milling 
the Spiral Bevel Gear with number of flutes of 2, helix angle of 
300, rake angle of 50, and the diameter of 6 mm. In this study, the 
cutting forces were measured using a cutting force measurement 
system including a dynamometer (Kistler type 9139AA: force 
ranges: (-3 KN÷3 KN), a data processing box, and a PC with 
DynoWare software. Vibration measurement system including 
the acceleration sensor (type 4525-B-001), the data processing 
box, and the PLUSE software was used to measure the system 
vibration acceleration. The detail of measurement system was 
illustrated in Figure 2. The machining time of each gear teeth was 
determines based on the time machining from the control system 
of five-axis CNC machine. And then, the productivity was 
calculated by (1).
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P =  
1
T

 (tooth/min)   (1) 

where T is the finish machining time of one gear teeth. 

2.3. Experimental design 

In this research, four factors that were used as the input 
parameters were spindle speed, feed rate, tool path strategy, and 
maximum scallop height, and their levels were expressed in Table 
4. The toolpath strategies in five-axis milling process were 
described in Figure 3, and the scallop height in five-axis milling 
process was calculated by (2), (3), and presented in Figure 4 [18] 
In the experimental layout plan, with four factors and three levels, 
the most suitable Taguchi orthogonal array (L27) was selected to 
design the experimental matrix as listed in Table 5. 

ℎ = 𝑅𝑅(1 − 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)             (2) 

𝑐𝑐 = 𝑐𝑐𝑠𝑠𝑠𝑠−1( 𝑆𝑆
2𝑅𝑅

)           (3) 

where  R is the tool radius. 
 S is the step over (radial depth of cut). 

Table 4: The factors and their levels 

Parameter Unit Coded 
sign 

Levels 

1 2 3 

Spindle speed (S) rpm A 5000 8000 11000 

Feed rate (F) mm/min B 400 520 640 

Strategy  C Helical Zig Zig - Zig 

Maximum Scallop 
Height (µm) µm D 1 3 5 

 
3. Experimental Results and Discussion 

3.1. Evaluation of the Cutting Force 

ANOVA for Cutting Force Amplitude 

The experimental results were listed in Table 5. The measured 
results of cutting force were listed in column 10 of this Table. 
Analysis results of variance of cutting force were listed in Table 
6 and the main effect of cutting parameters, toolpath strategy, and 
the maximum scallop height on F was described in Figure 5. The 
ANOVA results that were used to evaluate the effect of input 
parameters on the output parameters with 95% confidence level 
and 5% significance level. The analysis results in Table 6 and Fig 
3 showed that: During five-axis finish milling process of the spiral 
bevel gear, the parameter that has most influence on F was the 
spindle speed (37.51 %). The parameter that has the second 
influence degree on F was the feed rate (22.97 %). The parameter 
that has the third influence degree on F was the maximum scallop 
height (16.45 %). The toolpath strategy has negligible influence 
on the F (less than 1 %).  
In addition, the influence of each input parameter on F was shown 
in Figure 5, the results from this figure showed that the spindle 
speed, feed rate, and maximum scallop height were the parameters 
that have significant effect on F And the influence degree of 
toolpath strategy on the F was quite small.

  
a. Workpiece    b. Tool  c. Dynamometer d. Acceleration sensor e. Cutting force signal processing box 

f. PC and DynoWare software  g. Acceleration signal processing box    h. PLUSE software 
Figure 2: Experimental machine and measurement system 

 

 
Figure 3: The toolpath strategy in five-axis milling process 
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Table 6: ANOVA results for cutting force 

Source DF Seq SS Contribution Adj SS Adj MS 
F-

Value 
P-

Value 
Model 13 105562 86.72% 105562 8120.2 6.53 0.001 
  Linear 4 94142 77.34% 80109 20027.2 16.10 0.000 
    A 1 45657 37.51% 45657 45657.0 36.71 0.000 
    B 1 27956 22.97% 27956 27955.9 22.48 0.000 
    C 1 510 0.42% 138 137.9 0.11 0.744 

    D 1 20019 16.45% 5516 5515.9 4.44 0.055 
  Square 4 7934 6.52% 8405 2101.2 1.69 0.212 
    A*A 1 254 0.21% 254 253.8 0.20 0.659 
    B*B 1 823 0.68% 823 822.8 0.66 0.431 
    C*C 1 6422 5.28% 5239 5239.5 4.21 0.061 
    D*D 1 435 0.36% 1317 1317.5 1.06 0.322 
  2-Way 
Interaction 

5 3487 2.86% 3487 697.4 0.56 0.728 

    A*B 1 838 0.69% 838 837.8 0.67 0.427 

 
a. Toolpath b. Machining simulation c. Calculation of scallop height 

Figure 4: The calculation of scallop height in five-axis milling process  
 
 

 
Table 5: Taguchi L27 experimental matrix and results 

No. A B C D S 
(rpm) 

f 
(mm/min) Strategy Scallop 

Height (µm) F (N) a (m/s2) Productivity 
(tooth/min) 

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 

1 1 1 1 1 5000 400 Helical 1 63.388 7.081 0.235 
2 1 1 2 2 5000 400 Zig 3 81.056 9.119 0.291 
3 1 1 3 3 5000 400 Zig-Zag 5 167.432 10.495 0.566 
4 1 2 1 2 5000 520 Helical 3 202.366 10.566 0.531 
5 1 2 2 3 5000 520 Zig 5 171.882 9.072 0.472 
6 1 2 3 1 5000 520 Zig-Zag 1 129.055 9.433 0.323 
7 1 3 1 3 5000 640 Helical 5 219.478 10.513 0.667 
8 1 3 2 1 5000 640 Zig 1 81.921 8.906 0.243 
9 1 3 3 2 5000 640 Zig-Zag 3 134.358 11.486 0.690 

10 2 1 1 1 8000 400 Helical 1 88.621 9.637 0.240 
11 2 1 2 2 8000 400 Zig 3 115.231 10.735 0.290 
12 2 1 3 3 8000 400 Zig-Zag 5 196.270 12.710 0.566 
13 2 2 1 2 8000 520 Helical 3 191.313 10.935 0.455 
14 2 2 2 3 8000 520 Zig 5 177.027 12.154 0.472 
15 2 2 3 1 8000 520 Zig-Zag 1 232.821 11.496 0.280 
16 2 3 1 3 8000 640 Helical 5 264.235 13.993 0.789 
17 2 3 2 1 8000 640 Zig 1 211.871 10.841 0.243 
18 2 3 3 2 8000 640 Zig-Zag 3 285.355 14.711 0.690 
19 3 1 1 1 11000 400 Helical 1 163.627 7.188 0.240 
20 3 1 2 2 11000 400 Zig 3 214.324 7.798 0.291 
21 3 1 3 3 11000 400 Zig-Zag 5 243.956 10.046 0.566 
22 3 2 1 2 11000 520 Helical 3 260.916 10.738 0.536 
23 3 2 2 3 11000 520 Zig 5 237.999 10.120 0.472 
24 3 2 3 1 11000 520 Zig-Zag 1 190.603 9.656 0.323 
25 3 3 1 3 11000 640 Helical 5 320.031 12.794 0.789 
26 3 3 2 1 11000 640 Zig 1 236.119 9.300 0.242 
27 3 3 3 2 11000 640 Zig-Zag 3 289.907 10.939 0.690 
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    A*C 1 98 0.08% 98 97.9 0.08 0.783 
    A*D 1 442 0.36% 442 441.5 0.36 0.561 
    B*C 1 2074 1.70% 1329 1329.1 1.07 0.320 
    B*D 1 36 0.03% 36 35.6 0.03 0.868 
Error 13 16166 13.28% 16166 1243.6     
Total 26 121729 100.00%         

 
Figure 5: Main Effects Plot for Cutting Force 

3.2. Regression of Cutting Force Amplitude Model 

The measured data were used to model the cutting force 
amplitude. The regression model of cutting force amplitude is 
described by (4). The analysis results showed that the most 
suitable regression model for cutting force amplitude was a 
quadratic polynomial function of the spindle speed, feed rate, tool 
path strategy, and maximum scallop height. The regression model 
of cutting force amplitude was analyzed and built with high 
determination coefficients R2 (86.72 %). 

Cutting Force Regression Equation in coded variables 
F =  −109 +  66.1 A +  109.5 B −  103.9 C +  111.0 D 

−  6.5 A ∗ A −  11.7 B ∗ B +  34.1 C ∗ C 
−  17.1 D ∗ D +  8.4 A ∗ B +  2.9 A ∗ C 
−  6.1 A ∗ D −  17.2 B ∗ C −  2.8 B ∗ D 

R2 =  86.72 %,     RAjd
2 =  73.44 %   

(4) 

3.3. Verification of Cutting Force Amplitude Model 

The cutting force amplitude model was successfully verified 
by comparison of predicted and measured results of cutting force 
amplitude as described in Figure 6.  The compared results from 
this figure showed that the predicted cutting force amplitude was 
quite close to the measured cutting force amplitude. It can be 
concluded that the quadratic regression model can be used to 
model the cutting force amplitude in in the finish milling process 
of the spiral bevel gear. The average difference between predicted 
and measured of cutting force amplitude is about 11.863 %. 

3.4. Evaluation of the Vibration Acceleration 

3.4.1. ANOVA for Vibration Acceleration Amplitude 

The measured results of cutting force were listed in column 
11 of Table 5. Analysis results of variance of vibration 
acceleration were listed in Table 7 and the main effect of cutting 
parameters, toolpath strategy, and the maximum scallop height on 
the vibration acceleration was described in Figure 7. In five-axis 

finish milling process of the spiral bevel gear, the parameter that 
has most influence on the vibration acceleration was the feed rate 
(22.48 %). The parameter that has the second influence degree on 
the vibration acceleration was the maximum scallop height 
(21.73 %). The parameter that has the third influence degree on 
the vibration acceleration was the toolpath strategy (3.65 %). The 
spindle speed has negligible influence on the vibration 
acceleration (less than 1 %).  

In addition, the influence of each input parameter on 
vibration acceleration was shown in Figure 7, the results from this 
figure showed that the feed rate and maximum scallop height were 
the parameters that have significant effect on the vibration 
acceleration. And the influences degree of spindle speed and 
toolpath strategy on the vibration acceleration were quite small. 

 
Figure 6: Comparison of predicted and measured cutting force 

Table 7: ANOVA results for vibration acceleration 

Source DF Seq SS Contribution Adj SS Adj MS 
F-

Value 
P-

Value 
Model 13 80.5415 93.46% 80.5415 6.1955 14.29 0.000 
  Linear 4 41.4468 48.09% 30.5043 7.6261 17.59 0.000 
    A 1 0.2023 0.23% 0.2023 0.2023 0.47 0.507 
    B 1 19.3716 22.48% 19.3716 19.3716 44.67 0.000 
    C 1 3.1463 3.65% 2.0195 2.0195 4.66 0.050 
    D 1 18.7266 21.73% 6.4265 6.4265 14.82 0.002 
  Square 4 36.0108 41.79% 35.3239 8.8310 20.36 0.000 
    A*A 1 28.4142 32.97% 28.4142 28.4142 65.52 0.000 
    B*B 1 0.0000 0.00% 0.0000 0.0000 0.00 0.992 
    C*C 1 6.2205 7.22% 4.1697 4.1697 9.62 0.008 
    D*D 1 1.3761 1.60% 1.9240 1.9240 4.44 0.055 
  2-Way 
Interaction 

5 3.0839 3.58% 3.0839 0.6168 1.42 0.280 

    A*B 1 1.1963 1.39% 1.1963 1.1963 2.76 0.121 
    A*C 1 0.9248 1.07% 0.9248 0.9248 2.13 0.168 
    A*D 1 0.3875 0.45% 0.3875 0.3875 0.89 0.362 
    B*C 1 0.5197 0.60% 0.5510 0.5510 1.27 0.280 
    B*D 1 0.0557 0.06% 0.0557 0.0557 0.13 0.726 
Error 13 5.6373 6.54% 5.6373 0.4336     
Total 26 86.1788 100.00%         

The measured data of vibration acceleration were used to 
model the vibration acceleration amplitude. The regression model 
of vibration acceleration amplitude is described by (5). The 
analysis results showed that the most suitable regression model 
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for vibration acceleration amplitude was also a quadratic 
polynomial function of the spindle speed, feed rate, tool path 
strategy, and maximum scallop height. The regression model of 
vibration acceleration amplitude was analyzed and built with high 
determination coefficients R2 (93.46 %). 

 
Figure 7: Main Effects Plot for vibration acceleration (a) 

Vibration Acceleration Regression Equation in coded 
variables 

a =  −0.78 +  8.38 A +  0.89 B −  2.12 C +  2.88 D 
−  2.176 A ∗ A −  0.003 B ∗ B +  0.963 C
∗ C −  0.654 D ∗ D +  0.316 A ∗ B 
−  0.278 A ∗ C +  0.180 A ∗ D −  0.350 B
∗ C +  0.111 B ∗ D 

R2 =  93.46 %,     RAjd
2 =  86.92 %   

(5) 

3.6. Verification of Vibration Acceleration Amplitude Model 

The vibration acceleration amplitude model was also 
successfully verified by comparison of predicted and measured 
results of vibration acceleration amplitude as described in Figure 
8.  The compared results from this figure showed that the 
predicted vibration acceleration amplitude was quite close to the 
that one of measured value. It can be also concluded that the 
quadratic regression model can be used to model the vibration 
acceleration amplitude in in the finish milling process of the spiral 
bevel gear. The average difference between predicted and 
measured of vibration acceleration amplitude is about 3.371 %. 

 
Figure 8: Comparison of predicted and measured vibration acceleration 

3.7. Evaluation of the Machining Productivity 

3.7.1. ANOVA for Machining Productivity 

The measured results of cutting force were listed in column 
12 of Table 5. Analysis results of variance of machining 
productivity were listed in Table 8 and the main effect of cutting 
parameters, toolpath strategy, and the maximum scallop height on 
the machining productivity was described in Figure 9. In five-axis 
finish milling process of the spiral bevel gear, the parameter that 
has the most influence on the machining productivity was the 
maximum scallop height (54.90 %). The parameter that has the 
second influence degree on the machining productivity was the 
feed rate (18.92 %). The spindle speed and toolpath strategy have 
negligible influence on machining productivity (less than 1 %). 
The influence of each input parameter on the machining 
productivity was shown in Figure 9, the results from this figure 
showed that the feed rate and maximum scallop height were the 
parameters that have significant effect on the machining 
productivity. And the influence degree of spindle speed and 
toolpath strategy on the machining productivity were quite small. 

Table 8: ANOVA results for productivity 

Source DF Seq SS Contribution Adj SS Adj MS 
F-

Value 
P-

Value 
Model 13 0.895721 98.85% 0.895721 0.068902 85.97 0.000 
  Linear 4 0.672323 74.20% 0.483583 0.120896 150.84 0.000 
    A 1 0.000957 0.11% 0.000957 0.000957 1.19 0.294 
    B 1 0.171417 18.92% 0.171417 0.171417 213.88 0.000 
    C 1 0.002461 0.27% 0.002616 0.002616 3.26 0.094 
    D 1 0.497488 54.90% 0.275714 0.275714 344.01 0.000 
  Square 4 0.215948 23.83% 0.163925 0.040981 51.13 0.000 
    A*A 1 0.000251 0.03% 0.000251 0.000251 0.31 0.586 
    B*B 1 0.006666 0.74% 0.006666 0.006666 8.32 0.013 
    C*C 1 0.182564 20.15% 0.128643 0.128643 160.51 0.000 
    D*D 1 0.026468 2.92% 0.014949 0.014949 18.65 0.001 
  2-Way 
Interaction 

5 0.007450 0.82% 0.007450 0.001490 1.86 0.170 

    A*B 1 0.001143 0.13% 0.001143 0.001143 1.43 0.254 
    A*C 1 0.001458 0.16% 0.001458 0.001458 1.82 0.200 
    A*D 1 0.001182 0.13% 0.001182 0.001182 1.47 0.246 
    B*C 1 0.003151 0.35% 0.001388 0.001388 1.73 0.211 
    B*D 1 0.000516 0.06% 0.000516 0.000516 0.64 0.437 
Error 13 0.010419 1.15% 0.010419 0.000801     
Total 26 0.906140 100.00%         

 

 
Figure 9: Main Effects Plot for productivity (P) 

4

6

8

10

12

14

16

18

0 5 10 15 20 25 30

V
ib

ra
tio

n 
ac

ce
le

ra
tio

n 
(m

/s
ec

2)

Run No.

Predicted a (m/s2)
Measured a (m/s2)

http://www.astesj.com/


N.V. Thien et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1394-1401 (2020) 

www.astesj.com     1400 

3.8. Regression of Machining Productivity Model 

The measured data of machining productivity were used to 
model the machining productivity. The regression model of 
machining productivity is described by (6). The analysis results 
showed that the most suitable regression model for the machining 
productivity was also a quadratic polynomial function of the 
spindle speed, feed rate, tool path strategy, and maximum scallop 
height. The regression model of machining productivity was 
analyzed and built with very high determination coefficients R2 

(99.85 %). 

Productivity Regression Equation in coded variables 
P = 0.510− 0.0359 A − 0.1118 B− 0.6723 C + 0.3643 D 

+  0.0065 A ∗ A +  0.0333 B ∗ B 
+  0.1691 C ∗ C − 0.0576 D ∗ D
+ 0.00976 A ∗ B− 0.01102 A ∗ C
+  0.00992 A ∗ D +  0.0176 B ∗ C 
+  0.0107 B ∗ D 

R2 =  99.85 %,     RAjd
2 =  97.70 %   

(6) 

3.9. Verification of Machining Productivity Model 

The machining productivity model was also successfully 
verified by comparison of predicted and measured results of 
machining productivity as described in Figure 10. The compared 
results from this figure showed that the predicted machining 
productivity was quite close to the that one of measured value. It 
can be also concluded that the quadratic regression model can be 
used to model the machining productivity in in the finish milling 
process of the spiral bevel gear. The average difference between 
predicted and measured of machining productivity is about 2.867 
%. 

 
Figure 10: Comparison of predicted and measured productivity 

4. Conclusion 

In this study, the Taguchi method and ANOVA that were 
successfully applied to determine the influence of  the spindle 
speed, feed rate, tool path strategy, and maximum scallop height 
on cutting forces, vibrations, productivity in the finish milling 
process of the spiral bevel gear. From the achieved results, the 
conclusions of this study were drawn as follows: 

During the finish milling process of the spiral bevel gear with 
a ball-end mill cutter (HSLB-2030), the parameter that has most 

influence on the cutting force amplitude was the spindle speed 
(37.51 %). The parameter that has the second influence degree on 
the cutting force amplitude was the feed rate (22.97 %). The 
parameter that has the third influence degree on the cutting force 
was the maximum scallop height (16.45 %). The toolpath strategy 
has negligible influence on the cutting force (less than 1 %) 

The feed rate was the most influence factor on the vibration 
acceleration (22.48 %). The parameter that has the second 
influence degree on the vibration acceleration was the maximum 
scallop height (21.73 %). The parameter that has the third 
influence degree on the vibration acceleration was the toolpath 
strategy (3.65 %). The spindle speed has negligible influence on 
the vibration acceleration (less than 1 %). 

The parameter that has the most influence on the machining 
productivity was the maximum scallop height (54.90 %). The 
parameter that has the second influence degree on the machining 
productivity was the feed rate (18.92 %). The spindle speed and 
toolpath strategy have negligible influence on machining 
productivity (less than 1 %).   

Quadratic regression that was determined as the most suitable 
regression of cutting force amplitude and vibration acceleration 
amplitude, and productivity in the finish milling process of the 
spiral bevel gear with the determination coefficients (R2) 86.72 % 
for cutting force amplitude, 93.46 % for vibration acceleration 
amplitude, and 99.85 % for machining productivity. These 
regression models were successfully verified by comparison of 
predicted and experimental results of cutting force amplitude and 
vibration acceleration amplitude, and productivity. 

Taguchi method, ANOVA, and these regression models in 
this study can be applied to improve the quality of the machining 
process by reducing the cutting force components, vibration 
components, and improve the productivity of machining process. 
There are the research directions in the next issues of this study. 
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 In this paper, the investigated results on tool wear in milling process of a Gleason spiral bevel 
gear was investigated. The CVD Ti (C, N)-Al2O3-TiN coated carbide inserts were used in the 
experimental process. The cutting inserts clamped on the tool head of Gleason tool head 
system. The workpiece material that was used in this study was 20XM steel. In this 
experimental research, the experiments were carried out according to the Box-Behnken 
matrix. In this study, the cutting velocity, the feed rate, and the depth of cut were selected as 
the input parameters for the experimental processes. By analyzing the experimental results, 
the influence of cutting velocity, feed rate, and the depth of cut on the tool wear in machining 
process was investigated. Besides, the tool wear was successfully modelled as a quadratic 
polynomial function of the cutting velocity, the feed rate, and the depth of cut. Moreover, the 
optimization process was also conducted to determine the optimal values of input parameters. 
In this case, the minimum value of the tool wear that was 32.3679 µm was achieved at the 
cutting velocity of 93.0 m/min, at feed rate of 59.3939 s/tooth, and at the cutting depth of 0.553 
mm. The obtained optimal values that were successfully verified by cutting test process. The 
difference between predicted and experimental values of tool wear was 2.9 %. This 
experimental method could be used to reduce the tool wear in the milling process of a Gleason 
spiral bevel gear. 

Keywords:  
Gleason spiral bevel gear  
Tool wear  
20XM steel 
Hard alloy coated with CVD Ti 
(C, N)-Al2O3-TiN 
Optimization 
Cutting parameters 

 

 

1. Introduction 

In recent years, the effect of cutting parameters on the tool 
wear and other machining characteristics was investigated to 
improve the quality and efficiency of machining processes many 
studies were performed to investigate. This research direction was 
performed in the different machining processes such as milling 
[1-3], turning [4-6], drilling [7], etc. to machine the different 
products. Milling is a popular machining method, providing high 
performance and widely used in mechanical machining. The 
milling method can be performed to machine many different types 
of surfaces, with many different materials.  

In milling processes, the studies about tool wear and other 
machining characteristics that were carried out following two 
directions. In the first direction, the tool wear and other machining 
characteristics were modeled depending on the physical, chemical, 
and geometrical phenomena such as friction, temperature, cutting, 

Etc. [8, 9]. This approach is quite difficult to perform because 
many factors that influence on the wear of tool and other output 
parameters. In the second direction, the tool wear and surface 
roughness were modeled depending on the experimental data. 
This approach can be applied for specific cases in which only 
several factors were considered in the investigation of their 
influence on the tool wear and other machining characteristics 
[10-12]. 

In the experimental modelling method, several approaches 
were applied to model the tool wear and other machining 
characteristics depending on the cutting time or cutting conditions. 
The tool wear and other machining characteristics were 
investigated in milling process depending on the cutting time.  
This study was carried out to verify the change of machining 
surface roughness due to increasing tool wear. [13, 14]. The 
neural approach was applied to investigate the influence of cutting 
condition of tool wear and average surface roughness in turning 
process under minimum quantity lubrication (MQL) environment. 
[15]. The influence of the cutting parameters on the tool wear and 
the surface finish criteria have been determined through the 
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response surface methodology (RSM) prediction model. The 
prediction models of tool wear and surface roughness are also 
used to determine the combined effect of machining parameters 
on the tool wear and surface roughness [12, 15]. Taguchi 
experimental design was used to determine the influence of 
machining conditions on the tool wear and surface roughness. 
Besides, the investigation of relationship between tool wear and 
surface roughness was investigated in in dry pocket milling 
processes of aluminum alloy Al7075 [16]. 

In the milling process of a Gleason spiral bevel gear, the tool 
wear that is one of the important parameters to be selected as a 
criterion to evaluate the efficiency and quality of the cutting 
process. The tool wear not only influences on the quality of 
machined surfaces and the tool life, but also influences on the 
energy consumption (through cutting power). The studies on tool 
wear in the milling processes of the Gleason spiral bevel gear have 
been done by several authors. In order to determine the optimum 
values of the geometry parameters of cutting tools, the 3D 
simulation method was applied to ensure the minimum of tool 
wear value [17, 18]. The influence of the cutting velocity and feed 
rate on the tool wear was investigated when machining 6MnCr5 
material using cutter insert coated (Al, Cr) N [19]. This study 
showed that cutting velocity and feed rate have significant 
influence on the tool wear. Tool wear was also was investigated 
based on the heat simulation in cutting processes [20].  

In this study, the experimental of milling a Gleason spiral 
bevel gear (20XM steel) was performed using the CVD Ti(C, N) 
-Al2O3-TiN coated carbide inserts. This study was conducted to 
determine the effect of the cutting velocity, the feed rate, and 
cutting depth on the tool wear, and determine the optimum values 
of the cutting parameters to obtain the minimum of the tool wear. 

2. Experimental method when milling a Gleason spiral 
bevel gear 

2.1. Experimental machine 

The semi-automatic gear milling machine with symbol 525 
manufactured by the Russian Federation (figure 1) was used to 
perform the experiments. 

Cool lubricant: Industrial oil 32, flow of 15 lit/min, lubricating 
directly. 

 
Figure 1: Testing machine 

2.2. Cutting insert and cutter head 

The cutting inserts that were used in this study were the CVD 
Ti (C, N) - Al2O3 - TiN coated carbide inserts (SANDVIK). This 

type of cutting insert has many advantages in industry machining 
such as: heat resistance stability, mechanical stability, impact 
resistance, and suitable for final cutting conditions, etc. This 
material is widely used to manufacture cutting tools for 
machining process and for machining process the of the gears. 
The properties of this material in comparison to other cutter 
materials were presented in Table 1. The geometry of the 
cutting insert is shown in Figure 2.  

Table 1: The properties of several cutter material [21] 

No. Cutter 
material 

Cutting 
velocity Vc 

(m/ph) 

Cutting limit 
temperature 

(oC) 

Hardness 
(HRC) 

1 High Speed 
Steel 20 ÷ 30 500 ÷ 650 60 ÷ 64 

2 WC coated 
carbide 200 1000 ÷ 1200 91 

3 
WC + TiC 

coated 
carbide 

300 1000 ÷ 1200 91 ÷ 92 

4 TiC coated 
carbide 300 1000 92 ÷ 94 

5 
CVD Ti (C, 
N) -Al2O3-
TiN) coated 

 

370 ÷ 480 1000 ÷ 1100 90 ÷ 92 

 

 

Figure 2: CVD Ti(C, N)-Al2O3-TiN coated carbide insert 

 

 

Figure 3: Gleason fine milling cutter head 

The tool head for machining gears that was used in this study 
was a 9-inch Gleason final milling cutter head. This cutter head 
consists of 16 cutting flutes with 8 external flutes and 8 internal 
flutes. The tool can be used to machine the gears with module 
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from the module 4 to module 9 as shown in Fig. 3. The 
geometrical parameters of a flute were shown in Fig. 4 and Fig. 5. 

 
Figure 4: Geometrical parameters of the internal cutting flute of the Gleason 

cutter head 

 
Figure 5: Geometrical parameters of the external cutting flute of the Gleason 

cutter head 

2.3.  Experimental workpieces 

The workpiece material that was used in this study was 20XM 
steel (ГOCT 4543-71). The workpiece chemical compositions are 
analyzed according to ASTM 415-99A-2005 standard was listed 
in Table 2. Before each experiment, the workpiece was machined 
according to the detailed drawing of a gear with the following 
basic parameters: Module: ms = 4.5mm; helix angle βs = 350; 
number of flutes Z = 27 as shown in Fig. 6 and Fig.7. 

Table 2: Main chemical composition of workpiece material % 

C Si Mn Cr Ni Mo Cu S P Fe 

0.23 0.19 0.68 0.93 0.18 0.24 0.15 0.03 0.03 Balanced 

 

 
Figure 6: Detailed drawing of a gear workpiece 

 
Figure 7: Experimental workpiece 

2.4. Measuring system of tool wear 

For each experiment, the tool wear was measured using the 
VHX-6000 digital microscope of Keyence Japan. Fig. 8 indicated 
the setup of the microscope for measurement of the tool wear. Fig. 
9 indicates the measurement position of the flank tool wear (VB). 

  
Figure 8: VHX-6000 digital microscope 

 

  
Figure 9: The tool wear of the back in a test 

2.5.  Experimental matrix 

In this study, the experimental plan was designed using Box-
Behnken matrix. In this form of planning, each input parameter 
had three value levels. The input parameters and their levels are 
presented in Table 3. The experimental matrix was presented in 
Table 4. 

Table 3: Input parameters and their levels 

Parameters Symbol Unit 
Levels and values 
1 2 3 

Velocity of cut V m/min 93 117.5 142 
Feed rate S s/tooth 40 50 60 
Cutting depth t mm 0.25 0.50 0.75 
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Table 4: Test matrix and results 

No. 
Code value Actual value VB 

(µm) V S t V(m/min)  S (s/tooth) t (mm) 

1 -1 -1 0 93 40 0.5 57.22 

2 1 -1 0 142 40 0.5 37.42 

3 -1 1 0 93 60 0.5 32.95 

4 1 1 0 142 60 0.5 82.98 

5 -1 0 -1 93 50 0.25 47.73 

6 1 0 -1 142 50 0.25 69.42 

7 -1 0 1 93 50 0.75 29.69 

8 1 0 1 142 50 0.75 66.98 

9 0 -1 -1 117.5 40 0.25 37.42 

10 0 1 -1 117.5 60 0.25 51.25 

11 0 -1 1 117.5 40 0.75 26.85 

12 0 1 1 117.5 60 0.75 59.93 

13 0 0 0 117.5 50 0.5 30.10 

14 0 0 0 117.5 50 0.5 43.39 

15 0 0 0 117.5 50 0.5 30.24 
 
3. Analyzed results and discussions 

The experimental process was performed according to the 
experimental matrix as listed in Table 4. The values of tool wear 
(VB) that were obtained from the experimental process were also 
listed in this table. The results of ANOVA analysis for the tool 
wear were presented in Table 5. The influence degree of input 
parameters on the tool wear, and the influence of the interaction 
between parameters on the tool wear were shown in Fig. 10 and 
Fig. 11, respectively.  

 

The analyzed results in table 5, Fig. 10, and Fig. 11 showed 
that: 

The cutting velocity was a parameter with a great influence on 
the tool wear. When the cutting velocity increased from 93 to 
117.5 (m/min), the tool wear decreases slowly, but when cutting 
velocity increased from 117.5 to 142 (m/min), the tool wear 
increased quickly. 

Other parameter that has a significant influence on the tool 
wear was feed rate. This conclusion is also consistent with the 
statement of Fritz et al. [19]. When the feed rate increased, the 
wear of tool increased. 

The cutting depth has little influence on the tool wear. Initially, 
when increasing the depth of cut, the tool wear decreased slowly, 
but further increasing the depth of cut, the tool wear increased 
slowly. 

The interaction influence of V, the S, and t on VB were very 
complex influence. The in Fig. 11 showed clearly this statement. 
 From the experimental results in Table 4, a tool wear regression 
model was developed and expressed by Eq. (1). This model was 

built with a determination coefficient of 0.9169 (R2 = 0.9169). 
This value was very close to one, which affirmed that this model 
had high compatibility with the testing data.  

Table 5: ANOVA analysis for the tool wear  
 

  Coefficients Standard 
Error t Stat P-value Lower 

95% Upper 95% Lower 
95.0% Upper 95.0% 

Intercept 892.416 191.2756 4.6656 0.0055 400.7266 1384.1059 400.7266 1384.1059 

V 
(m/min) -8.84014 1.9269 -4.5877 0.0059 -13.7935 -3.8868 -13.7935 -3.8868 

S 
(s/tooth) -12.7191 4.8412 -2.6273 0.0467 -25.1639 -0.2744 -25.1639 -0.2744 

t (mm) -263.038 134.8144 -1.9511 0.1085 -609.5894 83.5134 -609.5894 83.5134 

V * V 0.0230390 0.0072 3.1986 0.0240 0.0045 0.0416 0.0045 0.0416 

S *S 0.0423667 0.0432 0.9799 0.3721 -0.0688 0.1535 -0.0688 0.1535 

t*t 80.7867 69.1754 1.1679 0.2955 -97.0343 258.6076 -97.0343 258.6076 

V*S 0.0712551 0.0170 4.2027 0.0085 0.0277 0.1148 0.0277 0.1148 

V*t 0.636735 0.6782 0.9389 0.3909 -1.1066 2.3800 -1.1066 2.3800 

S*t 1.92500 1.6615 1.1586 0.2990 -2.3461 6.1961 -2.3461 6.1961 

 
Figure 10: The influence of parameters on the tool wear 

 
Figure 11: The interaction influence between input parameters on the tool wear 
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 𝑉𝑉𝑉𝑉 = 892.416− 8.84014 ∗ 𝑉𝑉 − 12.7191 ∗ 𝑆𝑆 − 263.038 ∗ 𝑡𝑡 +
            0.0230390 ∗ 𝑉𝑉2 + 0.042366 ∗ 𝑆𝑆2 + 80.7867 ∗ 𝑡𝑡2 +
            0.0712551 ∗ 𝑉𝑉 ∗ 𝑆𝑆 + 0.636735 ∗ 𝑉𝑉 ∗ 𝑡𝑡 + 1.92500 ∗ 𝑆𝑆 ∗ 𝑡𝑡  

(1) 

The tool wear model presented in Eq. (1) was the basis for 
choosing the value of the input parameters in the investigated area 
to obtain the minimum value of the tool wear. In addition, this 
equation may be used to predict the tool wear corresponding to 
specific values of the cutting velocity, feed rate and depth of cut. 
The comparing the tool wear in experimental and predicted 
processes was shown in Fig.12. It was shown that the predicted 
results of the tool wear were very close to the that one of 
experimental results. This showed that equation (1) can 
completely be used to predict the tool wear corresponding to 
specific values of the input parameters in the investigated area. 

 
Figure 12: The tool wear when measuring and calculating 

 
4. Optimization process 

In order to obtain the optimal values of the cutting velocity, 
feed rate, and depth of cut to ensure the tool wear with minimum 
value (tools with maximum life), the constraints for input 
parameters and the constraints for evaluation criteria should be 
defined in solving the optimization problem. 

The constraints values of the variables are the largest and 
lowest values of the Box-Behnken matrix. In particular, the 
constraints of experimental variables were expressed as Eq. (2). 
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)

0.25 (𝑚𝑚𝑚𝑚) ≤ 𝑡𝑡 ≤ 0.75 (𝑚𝑚𝑚𝑚)

 

 

(2) 

According to references [21, 22] and recommendation by the 
cutting tool manufacturer, and practical experience in the 
manufacturing processes, when the tool wear VB exceeds the 
value 250 (µm), the accuracy of each gear is not guaranteed. This 
value of VB is chosen as the constraint of VB when performing 
the optimization process in this study. Thus, the constraint for 
output parameter was selected by Eq. (3). 

0 < 𝑉𝑉𝑉𝑉 ≤ 250(𝜇𝜇𝑚𝑚) (3) 

Using the Minitab 16 statistical software to solve the equation 
(1) to ensure the minimum of tool wear with the constraints as in 
equations (2) and (3), the optimization graph for the tool wear was 
obtained and shown in Fig. 13. 

Fig. 13 showed that, the optimal value of the cutting velocity, 
feed rate, and depth of cut are 93.0 (m/min), 59.3939 (s/tooth), 
and 0.553 (mm), respectively. With the expectation function d = 
1.000, it means the probability of this case is up to 100%, and then 
the tool wear has a minimum value of 32,3679 (µm). 

The verified experiments were performed by using these 
optimized values of the cutting parameters. Based on the 
adjustment ability of the experimental machine, the value of 
cutting parameters were only selected in the percentage accuracy 
(two decimal places). The experiments were carried out with five 
tests in five gear samples with the workpiece velocity of 93.00 
m/min, feed rate 59.40 s/tooth, and cutting depth of 0.55 mm. 
During the experimental process, other parameters were selected 
the same when performing the test according to the Box-Behnken 
matrix. The verified results were stored and listed in Table 6.  

 
Figure 13: Optimization graph of objective functions for the tool wear 

Table 6: Test results verifying the optimal value  

The tool wear when testing, VB (µm) 
Calculated 
VB (µm) 

% 
deviation Test 

1 
Test 

2 
Test 

3 
Test 

4 
Test 

5 Average 

31.12 31.83 29.68 30.85 33.66 31.43 32.37 2.9 

Table 6 indicates that in all 5 tests, the values of the tool wear 
during the tests are very close to the calculated values of tool wear, 
the average deviation between the test values and the calculated 
values was 0.94 µm (about 2.9%). The evaluated results showed 
that the optimal value of cutting parameters as well as the value 
of achieved tool wear when performing the optimization process 
ensured the high accuracy in compared to the actual value. 

5. Conclusions 

This study was performed to investigate the effect of milling 
parameters on the tool wear in milling process of the Gleason 
spiral bevel gear. The conclusion of this study was drawn as 
following. 

(1) The cutting velocity has a great influence on the tool wear, 
the feed rate was the second factor that influence on the tool wear. 
The depth of cut has a negligible effect on the tool wear. 

(2) The interaction between the velocity of cut, the feed rate, 
and cutting depth on the wear of tool is very complex. 

(3) A regression model showing the relationship between the 
tool wear and the cutting velocity, feed rate, and the depth of cut 
was proposed in this study. This model was applied to determine 
the optimum values of cutting parameters to obtain the minimum 
value of tool wear. In addition, this model was also used to predict 
the tool wear in each specific case depending on the cutting 
parameters. The value of tool wear when calculating was very 
close to that one when performing experimental. 

(4) In this study, by solving the optimization problem, the 
optimized results of the cutting parameters were determined as 
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following: The cutting velocity was 93.00 m/min, the feed rate 
was 59.40 s/tooth, and cutting depth was 0.55 mm. When 
machining with this set of cutting mode, the minimum tool wear 
that was obtained was about 31.43 (µm). 

(5) The experimental method of this study can be used to 
improve the cost of the machining process through extending the 
tool life or reducing the tool wear. 
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 The current online shopping system does not provide the actual shopping experience to the 
users where they scroll through the web pages and select an item to purchase, which 
becomes monotonous soon and lacks the shopping experience. This paper describes the 
development of the SmartMart, a 3D shopping mart where the user can navigate around 
the mart with the help of a virtual cart and interact with the products as they would do in 
real life. Further, this paper explains the integration of the recommendation system with 
the SmartMart that provides efficient and seamless customer experience. Here, the 
customers are recommended with various products based on their previous purchase 
history. This gives a more personalized touch to each user adding on to their shopping 
experience. This paper describes the implementation of recommendation system using three 
types of algorithms namely item-based collaborative filtering, popularity model and user-
based collaborative filtering. These algorithms are integrated with Unity SmartMart 
application and tested with the open source dataset. This dataset is organized in three ways- 
original data, data with a dummy field and normalized data. Distance metrics such as 
Pearson co-relation co-efficient, Jaccard similarity, cosine similarity metrics are used to 
compute the similarity among customers. This paper presents a comparative study of these 
different similarity metrics for user-based recommendation algorithm based on precision, 
recall, F-value and accuracy. From results obtained it can be seen that the Pearson co-
efficient metric gives the highest accuracy value (86.6%) but the F-value, mean precision 
and mean recall values are very less compared to Jaccard Similarity Metric. Hence, 
Jaccard similarity metric is preferred over Pearson co-relation co-efficient. The design and 
development of SmartMart along with the recommendation system adds a new dimension 
to both the existing online shopping system and provides better customer satisfaction. 

Keywords:  
3D environment  
Unity Environment 
Collaborative Filtering Algorithm 
Recommendation system 
Online shopping 

 

 

1. Introduction  

3D simulation software provides a rich training experience to 
the user for various end-user applications, without using any 
physical asset and loss to the company. This is a key factor of 3D 
simulation that is expected to boost market growth. The simulation 
software market was valued at USD 8.24 billion in 2019, and it is 
expected to reach USD 19.22 billion, by 2025. The 3D simulation 
enables users to immerse in a computer-generated environment 
where they can interact with various simulated objects in a way 
replicating the real-life process. These 3D objects can be generated 
automatically or manually created by deformation of the mesh 
structure, or otherwise manipulating vertices. Using 3D simulation 

for online shopping primarily enhances the customer experience 
and takes online shopping to a new level of sublimity. 

This adds a realistic window which is absent with the existing 
online shopping websites where the user does not get to perceive 
the actual depiction of an item which they are inclined to purchase. 
Though the current websites try to minimize the hassle of the 
actual shopping process but it cuts away many privileges of a 
customer which would be helpful in selecting the appropriate item 
they want to purchase.  

Currently, the e-commerce websites display 2D images of the 
products and facilitates the text-based search to seek out desired 
items to be purchased. But this does not allow customers to 
associate themselves with the real-world object experience. So, to 
replicate the real-world shopping experience for customers, this 
paper describes the design and development of a 3D shopping mart 
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called SmartMart. Here, each object is modeled in three 
dimensions to recreate the real-world object and also includes the 
other aspects of physics such as rotation, rolling, dragging of 
objects that makes the whole process more engaging. Due to this, 
the customer's experience of selecting an item from the SmartMart 
becomes more impeccable. 

The SmartMart is designed using Unity along with its copious 
features to establish a smooth user interface. Also, the products to 
be bought are modeled and rendered in the gaming engine in way 
that provides the customers with a flawless online shopping 
experience. MySQL database used stores the information about the 
products, customers and their transaction details. MySQL database 
further enables to scale the number of products or customers 
without any inconvenience. 

To broaden the scope of this proposed idea, a recommendation 
system has been implemented. To recommend appropriate 
products to customers the purchase history of multiple users is 
considered. A few factors that measures E-commerce success and 
customer satisfaction are as follows: 

• What are the most trending products for sale? 

• What are most suitable products for a particular customer 
based on his purchase history?  

• What items are more often bought together?  

Considering all the above-mentioned key factors, this paper 
describes implementation of recommendation system using three 
types of algorithms namely item-based collaborative filtering, 
popularity model and user-based collaborative filtering. Further, 
these algorithms are designed and integrated with Unity 
SmartMart application. For this, an open source dataset is used and 
organized in three ways- original data, data with a dummy field 
and normalized data. Further, Pearson co-relation co-efficient, 
Jaccard similarity, cosine similarity matrices are used to compute 
the similarity between purchase pattern usages among customers. 
Jaccard similarity metric provided the best result. 

The admin of the SmartMart application is authorized to 
append the data of the ongoing transactions and periodically train 
the model with latest dataset. This ensures that the 
recommendation system takes into account the changing trends of 
customer's shopping patterns with proposed SmartMart application. 

2. Literature Review 

In [1], the author described a personalized Recommender 
System based on data clustering techniques to deal with the 
scalability problem.  User-clusters are formed to categorize them 
based on their shopping behavior.  The proposed work use 
DBSCAN clustering algorithm for clustering the users, and then 
implement voting algorithms to recommend items to the user 
depending on the cluster into which it belongs. Their idea was to 
partition the users of the Recommendation system using clustering 
algorithm and apply the Recommendation Algorithm separately to 
each partition. The system recommends item to a user in a specific 
cluster only using the rating statistics of the other users of that 
cluster. They have tested the algorithm on the Netflix prize dataset. 

The work in [2], proposed two recommendation models for 
offline grocery/retail stores. The accumulated PoS (Point of Sales) 

data is used to understand the shopping behavior of different 
customers and recommend better products. The proposed 
recommendation models are-Direct recommendation of products 
and two step recommendation systems. These recommendation 
algorithms are analyzed based on precision and accuracy of the 
model. 

In [3], the author presented a recommendation system in their 
3D environment where they consider the pre-purchase ratings of 
users to suggest products. The pre-purchase ratings include the 
interaction of user with the 3D objects. The user’s emotions are 
captured in the form of electroencephalogram (EEG) signals. This 
makes the recommendations more users specific and accurate. A 
combination of this and the already existing recommendation 
system makes it dynamic. 

The study in [4] presents a Recommendation system which 
offers real-time personalized suggestions on offers to its customers. 
Using iBeacons personalized notifications telling about the offers 
which are pushed to the smart phones of the customer in real-time 
as they navigate through the shopping mart. This approach uses a 
Bayesian Inference and a Hard k-modes clustering approaches. 
Bayesian Inference approach uses Entropy-based algorithm to give 
accurate and user specific recommendations on the offers provided 
to each user. 

In [5], the author has proposed a virtual shopping mart which 
simulates a real working of shopping mart. The virtual shopping 
mart enables a cost efficient and high flexible way to store data. 
Researchers can use this data to improve the shopping experience 
of the customers. The data can be used to accurately predict the 
reactions of the customers to price change and the reactions to 
availability of the products that the customers need. These 
reactions can be used to optimize the shopping mart in a way to 
efficiently serve the customer's requirements. 

In virtual reality the customers have the exact 3D 
representation of the items unlike the other 2D shopping websites 
this helps in analyzing the exact reactions the customers have 
towards a product in the shopping mart which enables researchers 
to capture an accurate consumer behavior.  

The architecture that is proposed in this paper stands out from 
the other existing prototypes in a way that it integrates the 
recommendation system with the 3D environment (Unity software) 
which makes it possible for the user to have a sublime shopping 
experience. This entire system is based on client server model that 
allows concurrent access to the SmartMart by the potential 
customers. The use of recommendation system which recommends 
the most popular items and the items that the user would purchase 
helps the user to manage his/her shopping time more efficiently. 
The interaction with the 3D environment using keyboard and 
mouse makes the customer’s shopping experience realistic. 

3. Proposed Design of Smart-Mart 

The system architecture for the proposed SmartMart is 
illustrated in Figure 1. It manifests a computing model in which 
a server hosts, delivers and manages most of the resources and 
services to be utilized by the clients. The project aims at building 
a Client-Server architecture where the client application entails a 
3D UI (User Interface) platform that would grant customers/users 
a real-time shopping experience at the click of a button.  
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The customer interacts with the environment through keyboard 
and mouse input controls to bring in various changes ranging from 
the state of a product to updating the fields in database in the server. 
The MySQL database stores all the information about products, 
customers, transaction details and billing information. A virtual 
shopping cart designed in unity platform can freely move around 
the SmartMart.  

Also, customers are allowed to add products to shopping cart, 
thereby facilitating a user-friendly experience to the users, unlike 
the existing shopping platforms. As the user proceeds towards the 
billing section, the inventory is updated which would help 
administrators to track and maintain the stock efficiently. 

 
Figure 1: System Design of User interaction with SmartMart. 

The Figure 1 describes about the Unity gaming engine that is 
used to host the entire shopping environment application. The 
Unity APIs used in the proposed work handle various user 
interactions and allow communication with third party scripts, 
namely, C# and PHP (Hypertext Preprocessor). The user 
interactions are translated into corresponding events by the 
interface. The application processes these events and triggers other 
events or updates the SQL database connected to it. A PHP script 
acts as an intermediary to communicate between the SQL database 
and the application. 

The figure 2 describes the 3D view of the proposed SmartMart. 
This figure shows a virtual cart an products placed on shelves in 
the SmartMart. The user can move around virtual around the mart 
along with the Virtual-Cart. 

The uniqueness of this paper is integration of SmartMart with 
the recommendation system. This recommendation system is 
deployed using the Python script and connected to the SmartMart 
application via PHP. 

 
Figure 2. The 3D view of the SmartMart 

4. Workflow of Proposed Work 

Unity is a cross-platform game engine with a built-in IDE 
(Integrated Development Environment) used to develop video 

games for web plug-ins, desktop platforms, consoles and mobile 
devices. Pro-Builder is a tool that gives Unity the ability to edit the 
shape of primitive objects and model these 3D objects as per the 
requirements. 

 
Figure 3: Workflow of Smart-Mart 

The work flow of the Virtual Supermarket is depicted in the 
Figure 3. The application starts with the initial scene where user 
credentials are validated with username and password. If the 
credentials are correct, the user gets into the game scene, which is 
the main application. The user is placed at the entrance of the 
mart, with a virtual cart placed there. The cart is designed using 
Pro-Builder. The cart is scripted such that the customer can move 
it around the mart with the help of the mouse control. 

Shelves at the virtual mart are rendered using unity platform 
and various products are placed on it. The products at the mart are 
built as 3D objects using Pro-builder platform in order to recreate 
the real-life products such as baseball bats or celery. These virtual 
products created in the Unity platform are nothing but Game 
Objects. Game Objects are the fundamental objects in Unity that 
represent characters, props and scenery. Every Game Object is 
associated with a tag which is used to identify, retrieve and store 
the information about a particular product. Each product/Game 
Object is associated with a script which allows the user to rotate, 
drag and drop it into the virtual cart. Whether the customer puts or 
removes the item to or from the cart, the inventory database is 
updated accordingly in real time. As soon as the user selects the 
product, the details of the product along with the recommendations 
are displayed on the monitor installed at the billing counter. This 
is accomplished using PHP server that communicates with 
MySQL and Unity. 
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 Once the user completes the adding of products to the virtual 
cart, the cart can be dragged to the billing counter where 
appropriate billing information is displayed. This billing 
information includes the items purchased, per piece price, total 
quantity, total price, time of billing, customer id and customer 
details. These transaction details are stored in the database in real 
time. Once the billing details are generated, the user signs out and 
the session is over. 

Thus, database manages all the transactions, user and product 
information efficiently. The details of the products are displayed 
to customers as required without any latency. The interactions, 
ranging from dragging and dropping of the items into virtual cart 
to its movement in 3D environment in the first-person view is 
flawless. 

After the text edit has been completed, the paper is ready for 
the template. Duplicate the template file by using the Save As 
command, and use the naming convention prescribed by your 
conference for the name of your paper. In this newly created file, 
highlight all of the contents and import your prepared text file. You 
are now ready to style your paper; use the scroll down window on 
the left of the MS Word Formatting toolbar. 

5. Recommendation System 

Al the proposed virtual Super market is further integrated 
with a Recommendation System. In the field of e-commerce, 
recommendation systems are an attempt to bridge the gap between 
the online and in-store shopping experience reiterating the very 
aspect that made this project distinctive. Recommendation 
systems streamline our online shopping experience by suggesting 
products that customers might be interested in. 

With the growing technological advancements in the fields 
of business intelligence and data science, recommendation 
systems have become increasingly popular. They help the 
customers to know and decide what to buy based on their previous 
purchase history, their feedbacks and features of the products to 
be purchased. 

 
Figure 4: Classification of recommendation system 

The two most popular approaches for building a 
recommendation system are Collaborative Filtering and Content-
based algorithms as shown in Figure 4. While the former approach 

requires only the user’s historical preferences over the existing 
inventory, the latter requires a fair amount of knowledge on the 
item’s characteristics such as ingredients, trademark and 
features. Although Collaborative Filtering depends on only 
purchase history of users one assumption that this model makes is 
that the users who have purchased a certain set of products in the 
past also tend to agree with the same kind of products in the future.  

Collaborative filtering algorithms [6] are mainly classified 
as model based and memory based approaches. Further there are 
two types of Memory based Collaborative filtering algorithms 
namely Item-based collaborative filtering and User-based 
collaborative filtering . Item-based collaborative filtering that 
depends on items and their similarity to other items. User-based 
collaborative filtering  algorithm is more resource-intensive as it 
looks at customer behaviors and preferences. In memory based 
approach the similarities with the closest users or items are 
calculated by using Cosine similarity or Pearson correlation 
coefficients, which depend primarily on arithmetic operations. 
Model based collaborative filtering algorithms provide 
recommendations by developing a machine learning model on 
existing user ratings and then to predict user’s rating of unrated 
items [7]. As building a model is both time and resource 
consuming. It is difficult to add data to model based systems.  The 
quality of prediction for memory based algorithms is good as it 
uses the entire database every time it makes a prediction. Thus, 
we go with memory based algorithms for the proposed work.  

The similarity metrics [8] used for recommending products 
in the SmartMart application are Cosine, Pearson Correlation 
Coefficient and Jaccard similarity methods. 

• By measuring cosine of the angle between any two vectors, 
Cosine similarity technique calculates how these are related 
to each other. The Cosine similarity metric is computed as 
shown in equation 1. 

𝑪𝑪𝑪𝑪(𝒊𝒊, 𝒋𝒋) =
∑ 𝒓𝒓𝒖𝒖𝒊𝒊𝒓𝒓𝒖𝒖𝒋𝒋𝒖𝒖∊𝑼𝑼𝒊𝒊𝒋𝒋

��∑ 𝒓𝒓𝒖𝒖𝒊𝒊𝟐𝟐𝒖𝒖∊𝑼𝑼𝒊𝒊𝒋𝒋 � ��∑ 𝒓𝒓𝒖𝒖𝒋𝒋𝟐𝟐𝒖𝒖∊𝑼𝑼𝒊𝒊𝒋𝒋 �
                   (1) 

        where Ui represents users, who have purchased only item i 
        & Uij represents users who have purchased both i & j items. 

• Pearson coefficient similarity technique calculates the 
similarity between two vectors by   the linear correlation 
between them. The values resulting from PCC range from -
1, representing negative correlation to +1, representing a 
high positive correlation. Zero order correlation is when the 
value is 0 and the vectors do not show any relation. The 
Pearson Correlation Coefficient similarity metric is 
computed as shown in equation 2. 

𝑷𝑷𝑪𝑪(𝒊𝒊, 𝒋𝒋) =
∑ (𝒓𝒓𝒖𝒖𝒊𝒊 − 𝒓𝒓𝒊𝒊 ����⃗ )𝒖𝒖∊𝑼𝑼𝒊𝒊𝒋𝒋 �𝒓𝒓𝒖𝒖𝒋𝒋 − 𝒓𝒓𝒋𝒋 ����⃗ �

��∑ (𝒓𝒓𝒖𝒖𝒊𝒊 − 𝒓𝒓𝒊𝒊 ����⃗ )𝟐𝟐𝒖𝒖∊𝑼𝑼𝒊𝒊𝒋𝒋 � ��∑ �𝒓𝒓𝒖𝒖𝒋𝒋 − 𝒓𝒓𝒋𝒋 ����⃗ �𝟐𝟐𝒖𝒖∊𝑼𝑼𝒊𝒊𝒋𝒋 �
(2) 

         where Ui represents users, who have purchased only item i 
         & Uij represents users who have purchased both i & j item. 

http://www.astesj.com/


P. Ghuli et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1408-1413 (2020) 

www.astesj.com     1412 

• Jaccard similarity technique calculates the extent of 
similarity between two users by taking number of 
preferences common between them and is shown in equation 
3. 

𝑱𝑱𝑪𝑪(𝒊𝒊, 𝒋𝒋) =
|𝑼𝑼𝒊𝒊 ∩ 𝑼𝑼𝒊𝒊|
|𝑼𝑼𝒊𝒊 ∪ 𝑼𝑼𝒊𝒊|

                                  (3) 

where Ui represents users, who have purchased only item i.  

As mentioned in the previous section this paper implements 
recommendation system using three types of algorithms namely 
item-based collaborative filtering, popularity model and user-
based collaborative filtering. Popularity based recommendation 
systems learn data in a certain way, after which, suggest items that 
are in trend at the moment. For instance, if there exists a product 
that is being purchased by many users then it is likely that it will 
be recommended to every user. 

6. Details of Dataset and Data Pre-processing 

The proposed work makes use of two datasets. First one is 
MySQL database created to store details pertaining to the 
customers, their transactions and product information. The other 
one is an open-source dataset [9].  

The MySQL database being employed has the following 
tables that stores vital information – the validation details of the 
customers; the customer table contains the details of all the 
existing customers; the inventory table contains details like 
product ID, product name and their respective quantities that 
directly correlate to the stock available with the seller; the billing 
table which stores the bill generated during shopping and holds 
information like user ID, items bought, time of purchase, etc and 
the orders table that contains all the bills generated along with 
respective product information. 

The open-source dataset that is used to build a 
recommendation system is available in .csv format. It has 
information regarding the purchase history of the customers. 
There are 3 approaches in terms of how data is being used. 

Taking customer ID and product ID as they are. 

Creating a dummy field for marking whether a customer 
bought an item or not. 

Normalize purchase frequency of each item across users by 
first creating a user-item matrix. 

Since normalization is always used as a basic component for 
the predictor models and most often produces the best results 
when it comes to recommender systems, it was decided to proceed 
with normalized data. We have normalized the purchase history 
of users on a scale of 0 to 1. 1 depicts the greatest number of 
purchases for an item and 0 depicts 0 purchase count for that item. 

7. Results and Discussions 

The proposed work evaluates the different Similarity Metrics 
for user-item recommendation algorithm based on recall, 
precision, and F-value with the number of recommended items for 

each user as 10 [10]. The results presented in Table 1 evaluate the 
different similarity matrices for user-item recommendation 
algorithm by using the average value of recall, precision, and F-
value. Table 1 also provides the recall, precision, and F-value for 
popularity model variant of recommendation system. Cut-off ‘K’ 
is a user definable integer that is set by the user to match the top-
N recommendations. The value of cut-off is kept as 10 (K=10).  

Table 1: Performance comparison of Similarity Matrices 

Precision: The number of products bought by the customer 
out of all the recommended products. Precision at k is the 
proportion of recommended items in the top-k set that are relevant. 
Suppose if 10 products were recommended to this customer out 
of which he buys 5 products, then precision is 0.5. The precision 
at k is computed using equation 4.  

Precision =
�Number of recommended items  that

 are relevant in the top k set �

Number of recommended items in the top k set
     (4)  

Recall: The number of products that are recommended out 
of all the products that a user buys. Recall at k is the proportion of 
relevant items found in the top-k recommendations. Suppose if a 
customer buys 10 products and the recommendation decided to 
show 4 of them, then recall is 0.4. Recall at k and F - value is 
computed as shown in equation 5 and equation 6 respectively.  

Recall at k =
� Number of recommended items

 that are relevant in the top k  set�

Total number of relevant items
            (5) 

 

F − value =  
2 ×  Precision ×  Recall

Precision + Recall
                               (6) 

From Table-1 it can be inferred that the Jaccard similarity 
has the highest F-Value (0.04546) followed by cosine similarity 
(0.04399). The mean precision and mean recall are also the 
highest for Jaccard similarity (0.0271 and 0.1414 respectively). 
By the results it can be seen that Jaccard similarity is the best 
metrics to recommend products for the dataset used in this paper. 

Table 2 presents the performance comparison of various 
similarity metrics based on RMSE (Root Mean Square Error) and 
accuracy. It also provides RMSE and accuracy values for the 

Recomme
ndation 
System 
Models 

Similarity 
Metrics 

  Precision Recall F-Value 

Popularity 
Model 

- 0.002685 0.014068 0.004509 

User-
based 

Collabora
tive 

Filtering 
Algorithm 

Cosine 
similarity 

0.026191 0.137444 0.043999 

Pearson 
similarity 

0.002706 0.014176 0.004545 

Jaccard 
similarity 

0.027089 0.141439 0.045469 
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popularity model variant of recommendation system. The Pearson 
metric gives the highest value (86.6%) but since the F-value, mean 
precision and mean recall values are very less, Jaccard metric is 
preferred. Note that the popularity model just recommends the 
most popular products and is similar for every user, so we don’t 
consider it in user-item recommendation. 

Table 2: Performance comparison of various similarity metrics based on RMSE 
and Accuracy 

Recommendation 
System Models 

Similarity 
Metrics 

RMSE Accuracy 

Popularity model - 13.3580% 86.6420% 

User-based 
Collaborative 

Filtering Algorithm 

Cosine 
similarity 

16.1986% 83.8014% 

Pearson 
similarity 

13.3915% 86.6085% 

Jaccard 
similarity 

16.0924% 83.9076% 

8. Conclusion 
The Virtual SmartMart application is an innovative platform, 

which evolves the way people shop online when compared to 
different E-commerce websites. The above deployed 
recommendation models make sure that the customers never miss 
out on any current trending products (Popularity model), the most 
liked products by other users (user-item model) and best products 
related to the items present in the cart (item-based model). 
Therefore, the recommended products will provide customers a 
sense of satisfaction.  

This paper presents a comparative study of different 
similarity metrics for user-based recommendation algorithm 
based on precision, recall, F-value and accuracy. From results 
obtained it can be seen that the Pearson co-efficient metric gives 
the highest accuracy value (86.6%) but since the F-value, mean 
precision and mean recall values are very less, Jaccard similarity 
metric is preferred. 

From the dealer point of view, Unity Analytics (integrated 
with Unity game engine) with SmartMart will help him in 
monitoring the most selling products, the most active time during 
a day, the number of shoppers active at any point of time and the 
countries with leading number of shoppers. This helps dealer 
make appropriate decision at right time. Integration of Unity 
Analytics with the SmartMart can be considered as future work 
for this work proposed here. 

For any company retaining customers and up scaling of 
business are two very important aspects. SmartMart Unity 
application successfully helps a company in doing so.  The 
limitations of the virtual supermarket include cold start problem, 
data sparsity problem and scalability. This can be   overcome by 
developing a hybrid recommendation system; a combination of 
collaborative and content-based filtering. This can be taken up as 
future work. 
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The one-dimensional form of some types of differential equations that appear in the modeling
of solid-state devices, like, e.g., the Poisson and Schrödinger equations, can be solved
numerically using the Numerov Process (NP). The accuracy of NP is superior by at least two
orders of magnitude to that of commonly-used solution methods like, e.g., the finite-difference
one. Another advantage of NP is that the increase in computational cost is modest. This
paper investigates the possibility of extending the applicability of NP to the whole set of
equations that constitute the mathematical model of semiconductor devices. It shows that
the charge-continuity and charge-transport equations can be recast in a form suitable for
NP. The performance of the method is tested on an n+-n-n+ device, and the extension of the
approach to the two-dimensional transport problem is worked out.

1 Introduction
A number of physical problems are described by second-order dif-
ferential equations of the form

− z′′ = F(z, x) (1)

(primes indicate derivatives with respect to x). When a uniform
grid with grid size h is used, such a form can be tackled numerically,
thanks to the absence of the first derivative, with an O(h4)-accurate
discretization method generally known as Numerov Process (NP);
this in contrast to O(h2) of the finite-difference method (the deriva-
tion of the scheme is shown in the Appendix). Linearization of (1)
yields

− z′′ = Q(x) z + P(x) . (2)

Scope of this paper is to extend the applicability of NP to the
system of equations that describe the transport of electric charge in
solid-state devices. This paper is an extension of work originally pre-
sented at the SISPAD 2019 Conference [1]; besides the Appendix,
more details about NP are given, e.g., in [2] and references therein.

In some cases, (2) can be reduced to equations that appear in
the model for semiconductors; for instance, letting Q = 0, and
naming z = u the electrostatic potential normalized to the thermal
voltage kB T/q, and P = q/(ε kB T ) %, with % the charge per unit
volume, transforms (2) into the Poisson equation, which is one of
the equations of the standard semiconductor-device model (in the
above definitions, symbols q, ε, kB, T denote the elementary charge,

material permittivity, Boltzmann constant, and lattice temperature,
respectively). If, instead, one lets P = 0, the form of the time-
independent Schrödinger equation is recovered, which enters the
semiconductor-device model when nanometer-scale devices are con-
sidered; in this case, z = w is the time-independent wave function,
whereas the form of Q reads Q = 2 m (E − V)/~2, where E = const
is the total energy of the electron and V(x) the potential energy;
in turn, m is the electron effective mass and ~ the reduced Planck
constant.

The elimination of the odd-order derivatives in the Taylor ex-
pansion (see Appendix), as required by NP, prescribes the use of a
uniform grid; the better accuracy of the method largely compensates
for this aspect. An application of NP to the analysis of a semi-
conductor device was shown in [2], where the coupled solution of
the Schrödinger-Poisson system was dealt with; in that case, no
manipulation of the equations was necessary because both have
already the form (2).

Object of this paper is to show that, by a suitable choice of
the unknowns, NP can be extended to the whole set of equations
constituting the mathematical model of semiconductor devices. To
this purpose it is convenient to briefly outline the recent progresses
in modeling, following the semiconductor-device roadmap (now
“International Roadmap for Devices and Systems — IRDSTM” [3])
and the corresponding evolution of the mathematical models.

The standard model of semiconductor devices (drift-diffusion
model) is made of the Poisson equation and, for each type of mo-
bile charges (electrons and holes), of the continuity and transport
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equations for the mobile-charge density; the transport equation has
two terms: the first one is of the drift type, the second one of the
diffusive type. For submicron devices the model is extended by
adding another pair of continuity and transport equations, whose
unknown is the energy density of the carriers (in this case, the model
is termed hydrodynamic).

When the lateral extension of the device channel shrinks to
the nanometer scale, the device can be described as a cylindrical
structure. This makes it possible to separate the longitudinal and
transversal directions; then, the calculation of the charge density is
accomplished by solving the Schrödinger equation over each cross
section, whereas the analysis along the longitudinal direction is still
carried out in classical terms. An example is found in the solution of
a cylindrical nanowire shown in [2]. Other examples of nanometer-
size structures made of compound materials are illustrated in [4].

The n+-n-n+ structure considered in this paper is suitable for
checking the extension of NP to the solution of the whole transport
model of semiconductors. The structure is one of the benchmarks
used in the literature (see, e.g., [5] and references therein): besides
being one-dimensional, like a nanowire or a gate-all-around transis-
tor, it has the advantage of being unipolar, namely, for its description
it suffices to use only one type of carriers (electrons in this case),
thus halving the number of continuity-transport pairs of equations
to be solved.

The investigations on numerical methods for solving the semi-
conductor equations have gone in parallel with the strong devel-
opment of the integrated-circuit technology of the last 50 years.
At present, the most successful solution techniques for the drift-
diffusion or hydrodynamic models are incorporated in huge device-
analysis systems, whose update and maintenance is a concern of the
semiconductor Companies in cooperation with specialized Software
Houses. The advantage of NP is that it is applicable to the existing
solution techniques without excessive changes in the organization
of the software, and with a limited increase in the computational
cost; for this reason, also considering the improvement in accuracy,
the application of NP to the semiconductor equation is worth consid-
ering. The present investigation about the applicability of NP to the
numerical solution of the semiconductor transport equations con-
siders the drift-diffusion model for the sake of simplicity, since the
hydrodynamic model and the other models of higher order, derived
from the Boltzmann Transport Equation, have the same structure.

The paper is organized as follows: the model equations are
shown in Section 2 along with the transformation that gives them
an NP-suitable form; the NP-based discretization in the one-
dimensional case is carried out in Section 3. A method for cal-
culating the electric potential at each node independently of the
coupling with the transport equation is outlined in Section 4, fol-
lowed by a stability analysis of the iterative solution (Section 5).
The results are shown in Section 6, and the extension of the method
to the two-dimensional case, still over a uniform grid, is given in
Section 7. Finally, the conclusions are drawn in Section 8, while a
summary of the derivation of NP is provided in the Appendix.

2 Model Equations
The semiclassical, drift-diffusion equations describing the transport
of carriers in solids is made of the Poisson equation and, for each
type of charges (namely, electrons and holes), of a pair of equations
made of the continuity and of the transport equations. Here a one-
dimensional device of the unipolar type is analyzed, whose carriers
are electrons. This situation is found, e.g., in n+-n-n+ structures like
that shown in Figures 1 and 2, or in memory devices of the phase-
change type (e.g., [6, 7]); in these devices, the Poisson equation
reads

x

V

Figure 1: Lateral view of the simulated n+-n-n+ structure. The red regions indicate
the contacts, while the shades of green mimic the non-uniform dopant concentration.
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Figure 2: Dopant profiles of the simulated n+-n-n+ structure.

− u′′ = P =
q

ε kB T
%(n,ND) , (3)

with n the electron concentration and ND(x) the concentration of
ionized donors within the n+-n-n+ structure (when phase-change
materials are considered, ND is replaced with the concentration
nT of empty traps). The continuity equation of the electrons, and
the corresponding drift-diffusion equation for the electron-current
density read, respectively,

J′n = q U , Jn = q Dn (n′ − u′ n) , (4)

with U = U(n), Dn being the net-recombination rate and the
electron-diffusion coefficient, respectively (here a constant value of
Dn is considered). Combining (4) yields

n′′ − u′ n′ − u′′ n =
U
Dn

. (5)

The Wronskian determinant of the homogeneous equation asso-
ciated to (5) reads, by Abel’s identity, W = const × exp(u) , 0.

The system of equations to be solved is then made of (3) and (5),
whose boundary conditions are the values of u and n at the two ends
of the (finite) integration interval. If the discretization of the interval
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produces N internal nodes, the boundary conditions are u0, uN+1
and n0, nN+1, respectively; in the analysis of solid-state devices it is
assumed that the contacts force a condition of electric neutrality, so
that n0, nN+1 are such that P0 = PN+1 = 0 (compare with (3)).

In a decoupled solution scheme, one assumes that n is given and
solves (3) for u, then solves (5) for n using the form of u thus found;
the procedure is iterated until convergence is reached. One notes
that NP is not applicable to (5) as it stands, due to the presence of
the first derivative; to give the equation a more suitable form one
defines

s = −
U
Dn

exp(−u/2) , g = n exp(−u/2) , (6)

this transforming (5) into

− g′′ = c g + s , c =
P
2
−

(u′)2

4
. (7)

Transformation (6) does not consist in a reduction to a self-adjoint
form; in fact, the expression of the latter would be

[n′ exp(−u)]′ = (U/Dn − P n) exp(−u) ; (8)

transformation (6) is not either an “exponential fitting” of the type
commonly adopted for solving the semiconductor equations: the
exponential fitting would in fact yield

q Dn [n exp(−u)]′ = Jn exp(−u) , (9)

where the current density Jn is approximated with a different
constant along each interval between two nodes (in the field of
semiconductor-device modeling the scheme based on (9) is also
known as Scharfetter-Gummel method [8]).

The homogeneous equation corresponding to (7) reads g′′+c g =

0; in the iterative procedure by which the system made of (3) and
(7) is solved within the finite integration interval, coefficient c is
obtained from the electron concentration n and the normalized elec-
trostatic potential u calculated at the previous iteration. As neither
n nor u have poles, all points within the integration interval are
ordinary.
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Figure 3: Electric field in the simulated n+-n-n+ structure, at different values of the
applied bias; namely, 0 V (blue curve, left scale) and 1 V (red curve, right scale).
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electric field with respect to the densest grid (2000 nodes). The horizontal axis shows
the number of nodes of each grid used in the comparison (more details are given in
Section 6). The analysis has been repeated for different values of the applied voltage
V , as shown in the inset.

3 Application of NP

In this Section, the Numerov Process is applied to (3) and (7) over a
grid made of N, uniformly-spaced internal nodes with element size
h. The Poisson equation (3) is transformed into the N × N algebraic
system

− ui−1 + 2 ui − ui+1 =
h2

12
(Pi−1 + 10 Pi + Pi+1) , (10)

i = 1, 2, . . . ,N, while (7) transforms into the N × N system

−

(
1 +

h2

12
ci−1

)
gi−1 +

(
2 − 10

h2

12
ci

)
gi (11)

−

(
1 +

h2

12
ci+1

)
gi+1 =

h2

12
(si−1 + 10 si + si+1) .

The matrix of the algebraic system (10) is symmetric, whereas
that of (11) is non symmetric due to terms ci−1 and ci+1 at the
left hand side. Although in the latter system the unknowns are
gi = ni exp(−ui/2), terms ci and si still depend on the original
unknown n; also, each gi depends, through exp(−ui/2), on the (arbi-
trary) zero of the electric potential; finally, due the presence of the
exponentials of the electric potential, the matrix of the coefficients
of (11) may become stiff. For the above reasons it is convenient to
multiply both sides of (11) by exp(ui/2). In this way, the following
replacements are carried out in (11): gi−1 ← ni−1 exp[(ui − ui−1)/2],
gi ← ni, and gi+1 ← ni+1 exp[(ui − ui+1)/2]; by the same to-
ken, si−1 ← −(Ui−1/Dn) exp[(ui − ui−1)/2], si ← −(Ui/Dn), and
si+1 ← −(Ui+1/Dn) exp[(ui − ui+1)/2].
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Figure 5: Maximum modulus of the relative variation maxg |(nd − nc)/nd | of the
electron concentration with respect to the densest grid (2000 nodes). Compare with
Figure 4.

The new form of (11), where the original unknown appears,
is preferable because the exponents bearing differences like, e.g.,
ui − ui−1, instead of a nodal potential alone, are expected to be rela-
tively small. To complete the calculation it is necessary to express
the derivative u′ that appears in (7); this is also done using NP, so
that the accuracy of the scheme is preserved, and yields

u′i =
ui+1 − ui−1

2 h
+ h

Pi+1 − Pi−1

12
. (12)

When i = 2, . . .N − 1, only the indices of internal nodes appear in
(12); if, in contrast, i = 1 or i = N, then one boundary condition is
present (u0 and P0 = 0 or, respectively, uN+1 and PN+1 = 0); the last
possible case occurs when i = 0 or i = N + 1, in which the values
of the electric potential and charge in the interior of the contacts
appear in (12); remembering that the contacts are equipotential and
neutral, it is u−1 = u0, P−1 = 0 and uN+2 = uN+1, PN+2 = 0.

4 Decoupling the Model Equations
The model equations are solved by iterating between (10) and (11).
In general, equations like these are tackled with algebraic solvers
able to provide the values of the unknowns in a given sequence;
for instance, considering the solution of (10) obtained through the
A = L U decomposition, the ith nodal value of the normalized
electric potential u is obtained only after calculating it at nodes 1
through i−1 (or at nodes N through i+1). Here a different approach
is adopted, in which ui is obtained as soon as necessary, without the
need of calculating its other nodal values. Such a result is achievable
for the discretized form (10) of the Poisson equation by solving it
with the scheme of [9, p. 769], that provides each nodal value ui

independently of the others; using such a scheme after indicating
with Ci the right hand side of (10) yields

u1 = u0 + R , ui = u0 + i R − Yi−1 , i = 2 . . .N , (13)

where

Z j = h2
j∑

k=1

Ck , Yi =

i∑
j=1

Z j , i = 1 . . . N , (14)

R =
uN+1 − u0 + YN

N + 1
. (15)

The differences that appear in (11) after carrying out the replace-
ments outlined above, are easily evaluated from (13–15):

ui − ui−1 = R − Zi−1 , ui+1 − ui−1 = 2 R − (Zi−1 + Zi) .

In practice, this scheme decouples (10) from (11); it may appear
that this result is due to the discretization: in fact, one can also elim-
inate the Poisson equation prior to the discretization, by recasting
it in integral form [9, p. 781–784]. The calculation of the overall
number of operations also shows that the method based on (13–15)
requires fewer operations than the A = L U decomposition; specif-
ically, for a matrix of order N the number of operations required
by the A = L U decomposition is 6 (N − 1) multiplications and
3 (N − 1) additions, whereas the method based on (13–15) requires
N − 1 multiplications and 4 (N − 1) additions.

Another difference between the standard discretization schemes
like, e.g., finite differences, and the present one is the following:
here, the discretized functions and their derivatives of all orders
“belong” to the nodes; as a consequence, no hypothesis is necessary
about the form of the discretized functions over each element. In
the finite-difference scheme the functions and their derivatives of
even order belong to the nodes, whereas the derivatives of odd order
belong to the elements.

5 Stability
Observing that the equations of the model are non linear, it is neces-
sary to implement an iterative solution. Specifically, considering for
instance the equilibrium case, the normalized charge concentrations
Pi−1, Pi, Pi+1 at the right hand side of (10) depend on the elec-
tric potential u; the dependence is exponential in a non-degenerate
semiconductor, or via a Fermi integral in a degenerate one [9]. In
both cases, the derivatives dPi/du are negative irrespective of the
type of carriers (electrons or holes) that is considered: in fact, elec-
trons (holes) contribute negatively (positively) to the charge density,
and the electron (hole) concentration increases (decreases) when
u increases. This reasoning also applies in the non-equilibrium
case, because the functional dependence of the concentration on the
electric potential is the same. In conclusion, linearizing (10) with
respect to u adds weight to the main diagonal of the system matrix,
resulting in an improved convergence rate; this behavior, typical of
the linearized Poisson equation in semiconductors, is due to the de-
pendence of the carrier concentrations on the electrostatic potential
and is common to a number of discretization schemes. In contrast,
as shown below, the properties of the algebraic system obtained by
discretizing the continuity and transport equations with the scheme
shown in this paper are quite different from those obtained with the
standard scheme.

Coming now to (11), when the expressions of ci−1, ci, ci+1 that
appear in (7) are replaced in (11), one finds an algebraic system
whose right hand side, in the ith row, is made of three summands:
the structure of the first summand, Ai = −gi−1 + 2 gi − gi+1, is the
same as that of Poisson’s equation (10). The form of the other two
terms is

Bi =
(u′i−1)2 gi−1 + 10 (u′i)

2 gi + (u′i+1)2 gi+1

48/h2 , (16)
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Ci = −
Pi−1 gi−1 + 10 Pi gi + Pi+1 gi+1

24/h2 . (17)
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Figure 7: Number of calls to the solver that are necessary to bring the error below a
prescribed value, for a given number of grid nodes. Here a 1500-node grid was used.
The curves refer to the bias values shown in the inset.

The coefficients defined by (16) are non negative, therefore they
add weight to all diagonals of the system matrix (11); due to factor
10, the weight added to the main diagonal is generally dominant,
unless node i is near an extremum of u. As for (17), the presence
in it of the normalized charge density P, which may have either
sign, makes the analysis more complicated; on the other hand, (17)
is of order 2 in h, whereas, due to a cancellation that takes place
when (12) is replaced in (16), Bi is of the same order as Ai, namely,
order 0 in h. In essence, the structure of the algebraic system (11)
deriving from the present discretization scheme of the continuity
and transport equations is similar to that deriving from the Poisson
equation. In contrast, the standard exponential-fitting scheme for
the continuity and transport equations, based on (9), approximates
U as a piecewise-constant function at each node, and linearizes u
between each pair of nodes; with these premises, the scheme yields

− Ki
i−1 ni−1 +

(
Ki−1

i + Ki+1
i

)
ni − Ki

i+1 ni+1 = −h2 Ui

Dn
, (18)

whose coefficients Kk
j depend on the normalized electric potential

through the Bernoulli function B:

Kk
j = B(u j − uk) , B(λ) =

λ

exp(λ) − 1
. (19)

Besides the approximations mentioned above, it is easily found
that the main diagonal of the algebraic system (18) is not necessarily
dominant [9, p. 781].

6 Results

As an example of application, the solution scheme based on NP
is applied here to the n+-n-n+ structure whose lateral section and
dopant profiles are shown in Figures 1 and 2, respectively. The
device length is L = 10 µm, the concentration of the light, con-
stant dopant (black line in Figure 2) is NB = 1015 cm−3, while
the two profiles (red lines) are given by NL = N0 exp(−x2/x2

0) and
NR = N0 exp[−(L − x)2/x2

0], with N0 = 1017 cm−3 and x0 = 1.165
µm, respectively. The total dopant distribution to be used in (3)
is ND(x) = NB + NL + NR. The device is uniform in the direction
normal to the field; the equations of the models have been solved at
different applied voltages V , ranging from equilibrium (0 V) to 1.6
V. The form of the electric field E is shown in Figure 3 for V = 0 V
and V = 1 V.

Each solution was repeated on different grids, starting with a
reference grid having N = 2000 nodes and successively decreasing
it down to N = 100. Figure 4 compares the electric field E calcu-
lated using the 2000-node grid with that calculated using coarser
grids. As all grids are obtained by refining the 100-node one, for
each node of the latter there exists a node of the denser grids having
the same abscissa. Consider, e.g., the V = 0 curve of Figure 4, for
which the 500-node grid yields about 4 × 10−9; to obtain this value
one considers two vectors, namely, the electric field Ec at each node
of the 500-node grid and the electric field Ed at the corresponding
abscissae of the 2000-node grid; from this vector one then extracts
the maximum relative difference maxg|(Ed − Ec)/Ed |, which is the
strictest metric for the problem in hand. Figures 5 and 6 show the
same type of comparison carried out for the electron concentration n
and the electric potential ϕ, respectively. The worst case (about 9%)
occurs for the electron concentration at the largest bias; this was to
be expected, given the exponential dependence of the concentration
on the electric potential.

Another part of the investigation aimed at determining the num-
ber of calls to the solver (i.e., iterations) that are necessary to bring
the error below a prescribed value, given the number of grid nodes
and the applied bias. The error is defined as

Error = maxi |q
(k+1)
i − q(k)

i | , (20)

where i is the node index, k is the iteration index, and q stands for
ϕ or n. The number of calls is plotted in Figure 7 for a 1500-node
grid, in Figure 8 for a 500-node grid and, finally, in Figure 9 for a
100-node grid, respectively; the bias values are the same in all cases.
The curves show that the prescribed error is reached smoothly for
all values of the applied bias, with no substantial difference from
one grid to another; thus, the method provides a significant gain as
far as the computational cost is concerned.
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In [1], a different electronic device has been used to compare
the error of the method presented here with that of the exponential-
fitting one (the Scharfetter-Gummel method), in which the discretiza-
tion scheme for the carrier concentration is based on (9). Like in the
example above, after obtaining the reference solution over a dense
grid (N = 2000), more solutions were calculated by making N to
progressively decrease; after each solution, the maximum difference
was calculated with respect to the reference solution. The improve-
ment of the present method with respect to the standard one was
found to be about one order of magnitude in all cases.
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Figure 8: Same as Figure 7, using a 500-node grid.

7 Extension to Two Dimensions

It may be argued that a method for solving one-dimensional prob-
lems has a limited range of applicability. This is not so in the
modeling of solid-state devices; in fact, when dealing with trans-
port problems in structures like, e.g., carbon-nanotube transistors or
nanowires, that are essentially cylindrical objects whose diameter is
in the nanometer range, the restriction to the one-dimensional case
is not too severe a constraint. In fact, for such devices the problem
is typically separated by decoupling the longitudinal coordinate (the
channel) from the transversal ones [11]; as no charge transport takes
place in the directions transversal to the channel, separating the
problem yields, for each transversal section, a system made of the
Poisson and Schrödinger equations, which are further separated by
exploiting the radial symmetry of the device. As shown in Section
1, the one-dimensional Poisson and Schrödinger equations are solv-
able by NP. In turn, the transport along the channel is described
by equations of the form discussed here, also amenable to the NP
scheme.

Clearly the NP method would gain in flexibility from the exten-
sion to a non-uniform grid. This issue is outside the scope of this
paper; the interested reader may refer to a method for extending NP
to a variable stepsize, still in one dimension, based on the k-step
Cowell method, which has been tested on the Schrödinger equation
(see [10] and references therein).

Another direction for evolving the NP scheme is the extension to
more than one dimension using uniform grids of the tensor-product

type. Such an extension, again applied to the case of the Schrödinger
equation, is described in [12]. It is of interest to ascertain whether
the approach of [12] can be extended to the class of equations
investigated here. To this purpose, one must first determine the
multi-dimensional form of (7); the latter is obtained as follows,

g′′ ← ∇2g , u′ ← |∇u| , (21)

this yielding

− ∇2g = c g + s , c =
P
2
−
|∇u|2

4
. (22)

The multi-dimensional form (22) shows that the equations de-
scribing charge transport in a semiconductor can be reduced to a
single second-order equation of the elliptic type.

The notation becomes rather awkward even if one limits the
extension to the two-dimensional case; taking a uniform, tensor-
product grid, and using the matrix notation of [12], namely,

a11 g j−1
i+1 + a12 g j

i+1 + a13 g j+1
i+1 + a21 g j−1

i + · · · (23)

+ a23 g j+1
i + · · · + a33 g j+1

i−1 =

 a11 a12 a13
a21 a22 a23
a31 a32 a33


g

,

in which the lower indices of g j
i , . . . refer to the x axis, and the

upper ones refer to the y axis, the two-dimensional expansion yields
an interpolation of the form 1 0 1

0 −4 0
1 0 1


g

= 2 h2 (∇2g) j
i + (24)

+
h4

6
[∇2(∇2g)] j

i +
2
3

 1 −2 1
−2 4 −2

1 −2 1


g

.

Calculating the Laplacian of both sides of (24), eliminating
[∇2(∇2g)] j

i after neglecting the derivatives of the 6th-order and,
finally, replacing (∇2g) j

i from (22) and defining the matrices

M = −

 1 4 1
4 −20 4
1 4 1

 , J =

 0 0 0
0 1 0
0 0 0

 , (25)

eventually yields the two-dimensional generalization of (11):

Mg − h2
(
6 Jc g −

Mc g

12

)
= h2

(
6 J s −

Ms

12

)
. (26)

The result expressed by (26) shows that the approach of [12] can
indeed be extended to the second-order equation of the general form;
like in the one-dimensional case, no special assumption is necessary
on the form of the discretized functions inside each elements or
along its edges.
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Figure 9: Same as Figures 7 and 8, using a 100-node grid.

8 Conclusions

It has been shown in this paper that the standard charge-transport
model in solid-state devices, made of the continuity and transport
equations for the charge, can be given a form suitable for the ap-
plication of the NP scheme, using a uniform grid in one or two
dimensions. With respect to the standard discretization schemes
used in the analysis of semiconductor devices, the increase in the
computational cost is modest; like in the case examined in [2],
where the solution of the Schrödinger equation was takled, the NP
approach has provided a simple tool for improving the solution of
the equations.

In the field of semiconductor-device modeling, the results pre-
sented here are important from two points of view, already men-
tioned in Section 1: first, the NP approach, besides being able to
significantly improve the solution, is applicable without excessive
changes in the organization of the existing software; second, the
drift-diffusion model on which NP has been tested is in fact the
simplest level of description of solid-state devices; more sophisti-
cated models exist, made of higher-order moments of the Boltzmann
transport equation. On the other hand, such moments can always
be grouped in pairs, each pair having the same structure: specifi-
cally, one equation of the pair is an even-order moment (order 2 k,
with k = 0, 1, . . .) whose general form, with a suitable meaning of
symbols, reads [9]

− div S = C . (27)

The next equation of the pair is the odd-order moment of order
2 k + 1, whose form is

S = a gradσ + σ∇b . (28)

Comparing (27, 28) with (4) shows that all pairs of moments of
the Boltzmann transport equation have the same structure. It follows
that the method worked out in this paper applies to any order of
transport models; also, considering that in the dynamic case the term
C in (27) embeds the time derivative ∂σ/∂t, the method is applicable
also in the dynamic operating mode of solid-state devices.

Appendix
Letting zi = z(xi), zi+1 = z(xi + h), zi−1 = z(xi − h), the series
expansions around xi yield

zi+1 = zi + h z′i +
h2

2
z′′i +

h3

6
z′′′i +

h4

24
z′′′′i + · · · (29)

zi−1 = zi − h z′i +
h2

2
z′′i −

h3

6
z′′′i +

h4

24
z′′′′i + · · · (30)

Adding up (29) and (30) and leaving out the terms of the sixth order
or higher,

zi−1 + zi+1 ' 2 zi + h2 z′′i +
h4

12
z′′′′i . (31)

Multiplying (31) by h2/12, taking the second derivative of both
sides, and leaving out again the sixth-order term,

h4

12
z′′′′i '

h2

12

(
z′′i−1 + z′′i+1 − 2 z′′i

)
. (32)

Eliminating the fourth derivative between (31) and (32),

zi−1 + zi+1 = 2 zi + h2 z′′i +
h2

12

(
z′′i−1 + z′′i+1 − 2 z′′i

)
, (33)

or

zi−1 − 2 zi + zi+1 =
h2

12

(
z′′i−1 + 10 z′′i + z′′i+1

)
. (34)

Now one replaces the second derivatives in (34) using (2), to find
the three-node interpolation

−

(
1 +

h2

12
Qi−1

)
zi−1 +

(
2 −

h2

12
10 Qi

)
zi− (35)

−

(
1 +

h2

12
Qi+1

)
zi+1 =

h2

12
(Pi−1 + 10 Pi + Pi+1) .

The method originates from [13] (cited, e.g., in [14]). It pro-
vides a three-point interpolation where the terms of the expansion
that are left out are those of order six or larger; for this reason, it is
superior to the standard finite-difference interpolation, although the
computational load is comparable.

The method can be extended to higher orders. For instance,
leaving out of the expansion the terms of order eight or larger, and
using the short-hand notation −z′′ = F(z, x), one finds the five-point
interpolation

− zi−2 − 2 zi−1 + 6 zi − 2 zi+1 − zi+2 = (36)

=
h2

30
(Fi−2 + 56 Fi−1 + 246 Fi + 56 Fi+1 + Fi+2) .
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 In an intelligent transportation system (ITS), time is a big challenge since processing a 

huge amount of data in a short time is very difficult, especially when the processed data is 

heterogeneous, consisting of a mixture of emergency data, normal data, and noise. In an 

ITS, an ambulance is one of the priority vehicles, and the data sent by the ambulance to the 

infrastructure and other vehicles must be treated first because if the ambulance does not 

receive a status of road from the infrastructure in time, it could take the wrong road or 

takes a road where there is a traffic jam has a high chance of arriving late, which could put 

the patient's life in danger.   

Prioritizing treatment of this type of data has become paramount and vital in such cases. 

This paper proposes modifying the big data process to include handling the intelligent 

transport system's urgent data type. We will add a classification step that allows us to 

classify the data according to the priority degree. We use the SVM algorithm of machine 

learning because it has given good results concerning data classification.  
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1. Introduction 

Nowadays, it seems that every city is trying to become a smart 

city. To make a city smarter, life necessities (water management, 

waste management, transport, and security) and technology need 

to be transformed into smart services. A simple definition of a 

smart city is an environment in which citizens can live smoothly 

and easily by developing their various facilities and making them 

smart [1]. 

In smart cities, sensors will be placed all around the city, and 

they will generate continuous data. The analysis of such data will 

be very helpful for the city with the potential to be smarter. As we 

will have many sensors installed in the city, we will have a very 

large amount of data generated called Big DATA, and big data is 

a very large amount of data and data that can come from different 

sources in different shapes and forms. In the intelligent 

transportation that will be our case study, data will be generated 

from sensors placed in the city and sensors placed in the car (traffic 

light, Lidar camera, etc.). Those sensors will generate a mass of 

data that will be analyzed to help the car to become autonomous 

on the one hand and on the other hand to make the ride a joyful 

experience in addition to reducing the rate of accidents on the road.    

 As mentioned before, the data will be generated from different 

sensors located in the city and the sensors placed in the vehicle. In 

addition to these data, we will also have another type of data 

circulating in the network, namely the data exchanged between the 

Road-Side Units and between the latter and the vehicles and 

between the vehicles and the network data. So the challenge will 

be which data should be processed first, which data should have a 

higher priority; we will answer these questions in the present 

article, which is an extended version of the work presented in [1] 

where we propose to make a change on big data analysis process 

to handle priority data.  

In the first section of this paper, we will briefly review the 

intelligent transportation system we will define the autonomous 

vehicle, explore the sensors embedded in it. We will see the 

Vehicular Adhoc Network (VANET) and the type of 

communication in VANET network. In section three, we will 

define big data in smart transportation. We will apply the principle 

of classification of transportation data to see different types of data 

collected by sensors. In the fourth section, we will explain our 

contribution by explaining the case study and the different steps of 

the proposed process. We will also define the machine learning 

algorithm used. In the final section, we will present the 

experimental result, and we conclude our work. 

2. Autonomous vehicle 

An autonomous vehicle is defined as a vehicle with the 

capacity to detect the surrounding environment to drive without 

human intervention. The autonomous vehicle depends on sensors, 

a Cloud platform, advanced algorithms, Machine learning systems, 
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and efficient CPUs to operate algorithms. Thanks to the sensors 

integrated into the vehicle as shown in figure 1, it can generate a 

map of its environment. The camera and the LiDar are the eyes of 

the vehicle. They detect traffic lights, obstacles, traffic signs; all 

this data is processed by an algorithm which allows reading the 

traffic lights and the traffic signs, to avoid obstacles and to trace 

the path of the vehicle, and finally to send instructions to the 

accelerators to accelerate or to brake depending on the existence of 

obstacles in the path. 

2.1. Sensors 

Car manufacturers have integrated several sensors into the 

vehicle, as shown in figure 1 so that it becomes autonomous and 

can move around safely by detecting obstacles and reading signal 

lights. For a vehicle to be able to see and understand its 

environment, at least eight cameras are placed in the vehicle in 

addition to the LiDar to detect obstacles as well as RADAR, GPS 

to determine the location of vehicles over and above authors 

sensors.  

Figure 1: sensors in autonomous vehicle 

2.2. VANET network 

Vehicle Ad-hoc Networks (VANETs) emerged as one of the 

most relevant scientific research areas as they focused on 

supporting intelligent navigation and safe driving. It represents a 

specific type of MANET network that allows inter-node 

communication and organizes its communication system without 

any dependency on any other infrastructure. VANET is an 

intelligent building block of transport systems since vehicles 

interact with each other and infrastructure [2]. The high mobility 

of the nodes is one of the most relevant features of the VANET 

network vehicles are moving continuously in many directions and 

at varying speeds. The topology of the vanet network changes 

rapidly due to the fact that the vehicle can join or leave a cluster of 

vehicles in a very short time [3].Owing to the two above-

mentioned features, combined with climate change and traffic 

congestion, vehicles can frequently become disconnected from the 

network. VANET has no energy or storage problems [4–6], unlike 

MANET networks, where energy constraint is a challenge. Besides 

having an unlimited network size since it has no geographical 

limits.The vehicles are referred to be communication nodes in 

VANET. To make communication possible between vehicles, the 

vehicle must be equipped with an On-Board Unit (OBU), and 

along the road, we must install the Roadside Unit (RSU). 

The RSU is installed along the road based on the IEEE 802.11p 

radio technology to establish dedicated short-range 

communication (DSRC). It allows establishing local connectivity 

to the moving vehicle. It can also be used to communicate with 

other network devices in other infrastructure networks [7]. 

OBU is a device installed onboard the vehicle it allows to make 

a connection with the RSU, and with other OBUs via a wireless 

link IEEE 802.11p [8] The OBU gathers data from the sensors in 

the car, namely the Global Positioning System (GPS), the Event 

Data Recorder (EDR) and obtains the input power from the 

vehicle's battery [7]. 

2.3. Communication in Vanet 

In the vanet network, Vehicles communicate with each other 

and with the infrastructure via three modes of communication  

V2V: In V2V communication mode, a vehicle can directly 

communicate with other vehicles within the same range; for this 

mode, the architecture is decentralized. It is very efficient to 

transmit information on road safety services, but due to the 

changing speed and mobility of the nodes [7, 9] permanent 

connections between vehicles cannot be guaranteed.  

V2I: In this mode of communication, the exchanges of 

information are between the vehicle and the infrastructure (RSU, 

antenna, satellite). The V2I mode offers a better use of the common 

resources,besides the connection status, which is more stable in 

this mode than V2V communication [7, 9, 10]. 

V2X means communication between vehicle and X where X 

can be a vehicle, a pedestrian, infrastructure, network, etc... In this 

diverse ecosystem, vehicles will communicate with other vehicles, 

with infrastructures such as traffic lights, pedestrians using 

smartphones, and data centers via cellular networks using short-

range wireless signals [9]. 

3. Big data in smart transportation 

In a smart city, an enormous amount of data will be generated 

by an intelligent transportation system (ITS). An autonomous 

vehicle driving around the city generates more than 25 gigabytes 

of data per hour. The sensors integrated into the vehicle (camera, 

GPS, Lidar, etc.) continuously generate information that is 

processed and sometimes sent to other vehicles or the 

infrastructure. Besides this data, there is also the data generated by 

the road infrastructure: RSUs (Road-Side Unit), traffic signs, 

traffic lights, and parking spaces.  

All transport components are nowadays equipped with 

intelligent sensors that generate and send data continuously, e.g. a 

sensor is installed in a parking space and periodically sends the 

status of the space either it is empty or not. In addition to this data, 

there is also the data from the VANET network used for 

communication. [11, 12].  

Figure2 resumes the data in a smart transportation system (ITS).  

Cars have to manage much larger amounts of data than ever before. 

Processing this data quickly and transparently is now and will 

continue to be one of the main challenges for car manufacturers in 

the future.  

4. Taxonomy of data in a smart transportation system 

Before classifying the data, we must know the sources of the 

data. In fact, in an intelligent transport system, the data generated 

and collected may come from a variety of sources: 
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▪ Data shared between vehicles. 

▪ Data shared between the vehicle and the infrastructure 

▪ The environmental data (climate) 

▪ The data generated by the sensors placed on board the vehicles 

 

Figure 2: Communication and data type in ITS 

Based on data collected from an intelligent transportation 

system and the taxonomy carried out in [1, 13], the data in an 

intelligent transportation system can be classified into three 

categories: the APP-level data, network-level data, and 

environmental data as shown in figure 3. APP-level data is the data 

generated by sensors installed in the ITS equipment (traffic light, 

etc) and the sensors integrated into the vehicles. The Network-level 

data is the data generated by the network that manages the 

communication between vehicles and road infrastructure besides 

the vehicles themselves (VANET network). The last type of data 

is environmental data.  

 

Figure 3: Taxonomy of data in ITS 

5. Proposed Method 

As the volume of data generated by the various intelligent 

transport equipment is large, processing has become vital. For a 

vehicle to move safely, it is necessary to collect, analyze, and 

transmit the information in short-time. When processing this data, 

the problem is to determine which data has the highest priority and 

needs to be processed first. To solve this problem, we propose to 

make a change in the Big data analysis process. Usually, the 

process of big data consists of the following steps: data collection, 

cleaning, analysis, and, finally comes the step of data 

interpretation[14]. However, to identify the data with the highest 

priority, we have added a step before the cleaning step, which will 

be the ordering and classifying step, and we will detail in the next 

sections. 

5.1. Case study 

In the intelligent transport system, we have several types of 

data that are assigned a priority. We are interested in the data 

shared between vehicles and RSUs, and our case study is as 

follows:  

These RSUs will receive a large amount of data; amongst this 

data are the critical data that is of a higher priority than others. For 

instance, in the case of an accident on the road, or a fire engine 

trying to reach the scene of the incident, the messages sent by these 

vehicles have a higher priority than those sent by other vehicles, as 

shown in figure 4. In an intelligent transportation system, it must 

be able to broadcast information messages to alert road users about 

the accident on the road and advise them to change or turn back, 

as well as be able to alert the hospital through notifications, so it 

will send an ambulance if there is injury. The challenge here is the 

large number of messages received by the RSUs. The question we 

ask ourselves in this situation is how can we process this data and 

come out with the ordered data from the most critical to the least 

important. Figure 4 represents our case study; 

 

Figure 4: Case Study emergency data 

We have three vehicles that have priority over the other 

vehicles, which are the fire engine, the accident vehicle and finally 

the ambulance. The messages received by these vehicles must be 

processed first to avoid causing traffic problems and other more 

serious consequences, such as loss of life. 

5.2. Critical Data 

To process the priority data, we must first determine the type 

of vehicles given priority [15]. In our case study, we have already 

listed three of them, and we add to them the police vehicles. 

Therefore, to process the priority data, we propose the following 

process. 

First of all, it is necessary to collect the data received by the 

different vehicles and then apply a classification algorithm that 

allows us to determine the classes to which they belong. For this 

purpose, we have two levels of priority that are shown in figure 

five. 
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Figure 5: Levels of data priority in ITS 

After the data classification step, we will have the possibility 

to know the data with priority, to process them first. The same 

process can be applied to the vehicles that will receive the data 

from other vehicles and the RSU data, and the data generated by 

the different sensors inside the vehicle. In the case of a vehicle 

traveling through the city at a given speed, if an accident occurs on 

its way, the priority must be given to the information of the change 

of path and the information of the change of the geolocalization 

map, whereas in the case of the ambulance, the alert must be given 

so that it passes first and requests the other vehicles in its area to 

clear the way. 

5.3. Data packet 

The communication that takes place between the infrastructure 

and the vehicle is communication managed by the RSU and the 

OBU. In an intelligent transportation system, the RSU is installed 

at the roadside to provide a local connection to the vehicle in 

motion, although it can also be used to communicate with other 

network devices in other infrastructure networks [7]. RSU uses 

short-range communication (DSRC), which is based on IEEE 

802.11p radio technology. The RSU communicates to the OBU 

continuously. The main function of the OBU is to connect to the 

RSU or another OBU via the IEEE 802.11p wireless link [8]. 

Besides, the OBU gathers information from sensors embedded in 

the vehicle (e.g. Global Positioning System (GPS), Event Data 

Recorder (EDR)) and gets input power from the battery vehicles 

[16]. The packet from OBU to RSU contains the following fields 

OBU_ID, TIME_STAMP, POSITION, SPEED, DIR, ACC, 

VEHICLE_TYPE, DUTY_FLAG [15]. The table 1 represents an 

explanation of the fields. 

Table 1: fields of the packet send between the OBU and the RSU 

Fields Explanation 

OBU_ID Contains the vehicle ID 

TIME_STAMP It is the time when the frame was sent. 

POSITION Is the position of the vehicle the value f 

position is gathered from the GPS sensor 

SPEED Is the speed of the vehicle 

DIR It is the direction of the vehicle. 

ACC Acceleration 

VEHICLE_TYPE Is the type of vehicle (Ambulance, fire 

engine, etc ...) 

DUTY_FLAG Contains information if there is an 

accident or the vehicle is on duty 

The values of the fields above are calculated from GPS 

sensors that allow them to obtain directly the position, the speed, 

and the time. We can deduce the value of DIR from the GPS, the 

other values that identify the vehicle such as the id and the vehicle 

type are gathered from the latter.  

5.4. Proposed algorithm 
 

5.4.1. Support Vector Machine (SVM) 

The SVM is a machine learning algorithm that belongs to the 
family of supervised learning algorithms. SVM can solve 
regression and classification problems besides outlier detection. 
The SVM algorithm can be used to classify linear and non-linear 
data. Therefore, it can carry out classification in a non-linear way 
using the kernel trick [3, 17].The SVM can be used to detect 
network intrusion [18] and spoofing attacks [19]. In [20], the 
author have used security messages to identify classes and types 
of attacks using SVM and KNN algorithms.  In [20], the author 
noticed that KNN works better than SVM in some cases. When 
SVM has a reduction in performance, it is when the training base 
of both algorithms contains attacks that had extreme levels of 
misconduct and only a few attacks that were common errors. 
Also, judging the accuracy of recall, they found that SVM and 
KNN yield better results in some types of attacks, and SVM 
outperforms KNN in some attacks. In [21], the author have 
conducted an experiment on Support Vector Machine (SVM) 
and Feed Forward Neural Network (FFNN) to design intelligent 
IDSs that can detect two types of attacks, which are grey hole 
attacks and Rushing Attacks [21]. It is noted that FFNN-based 
IDSs could better detect malicious vehicles with lower false-
negative alarm rates than SVM-based IDSs. However, the 
performance of SVM is much faster than FFNN. The choice of 
SVM algorithms was based on the comparative study conducted 
in [3] found that SVM is an algorithm that can handle 
multidimensional data and does not need much memory, and can 
detect outliers because the outlier detection is very important 
since the outliers can make false the classification model. Also, 
SVM can be used for both the separable and non-linearly 
separable data and work very well with a higher dimension. 
Besides, by using SVM we can replace the feature engineering, 
which is a very hard step for exploring data by kernelization. 

5.5. Kernels 

The SVM algorithm works by using a kernel technique to 

classify non-linear data, it maps data from the lower dimension 

data to the higher one and separates them with an optimal 

hyperplane. Therefore the kernel trick can help to transform non-

linear problems into linear separable problems[17].  

There are three types of kernel functions that are commonly 

used: linear kernel, Polynomial kernel, and Radial Basis Function 

Kernel (RBF). To choose which one to use, the SVM algorithm 

uses cross-validation to test several combinations of the kernel 

function and picks the one that gives the best results. 

K(x̅) =       if‖x̅‖≤1
otherwise0

1
                                    () 

▪ Linear kernel:  The linear kernel is commonly used to classify 

text and is also utilized in situations where the data is linearly 

separable. This means that the data may be separated with 

only one line. A linear kernel is generally faster to train due 

to the only optimization of the C regularization parameter.   

▪ Polynomial Kernel(poly): The polynomial kernel is widely 

used for processing natural language (NLP). The standard 

degree is d = 2 (quadratic), since higher degrees over-adjust 

NLP problems. 
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▪ Radial Basis Function Kernel (RBF): The radial basis 

function kernel is the most used in SVM. This is because it 

has a localized and finite response along the whole x-axis. as 

well as being used when we have no previous knowledge of 

the data. 

6. Experimental results 

Our research results and their explanations, are presented in 

this section. First, we explain the methodology of our experiment 

and discuss the experimental result of using the SVM algorithm.  

6.1. Methodology 

Before starting the cleaning step, we will apply a classification 

algorithm to determine the type of data e.g, whether it is high-

priority data or not. 

The proposed process is schematically depicted in figuresix. 

Firstly, vehicles send every second packet, which is described in 

section 5.3. Each packet is read by the Machine Learning 

algorithm, which is the support vector machine (SVM) algorithm 

that we have chosen for this purpose. It has to classify data into 

two types see section 5.2. The classification is based on three 

criteria: the type of vehicle (e.g. ambulance, fire engine, police 

vehicle, accident vehicle, normal vehicle), the vehicle's direction, 

and finally, the duty flag field. If the type of vehicle is normal and 

the value of the duty flag mentions it as not crashed, then the 

algorithm will classify the data as not priority; otherwise, if the 

type of vehicle is an ambulance, fire engine, or police car, the 

algorithm must check the direction of the vehicle either it is the 

same as the one of the RSU, then the SVM classifies the data as a 

high priority. Once classified, the data can follow the standard BIG 

data process described in the figure six.  

 

Figure 6:  Proposed process 

The urgent and priority data is a very challenging type of data 

in every domain, especially in the transportation system. If we do 

not treat them urgently, we can cause big damage and sometimes 

lose a life if the treatment was delayed. Our paper aims to handle 

this type of data. We propose an SVM algorithm that will read the 

packet sent to the vehicles or the RSUs and detect which packet 

has the priority to be treated first. Before starting the classification, 

we show in figure 7 the distribution of  some vehicles based on 

their speed captured by the GPS sensor. We capture 100 packets 

sent from vehicles to RSU, and we use it to test our SVM 

algorithms. The SVM algorithm was applied to this database to 

classify the data into two types: priority and non-priority. We 

focused on three types of kernel poly, linear et RBF. The SVM 

algorithm uses two parameters to build the model, which are the 

gamma and the C value.  In fact, the two variables, gamma, and C 

could change the classification model. So if the gamma value is 

very high, the algorithm will consider the closest points to build 

the limits and aims at it. We can fall into overfitting when C's value 

is very high and into underfitting if it is small.For this purpose, we 

applied a function that takes several input values for the C and 

Gamma parameters to find the optimal values that give the best 

classification results and high accuracy. The result was resumed in 

Table 2, where we represent C and Gamma's value that gives an 

accuracy that is equal to 0.90.  

 
Figure 7: Distribution of vehicle based on speed 

 
Figure 8 : SVM classifier with RBF kernel 

 
Figure 9: SVM classifier with Linear kernel 
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Figure 10: SVM classifier with polynomial kernel 

Table 2: The best value of gamma and C 

Gamma C accuracy kernel 

0.1 1 0.90 poly 

0.1 0.1 0.9 linear 

1 1 0.9 RBF 

The figure 8,9 and 10 represents the classification results 

with each kernel. Figure 8 represents a two-dimensional 

classification problem. We plot the priority and the normal packet 

using two colors, red and green. There is a linear decision 

boundary for this dataset, but in figure 8, we can see how an RBF 

kernel can automatically decide a non-linear classification. In 

figure 9, we have three hyperplanes, and all of them separate the 

classes well. We can see that the margin between the continuous 

line and the data point is high compared to the dotted line. 

Therefore, we name the hyperplane that is represented by a 

continuous line as the good hyperplane. The reason for choosing 

the hyperplane with a higher margin is robustness, and if we 

choose the hyperplane with a low margin, then there is a high risk 

of wrong classification. The polynomial kernel is used with degree 

two, and he also gave a result close to the one with a linear kernel. 

7. Conclusion 

This paper proposes an SVM algorithm for classification 

problems in the context of the Vanet network. The contributions of 

this paper are as follows. First, we propose to add an additional 

step to the big data processing, which is the ordering step, and we 

have explained its role in identifying the data with high priority. 

This additional step can help to improve the cleaning step because 

by ordering data, we can remove the ones with low priority. It can 

also be employed to eliminate unused data namely the data of 

vehicle that is sent to the RSU and that possess a different direction 

from the latter. In the second part of this paper, we apply a machine 

learning algorithm to classify data. We select the SVM algorithm 

because of its high performance as a classifier, and we choose three 

kernels, which are the poly, linear, and the RBF. Since C and 

gamma's value can make a big change in the construction of the 

classifier, we apply a function that takes a different value of C and 

gamma for each kernel and return the value that gives the best 

accuracy. The paper aims to propose a process that can handle 

priority and urgent data and treat them at the right time. We 

propose adding a classification step that will allow us to classify 

data into two types: normal data and priority data. By using SVM, 

we achieve a good result. However, In future work, we will use the 

same proposed process, and we will apply the neural network to 

find the priority data. We will compare the SVM results with the 

neural network results. we chose to compare the neural network 

with SVM because, based on the comparative study conducted in 

[3], the neural network also gives good results in handling outliers, 

and also it is a very fast algorithm and can also handle 

multidimensional data and does not need much memory. 
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 This paper covers the study of high-frequency (~ 1 GHz) ZnO piezoelectric transducer 

integrated on a silicon substrate able to generate both compressional and shear acoustic 

waves. First, to promote the longitudinal mode, an electrical matching of the transducer in 

this high-frequency range is effectuated.  Second, to promote shear waves, new deposition 

conditions were applied, giving thin zinc oxide films of inclined c-axis. The RF microprobe 

was used to validate the transducer design and to conduct the viscosity measurements. Thus, 

the shear and the volume viscosity of a water droplet were measured.  
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1. Introduction    

This paper is an extension of work originally presented in the 

International Conference on Design & Test of integrated micro & 

nano-System (DTS 2019) [1]. Piezoelectric sensors have many 

applications in different areas, like the medical, manufacturing, 

and research fields [2-5]. One of these applications is the 

piezoelectric ZnO transducer, which has been well known for 

about 50 years, mainly for its high-frequency applications. [6]. 

Compared to monocrystalline lithium niobate (LiNbO3) [7], ZnO 

has lower piezoelectric performances (coupling coefficients), but 

it is easier to be deposited with the classical sputtering process. The 

thickness of the deposited ZnO can be from 10s nm to several 

microns. Additionally, it is possible to lead to the right (C-axis) 

crystallite orientation for longitudinal acoustic wave emission with 

a relatively short process duration.  

Prior publications have demonstrated that depending on the 

distance between the sample's axis and the sputtering target axis, 

the orientation of crystallites cannot be homogeneous over a large 

substrate surface [8]. The inclination of the C-axis can be modified 

by controlling this distance, which slightly increases the proportion 

of shear acoustic waves at the expense of compressional waves. 

Only a few applications report using a transducer capable of 

generating longitudinal and shear acoustic waves simultaneously 

[9, 10]. The first step in this article is to present the manufacturing, 

the characterization and the electrical modeling of ZnO 

piezoelectric transducers that generate both shear and longitudinal 

waves in the solid. Then, an electrical matching was used in order 

to increase the longitudinal mode. 

The deposition of layers with appropriate orientation for shear 

excitation has been mentioned in several articles using different 

methods and substrates [11-13]. Thus, to increase the shear mode, 

one of these methods, mainly based on the addition of a blind 
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positioned between the sputtering target and substrate, was used. 

The growth of ZnO films with inclined orientation makes it 

possible to generate shear waves. 

Finally, to demonstrate the usability of this transducer, both 

longitudinal acoustic reflection and shear coefficients at the 

solid/liquid interface were used to characterize the viscous fluid (a 

sessile water droplet) properties from its shear and volume 

viscosity. 

2. Manufacturing, characterization and modeling of ZnO 

transducers 

2.1. The manufacturing steps of the ZnO transducers 

The piezoelectric material used is ZnO. It is deposited between 

two metal electrodes. The deposition configuration is shown in 

Figure 1, and it is fabricated by a standard thin-film technology: 

deposition and lift-off. 

The choice of ZnO as a piezoelectric material can be related to 

its ease of preparation and its increased scope in high-frequency 

applications. One can site, for example, the acoustic microscopy 

applications in 100s MHz to 1s GHz frequency range [14,15]. 

 

Figure 1: Multilayer Diagram of a Piezoelectric Transducer. 

 

Figure 2: Piezoelectric transducer fabrication steps. 

The ZnO piezoelectric transducer's fabrication starts with the 

deposition of 10 nm of a titanium layer by cathode sputtering on 

the surface of a 400 μm thick silicon wafer, followed by deposition 

of 80 nm of platinum. These two first layers will act as the lower 

electrode. A photolithography process is then performed to make 

the transducers pattern, where a thick 8 μm layer of PMGI SF19 

(Microchem Corporation) is dispensed by spin coating on the 

lower electrode. Further, a layer of 1.5 µm of S1828 (Shipley 

Corporation) is appended. After ultraviolet exposure using a mask, 

a commercial developer MF 319 (Microposit) was used to obtain 

a pattern of different diameters in the PMGI layer. After that, a 2 

μm thin ZnO layer was deposed. Finally, a 10 nm of titanium 

adhesion layer followed by 400 nm of gold were deposited. The 

gold layer is used to enable soldering of the contact electrode to a 

gold wire to connect the transducer to an external circuit. The last 

step is the lift-off process, where the UV exposed resin is removed 

to get the transducers pattern. The transducers have a diameter of 

150 um. The microfabrication process is shown in Figure 2. 

2.2. Characterization of the transducers 

The ZnO transducers' characterization is carried out by a 

Rohde & Schwarz ZVA8 Vector Network Analyzer (VNA) as 

shown in Figure 3.a. The electrical contact is made using a radio-

frequency measuring tip Z-probe, GS type (pitch = 1.25 mm) 

connected by a coaxial cable to the VNA (Figure 3.b). Since we 

are working within a high-frequency range in a Gigahertz order, a 

calibration must be done before each measurement to ensure 

reliable results. The silicon sample is fixed by suction (using a 

vacuum pump) on a circular plate. 

 

Figure 3: Image of (a) Rohde & Schwarz ZVA8 Vector Network Analyzer 
(VNA), (b) tip Z-probe. 

 

(a) 

 

(b) 

Figure 4: (a) Parameter S11 measured with the network analyzer, (b) Zoom 

around the longitudinal acoustic wave resonance. 
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The S11 parameter as a function of frequency, shown in Figure 

4.a, is the output measured on a transducer located on the edge of 

the substrate. At this position, the crystal orientation of the ZnO is 

not perfectly vertical, thus, the generation of acoustic shear waves 

is clearly observed. This parameter given by Equation 1 is 

composed of two contributions [16,17]. The first one comes from 

the direct reflection of the electric wave on the transducer (S11
el . The 

second is a result of all the acoustic wave reflections on the 

opposite side of the substrate. These acoustic reflections are then 

converted into electrical signal by the transducer. 

  S11(f) = S11
el  + K11S11

ac  () 

The coefficient K11 is the electro-acoustic-electrical coupling 

coefficient of the piezoelectric material used to convert energy 

from electric into acoustic for the emission then from acoustic into 

electrical for the reception. 

The reflection transfer function of our system is represented 

by  S11 . To obtain the temporal response, an inverse Fourier 

Transform is performed (Figure 5). In the time domain, the 

electrical term response appears shortly after the transducer's 

excitation while the acoustic term arises later. 

 

Figure 5: Impulse response 𝑆11(𝑡) for f = [0.2 - 1.6 GHz]. 

The response shown in Figure 4 exhibits a rapid oscillation of 

S11(f) having a peak oscillation around the central frequency (f = 

0.9 GHz). This is due to the fact that for each wavelength emitted 

in the substrate of a given thickness, the superposition of the 

emitted and received waves occurs with a variable phase shift. 

Thus, the total vibration amplitude acquired by the transducer 

(amplitude of the sum of the emitted and received waves) is greater 

for the case when the two waves (incident and reflected) are in 

phase and lower when they are in opposite phases (phase 

cancellation effect). This phenomenon is portrayed by the SWR 

standing wave ratio (between the highest and the lowest vibration 

levels). The frequency of these periodic interference ripples in 

S11(f) is ∆f = cSi 2eSi⁄ , where cSi  and eSi  are respectively the 

celerity of wave and the thickness of the silicon layer (400 µm) 

(Figure 4.b). The time-domain response corresponding to Figure 

4.a is shown below in Figure 5. The multiple echoes are seen, the 

first one corresponding to the S11
el . This electrical echo is directly 

due to the electrical mismatch between the transducer and the 

external circuit (50-Ohm load impedance of the VNA). The minor 

S11
el  delay corresponds to the electromagnetic wave propagation 

time in the cable portion between the network analyzer and the RF 

microprobe. The other echoes correspond to the different acoustic 

signals (S11
ac ) traveling back and forth in the silicon layer. They are 

separated by periods ∆t= 1 ∆f⁄ =94 ns defined by the double Si 

wafer thickness's propagation time. 

It is observed that the transducer emits both longitudinal and 

shear waves, which propagate in the silicon substrate at different 

speeds. The waves are denoted LL and SS for 

longitudinal/longitudinal or shear/shear propagation, respectively. 

The coupling of these 2 waves is very weak as the reflecting 

surface of the silicon is smooth and parallel to the transducer. 

2.3. Transducer design using Auld's model 

For checking the manufacturing quality of the transducers, we 

can model their impedance Zel and compare it to experiments. The 

piezoelectric layers being very thin compared to their lateral 

dimension (2 µm thick vs. 150 µm diameter), we can model them 

by a 1D model, like the Auld model [18].  

As longitudinal and shear waves are emitted, we will use a 

modified Auld model that includes the two modes of emission. For 

that, it is necessary to consider the different mechanical 

impedances Z of the transducer's constituting layers. The analytical 

formulation for Zel of a transducer rigidly bounded to a semi-

infinite solid is given by Equation 2; the mechanical impedances 

Z(Air/Au/Ti)
S  and Z(Air/Au/Ti)

L  in Equations 3 and 4 are hardly 

significant or negligible relatively to the other terms [16]. 

 Zel = 
1

jC0w
 + 

KS
2 

C0w
A + 

KL
2  

C0w
B       () 

where, 

 

A =
 ZZnO

S

 

θS

2ZZnO
S [cos(θS) -1]+j [Z(Air/Au/Ti)

S

 
+Z(Si/Ti/Pt)

S ]  sin(θS)

ZZnO
S [Z(Air/Au/Ti)

S +Z(Si/Ti/Pt)
S ] cos(θS) +j [(Z

ZnO

S
)
2
+ZAir/Au/Ti)

S .Z(Si/Ti/Pt)
S ]  sin(θS)

 

and 

B =
 ZZnO

L
 

θL

2ZZnO
L [cos(θL) -1]+j [Z(Air/Au/Ti)

L

 
+Z(Si/Ti/Pt)

L ]  sin(θL)

ZZnO
L [Z(Air/Au/Ti)

L +Z(Si/Ti/Pt)
L ] cos(θL) +j [(Z

ZnO

L
)
2
+Z(Air/Au/Ti)

L .Z(Si/Ti/Pt)
L ]  sin(θL)

 

L and S indices stand to the longitudinal and shear waves. 

C0= εZnO.SZnO eZnO⁄  is the static capacitance of the ZnO 

transducer,  εZnO the dielectric permittivity of ZnO,eZnO and SZnO 

are the thickness and the active surface of the ZnO layer. K2 is the 

square of the electromechanical coupling coefficient of the ZnO. 

θ = kZnO .eZnO = 2πf (eZnO cZnO⁄ ) with kZnO  the wave number in 

ZnO and cZnO  the longitudinal or transverse wave's velocity the 

ZnO.  

From an experimental point of view, the S-parameter is linked 

to the transducer impedance as follows: 

𝑆11 =
 𝑍𝑒𝑙

 −𝑍0

 𝑍𝑒𝑙
 +𝑍0

                                        () 

𝑍0 is the characteristic impedance of the network analyzer equal 

to 50 Ω. 
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Figure 7: Simulated (blue curve) and measured (red curve) electrical impedance 

 𝑍𝑒𝑙
  of the 150 µm diameter ZnO transducer. 

The 150 µm diameter ZnO transducer's simulation results are 

shown in Figure 7 by the solid blue curves. The real part of Zel 

(Figure 7.a) exhibits two peaks occurring at the resonance 

frequencies of the transverse (fS= 0.38 GHz) and longitudinal (fL= 

0.9 GHz) waves. 

 A good fit between the simulation and the experimentation can 

be seen in Figure 7. So, the Auld model can be used to design a 

transducer for which the real part is close to 50 Ω by adjusting the 

thicknesses of the thin layers and the surface. 

The manufacturing process is well calibrated which allows us to 

know the thicknesses of the different materials quite precisely. We 

were able, during various works, to measure the acoustic 

properties of ours deposited layers [17]. We therefore know the 

parameters on which the model depends, except the electro-

mechanical coupling coefficients of the transducers which depend 

on the unknow orientation of the ZnO crystallites. We get them 

by an optimization routine using Nelder-Mead's algorithm. In the 

simulation, Ks and KL were set to 0.10 and 0.23, respectively. The 

result of optimization for KL is close to the theoretical one 

obtained for a perfect crystallite c-axis alignment (KL = 0.27, 

according to [7]). 

As shown in Figure 8, the pure electrical model we use represents 

the 2 modes of vibration of the transducer by the association of 2 

RLC circuits shunted by the static capacitance  C0 . From a 

physical point of view, the capacity C0 reflects the resonators 

electromagnetic behavior, while the two parallel resonant circuits 

exhibit the resonators acoustic behavior. 

The electrical parameters of the circuit are determined by using the 

electrical impedance thanks to the measurement of the S11 

parameter. As for the evaluation of the coupling coefficients, we 

obtained the electrical parameters by an optimization procedure.  

The electrical parameters of the circuit are determined by using 

the S11 parameter: 

C0 = 0.82 pF,  LL = 641 nH,  CL = 0.047 pF,  RL = 1645 Ω, 

LS = 11.87 µH, CS = 0.012 pF, RS = 24 kΩ. 

 

Figure 8: The equivalent electric circuit of the ZnO transducer. 

3. Transducer optimization 

3.1. Increasing the longitudinal acoustic waves emission by 

impedance matching 

In any kind of application, we need to favor either one or both 

types of the generated waves. In the present study, regarding the 

matching network, promoting the longitudinal waves is sought 

[19]. 

The concept of electrical matching is to transfer the maximum 

power from the source to the transducer or, in other words, to 

eliminate electrical reflections on the transducer in a chosen 

frequency range. As piezoelectricity is a reciprocal phenomenon, 

the electrical matching network also acts as an acoustical matching 

layer. So, the electrical matching reduces the reflection of the 

acoustical waves returning on the piezoelectric layer, which 

increases the acoustical transmission coefficient at the 

piezoelectric device. Simultaneously, levels of both acoustic 

waves propagating in the device and electrical measurement signal 

increase. 

There are two steps for the electrical impedance matching. The 

first one consists of connecting the transducer with a gold wire (25 

µm of diameter). The second step uses an L-section impedance 

matching [20], consisting mainly of two reactive elements 

(capacitor and inductor). The capacity is used to adjust the real part 

of the impedance to 50 Ω, while the coil reduces the imaginary 

part. A capacitance has a significant loss effect at high-frequency, 

causing critical insertion losses [21]. For this reason, a chip 

inductor with a value of 8.6 nH was put in series with the load 

(transducer connected by the gold wire) at fL,match  = 1.12 GHz. 

The real part of the load at this frequency is equal to 50 Ω. 

 

Figure 9: The real and imaginary parts of the electrical impedance of the ZnO 

transducer (blue curve), the transducer with gold wire (red curve) and transducer 

with gold wire and chip inductor (yellow curve). 
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It is clearly seen that the electrical response has been modified 

(Figure 9). This modification can be related to the losses and the 

parasite impedances of bonding wire and packaging. So, it has 

become complicated to choose a filter based on the equivalent 

electric circuit of the transducer, such as the Butterworth or 

Chebychev filters [22, 23, 24]. Therefore, the simplest solution is 

to use the transducer impedance's real and imaginary parts, 

including the wire. 

 

Figure 10: Image of the different elements of the circuit. 

The expected result is the gain in longitudinal wave amplitude, 

which will make it easy to connect the transducer to the VNA or a 

generator via an SMA connector, as shown in Figure 10. 

To verify that the electrical adaptation works as expected, we 

compare the insertion loss of the transducer before and after the 

adaptation, through an SMA connector. Afterwards, the responses 

in terms of received amplitude level will be compared. The 

electrical insertion losses Le  was calculated by the following 

equation: 

Le = -10 log (1-|S11
el |

2
)                         () 

 

Figure 11: Measured electrical insertion losses. 

As shown in Figure 11, the electrical adaptation has reduced 

the insertion losses. The matched transducer exhibits an amplitude 

gain of 8 dB and a bandwidth enlarged to 250 MHz. 

 

 

Figure 12: Impulse response S11(t), (a) the electrical reflection S11
el , (b) the 

acoustic response S11
ac . 

The matching network's direct effect can be represented in 

Figure 12, showing the echoes before (blue curve) and after (red 

curve) the electrical matching. The attenuation of the reflected 

electrical signal is notably due to the conversion from electrical 

into acoustic energy. This conversion can be seen by the 

simultaneous amplitude decrease of the electrical echo S11
el  (Figure 

12.a) and the increase of the first acoustical echo S11
ac  (Figure 12.b). 

However, this result only applies to fL,match. 

Although the electrical adaptation improves the transducer's 

acoustic sensitivity, the electrical reflection does not completely 

disappear because the use of an inductor is only at a single 

frequency fL,match and not over the bandwidth of the transducer. 

3.2. Increasing the shear acoustic waves emission by deposition 

of ZnO inclined c-axis by R.F. magnetron sputtering 

It appears difficult to use a matching network for increasing the 

level of shear waves as they are too weak. Previous measurements 

have been made with a transducer from a misaligned area (with 

respect to the ZnO target of the silicon wafer). By increasing that 

effect, it is possible to increase the shear level. 

The ZnO thin film fabrication process was modified to balance 

the amplitude of generated longitudinal and shear waves by 

changing the material crystalline orientation. The film was 

deposited on three wafers with the following stack: Pt (80 nm) / Ti 

(10 nm) / Si (400 µm) by R.F. magnetron sputtering technique. The 

substrate was fixed in the chamber, whose total pressure was 0.02 

mBar. A rectangular cover (the blind) is positioned between the 

target and the substrate, making it possible to obtain oblique 

incidence of the particles in order to locally influence the growth 

of the ZnO thin film (Figure 13). The blind was made of aluminum, 

had a height of 30 mm and a thickness of 1 mm. It was placed in 

the center of the substrate. The deposition rate of the ZnO films 

varied from 15 to 25 nm/min. 

 

Figure 13: R.f. magnetron sputtering system with additional blind 

between substrate and target. 

A cross-section SEM image of the ZnO deposited on the silicon 

substrate is shown in Figure 14. The inclination of the crystallite 

orientation is approximately 14.5° to the surface normal can be 

observed. So, shear and longitudinal waves can be excited. 

However, the inclination of the crystal orientation is strongly 

dependent on the distance between the blind and the transducer (in 

the substrate plane); therefore, the c-axis inclination will be higher 

in an area close to the blind or close to the edge of the substrate. 

Figure 15.a shows the resonance diagram of the piezoelectric 

transducer; two distinguished downward peaks can be seen, the 

first one in the frequency range [0.35 - 1 GHz] which corresponds 

to critical transversal waves response compared to Figure 4 and the 

other peak in the range [1 - 2 GHz] corresponding to longitudinal 

(a) (b) 
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waves response. Two oscillations with different frequencies ∆f = 

{S: 7.4 MHz, L: 10.5 MHz}, are presented in Figure 15.b. Each of 

them presents a different wave mode. This result directly reflects 

the transducers' ability sputtered with the inclined ZnO c-axis to 

generate both shear and longitudinal waves. 

 

Figure 14: Cross-sectional SEM image of ZnO film with c-axis inclined of 14.5°. 

 

 

 

 

Figure 15: Impulse response 𝑆11(𝑓), (a) for f=[0.35 - 2 GHz], (b) Zoom around 

the longitudinal and the shear acoustic waves resonance. 

      Figure 15 (b), as we expect each of them are close to the 

theoretical ones {Cs/2e = 5843/800e-6 = 7,3 MHz and Cl/2e = 

8432/800e-6 = 10,54 MHz}. 

The time-domain representation is used below to check the 

level of both signals. Figure 16 shows the inverse Fourier 

transform of the S11 parameter. For [0.35 - 2 GHz], two different 

acoustic reflections LL, and SS, are the responses from the 

generated acoustic waves, with LL being a purely longitudinal 

response with longitudinal wave emitted and the longitudinal wave 

reflected. The longitudinal speed of sound in silicon (8432 m/s) is 

greater than the transversal one (5832 m/s); thus, the time of 

reception of the signal for the longitudinal waves should be the 

fastest (the first reflection on Figure. 16.a corresponds to LL). The 

second impulse SS is the purely transversal reflected signal with 

the time delay being significantly greater than LL. For a bandwidth 

of 1.65 GHz, the ratio of the shear wave to the longitudinal wave 

is 0.5.  

We decreased the frequency range to [0.35 - 1 GHz] (Figure 

16.b), the shear to shear (SS) reflection amplitude increases, and 

the longitudinal to longitudinal (LL) amplitude decreases, which 

what was expected to be seen since the lower frequency range 

favors the transversal waves (Figure 16.a). The ratio of shear to 

longitudinal amplitudes increases to 2.6. 

For f = [1 - 2 GHz] (Figure 16.c), the result is the profound 

decrease in the SS reflection amplitudes and the profound increase 

in the LL amplitudes, which is what to expect since the high 

frequencies favor the longitudinal waves. We now have a ratio of 

shear to longitudinal amplitudes decreased to 0.01. 

 

 

 

Figure 16: Impulse response 𝑆11(𝑡), the time delays ∆t/L= 1 ∆f/L⁄ =95  ns and 

∆t/S= 1 ∆f/S⁄ = 135 ns between them corresponds to the propagation delays of 

the longitudinal and transverse wave travelling twice the thickness of the wafer. 

(a) f = [0.35-2 GHz], (b) f = [0.35-1 GHz] and (c) f = [1-2 GHz]. 

Levels are weak, but all signals are out of the noise and can be 

used for measurements. If necessary, they can be increased using 

a convenient matching network, as demonstrated in part 1. Thus, 

we propose a method allowing the emission of both longitudinal 

and shear waves using only one fixed fabrication process. 

(a) 

(b) 

(a) 

(b) 

(c) 
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However, the c-axis tilt is not the same on the wafer surface, so the 

transducers cannot generate the same wave level for each 

frequency range, so the ratio of shear to longitudinal amplitudes 

changes. 

4. Application: Measurement of the viscosity of a liquid 

using both longitudinal and shear waves generated by 

the ZnO transducer 

There are a vast number of applications that utilize physical 

parameters in relation to acoustic waves-material interactions. An 

application to measuring the fluid viscosity is presented below to 

demonstrate the usability of the proposed transducer design. Water 

is used as the reference fluid whose acoustic properties are given 

in [25, 26].  

The total viscosity of water can be extracted from the shear and 

longitudinal waves generated at the liquid/ solid interface [27,28]. 

Our transducers can generate these two types of waves. We used 

the evaporation of 1 µL droplet of water to determine the two kinds 

of viscosities (namely shear and volume viscosities). The dynamic 

shear viscosity was extracted using the shear wave, while the 

volume viscosity from both waves.   

 

Figure 17: Incident acoustic waves interaction at droplet/silicon interface. 

Figure 17 presents the direct contact of the acoustic waves to 

the water droplet/silicon interfaces. The acoustic waves reflect at 

the interface and generate two components, i.e., longitudinal and 

shear reflected waves.  

Several mechanical properties at the silicon/water interface 

influence the measurement, and these are also strongly dependent 

on the temperature. The reflection coefficient at the solid/fluid 

interface is given by equation 5, Z0 is the mechanical impedance of 

the silicon, considered purely elastic, so Z0 is purely real [29], 

while water presents viscoelastic properties. As a consequence, its 

acoustic impedance Z1
*   is in a complex form. 

r* = 
Z1

* - Z
0

Z1
* 

+ Z0

                                     () 

where 𝑍 = ρC , ρ  is the density of the medium, and 𝐶  is the 

acoustic velocity of the wave propagating inside of the medium. 

The reflection coefficients are determined for both longitudinal 

and shear reflected waves. So, the complex form of the shear 

reflection coefficient ( rSS
*) and the longitudinal reflection 

coefficient (rLL
*) are shown in the Equations 6 and 7.  These 

coefficients give access to the modulus and the phase angle of the 

two reflections acoustic wave at the interface. 

rSS
* =

Zw
S*- Zsi

S

Zw
S*+ Zsi

S =
ρwCS

*  - Z
si

S

ρwCS
*

 + Zsi
S                        () 

where, 

 CS
*  = ω/kS

*
   and   kS 

*
= ω CS⁄ - iαS =  ω CS⁄ - i√

ρwω

2η 

 

rLL
* =

Zw
L*- Zsi

L

Zw
L*+ Zsi

L =
ρwCL

*
- Z

si

L

ρwCL
*

+ Zsi
L                       () 

where, 

 

CL
* =ω/kL

*
 and kL

*
= ω CL⁄ - i

ω2

2ρwCL
3 [µ

 
+

4

3
η

 
] 

where CL
* , CS

* are the complex longitudinal and shear velocity of 

water, ρwis the density, kL
* , kS

*   the complex longitudinal and shear 

wave number, ω (rad/s) the angular velocity. η and µ are the shear 

and volume viscosity, respectively. 

CL and CS  are the effective longitudinal and shear phase 

velocities in water respectively, αS  is the shear attenuation. The 

kinetics of the shear and volume viscosity is shown in Figure 18. 

A sessile droplet of water evaporating at room temperature of 25°C 

is used. It is clearly seen that the consistency of the theoretical and 

experimental results.  

 
Figure 18: Kinetics of the shear and volume viscosity of a water droplet at 

T=25°C compared to the reference values. 

It was essential to improve the shear waves emission to 

accurately measure the shear viscosity values for different 

complex fluids such as nanofluids. These nanofluids contain 

nanoparticles in suspension in a matrix fluid; that is why it is 

important to have a high sensitivity of these particles that settled 

above the surface. 

5. Conclusion  

This article is the extended version of a paper published in 

IEEE Xplore. We have studied the fabrication and the 

optimization of a ZnO high-frequency transducer able to generate 

both longitudinal and shear waves. To model the transducer's 

electrical response, we used the Auld model; we noticed a good 

agreement between electrical impedance measurements and 

simulations, allowing its use in the design of transducers. To 
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improve the sensitivity, we have used an electrical circuit 

including a chip inductor and an SMA connector so that it could 

be used without the requirements of an external RF microprobe. 

This matching circuit had been experimented with for the 

longitudinal mode and allowed us to gain ~ 8 dB on the electrical 

insertion losses.  

In order to increase the shear wave level, the growth of ZnO 

films with tilting of the crystallite axis has been achieved using a 

blind of 10 mm that was positioned between the target and the 

substrate during the R.F. magnetron sputtering. The inclination of 

the crystal orientation was approximately 14.5°.  

Both shear and longitudinal waves can be excited with this 

multi-mode transducer; the wave type can be selected by adjusting 

the emission frequency. 

As to proof of the usability of this kind of measurement, an 

application has been proposed. We have exploited the 

simultaneous measurements of the two types of waves to extract 

both shear and volume viscosities of the water. Comparisons 

between the experimental and theoretical results show a good 

agreement. 
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 This work presents the analysis and formulation for optimizing the dynamic model and 
parameter estimation of all the six joints of a 6DOF industrial robot manipulator by 
utilizing swarm intelligence to optimize two excitation trajectories for the first three links 
at the arm and the last three links at the wrist of the robot manipulator. Numerical 
techniques were used to reduce the observation matrix to a minimum linear combination of 
parameters, thereby maximizing the identifiable parameters, and the Linear Least Square 
method was used for parameter identification. An improved particle swarm optimization 
algorithm with mutation and archived elite learning was proposed for solving the dynamic 
optimization problem of the industrial robotic manipulator. The basic parameters of the 
algorithm have been optimized for robotic manipulator analysis. The proposed algorithm 
is computationally economical while completely dominating other Evolutionary algorithms 
in solving robot optimization problems. The algorithm was further used to analyze 36 
benchmark functions and produced competitive results. 
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1. Introduction 

This paper is an extension of the work originally presented in 
the 2019 IEEE International Conference on Artificial Intelligence 
and Computer Applications [1], where a novel mutating Particle 
swarm optimization (MuPSO) based solution was proposed for 
analyzing the inverse kinematic problem of multi-degree-of-
freedom robot manipulator. It was observed that the basic 
parameters of the Particle swarm optimization (PSO) algorithm are 
incapable of analyzing robot optimization problems, and it was 
established that the PSO parameters need to be modified for robot 
analysis. Further investigations were published in [2] where 
various parameters were used to analyse the inverse kinematic 
problem of four popular robot configurations and a new range of 
parameters for solving robot optimization problems was 
established, thereby an optimized mutating PSO algorithm for 
robot analysis was developed. If the algorithm runs into stagnation 
while solving a robot optimization problem, the mutation function 
is used to generate a completely new swarm and all the information 
regarding the previous swarm is lost. It is keen to note that if a 

particle from the previous swarm is retained, that particle becomes 
the global best particle for the new swarm, making the entire 
swarm converge again at the previous solution. It was observed 
that it would be beneficial to save previously non-dominated 
solutions in an archive for future reference. This work therefore 
seeks to further modify the mutating PSO algorithm by 
implementing it with an archived elite learning system, and using 
the new eMuPSO algorithm for dynamic parameter estimation of 
a 6 Degree-of-freedom (DOF) industrial manipulator and finally 
compare the improved algorithm with other state of the art 
algorithms in analyzing 36 benchmark functions. The rest of the 
paper is structured as follows; section 2 presents previous 
literature, section 3 introduces the new Mutating PSO algorithm, 
section 4 presents the results of parameter estimation of robot 
manipulators, and compares the new PSO algorithm with state of 
the art swarm-based algorithms on thirty-six benchmark functions 
and finally section 5 concludes the findings.  

2. Literature 

In industrial robotics, a dynamic model determines the actuator 
force required to achieve the desired joint configuration, coupling 
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effects and non-linearity of the system introduces dynamic 
uncertainties. These errors degrade the robot’s performance. 
Therefore, re-calibrating robot parameters are necessary for 
efficient robot analysis and control, that can only be achieved 
experimentally. In dynamic model estimation, obtaining 
experimental data requires that firstly, a linearized model of the 
robot manipulator is developed, then a trajectory that excites the 
robot’s rigid body dynamics is developed, afterwards input torque 
and output joint configuration data is experimentally obtained and 
finally the dynamic parameters are estimated. The accuracy of the 
estimation method is largely dependent on the chosen trajectory 
and measuring accuracy. The actuator torque can be measured 
from input electric currents while optic encoders are incorporated 
for measuring joint output conditions. The recent improvement in 
technology makes available encoders and reduction gears that are 
capable of preventing cumulative errors and minimizing gearbox 
backlash. Therefore, carefully selecting an exciting trajectory is 
paramount in dynamic model estimation. Reference [3] observed 
that the excitation trajectory can be optimized by minimizing the 
condition number of the observation matrix. The observation 
matrix is a function of only the joint variables; it enables the 
solution of nonlinear systems to be presented as linear. The 
condition number of the observation matrix is a measure of noise 
immunity, a value closer to unity results in a better signal to noise 
ratio (SNR). The presence of unidentifiable parameters results in a 
high condition number of the observation matrix. References [4, 5] 
proposed techniques for categorizing dynamic parameters into 
identifiable parameters, unidentifiable parameters, and identifiable 
parameters in linear combinations. These works suggested that 
eliminating unidentifiable parameters from the observation matrix 
enhances estimation accuracy. In [6, 7] a set of Minimal Linear 
Combinations (MLC) of identifiable dynamic parameters from the 
total amount of parameters to be identified was generated. 
Reference [8] proposed formulating the periodic Finite Fourier 
series (FFS) as an excitation trajectory. FFS inhibits noise 
interference, if the identification experiment is repeated several 
times, averaging the measured data in the time domain improves 
SNR. Reference [9] used a modified Fourier series (MFS), where 
the FFS is implemented on a circular trajectory in the Cartesian 
space such that the initial and final conditions of the joints are the 
same, permitting continuity in the optimization experiment 
without necessarily stopping and restarting the manipulator. The 
particle swarm optimization algorithm (PSO) is a stochastic 
metaheuristic swarm-based evolutionary algorithm (EA), each 
particle in the swarm is attracted towards the global best particle’s 
position and its personal best position denoted as (Gbest and 
Pbest). The velocity and position of canonical PSO are updated 
according to (1) and (2). 
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where i = 1, 2, 3…nPop denotes for the index of each particle, 
nPop is the swarm size, and dim = 1,2…dof denotes for the 
dimensionality of the solution space, dof is the degrees of freedom 
of the robot. Vidim and Xidim stand for the position and velocity 

vectors of the ith particle, respectively. Vidim = [vi
1, vi

2, . . . , vi
dof], 

Xidim = [xi
1, xi

2, . . . , xi
dof

 ]. w is the inertia weight. c1 and c2 are 
cognitive and social learning coefficients. r1 and r2 are two 
uniformly distributed random numbers within the range of [0,1]. 
Over the years, PSO has undergone various modifications either to 
improve its internal dynamics (enhance convergence and 
exploitation characteristics) or to satisfy the requirement of a 
specific real-world optimization problem or both. 

2.1. PSO with Improved Dynamics 

An index based ring topology PSO was proposed by [10] for 
solving multimodal multi-objective optimization problems having 
more than one Pareto optimal solution corresponding to the same 
objective function. Reference [11] studied the impact of 
communication topology in PSO, the star topology (Gbest) where 
each particle communicates with every other particle, was found 
better in analyzing unimodal separable problems while the ring 
topology (LBest) where each particle communicates with only its 
two neighbor particles, is preferred for multimodal, non-separable 
and composite functions. The ring topology is more capable of 
jumping between optimum basins and it was also found to never 
converge at a local optimum, but with a considerably higher 
computational cost. Memetic algorithms (MA) are hybrid EAs that 
are a fusion of global and local search techniques. EAs are usually 
employed for global search while unconstrained optimizers are 
employed for local search. Adaptive MAs have been successfully 
combined with other EAs but not PSO, [12] proposed a co-
evolutionary memetic PSO for solving multi-objective 
optimization problems. Feature selection (FS) is a combinatorial 
problem for large dimension data processing which requires large 
memory and high computational cost, [13] proposed a variable-
length PSO for FS. The Proposed algorithm is flexible and 
simplifies large data analysis, and can jump out of local optima 
while narrowing the search space. The cooperative search strategy 
which prevents particle from being trapped in local optima was 
merged with PSO by [14] for unconstrained optimization, where 
cooperative multiple swarms were used to improve the 
convergence and efficiency of the canonical PSO. 

2.2. Problem Oriented PSO 

Medicine and medical healthcare are amongst the top 
beneficiaries of artificial intelligent swarm algorithms. Health care 
services are shifting from inpatients to outpatients. Reference [15] 
showed that accident and emergency centers in hospitals are 
currently being optimized to ensure 98% of patients get the 
required attention within 24 hours. The increasing demand for 
primary health care outlets has led to a requirement to optimize the 
operational efficiency of primary healthcare centers. Grouping the 
patients into an appropriate category optimizes time and 
manpower whereas patient no shows after grouping reduces 
operational efficiency of clinics.  In [16], using PSO to improve 
the accuracy of traditional clustering techniques was proposed for 
analyzing real-time patient attendance data and group them into 
clusters, while [15] compared PSO with opposition based learning 
and self-adaptive cohort intelligence for identifying significant 
features capable of predicting no shows. Gene selection from 
microarray data for cancer diagnosis and testing also involve large 
data sets and are computationally expensive, support vector 
machines algorithm is a fast and efficient classification model 
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which requires its parameters tuned to satisfy specific problems. 
Reference [17] compared the performance of PSO-SVM and 
Memetic SVM for classification and feature selection of cancer 
cells. Alzheimer’s disease is a primary stage of dementia which is 
a type of memory disorder that affects the brain. The structural 
changes of the brain’s internal regions are the most commonly 
measured in diagnosing AD. Reference [18] compared the 
accuracy of PSO and other metaheuristic algorithms in segmenting 
the brain sub-regions. Air pollution is a major contributor to human 
mortality and a potential danger to the environment and ecological 
system [19]. Thermal power plants such as coal, petroleum, and 
natural gas are the main sources of air pollution, mercury 
contamination has been identified to be the most acute air pollutant 
produced by power plants [20]. In [21], a novel combination of 
modified genetic algorithm and the improved particle swarm 
optimization was proposed for minimizing the fuel cost of 
generating plants and emission simultaneously, by managing and 
controlling the integration of renewable energy and thermal power 
production, where an optimal generation plan for maximizing 
system efficiency can be achieved. Reference [22] proposed using 
an adaptive neuro-fuzzy inference system with PSO (ANFIS-PSO) 
for predicting mercury emission in power plants. Reference [23] 
sought to minimize the construction cost of reinforced concrete 
retaining walls (RCRW). These structures include bridges, 
railways, dams, etc., capable of withstanding the pressure resulting 
from the difference in level by an embankment, excavation, or 
natural processes. PSO was used to determine the optimum 
solution between popular techniques. In rural areas where the 
utility grid is unavailable, renewable energy is an attractive 
alternative for water pumping applications. The power-voltage 
curve of a photovoltaic cell was found to have multiple maximum 
power points under partial shading conditions, making the solar 
tracking mechanism unstable. In [24], the performance of PSO was 
compared with salp swarm algorithm for maximum power point 
tracking of solar panels. Electric motors are most popular for 
electrical-mechanical power conversion and employed in several 
industrial applications including robotics, because of their 
simplicity, durability, and low maintenance cost. They usually 
require a controller for high performance and efficiency. The 
electrical parameters of the electrical motor are very essential to 
design, performance assessment, and feasibility of the control 
technique, any difference in the actual motor parameters adversely 
affects the system performance. Reference [25] proposed using 
PSO for estimating the electrical parameters of induction motors. 

3. Mutating PSO with Elite Archive Learning 

The proposed PSO is equipped with a modified set of 
parameters and governing equations. The mutation function is used 
to generate a new swarm around the vicinity of the most promising 
particles when the algorithm runs into stagnation. The operation of 
the proposed mutating PSO with elite learning (eMuPSO) is 
divided into two, during the early stages, the algorithm searches 
the solution space for the minimum solution, then when it 
stagnates, elite solutions are being recalled from the archive and 
merged with the best solutions of the current run to generate a new 
population. The new population would be created either through 
Random or Gaussian mutation depending on the application. It was 
found that a mix of both was suitable for kinematic analysis while 
the Gaussian mutation was suitable for dynamic analysis. 

3.1. Modified Parameters 

It was established in [1] and [2] that the basic parameters of 
canonical PSO are not capable of ensuring converging solutions 
for robot optimization problems especially when the DOF is 
greater than three. The basic parameters of the mutating PSO were 
modified to satisfy the requirement for solving robot optimization 
problems. This was achieved by testing the performance of various 
PSO parameters on four popular robot configurations, and a 
relationship between the inertia weight and the social learning 
coefficient was derived. More details on modifying PSO 
parameters can be found in [2]. A non-linearly decreasing inertia 
weight is implemented with values between (2.1 – 0.6), the 
cognitive learning coefficient is constantly at 2.24, while the social 
learning coefficient is non-linearly increasing between (1.8 – 3.9). 
The equations for updating w and c2 are given in (3) and (4). 

 iter
initialiter nww *=  , (3) 

 
iter

initialiter mcc /22 =  , (4) 

where iter is the iteration number, and n and m are coefficients. 
The coefficients n and m can be determined by setting iter to the 
maximum value. Robot configurations have complex dynamics 
described by highly coupled and non-linear, second-order 
differential equations, there are possibilities of numerous strong 
local minimizers in the solution space. 

3.2. Mutation 

In [26] it was shown that structural bias is a characteristic of 
swarm algorithms that tends to confine the algorithm to a region of 
the total search area. Mutation is a valid technique for overcoming 
such constraints. It was established in [2] that even the most 
intelligent swarm-based solutions are capable of running into 
stagnation, random mutation was used to push the algorithm out of 
stagnation and enhance convergence. The Gaussian mutation was 
used in [27] to improve swarm performance. Reference [28] also 
used a Gaussian mutation throw point strategy to redistribute the 
swarm at sparse positions. In the proposed algorithm, when the 
swarm stagnates at a local minimum solution, a Gaussian mutation 
is used to push the algorithm out of stagnation and redistribute the 
swarm to enhance unbiased coverage of the search space. The 
radius of the swarm is monitored according to (5). When the 
swarm radius becomes too small, it signifies that the swarm has 
lost diversity and might be stagnating, then the mutation function 
is initiated. The condition in (6) states that if there is no change in 
the swarm radius or when the change in the swarm radius is 
negligible, then the counter g increases sequentially otherwise the 
counter is reset to zero. A second condition in (7) terminates the 
algorithm when the minimum solution is achieved or the swarm is 
mutated when g is greater than a threshold value G. 

Assuming there are k elite particles, the entire swarm 
population would be divided into k+1 parts and each k part would 
be replaced by off-springs of the kth elite particle, while the k+1 
part consists of particles generated from a random distribution, 
thereby maintaining diversity in the swarm. such that if xdim is the 
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dimth dimension of the swarm, then all the elements in the dimth 
dimension shall mutate according to (8). 

 ( )iteriteriter BestCostmeanCostGlobalBestrad −=  ,   (5) 
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where rad is the radius of the swarm, iter refers to the current 
iteration, dimxmutate and xelite are the mutated off-spring and the elite 
solution in the dimth dimension of the swarm, and σ is a variable 
between [0-1] multiplied by size of the search space. 

3.3. Elite Archive 

When the algorithm is searching for the best solution, the 
experiences of the best particle is transferred to the next iteration 
through the global best information, but at the beginning of 
subsequent generation or after mutation, all the information 
regarding the best particle from the previous generation is lost. 
This inspired the introduction of an archive where the experiences 
of the elite non-dominated solutions are saved and can be called in 
the future to enhance the search. Reference [29] applied a dynamic 
archive maintenance strategy to improve the diversity of solutions 
in multi-objective particle swarm optimization. In [30] an external 
archive was employed to preserve the non-dominated solutions 
visited by the particles to enable evolutionary search strategies to 
exchange useful information among them, and [31] used a grid-
based approach for the archiving process and ε-dominance method 
to update the archive, which helps the algorithm to increase the 
diversity of solutions. Reference [32] used the cooperative archive 
to exploit the valuable information of the current swarm and 
archive. Information about the elite particles from dynamic sub 
swarms was used in [33] to improve the following sub-swarm, 
while [32] introduced a new velocity updating technique that 
explores the external archive of non-dominated solutions in the 
current swarm. In this article, an elite archive learning is used to 
refine the solution in the final stages of the algorithm. Elites from 
previous searches are saved as global elites, while elites of the 
current search are saved as local elites. When the algorithm 
stagnates, a combination of both elite vectors is used to generate a 
new population, and the global elites are updated with new 
solutions from the current local solutions 

3.4. Robot Dynamics 

Industrial robot manipulator 

A 6 DOF industrial robot manipulator was analyzed, the 
structure of the robot manipulator is shown in Figure 1 and its D-
H parameters are given in Table 1. A homogeneous transformation 
matrix describes the state (orientation and position coordinates) of 
a robot link with respect to the previous link in the Cartesian 
coordinate space and can be used to describe the state of the end-

effector (tool) of the manipulator with respect to the base (global 
coordinate) frame. If all the joint parameters are known (D-H 
Parameters), the homogeneous matrix of each successive pair of 
frames for the forward and inverse directions can be obtained from 
(9). The robot manipulator's end-effector coordinates would be a 
product of post multiplication as shown in (10).  

 
Figure 1: A 6 degree of freedom industrial robot manipulator 

Table 1: D-H parameters of 6 degree of freedom industrial robot manipulator 

Joint Link  Off-set Joint  Off-set  

1 300 320  (-165 : +165) -pi/2 
2 700 0  (-110 : +110) 0 
3 0 0  (-110 : +70) -pi/2 
4 0 200+497.5  (-160 : +160) pi/2 
5 0 0  (-120 : +120) -pi/2 
6 0 97.5+30  (-242 : +242) 0 
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where cθ and sθ refers to cosθ and sinθ respectively.  

Dynamic parameter estimation 

The Linear-least-square (LLS) method together with an 
optimized excitation trajectory was used for dynamic parameter 
estimation of the robot manipulator. LLS requires that the model 
equations are linear with respect to dynamic parameters and it is 
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sensitive to noise in the measured data. [34] observed that the 
actuator forces of an industrial manipulator are linear functions of 
dynamic parameters, [4] inferred that reformulating the Newton-
Euler dynamic model such that the link inertia tensors are 
expressed about the link coordinate frames instead of the center of 
the links' mass, would result in a linearized Newton-Euler 
formulation. Equations (11-14) presents a summarized Newton-
Euler formulation in the form of observation matrix. For detailed 
information on linearizing the Newton-Euler equation, see [4] and 
[34]. 

 ( ) Γ∗ΩΩΩ=Φ
− TT 1  , (11) 

 ( )( ) ΦΩΩΩ=Γ
− inv

TT 1  , (12) 

 

( )

( ) dofdofdof qqq

qqq

φ

φ

ω

ω

τ

τ









dimdimdim
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∗==Γ  , (13) 

 [ ]TYZXZXYZZYYXXzyx IIIIIImcmcmcmm=dimφ  ,(14) 

 ( ) ( ) y
y

condfitness max
min

1 ϕ
ϕ

++Ω=  , (15) 

where Γ is the compound torque for the manipulator comprising of 
individual joint torques τ, the compound observation matrix Ω 
comprises of individual joint vectors ω(q, q̇, q̈), and is a function 
of the joint position, velocity, and acceleration only. ϕ is a vector 
of unknown robot parameters for each link that require to be 
identified, it includes link mass mm, first moments [mcx mcy mcz]T 

along the x-y-z axis, and six inertia tensor Iij, these compose the 
compound vector of unknown parameters Փ. The intelligent 
swarm-based algorithm would be required to minimize the 
condition number of the observation matrix while maximizing the 
smallest singular value and minimizing the largest singular value. 
Therefore, the fitness function would be as described in (15). 

Exciting trajectory 

A modified Fourier series (MFS) formulation was used to 
define the excitation trajectory with a cubic polynomial. The 
equation of motion for the trajectory of the first three joints are 
given in (16-18), a circular trajectory path was implemented so as 
to allow continuous trajectory tracking of the robot during 
experimentation. The trajectory is to be optimized by applying the 
eMuPSO algorithm to minimizing the condition number of the 
observation matrix. The trajectory is implemented in Cartesian 
space, and joint positions are determined from inverse kinematic 
solutions. The wrist of the manipulator has a z-x-z orientation, 
therefore the excitation trajectory along the x and y axis can be 
derived independently from (16) and (17) while that of the z axis 
is estimated from (19), where d6 is the offset length of the sixth 
link of manipulator (see DH parameters) and t14 is the position 
coordinate of transformation matrix T4

0 from the Base to Link-04. 
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where Q describes the trajectory in Cartesian space such that [Qx, 
Qy, Qz]T are the x-y-z coordinates of Q, P is the polynomial, the 
variables a0 is the radius, b0 and c0 are the coefficients of the MFS 
while the variables d0, e0, and f0 are the x-y-z position coordinates 
of the excited trajectory.  j = 1,2…N denotes the harmonics of the 
MFS, while the index of time segment/period is denoted as it; freq 
is the fundamental frequency and tym is the period. The joints 4, 5, 
and 6 coincident at the joint 5, described by the transformation 
matrix T4

0 in (10). The inverse kinematic solution of these joints 
can be estimated given the orientation matrix, but in this case only 
the position vector is known (i.e. [Qx, Qy, Qz]T). Therefore, the 
rotation angles of the joints at the wrist would be estimated from 
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(20-23), and the orientation matrix is evaluated by substituting θ in 
(9) then inverse kinematics can be subsequently evaluated. To 
achieve continuity along the tool-path, the initial and final 
conditions of the trajectory must be the same as described in the 
conditions in (24). The initial and final values for the circular 
trajectory P are set as 0 and 2π radians, 3 harmonics for the 
coefficients of MFS were used (N=3), and the fundamental 
frequency is 0.6283 with a period of 10 seconds. 

4. Results 

The eMuPSO algorithm was first implemented together with 
the LLS for optimizing the observation matrix and dynamic 
parameter estimation of all the six links of the 6DOF robot 
manipulator. The ideal parameters of the manipulator are given in 
(25-32). Then the proposed algorithm was finally implemented in 
evaluating thirty-six benchmark functions including twenty-four 
variable-dimension benchmark functions and twelve constant-
dimension benchmark functions. The variable dimension 
benchmark functions consist twelve functions each, of unimodal 
and multi-modal roles (a full description of all benchmark function 
used are given in the appendix).  

The results were compared with the Standard PSO (PSO) [35] 
and four other swarm-based EAs including the Whale 
Optimization Algorithm (WOA) [36], Grey Wolf Optimization 
(GWO) [37], Grass-hopper Optimization Algorithm (GOA) [38], 
and the Differential Evolution (DE) algorithms [39]. 

4.1. Dynamic Parameter Estimation 

Generating initial elite particles 

Parameter estimation was in two stages; initial elite particles 
were first generated which were then used to generate the swarm 
for parameter estimation. This reduces the probability for the 
algorithm to run into stagnation. A swarm of ten particles was first 
generated for each variable (a0, b0, …, f0). From inverse 
kinematics, the joint conditions (position, velocity and 
acceleration) corresponding to the generated trajectory of each set 
of particle is estimated and compared with the stated constraints in 
(24).  Trajectories that do not meet the constraints are flagged and 
a penalty was introduced.  

The fitness function for this swarm is a measure of the degree 
of compliance of the generated trajectory with the stated robot 
constraints. If a trajectory is found to completely satisfy these 
constraints, the variables corresponding to such trajectory is 
elevated to elite status and a new particle is generated to replaces 
that particle, else, the entire swarm’s velocity and position is 
updated in accordance with PSO. Elite particles should be 
generated within 5-10 iteration if the minimum and maximum 
limits of the variables are carefully selected. This algorithm is 
terminated when 5 elite particles have been generated. The 
variable limits are set at ±10. While the variables a and b span 
between negative and positive limits, others must always be 
positive. 
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Optimizing the excitation trajectory 

A swarm of 20 particles is generated from the previously 
generated initial elite particles through Gaussian mutation. Similar 
to previous procedures, the boundary conditions are set, joint 
conditions corresponding to each generated trajectory is estimated, 
again penalties are introduced to make trajectories that do not 
satisfy the constraints in (24) less likely to be selected as 
exemplars. The fitness function for this swarm is evaluated 
according to (15). The swarm of the algorithm is mutated at 10 
iterations after stagnation (i.e. G=10). 

Parameter estimation 

The dynamic parameters of a 6DOF manipulator was estimated 
in two stages, the last three links corresponding to the wrist were 
first estimated followed by the first three links corresponding to 
the arm of the manipulator. A numeric technique for reducing the 
observation matrix to a minimum linear combination of 
identifiable parameters was implemented as described in [40] 
where three empty matrices were created corresponding to 
identifiable parameters, unidentifiable parameters, and identifiable 
parameters in linear combinations. Understanding that the rank of 

the observation matrix is equal to the number of identifiable 
parameters, the norm of each column of the observation matrix is 
determined independently. The columns with zero norms represent 
coefficients of unidentifiable parameters and are moved to the 
matrix of unidentifiable parameters, else it is added to the matrix 
of identifiable parameters. Note that the initial rank of the empty 
matrix of identifiable parameters is zero, if the newly added 
column does not increase the rank of the matrix of identifiable 
parameters, it is moved to the matrix of identifiable parameters in 
linear combination. The eMuPSO was used to select the trajectory 
that best optimizes the observation matrix. Removing 
unidentifiable parameters from the observation matrix increases 
estimation accuracy. In the first estimation stage (wrist), out of the 
30 unknown parameters at the wrist, 15 were independently 
identifiable, 7 were identifiable in linear combination, while 8 
were unidentifiable. Out of the 7 parameters that were identifiable 
in linear combination, it was observed that for most elite particles, 
5 were identifiable with lower errors. The 15 independently 
identifiable parameters include Iyy4, Ixz4, mx5, Ixx5, Iyy5, Izz5, 
Ixy5, Ixz5, Iyz5, mcx6, mcy6, Iyy6, Izz6, Ixz6, and Iyz6. The 7 
parameters identifiable in linear combination include mcy4, mcy5, 
mcz5, mm6, mcz6, Ixx6, and Iyz6. It was found that Ixx6 and Iyz6 
were identified with very large errors for most elite particles. In the 
second estimation stage (arm), 20 parameters were independently 
identifiable, 2 were identifiable in linear combinations while 8 
were unidentifiable. All parameters were identified with little 
errors. The 22 identified parameters include mcy1, Iyy1, mm2, 
mcx2, mcy2, mcz2, Iyy2, Izz2, Ixz2, Iyz2, mm3, mcx3, mcy3, mcz3, 
Ixx3, Iyy3, Izz3, Ixy3, Ixz3, Iyz3, Ixz1, and Ixx2.  

Figure 2.0 (a) and (b) show the convergence plot at the wrist 
and at the arm of the manipulator respectively. The eMuPSO was 
populated with twenty particles in thirty iterations and five runs. 
The Figure 2.0 shows all five runs, the sixth being the average of 
all five runs. It would be observed that in the third run of Figure 
2.0 (a), the algorithm converges to the global minimum solution in 
eight iterations, then it is mutated in the 14th iteration where it 
stagnates until it is mutated again in the 24th iteration. The best 
solutions are stored in the archive before mutation. The Figure 2.0 
(b) show less agitation of the algorithm signifying less mutation 
and simpler analysis. 

 
(a)  

 
(b)  

Figure 2: Convergence plot of the observation matrices (a) at the wrist, and (b) at the arm. 
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(a)  

 
(b)  

 
(c)  

Figure 3: Excitation trajectory for the links at the wrist of manipulator. (a) Trajectory in Cartesian space (b) Joint displacement (c) Joint velocities 

Table 2: Dynamic parameter estimation for the last three joints of a 6 DOF industrial robot 

Parameter 
Elite Particles (wrist) 

1 2 3 4 5 6 
a0(1) -3.8711 -8.7566 -6.1829 -4.824 -6.7566 -4.4276 
a0(2) 9.8782 1.1156 5.7223 -2.4838 3.1156 4.0066 
a0(3) 0.42207 4.5867 -4.0733 -3.0035 3.748 -5.7368 
b0(1) 2.1907 2.8328 4.9482 2.6421 4.7319 6.1336 
b0(2) -3.5264 -7.3354 -2.4158 -1.0079 -5.3354 5.1722 
b0(3) -2.293 -7.4121 0.31497 -3.5628 -5.4121 0.91808 
c0 6.5802 5.4755 6.423 6.8105 5.0595 2.9898 
d0 6.5802 3.1097 6.423 0.85837 5.0595 2.9898 
e0 0 0 0 0 0 0 
f0 t34 t34 t34 t34 t34 t34 
fitness 418.354 401.380 357.993 351.894 349.889 297.128 
condition 
number 

154.591 152.878 156.902 157.041 155.063 154.087 

Error(20) 10.8120 188.679 14.5859 99.1558 86.8486 25.3959 
Error(22) 2220.44 16789.5 529.495 4568.45 8777.48 44.3582 
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(a)  

 
(b)  

 
(c)  

Figure 4: Excitation trajectory for the links at the arm of manipulator. (a) Trajectory in Cartesian space (b) Joint displacement (c) Joint velocities 

Table 3: Dynamic parameter estimation for the first three joints of a 6 DOF industrial robot  

Parameter 
Elite Particles (Arm) 

1 2 3 4 5 6 
a0(1) -1.2742 5.2376 -3.2742 -2.8265 0.72577 -3.2742 
a0(2) -6.5754 6.2129 -4.5754 -6.5754 -8.5754 -8.5754 
a0(3) -9.0638 8.2042 -7.0638 -9.0638 -6.8925 -6.7108 
b0(1) -0.4967 6.2173 1.5033 -0.4967 1.5033 -2.4967 
b0(2) 4.5411 -2.6712 2.6293 2.9774 2.5411 6.5411 
b0(3) -1.6233 -7.73 -0.74646 1.2535 -3.6233 0.37674 
c0 3.0295 1.4518 1.0295 1.7199 1.0295 1.0295 
d0 0 0 0 0 0 0 
e0 173.11 101.03 184.34 187.21 188.04 166.14 
f0 5.7001 6.0889 1.0295 1.7199 1.0295 1.0295 
fitness 293.392 199.588 145.3132 103.235 70.9066 64.7651 
condition 
number 

53.5757 44.7731 26.41273 17.8764 13.4862 11.8133 

Error(20) 0.00270 0.00286 0.035218 0.01955 0.03211 0.00822 
Error(22) 0.00460 0.00766 0.074774 0.03507 0.08359 0.01544 
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Tables 2 and 3 presents the parameters of the non-dominated 
elite solutions for the joints at the arm and wrist of the manipulator, 
including the three harmonics each for a0 and b0, with 
corresponding fitness values, condition number of the observation 
matrix and cumulative errors for the best 20 identified parameters 
and for all 22 identified parameters. Figure 3.0 (a) presents the 
resultant trajectory in Cartesian space for the 5th elite particle at the 
robot’s wrist, showing a somewhat circular continuous trajectory 
with fluctuations that are typical of FFS. Figures 3.0 (b) and (c) 
show the position and velocity of the three joints at the robot’s 
wrist in joint space, while Figure 4.0 shows the equivalent for the 
1st elite particle at the robot’s arm. From the results presented in 
Table 2 (at the wrist), it would be observed that while the 6th elite 
particle has the lowest fitness value and the lowest cumulative 
estimation error for all the 22 identified parameters, the 2nd elite 
particle presents the trajectory with the lowest condition number, 
and the 1st elite particle presents the lowest cumulative estimation 
error for the 20 best identified parameters. Likewise, in Table 3 (at 
the arm), although all the 22 identifiable parameters were 
identified with higher accuracy, yet it would also be observed that 
the 6th elite particle has the lowest fitness and presents the 
trajectory with the lowest condition number, but the 1st elite 
particle presents the lowest cumulative estimation errors for both 
the 20 best identified parameter and the 22 identifiable parameters. 
This supports the observation of [41] that the best solution does not 
guarantee the global minimum solution because the dynamic 
optimization problem is not convex. 

4.2. Benchmark Function Analysis 

A total of thirty-six benchmark functions (BF) were evaluated, 
and the results presented in Tables 4-6. Reference [2] showed that 
accuracy and convergence time are paramount in robot analysis, 
the average and standard deviations alone do not completely 
describe the results, and some solutions with good averages are 
incapable of finding the global minimum solution (inaccurate). 
Therefore, the minimum values are also presented in the tables. 
The solution that best minimizes the function is presented in 
bolded font. From the Table 4, in the unimodal BF analysis, all the 
algorithms satisfactorily found the minimized solution for the 
function f6; eMuPSO, PSO, and DE equally minimized the 
function f7 while GWO and WOA equally minimized the function 
f11. WOA and GWO had the best performance, producing the best 
minimizing solutions for five out of twelve unimodal BF each. 
WOA dominated other algorithms in f1, f3, and f12 functions, tied 
with GWO in f11 and tied with all other metaheuristics in f6. While 
GWO dominated other metaheuristics in f8, f9, and f10. Therefore, 
WOA and GWO dominated other algorithms in three unimodal 
BF, tied in two BF and were dominated in seven BF each as 
elaborated in Table 7. The PSO dominated other metaheuristics in 
f4 and f5, while eMuPSO was dominant in f2. Both tied with other 
metaheuristics in f6 and f7 and were dominated in eight and nine 
unimodal BF respectively. From the Table 5, in the multimodal BF 
analysis, it can be observed that the eMuPSO and PSO tied in f1, 
f4, and f12; PSO, WOA, and GWO tied in f2; WOA and GWO 
tied in f3; eMuPSO, PSO and GOA tied in f5; all the metaheuristics 
except GWO and DE tied in f6, eMuPSO and DE tied in f9, and 

all the metaheuristics except GOA tied in f11. eMuPSO had the 
best performance producing the best minimum results on eight out 
of twelve multimodal BF, followed by PSO, WOA, and GWO 
producing the best minimum solutions for seven, five, and four 
multimodal BF respectively. eMuPSO dominated other 
metaheuristics on f10 and tied with other metaheuristics on seven 
multimodal BF. PSO did not dominate other metaheuristics on any 
of the multimodal BF, but tied on seven and was dominated in five 
BF, WOA was dominant on f7, tied with other metaheuristics on 4 
Multimodal BF and was dominated in 7 BF. GWO was dominant 
on f8, tied with other metaheuristics on 3 BF, and was dominated 
on 8 BF. From the Table 6, in the constant dimension BF analysis, 
eMuPSO and PSO tied in producing the best minimizing solution 
for f1 and f6, all metaheuristics except GOA and GWO tied on f2; 
eMuPSO, PSO and DE tied on f3, f5, f7, f8, f9, f11. All the 
metaheuristics except WOA and GWO tied on f4 and f12. 
eMuPSO once again had the best performance producing the best 
minimum solutions for all twelve BF, dominated other 
metaheuristics in f10, and tied in eleven BF, followed by PSO and 
DE producing the best-minimized solution for eleven and nine BF 
respectively. Compared to other algorithms, WOA and GWO 
performed well in the unimodal BF analysis but performed poorly 
in the constant-dimension BF analysis. After numerous 
experiments, at various dimension sizes, it can be suggested that 
the WOA algorithm is convenient for analyzing optimization 
problems with high dimensionality (especially unimodal roles), 
but may not necessarily maintain its lead when the dimensionality 
is low, while the proposed eMuPSO is convenient for analyzing 
optimization problems with lower dimensionality. Compared to 
other EAs, the eMuPSO and PSO algorithms performed averagely 
in the unimodal BF evaluations but were excellent in analyzing 
multimodal and constant-dimension BF. DE performed poorly in 
the unimodal and multimodal BF, performed well in the constant-
dimension BF analysis. 

The Wilcoxon signed-rank test was performed at a 5% 
significance level to compare the results of each run and decide on 
the significance of the results, and the p-values are reported in 
Table 8. In the statistical analysis, the best algorithm in each test 
function is the algorithm with the best average value, the best 
algorithm is compared with other algorithms independently. For 
instance, if eMuPSO is the best algorithm, pairwise comparison is 
done between eMuPSO/PSO, eMuPSO/GOA, and so on. Observe 
that since the best algorithm cannot be compared with itself, N/A 
with bold font size has been assigned to it. From Table 8, in the 
unimodal statistical analysis (F1-F12) WOA algorithm was most 
significant in six out of twelve BF as elaborate in Table 9. SPSO 
and GWO were significant in four functions each, while DE and 
eMuPSO were significant in three and two of the functions 
respectively. In the multimodal statistical analysis (F13-F24), the 
eMuPSO and DE were most significant in six out of the twelve BF 
each, followed by WOA with five BF, while SPSO and GWO were 
most significant in 3 of the BF each. In the constant-dimension 
statistical analysis (F25-F36), the eMuPSO and DE remained most 
significant for ten out of the twelve BF each, followed by the SPSO 
with 8 BF, GOA was most significant in 2 of the BF, while others 
were significant in only one each of the benchmarks functions. 
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Table 4: Unimodal benchmark function analysis. 

Unimodal Benchmark 
Functions 

Evolutionary Algorithms 

eMuPSO PSO WOA GWO GOA DE 

F1:  
Sphere 

Min 2.00E-12 4.90E-44 0 2.85E-240 2.25E-06 0.001903 

Ave 9.46E-08 5.44E-42 0 1.91E-232 8.66E-05 0.031038 

StDev 3.13E-07 2.23E-41 0 0 9.17E-05 0.039287 

F2:  
Beale 

Min 1.67E-08 7.70E-08 0.000176 6.42E-05 0.000149 3.147E-08 

Ave 0.0178315 0.015488 0.026001 0.005977 0.035998 1.43E-07 

StDev 0.0308013 0.029336 0.044659 0.0154745 0.038128 2.13E-07 

F3:  
Matyas 

Min 1.69E-12 2.12E-24 0 1.33E-143 1.42E-06 3.50E-07 

Ave 3.42E-09 1.07E-18 0 1.57E-120 1.55E-05 6.23E-06 

StDev 7.91E-09 5.33E-18 0 4.10E-120 1.51E-05 5.08E-06 

F4:  
Rosenbrook 

Min 10.167783 0.087952 14.80708 15.116454 13.29022 6.665086 

Ave 28.023866 6.257364 15.61825 16.217369 258.643 28.08251 

StDev 32.409539 3.514322 0.417166 0.6497502 480.0779 31.98284 

F5:  
Step 2 

Min 3.91E-10 0 1.38E-05 1.91E-07 7.31E-07 0.004025 

Ave 8.03E-08 0 4.99E-05 0.1749605 0.000109 0.047807 

StDev 1.77E-07 0 3.02E-05 0.1875981 0.000145 0.055443 

F6:  
Scahffer 2 

Min 0 0 0 0 0 0 

Ave 0 0 0 0 0 0 

StDev 0 0 0 0 0 0 

F7:  
Scahffer 3 

Min -3.37E-4 -3.37E-4 -3.37E-4 -3.37E-4 -3.37E-4 -3.37E-4 

Ave -3.37E-4 -3.37E-4 -3.36E-4 -3.37E-4 -3.37E-4 -3.37E-4 

StDev 1.65E-19 1.65E-19 3.00E-06 3.45E-08 1.08E-09 1.65E-19 

F8:  
Scwefel 1.2 

Min 0.0003765 1.92E-11 0.317571 7.14E-99 1.759081 0.003903 

Ave 0.0071479 4.45E-09 207.2391 4.23E-82 33.02237 0.079942 

StDev 0.0069211 6.37E-09 408.9857 2.15E-81 28.64997 0.090924 

F9:  
Scwefel 2.21 

Min 0.370036 9.76E-10 1.62E-09 8.56E-66 0.018632 0.179791 

Ave 1.0249904 1.39E-08 4.32931 1.20E-62 1.084041 2.315132 

StDev 0.5007591 1.17E-08 9.450776 4.98E-62 1.537078 2.441406 

F10:  
Scwefel 2.22 

Min 0.0027291 5.00E-26 2.0800E-322 4.67E-136 0.018623 0.077971 

Ave 0.0326953 2.66E-24 2.7900E-321 1.61E-133 0.192329 1.517522 

StDev 0.0266489 5.88E-24 0 5.42E-133 0.578804 2.606056 

F11:  
De Jong 4 

Min 2.35E-22 1.53E-79 0 0 1.40E-13 5.83E-10 

Ave 3.14E-14 4.80E-73 0 0 2.75E-09 0.117002 

StDev 9.95E-14 1.73E-72 0 0 3.50E-09 0.640849 

F12:  
Axis Parallel 

Min 4.79E-12 2.48E-46 0 2.61E-241 3.93E-05 6.28E-05 

Ave 2.12E-08 2.71E-43 0 2.61E-235 0.001067 0.000993 

StDev 6.13E-08 9.27E-43 0 0 0.001414 0.001253 
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Table 5: Multimodal benchmark function analysis. 

Multimodal 
Benchmark Functions 

Evolutionary Algorithms 

eMuPSO PSO WOA GWO GOA DE 

F13:  
Easom 

Min 0 0 3.26E-15 7.77E-12 2.11E-16 NaN 

Ave 0 0 0.023333 1.00E-09 0.086667 NaN 

StDev 0 0 0.043018 9.16E-10 0.034575 NaN 

F14:  
Griewank 

Min 2.00E-07 0 0 0 0.000577 0.011976 

Ave 0.0343134 0.015987 0.001742 0.0001222 0.04842 0.147971 

StDev 0.0330935 0.017756 0.009541 0.0006694 0.06238 0.143891 

F15:  
Rastrigin 

Min 8.9546265 7.959672 0 0 31.83894 9.732789 

Ave 17.378784 16.01883 0 0 67.56469 36.96119 

StDev 5.8526738 5.267084 0 0 29.12814 22.58322 

F16:  
Pen Holder 

Min -9.04E-08 -9.04E-08 2.87E-07 0.0393752 0.026031 NaN 

Ave 0.0168779 0.001703 0.029721 0.0652148 0.082208 NaN 

StDev 0.0251307 0.004706 0.02437 0.0179396 0.034506 NaN 

F17:  
Test-tube 

Holder 

Min -2.04E-08 -2.04E-08 -2.04E-08 -2.04E-08 -2.04E-08 -2.040E-
08 

Ave -2.04E-08 -2.04E-08 0.000198 -1.63E-08 0.002207 -1.50E-05 

StDev 0 0 0.000604 4.80E-09 0.00908 3.01E-05 

F18:  
Egg Holder 

Min 0 0 0 1.03E-10 0 NaN 

Ave 69.652218 52.92821 1.14E-13 25.398919 149.1868 NaN 

StDev 77.530967 74.41267 1.16E-13 50.110379 130.2925 NaN 

F19:  
Damavandi 

Min 2 2 0.009163 2.0000051 2 2.000002 

Ave 2 2 0.278923 2.2578664 2.000002 2.000018 

StDev 3.27E-10 0 1.197583 1.412306 3.83E-06 1.32E-05 

F20:  
Cross-Leg 

Table 

Min 0.0037107 0.049876 0.099255 0 0.09978 0.0150 

Ave 0.0603736 0.084285 0.099835 0.0832343 0.099862 0.011415 

StDev 0.0271336 0.019337 0.000111 0.0378599 2.45E-05 0.006958 

F21:  
Bucking 4 

Min 0 1.47E-90 2.20E-11 1.58E-08 3.80E-08 0 

Ave 0 5.03E-79 1.17E-06 1.15E-06 0.00028 0 

StDev 0 2.35E-78 1.28E-06 1.26E-06 0.000495 0 

F22:  
Bucking 6 

Min 0.0023858 0.003192 0.003289 0.092071 0.0065 0.013404 

Ave 0.1010663 0.119555 0.124073 0.152622 0.098243 0.097272 

StDev 0.0585834 0.074511 0.08727 0.0926189 0.066986 0.055002 

F23:  
Cosine 

Min 0 0 0 0 1.94E-15 0 

Ave 0.0084647 0 0 0 0.08306 0 

StDev 0.0080534 0 0 0 0.05875 0 

F24:  
Modified 

Rosenbrook 

Min 3.4040243 3.404024 3.404024 3.4040243 3.404024 3.404024 

Ave 4.8692154 5.80161 3.404024 6.8672033 7.000974 3.404024 

StDev 1.9585576 1.991086 4.00E-08 1.3815921 1.219484 1.88E-15 
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Table 6: Constant-dimension benchmark function analysis. 

Constant-Dimension 
Benchmark Functions 

Evolutionary Algorithms 

eMuPSO SPSO WOA GWO GOA DE 

F25:  
Paviani 

Min -2.34E-06 -2.34E-06 4.52E-06 1.91E-05 -2.34E-06 NaN 
Ave -2.34E-06 -2.34E-06 0.000137 4.28E-05 -2.34E-06 NaN 
StDev 5.70E-15 3.54E-15 0.00013 2.09E-05 2.03E-11 NaN 

F26:  
Modified 
Ackley 

Min 0 0 0 1.53E-10 1.78E-15 0 
Ave 0 0 2.01E-10 4.45E-09 3.00E-14 0 
StDev 0 0 3.77E-10 3.79E-09 2.01E-14 0 

F27:  
Camel 6 
Hump 

Min 2.22E-16 2.22E-16 1.11E-15 1.11E-13 4.44E-16 2.22E-16 
Ave 2.22E-16 2.22E-16 5.03E-13 3.93E-10 8.44E-16 2.22E-16 
StDev 0 0 1.25E-12 4.48E-10 3.37E-16 0 

F28:  
Branin Rcos 

Min -2.26E-11 -2.26E-11 -2.26E-11 1.84E-10 -2.26E-11 -2.26E-11 
Ave -2.26E-11 -2.26E-11 6.93E-09 1.94E-08 -2.26E-11 -2.26E-11 
StDev 0 0 1.32E-08 2.29E-08 4.85E-15 0 

F29:  
Hartmann 3 

Min -1.78E-05 -1.78E-05 -1.78E-05 -1.78E-05 -1.78E-05 -1.78E-05 
Ave -1.78E-05 -1.78E-05 0.000528 0.0005009 0.051517 -1.78E-05 
StDev 0 0 0.001523 0.0017303 0.196121 0 

F30:  
Hartmann 6 

Min 0 0 9.46E-07 4.68E-08 6.22E-15 4.44E-16 
Ave 0.0435941 0.047557 0.041273 0.056637 0.043647 0.11493 
StDev 0.0582734 0.059241 0.059382 0.0745266 0.058344 0.021707 

F31:  
Shekel 5 

Min 0 0 2.36E-06 2.51E-06 6.04E-14 0 
Ave 1.5943441 2.514812 0.81061 0.6767119 4.505148 0 
StDev 2.7615053 3.018129 2.487387 1.7547512 3.369024 0 

F32:  
Shekel 7 

Min -20.80588 -20.80588 -20.80588 -20.80588 -20.80588 -20.80588 
Ave -19.2602 -19.6892 -20.62807 -20.80587 -17.28696 -20.80588 
StDev 2.9070217 2.583984 0.970316 1.00E-05 3.854556 3.61E-15 

F33:  
Shekel 10 

Min -2.20E-07 -2.20E-07 2.50E-06 1.27E-06 -2.20E-07 -2.20E-07 
Ave 0.4489944 1.336099 0.455673 1.37E-05 4.623238 -2.20E-07 
StDev 1.7463952 2.782463 1.750715 6.81E-06 3.885799 5.42E-16 

F34:  
Perm 

Min 1.00E-30 1.81E-26 0.067631 0.0001552 0.00023 0.0049 
Ave 0.042594 0.03135 2.678428 1.3509178 0.046792 0.006286 
StDev 0.095434 0.089466 3.288481 2.9794594 0.093625 0.007091 

F35:  
Goldstein 

Price 

Min -8.08E-14 -8.08E-14 5.46E-11 5.70E-10 -7.02E-14 -8.08E-14 
Ave -7.87E-14 -7.86E-14 5.70E-07 1.04E-06 2.7 -7.93E-14 
StDev 9.85E-16 8.92E-16 1.13E-06 9.80E-07 14.78851 8.83E-16 

F36:  
Langerman 5 

Min 0.3033287 0.303329 0.694475 0.3033287 0.303329 0.303329 
Ave 0.5761576 0.61325 1.021407 0.5757514 0.742518 0.329675 
StDev 0.3298947 0.33584 0.186392 0.3026761 0.321734 0.10027 

Table 7: Summary of benchmark function evaluations. 

Summary of Benchmark 
Function Analysis 

Evolutionary Algorithms 

eMuPSO PSO WOA GWO GOA DE 
 

Minimum 
function 

Evaluations 

Unimodal 1/2/9 2/2/8 3/2/7 3/2/7 0/1/11 0/2/10 
Multimodal 1/7/4 0/7/5 1/4/7 1/3/8 0/3/10 0/3/9 
Constant Dim. 1/11/0 0/11/1 0/1/11 0/0/12 0/2/10 0/9/3 
Total 3/20/13 2/20/14 4/7/25 4/5/27 0/6/30 0/14/22 
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Table 8: p-Values obtained from Wilcoxon signed rank pairwise test. 

Wilcoxon signed 
rank pairwise test 

(Benchmark 
Functions) 

Evolutionary Algorithms (P_val) 

eMuPSO SPSO WOA GWO GOA DE 

F1: Sphere 1.73E-06 1.73E-06 NA 1.73E-06 1.73E-06 1.73E-06 

F2: Beale NA 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1 

F3: Matyas 1.73E-06 1.73E-06 NA 1.73E-06 1.73E-06 1.73E-06 

F4: Rosenbrook 1.92E-06 NA 1.73E-06 1.73E-06 1.73E-06 1.92E-06 

F5: Step 2 1.73E-06 NA 1.73E-06 1.73E-06 1.73E-06 1.73E-06 

F6: Scahffer 2 NA 1 1 1 1 1 

F7: Scahffer 3 NA 1 1.73E-06 1.73E-06 1.73E-06 1 

F8: Scwefel 1.2 1.73E-06 1.73E-06 1.73E-06 NA 1.73E-06 1.73E-06 

F9: Scwefel 2.21 1.73E-06 1.73E-06 1.73E-06 NA 1.73E-06 1.73E-06 

F10: Scwefel 2.22 1.73E-06 1.73E-06 NA 1.73E-06 1.73E-06 1.73E-06 

F11: De Jong 4 1.73E-06 1.73E-06 NA 1 1.73E-06 1.73E-06 

F12: Axis Parallel 1.73E-06 1.73E-06 NA 1.73E-06 1.73E-06 1.73E-06 

F13: Easom NA 1 1.67E-06 1.73E-06 1.98E-07 NaN 

F14: Grievant 1.73E-06 5.94E-05 1 1 1.73E-06 1.73E-06 

F15: Rastrigin 1.73E-06 1.73E-06 NA 1 1.73E-06 1.73E-06 

F16: Pen Holder NA 1.01E-06 1.73E-06 1.73E-06 1.73E-06 NaN 

F17: Test-tube 
Holder 

0.015625 0.015625 1.73E-06 1.73E-06 5.06E-06 1 

F18: Egg Holder NA 0.000375 0.014795 0.002585 4.73E-06 NaN 

F19: Damavandi 3.11E-05 3.11E-05 NA 2.84E-05 3.11E-05 3.11E-05 

F20: Cross-Leg 
Table 

1.92E-06 1.73E-06 1.73E-06 7.69E-06 1.73E-06 1 

F21: Bucking 4 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1.73E-06 1 

F22: Bucking 6 NA 0.19861 0.14704 0.010444 0.53044 0.734325 

F23: Cosine NA 1 1 1 1.73E-06 1 

F24: Modify 
Rosenbrook 

NA 3.38E-05 1.73E-06 1.73E-06 1.72E-06 1 

F25: Paviani 1.73E-06 1 1.73E-06 1.73E-06 1.73E-06 NaN 

F26: Modified 
Ackley 

NA 1 2.56E-06 1.73E-06 1.73E-06 1 

F27: Camel 6 
Hump 

NA 1 1.73E-06 1.73E-06 1.50E-06 1 

F28: Branin Rcos NA 1 1.73E-06 1.73E-06 0.007813 1 

F29: Hartmann 3 NA 1 1.73E-06 1.73E-06 1.73E-06 1 

F30: Hartmann 6 0.877403 0.106394 1 0.544006 0.082206 0.000616 

F31: Shekel 5 0.25 0.000244 1.73E-06 1.73E-06 1.73E-06 1 

F32: Shekel 7 NA 0.0625 1.73E-06 1.73E-06 1.71E-06 1 

F33: Shekel 10 0.375 0.007813 1.73E-06 1.73E-06 1.73E-06 1 

F34: Perm 0.24519 0.236936 1.73E-06 0.000388 0.093676 1 
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F35: Goldstein 
Price 

0.000509 0.004651 1.73E-06 1.73E-06 1.73E-06 1 

F36: Langerman 5 0.165027 0.025637 1.73E-06 0.001382 0.000148 1 

Table 9: Summary of Wilcoxon signed rank pairwise test evaluations. 

Summary of Wilcoxon 
signed rank pairwise test 

Evolutionary Algorithms 

eMuPSO PSO WOA GWO GOA DE 
 

Wilcoxon 
Signed Rank 

test 

Unimodal 0/2/10 2/2/8 4/2/6 2/2/8 0/1/11 1/2/9 
Multimodal 2/4/6 0/3/9 1/4/7 0/3/9 0/1/11 2/4/6 
Constant 
Dim. 

0/10/2 1/7/4 0/1/11 0/1/11 0/2/10 1/9/2 

Total 2/16/18 3/12/21 5/7/24 2/6/28 0/4/32 4/15/17 

 

4.3. Convergence Analysis 

In Figure 5, the unimodal convergence plot analysis, it can be 
observed that eMuPSO was dominant in f2, tied with other 
metaheuristics in f6 and f7, produced the second-best minimum 
solution for f4 and f5, and the third-best minimum solution for f8. 
A large overshoot can also be observed in the results of f7. In 
Figure 6, the multimodal convergence plots, eMuPSO dominated 
others in f10 and tied in f1, f4, f5, f6, f9, f10, f11. eMuPSO 
produced the second-best minimized solution in f8. All the 
algorithms except WOA stagnated at the local minimum in f7. In 
Figure 7, the Constant-dimension benchmark function 
convergence plots, eMuPSO best minimized all twelve BMF 
dominating others in f10. Overshoot can be observed in the results 
of eMuPSO in f25, f28, f29, f33, and f35. Similarly, an overshoot 
can also be observed in the results of WOA in f28 and f29. In the 
convergence plots presented, it can be seen that the GOA and 
GWO produced the slowest converging results, this is most evident 
in f13, f16, f18, f22, and most of the constant-dimension 
benchmark functions. This suggests good exploration capabilities 
of the swarms. Whereas eMuPSO, PSO, and DE produced the 
fastest converging results. In robot analysis speed and accuracy are 
required, therefore the best algorithm has to make a balance 
between fast convergence speed and good exploration tendencies.  

5. Conclusion 

An enhanced PSO algorithm was proposed with a Gaussian 
mutation and an archive elite learning (eMuPSO), the parameters 
and dynamic update technique were optimized for robot analysis. 
The parameter identification problem of robot manipulators is 
generally computationally demanding, therefore finding a 
computationally efficient solution is important for which swarm-
based algorithms are suitable. In Dynamic parameter estimation, 
excitation trajectory was optimized using the proposed eMuPSO, 
it allowed the swarm to be populated with fewer particles thereby 
requiring less computational time. The mutation function allowed 
a wholesome search of the solution space. The LLS method was 
subsequently used to estimate the dynamic parameters of a 6DOF 
industrial robot manipulator where it was seen that estimation 
errors are larger at the wrist of the manipulator. Parameter 
estimation accuracy is better at the arm with less dexterity, while 
the total estimation accuracy for the 6DOF manipulator is 
deteriorated by the cumulative estimation errors at the wrist with 

increased dexterity. This suggests that larger DOF manipulators 
would be suitable for manufacturing, agriculture and other 
industrial applications, but may not be suitable for high end 
application that are keen on accuracy like medical operations, 
airplane manufacture, etc. The eMuPSO particularly gives a 
scientist the advantage of choosing from the set of elite particles, 
the solution that best solves the desired problem. The eMuPSO is 
therefore capable of analyzing both kinematic and dynamic robot 
problems of robot manipulators. Further experimentation showed 
that the landscape of the solution space for robot optimization 
problems are non-linear, non-separable and multi-modal with 
multiple possibilities of sub-optimal solutions (local minimizers) 
some of which are very steep. When a solution approaches the 
vicinity of these steep local minimizers, it easily falls into its trap 
and it is usually very difficult to break out of such stagnation 
without artificial perturbation, resulting to the failure of most 
evolutionary algorithms in analyzing robot optimization problems. 
The performance of the eMuPSO can be related to its origins. The 
parameters of the eMuPSO was derived experimentally by 
comparing the performance of various robot manipulator 
configurations as described in [2]. The robot optimization problem 
is a non-linear and multi-modal problem with dimension size 
usually less than twenty. Robot manipulator problems are 
generally computational demanding, therefore a fast convergence 
time and high accuracy are important. The eMuPSO best showed 
its veracity in analyzing multimodal and constant dimension BF. 
PSO and DE performed well in constant dimension BF. It would 
also be observed that the proposed eMuPSO cannot drill a solution 
below 1E-30, this is also suitable for robot analysis because the 
solution to robot optimization problems is usually in the range of 
1E-10.  

For a successful dynamic parameter estimation analysis, the 
following should be carefully observed. 

• It is recommended to keep either d0 or e0 equal to zero to 
avoid singularity so that the excitation trajectory is limited two 
quadrants on the x-y plane.  

• It would be keen to differentiate between dynamic and 
kinematic DH-parameters. When determining the position 
coordinated of the robot manipulator, the sum of lengths of the 
3rd and 4th links make up d4, while during dynamic analysis 
this results in actuator torque errors. Likewise, the length d6. 
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Figure 5: Convergence analysis for unimodal benchmark functions. 
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Figure 6: Convergence analysis for multimodal benchmark functions. 
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Figure 7: Convergence analysis for constant-dimension benchmark functions. 
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• When determining the 6th joint angle from the excitation 
trajectory vector with (27), the initial joint position is 
unknown, so it is recommended to assume the initial joint 
position at the first segment (@ it = 1) is equal to the joint 
position at the last time segment to reduce the overshoot in 
velocity. 
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Appendix A2: Multimodal benchmark functions. 
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Appendix A3: Constant-dimension benchmark functions. 

Constant- 
Dimension 
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 The technics of maximum power point tracking is widely used in solar photovoltaic energy 
and electric power system applications. Traditionally, these technics are based on 
conventional methods like perturb and observe and incremental conductance. In this work, 
three methods based on particle swarms optimization, incremental conductance and 
adaptive neuro fuzzy inference system are presented. A comparative study is carried out. 
The study of this paper shows that there is a limitation in the incremental conductance 
method. To overcome the shortage of this last method, particle swarms and adaptive neuro 
fuzzy optimization methods are used. The behaviors of the three methods are compared and 
evaluated in simulation under matlab/simulink. Results demonstrate that the adaptive neuro 
fuzzy inference system is effective for photovoltaic power optimization even for non-uniform 
climatic conditions. It has the best performances followed by the particle swarms method.  
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NOMENCLATURE                                       
ANFIS Adaptive Neuro Fuzzy Inference System Ipv [A] PV  current 
PVS Photovoltaic Solar RMSE [-] Root Mean Square Error 
MPP Maximum Power Point MSE [-] Mean Square Error 
InC Incrementale Conductance MAPE [%] Mean Absolute Percentage Error 
PI Proportional Integral AIC [-] Akaike Information Criterion 
PID Proportional Integral Derivated C1 [µF] Boost input capacity 
MsF Membership C2 [µF] Boost output capacity 
MPPT MPP Tracking f [kHz] Frequency of switching the Mosfet 
P&O Perturb and Observ α [-] Duty cycle 
PVM Photovoltaic Module L [mH] Inductance 
GA Genetic Algorithm Vpv [V] PV voltage 
FIS Fuzzy Inference System Pref [W] Mesured Power 
FL Fuzzy Logic Imax [A] Current at Maximum Power 
STC Standard Test Condition Vmax [V] Voltage at Maximum Power 
PWM Pulse Width Modulation Popt [W] Optimized Power with ANFIS 
PSO Particle Swarm Optimization m [-] coefficient of inertia 
ANN Artificial Neural Network Qi [-] acceleration coefficient 
ACO Ant Colony Optimization ri [-] random number 
AI Artificial Intelligence Ir [W/m²] Irradiation 
DC Direct Current T [°C] Temperature 
Ppv [W] Photovoltaic power F [W] Fitness function 
  RMPPT [%] MPPT efficiency 
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1. Introduction  

Today’s world sees rapid industry development and this makes 
us more energy dependent. Fossil sources occupy the largest share 
of electricity production [1], [2]. The use of conventional energies 
(around 87% of global energy consumption) has an undesirable 
impact on the environment in terms of greenhouse gas (GHG) 
emissions and safety (nuclear accidents). 36.5 billion tons of CO2  
is emitted in 2020 [3]. To overcome these problems, it is necessary 
to resort to alternative energies [4–9]. Among them is Photovoltaic 
Modules (PVM) solar energy. Its annual growth rate over the last 
ten years is estimated at more than 40% [10]. Despite their low 
efficiency, PVM still have a high price. To get around this 
efficiency problem, techniques for optimizing the power generated 
by the PVM are proposed [11], [12–16]. This technique, makes it 
possible to run after the maximum power that the module is 
capable of supplying [17]. The generated power depends on 
weather conditions irradiation and temperature [18–20]. Under 
these latter conditions, the electrical characteristics of the PVM 
have only one optimal. So not too much trouble for the technique 
to converge the system to the MPP. Under non-uniform conditions 
of irradiation and temperature, the electrical characteristics of the 
PVM present several optimal points. The algorithm used must 
therefore be able to distinguish the global optimum from the local 
optima [21]. It therefore requires a sophisticated algorithm which 
will be able to make a global exploration of the search space in 
order to make the system converge towards the global MPP [22]. 

The most used of the classical methods are the P&O method 
and the InC method [5], [23–26]. Several researchers have used the 
P&O technique in their work. This method, based on the voltage 
disturbance and the observation of the variation of the power, is 
very widespread in the literature. Originally, it was designed to 
exceed the limits of other types of deterministic controls such as 
Hill Climbing, Open Circuit Voltage Fraction, etc. It also presents 
limits linked mainly to the response time and the numerous 
oscillations around the MPP. The InC method is proposed [3, 18, 
25]. In [27], according to the results, the incremental conductance 
algorithm performs better than the perturb and observe algorithm. 
To overcome the problems linked to the limits of the methods 
mentioned above under variable of climatic conditions, Soft-
Computing methods based on Meta-heuristic algorithms and 
Artificial Intelligence (AI) algorithms are proposed. MPPT 
techniques are based almost exclusively on these techniques. They 
are very numerous and diverse. They range from Evolutionary 
Algorithms (Genetic Algorithm), Meta-heuristic algorithms 
(Optimization by Particle Swarms) and AI algorithms (Artificial 
Neural Networks, Fuzzy Logic, ANFIS) [21], [10, 11, 28–31]. 

Artificial Neural Networks (ANN) have been used in several 
works to optimize the power delivered by a PVM. Its operating 
principle is inspired by that of the human brain. With their great 
generalization capacity, they are used for solving complex 
optimization problems [32], [33]. This is the case in [34] where 
MPPT method based on ANN is compared to MPPT method based 
on P&O. The results show that ANN method is more robust than 
P&O method, regardless of the operating conditions of the PVM. 
Its limits lie in its lack of interpretation and the difficulty of 
determining the appropriate number of Layer/Neurons. In addition, 
these latter limits represent strong points for the Fuzzy Logic (FL) 
algorithm. The interpretive inability encountered with ANN is 

resolved by the use of LF. It uses its linguistic variables to 
overcome this problem [35], [36]. Using the classical logic 
process, it has facility for extension and interaction [37], [38]. 

FL also has limits which can be circumvented. Which makes 
them two complementary techniques and the combination of 
which gives the Neuro-Fuzzy technique including ANFIS. 

In reference [39], two ANFIS models are proposed for grid-
connected PV system current injection and battery control. The 
results show that the proposed the models offered allow the battery 
charging/discharging process to be supervised and at the same time 
injecting good quality energy into the grid. 

 In [40] two MPPT techniques based on  ANFIS and P&O are 
compared. Comparison results show that the technique based on 
the ANFIS algorithm is more robust. 

In [5] Five MPPT techniques are proposed. A comparative 
study is carried out between them. The simulation results show that 
the best performances are obtain with ANFIS with an efficiency of 
99.4%, against 98.1% and 97.5% respectively for FL and P&O. 

The power optimization technique using the ANFIS algorithm 
is more robust than other techniques such as FL, ANN, InC and 
P&O. It overcomes the problems encountered with ANN and FL 
as it is a complementary technique linking the two [28, 38, 41].  

Other types of techniques based on algorithms whose principle 
is inspired by the evolution of nature are presented in the literature 
[11, 42]. Among them there are methods based on the Particle 
Swarms Optimization (PSO) algorithm  [43, 44]. 

In [45], a comparative study between techniques using PSO, 
InC and P&O is carried out. Results of simulation show that the 
PSO technique is the more robust with the most low response time 
compared to the two others techniques (InC and P&O). In [46], 
authors proposed a comparative study between PSO, P&O and FL 
techniques to optimize the MPP of the PVM. Results show that the 
MPPT technique based on PSO outperformed FL and P&O 
techniques. 

The work in this paper is consisting to do a comparative study 
between MPPT techniques based on ANFIS, PSO and InC 
algorithms put under the same conditions in order to indicate the 
most efficient and the most robust for power optimization 
problems. A validation of these three commands is done using an 
experimental database. The scientific contribution of this paper is 
to design a MPPT technique based on ANFIS algorithm using 
database collected to solar power plant in tropical zone. 

The rest of the article is organized as follows. Section II 
presents the MPPT proposed approaches. Section III the proposed 
approach for the MPPT techniques. Section IV presents the results 
of simulations and discussions. Finally, a conclusion is made in 
section V. 

2. Proposed approach 

In solar PV system, power delivered by the PVM is not always 
the maximum. This is due to the phenomenon of intermittence. As 
a result, the operating point of the PVM is not even the MPP. It so 
requires a technique which is able to extract the MPP of the PVM. 
This technique, called MPPT optimizes the power through the 
generation of a duty cycle for controlling the static converter. 
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The block diagram of the studied system is given in Figure 1. 

 

Figure  1: Schematic diagram of the MPPT technique 

2.1. Incremental Conductance method based MPPT 

The InC algorithm is among the most efficient of the classical 
algorithms. It is based on the cycle of the change in pressure to the 
change in voltage of the PVM (equation 1). At MPP, the slope is 
zero. The tracking is done according to the position of the 
operational point (or slope) (dPpv / dVpv) relative to the MPP 
(equation (3)). The latter depends on the value of the conductance 
(Ipv / Vpv). The sign of the latter indicates whether the MPP is 
reached or not (equation (2)). It is compared to its increment. This 
amounts to saying that the MPP depends on the voltage variation 
and that of the current [18,26],[47,48]. Thus, the algorithm 
increments or decrements the duty cycle of the static converter to 
continue the MPP. The flowchart is shown in Figure 2.  

𝑑𝑑𝑃𝑃𝑝𝑝𝑝𝑝
𝑑𝑑𝑉𝑉𝑝𝑝𝑝𝑝

= 𝐼𝐼𝑝𝑝𝑝𝑝 + 𝑉𝑉𝑝𝑝𝑝𝑝
𝑑𝑑𝐼𝐼𝑝𝑝𝑝𝑝
𝑑𝑑𝑉𝑉𝑝𝑝𝑝𝑝

               (1) 

The MPP is found when: 
𝑑𝑑𝑃𝑃𝑝𝑝𝑝𝑝
𝑑𝑑𝑉𝑉𝑝𝑝𝑝𝑝

= 0 → 𝑑𝑑𝐼𝐼𝑝𝑝𝑝𝑝
𝑑𝑑𝑉𝑉𝑝𝑝𝑝𝑝

= − 𝐼𝐼𝑝𝑝𝑝𝑝
𝑉𝑉𝑝𝑝𝑝𝑝

                                 (2) 

The sign of the slope indicates the direction of evolution of the 
MPP according to equation (3). 

𝑑𝑑𝑃𝑃𝑝𝑝𝑝𝑝
𝑑𝑑𝑉𝑉𝑝𝑝𝑝𝑝

> 0, 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝑙𝑙 𝑜𝑜𝑙𝑙 𝑀𝑀𝑀𝑀𝑀𝑀                                 
𝑑𝑑𝑃𝑃𝑝𝑝𝑝𝑝
𝑑𝑑𝑉𝑉𝑝𝑝𝑝𝑝

< 0, 𝑙𝑙𝑜𝑜𝑓𝑓 𝑉𝑉𝑝𝑝𝑝𝑝 > 𝑉𝑉𝑀𝑀𝑃𝑃𝑃𝑃 , 𝑓𝑓𝑠𝑠𝑟𝑟ℎ𝑙𝑙 𝑠𝑠𝑠𝑠𝑠𝑠𝑙𝑙 𝑜𝑜𝑙𝑙 𝑀𝑀𝑀𝑀𝑀𝑀
𝑑𝑑𝑃𝑃𝑝𝑝𝑝𝑝
𝑑𝑑𝑉𝑉𝑝𝑝𝑝𝑝

= 0, 𝑜𝑜𝑜𝑜 𝑙𝑙ℎ𝑙𝑙 𝑀𝑀𝑀𝑀𝑀𝑀                                              

 (3) 

 
Figure 2: Incremental Conductance flowchart based MPPT 

2.2. PSO method based MPPT 

Particle Swarm Optimization is an evolutionary meta-heuristic 
approach. It is used for solving optimization problems. Its principle 
is based on the behavior of particles (individuals) [49]. In this 
paper we use a swarm of birds (Figure 3). In this type of swarm, 
collective intelligence is involved. Particles converge towards 
those with the best performance [50]. 

 
Figure 3: Movement of a particle in the swarm of birds 

The duty cycle α of the boost converter represents the particles. 
Velocity and position are initialized to begin and the movement of 
the particles are described by equations (4) and (5).  For evaluating 
the best position of the particles, fitness function is calculated 
according to the equation (6). Vpv and Ipv are calculated for each 
particle i with a fixed position in the search space [αmin, αmax]. 
The algorithm converges the system towards the global optimum. 
For this the duty cycle is initiated. This ratio, depending on Pbesti 
and Gbest, is corrected if it deviates from the best overall duty cycle 
as in the principle of Figure 3. The particles are then evaluated in 
terms of position and velocity according to equations (7) and (8). 
Updates are made to re-evaluate the optimum duty cycle for 
controlling the boost converter. Table 1 gives the parameters of the 
PSO. These parameters are defined for the PSO simulations. The 
flowchart is shown in Figure 4.  

Table 1: PSO implementation  parameters 

Parameters Values 

Q1 1,2000 

Q2 2 

m 0,4000 

Iterations 25 

𝛼𝛼𝑖𝑖𝑡𝑡+1 = 𝛼𝛼𝑖𝑖𝑡𝑡 + �𝑑𝑑𝑑𝑑
𝑑𝑑𝑡𝑡
�
𝑖𝑖

𝑡𝑡+1
                    (4) 

�𝑑𝑑𝑑𝑑
𝑑𝑑𝑡𝑡
�
𝑖𝑖

𝑡𝑡+1
= 𝑤𝑤 �𝑑𝑑𝑑𝑑

𝑑𝑑𝑡𝑡
�
𝑖𝑖

𝑡𝑡
+ 𝑄𝑄1𝑓𝑓1(𝑀𝑀𝑏𝑏𝑏𝑏𝑏𝑏𝑡𝑡𝑖𝑖 − 𝛼𝛼𝑖𝑖𝑡𝑡) + 𝑄𝑄2𝑓𝑓2(𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑡𝑡 − 𝛼𝛼𝑖𝑖𝑡𝑡)    (5) 

𝐹𝐹𝑖𝑖(𝛼𝛼𝑡𝑡) = 𝑀𝑀𝑝𝑝𝑝𝑝,𝑖𝑖
𝑡𝑡                          (6) 

𝑀𝑀𝑏𝑏𝑏𝑏𝑏𝑏𝑡𝑡𝑖𝑖 = 𝛼𝛼𝑖𝑖𝑡𝑡          𝑠𝑠𝑙𝑙   𝐹𝐹𝑖𝑖(𝛼𝛼𝑡𝑡) ≥ 𝐹𝐹𝑖𝑖(𝑀𝑀𝑏𝑏𝑏𝑏𝑏𝑏𝑡𝑡𝑖𝑖)               (7) 

𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑡𝑡 = max(𝑀𝑀𝑏𝑏𝑏𝑏𝑏𝑏𝑡𝑡𝑖𝑖)                  (8) 

F is the fitness function, 

α is the duty cycle of the boost converter,  

t is the time of simulation 

r1 and r2: uniformly pull in [0,1]. 

w: coefficient of inertia. 
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Qi: acceleration coefficient 

Pbesti is the personal best position of particle i 

Gbest is the best position of the particles in the entire 
population.The MPPT technique based on PSO algorithm is 
described by equations (4) to (8). 

 
Figure  4: PSO flowchart based MPPT 

2.3. ANFIS method based MPPT 

ANFIS is an adaptive neuro-fuzzy inference system that has 
five layers in its structure. These layers refine the fuzzy rules 
already established by human experts and readjust the overlap 
between the different fuzzy subsets [51–54]. 

The neural structure replaces the hidden layers with fuzzy 
rules. This further simplifies learning and interpreting the results 
obtained. The structure proposed in this work receives the voltage 
and current from the PVM as inputs and supplies the output with 
an optimal power comparable to that of the PVM.  

The architecture of the MPPT ANFIS technique is given in 
Figure 5. 

 
Figure  5. Architecture of the MPPT ANFIS technique 

Layer 1: Each Neuron calculates the degree of truth of a fuzzy 
subset by its transfer function. It is called fuzzification layer. 

Numeric input values are converted to linguistic variables 
(equations 9 and 10) for high interpretability. 

𝑂𝑂𝑖𝑖1 = �
𝜇𝜇𝐴𝐴𝑖𝑖�𝑉𝑉𝑝𝑝𝑝𝑝�      𝑙𝑙𝑜𝑜𝑓𝑓     𝑠𝑠 = 1, 2

𝜇𝜇𝐵𝐵(𝑖𝑖−2)�𝐼𝐼𝑝𝑝𝑝𝑝�       𝑙𝑙𝑜𝑜𝑓𝑓 𝑠𝑠 = 3, 4     
       (9) 

With: 

𝜇𝜇𝐴𝐴𝑖𝑖�𝑉𝑉𝑝𝑝𝑝𝑝� = 𝑙𝑙𝑒𝑒𝑒𝑒 �− �𝑉𝑉𝑝𝑝𝑝𝑝−𝑎𝑎𝑖𝑖
𝑏𝑏𝑖𝑖

�
2
�                          (10)  

Layer 2: It calculates the degree of activation of antecedents 
(premises). This is the layer of fuzzy rules (equation 11). 

𝑤𝑤𝑖𝑖 = 𝜇𝜇𝐴𝐴𝑖𝑖(𝑉𝑉𝑝𝑝𝑝𝑝) ∗ 𝜇𝜇𝐵𝐵𝑖𝑖�𝐼𝐼𝑝𝑝𝑝𝑝�                      (11) 

Layer 3: It normalizes the degree of activation of the rules: it is 
the normalization layer (equation 12). 

𝐺𝐺𝑖𝑖 = 𝑤𝑤𝑖𝑖
𝑤𝑤1+𝑤𝑤2

                   (12) 

Layer 4: It determines the parameters of the consequence of the 
fuzzy rules. Previous linguistic variables will be translated again 
into numeric values before being sent to the last layer. It is 
defuzzification (equation13). 

𝑂𝑂𝑖𝑖4 = ∑ 𝑤𝑤𝑖𝑖𝑓𝑓𝑖𝑖𝑖𝑖
∑ 𝑤𝑤𝑖𝑖𝑖𝑖

                (13) 

Layer 5: It calculates the overall output of the system: it is the 
output layer. Equation (14) gives the expression of the optimal 
power generated by the PVM with the ANFIS technique for three 
fuzzy subsets.  

𝑀𝑀𝑜𝑜𝑝𝑝𝑡𝑡 = ∑

⎩
⎪
⎨

⎪
⎧

𝑀𝑀𝑜𝑜𝑝𝑝𝑡𝑡,𝑖𝑖 .
𝑏𝑏
−��

𝑉𝑉𝑝𝑝𝑝𝑝−𝑎𝑎𝑖𝑖
𝑏𝑏𝑖𝑖

�
2
+�
𝐼𝐼𝑝𝑝𝑝𝑝−𝑎𝑎𝑖𝑖−2
𝑏𝑏𝑖𝑖−2

�
2
�

∑ �𝑏𝑏
−��

𝑉𝑉𝑝𝑝𝑝𝑝−𝑎𝑎𝑖𝑖
𝑏𝑏𝑖𝑖

�
2
+�
𝐼𝐼𝑝𝑝𝑝𝑝−𝑎𝑎𝑖𝑖−2
𝑏𝑏𝑖𝑖−2

�
2
�
�3

𝑖𝑖=1
⎭
⎪
⎬

⎪
⎫

𝑛𝑛𝑖𝑖𝑡𝑡
𝑖𝑖=1           (14) 

where ai and bi are the parameters of the premise of the MsF, and 
Popt is the optimal power delivered by the ANFIS controller. 

With nit the number of iterations when learning the ANFIS 
algorithm. Figure 6 gives the flowchart of the technique 
implemented in simulink and table 2 the learning parameters. The 
matlab "anfisedit" interface is used for learning the MPPT ANFIS 
command with a real database made up of two inputs (Vpv and 
Ipv) and one output. The number and type of MsF are fixed as well 
as the number of iterations. The hybrid learning algorithm is used 
and an error tolerance of 1e-4 is arbitrarily set. 

Table 2 : ANFIS learning parameters 

Parameters Values 

FIS Takagui-Sugeno 

MsF (Type) Gaussian 

MsF (Number) 3   3 

Fuzzy rules 9 

Epochs 10 

RMSE (Training) 0.000123 

RMSE (Checking) 0.002012 
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3. Simulation Results and Discussions 

In this section, the results of simulations under matlab/simulink 
are presented. These simulations are performed with a real 
database. The latter first allowed to digitally characterize the PVM 
before being used for the validation of the three techniques 
presented in previous sections. The PVM consists of two PVs in 
series. The photovoltaic platform shown in Figure 7 is used in this 
study. The characteristics of the photovoltaic system being 
identified (Sharp Module) are given in Table 3. This platform is 
located at the Polytechnic high school of Cheikh Anta Diop 
University, Dakar, Senegal. This country is a tropical zone with an 
adequate rate of sunshine (5.7 kWh/m²/day) for the installation of 
solar PV plant.  

 ANFIS flowchart based MPPT 
Table 3: Characteristics of the PV 

Parameters Values 
VCO 20 V 
VMPP 16 V 
ISC 2.5600 A 
IMPP 2.4300 A 
PMPP 38.3800 W 

 

 Experimental bench 

 
Figure  8: Experimental database of irradiation and temperature 

In this subsection, the results obtained by the three MPPT 
methods are visualized. A comparative study is then carried out in 
order to detect the best order. Table 4 shows the simulation 
parameters and the Figure 9 gives the Simulink model. 

 
Figure 9: System simulated under matlab/simulink 

Table 4: System electrical parameters 

Parameters Values 

Input capacity 200.6230 µF 

Inductance 1 mH 

Output capacity 480 µF 

Load 34.8000 Ω 

Switching 
frequence 

15 kHz 

 
The RMSE and MAPE criteria are evaluated at the level of 

equations (17) and (18). They characterize the difference between 
the power generated by the control and the real power (Figure 14). 
The efficiency of the MPPT technique is given by equation (19). 

𝑅𝑅𝑀𝑀𝑅𝑅𝑅𝑅 = �1
𝑛𝑛
∑ �𝑀𝑀𝑟𝑟𝑏𝑏𝑓𝑓 − 𝑀𝑀𝑝𝑝𝑝𝑝𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1        (17) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑅𝑅 = 100 ∗ 1
𝑛𝑛
∑ �

𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟−𝑃𝑃𝑝𝑝𝑝𝑝𝑖𝑖
𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟

� 𝑛𝑛
𝑖𝑖=1       (18) 

𝑅𝑅𝑀𝑀𝑃𝑃𝑃𝑃𝑀𝑀(%) = 𝑃𝑃𝑃𝑃𝑉𝑉,𝑀𝑀𝑃𝑃𝑃𝑃𝑀𝑀
𝑃𝑃𝑀𝑀𝑟𝑟𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟

         (19) 

Figure 12 and Figure 13 respectively show the currents and 
voltages of the PVM obtained with the different MPPT techniques. 
They follow changes in weather conditions (Figure 8) which have 
a considerable influence on the point of operation of the PVM. In 
Figure  12, we see that the currents obtained with the PSO and 
ANFIS techniques are almost identical while that obtained with the 
InC technique is much lower. The opposite phenomenon is 
observed on the voltage curves in Figure 13. Indeed, the MPPT 
InC technique pursues the MPP first by comparing the voltage and 
the current of the PVM. Then, as the principle is based on 
conductance, the control performs compensation to achieve the 
desired MPP. Only, as it evaluates each time the variation of the 
power compared to the voltage, it often diverges with an enormous 
overshoot of the voltage. In addition, being also a static control, it 
takes a relatively long time to adapt to a climatic disturbance. This 
induces a small and slow variation in its duty cycle (Figure 10). As 
a result, it has difficulty extracting maximum power for these non-
uniform irradiation and temperature conditions. Figure 11 
represents the power curves of the three controls with respect to 
the measured power (reference). It reveals overruns for the PSO 
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and InC techniques while the ANFIS technique follows the set-
point with an accuracy of 93.46%. 

Furthermore, the performance criteria presented in Figure 14 
show that the ANFIS technique is better with an extremely low 
RMSE (0.0194), no overshoot (D=0) and a higher efficiency of 
around 99.9984%. It is followed by the PSO technique with a 
RMSE of 1.7235 and an efficiency of 94.8748%. 

 
Figure  10: Variation in the duty cycle 

 
Figure  11: PVM powers 

 
Figure  12: Currents of the PVM 

 
Figure 13: PVM voltages 

 
Figure 14: MPPT controller’s performance parameters 

These results corroborate those found in the literature which 
highlight the oscillating nature of the power obtained with the InC 
technique due to their inability to detect with precision the overall 
maximum in a situation of non-uniform climatic conditions [3]. 
They also confirm the results presented in [38] where the authors 
made a comparison between ANFIS and InC.  

4. Conclusion 

MPPT techniques are used to optimize power generated by 
PVM. In this work, a comparative studied between PSO, ANFIS 
and InC is done. An experimental validation of these MPPT 
techniques is also done using real database. The simulation results 
show that the MPPT technique based on ANFIS algorithm has the 
best performances. However, if we have to choose between these 
methods, the two parameters to consider are the complexity of the 
implementation and the performance of the method. For the first 
criterion, the choice will be relatively focused on the InC because 
of its great ease of implementation. For the second criterion, 
ANFIS will be chosen because of its best performance in terms of 
response time and accuracy. But we can conclude that the ANFIS 
and PSO methods give good results compared to the InC method. 

Conflict of Interest 

The authors declared that there is no conflict of interest. 

Acknowledgments 

The authors thank the efficiency and energy system research team 
of Alioune Diop University of Bambey (Senegal) and the 
Laboratory of Water, Energy, Environment and Industrial 
Processes, ESP (Dakar-Senegal). 

References 
[1] W.H. Ali, P. Cofie, J.H. Fuller, S. Lokesh, E.S. Kolawole, “Performance and 

Efficiency Simulation Study of a Smart-Grid Connected Photovoltaic 
System,” Energy and Power Engineering, 71–85, 2017, 
doi:10.4236/epe.2017.92006. 

[2] E. hadji M. Ndiaye, A. Ndiaye, M. Faye, S. Gueye, “Intelligent Control of a 
Photovoltaic Generator for Charging and Discharging Battery Using Adaptive 
Neuro-Fuzzy Inference System,” International Journal of Photoenergy, 2020, 
144–156, 2020. 

[3] S. Shabaan, M.I.A. El-sebah, P. Bekhit, “Maximum power point tracking for 
photovoltaic solar pump based on ANFIS tuning system,” Journal of 
Electrical Systems and Information Technology, 5(1), 11–22, 2018. 

[4] N. Vela, F. Chenlo, “Early degradation of silicon PV modules and guaranty 
conditions,” 85, 2264–2274, 2011, doi:10.1016/j.solener.2011.06.011. 

[5] M.A. Enany, M.A. Farahat, A. Nasr, “Modeling and evaluation of main 
maximum power point tracking algorithms for photovoltaics systems,” 
Renewable and Sustainable Energy Reviews, 58, 1578–1586, 2016. 

[6] F. Chekired, A. Mahrane, M. Chikh, Z. Smara, “Optimization of energy 
management of a photovoltaic system by the fuzzy logic technique,” Energy 
Procedia, 6, 513–521, 2011, doi:10.1016/j.egypro.2011.05.059. 

[7] V. Indragandhi, R. Logesh, V. Subramaniyaswamy, V. Vijayakumar, P. 
Siarry, L. Uden, “Multi-objective optimization and energy management in 
renewable based AC/DC microgrid,” Computers and Electrical Engineering, 
70, 179–198, 2018, doi:10.1016/j.compeleceng.2018.01.023. 

[8] A. Ndiaye, “Etude et conception de commandes intelligentes dédiées aux 
systèmes d’injection d’énergie photovoltaïque dans le réseau électrique de 
distribution,” Thèse de Doctorat de Ecole Supérieur Polytechnique de Dakar, 
2014. 

[9] A.A. Fröhlich, E.A. Bezerra, L.K. Slongo, “Experimental analysis of solar 
energy harvesting circuits efficiency for low power applications,” Computers 
and Electrical Engineering, 45, 143–154, 2015, 
doi:10.1016/j.compeleceng.2014.09.004. 

[10] F.K. Slimane Hadji, Jean-Paul Gaubert, “Theoretical and experimental 
analysis of genetic algorithms based MPPT for PV systems,” Energy 
Procedia, 74, 772–787, 2015, doi:10.1016/j.egypro.2015.07.813. 

[11] M.K. M. Zagrouba, M. Bouaïcha, A. Sellami, “Optimisation par les 
algorithmes génétiques et modélisation par la méthode LPV d’un système 

http://www.astesj.com/


E.M. Ndiaye et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1458-1465 (2020) 

www.astesj.com     1464 

photovoltaïque,” Vème Congrès International Sur Les Energies 
Renouvelables et l’Environnement, 1–6, 2010. 

[12] S. Titri, C. Larbes, K. Youcef, K. Benatchba, “A new MPPT controller based 
on the Ant colony optimization algorithm for Photovoltaic systems under 
partial shading conditions,” Applied Soft Computing Journal, 58, 465–479, 
2017. 

[13] E. hadji M. Ndiaye, A. Ndiaye, M. Faye, “Experimental Validation of PSO 
and Neuro-Fuzzy Soft-Computing Methods for Power Optimization of PV 
installations,” in 8th IEEE International Conference on Smart Grid, IEEE 
Xplore, Elhadjimbaye2020: 189–197, 2020, 
doi:10.1109/icsmartgrid49881.2020.9144790. 

[14] B. Long, L. Huang, H. Sun, Y. Chen, F. Victor, K. To, “An intelligent dc 
current minimization method for transformerless grid-connected photovoltaic 
inverters,” ISA Transactions, (xxxx), 2018, doi:10.1016/j.isatra.2018.12.005. 

[15] M. Farhat, “Advanced ANFIS-MPPT Control Algorithm for Sunshine 
Photovoltaic Pumping Advanced ANFIS-MPPT Control Algorithm for 
Sunshine Photovoltaic Pumping Systems,” 2012 First International 
Conference on Renewable Energies and Vehicular Technology Advanced, 
(April 2012), 2014. 

[16] H. Bounechba, A. Bouzid, H. Snani, A. Lashab, “Electrical Power and Energy 
Systems Real time simulation of MPPT algorithms for PV energy system,” 
International Journal of Electrical Power and Energy Systems, 83, 67–78, 
2016, doi:10.1016/j.ijepes.2016.03.041. 

[17] S. Hadji, J. Gaubert, F. Krim, “Real-time Genetic Algorithms-based MPPT: 
Study and comparison ( Theoretical an Experimental ) with conventional 
methods,” Energies, (Ic), 2018, doi:10.3390/en11020459. 

[18] R.O. Nabil Karami, Nazih Moubayed, “General reviews and classification of 
different MPPT techniques,” Renewable and Sustainable Energy Reviews, 
68(September 2016), 1–18, 2017. 

[19] P. Hunoor, S.R. Savanur, “Design and Analysis of ANFIS Controller to 
Control Modulation Index of VSI Connected to PV Array,” European Journal 
of Advances in Engineering and Technology, 2(5), 12–17, 2015. 

[20] P.F. Torres, A.F.P. Costa, V.L. Chaar Junior, W.L. Monteiro, M.A.B. 
Galhardo, J.T. Pinho, W.N. Macêdo, “A mobile educational tool designed for 
teaching and dissemination of grid connected photovoltaic systems,” 
Computers and Electrical Engineering, 76, 168–182, 2019, 
doi:10.1016/j.compeleceng.2019.03.017. 

[21] F. Belhachat, C. Larbes, “Global maximum power point tracking based on 
ANFIS approach for PV array con fi gurations under partial shading 
conditions,” Renewable and Sustainable Energy Reviews, 77(February), 875–
889, 2017, doi:10.1016/j.rser.2017.02.056. 

[22] W. Issaadi, S. Issaadi, A. Khireddine, “Comparative study of photovoltaic 
system optimization techniques : Contribution to the improvement and 
development of new approaches,” Renewable and Sustainable Energy 
Reviews, 82(August 2017), 2112–2127, 2018, 
doi:10.1016/j.rser.2017.08.041. 

[23] E. Fadil, H. El, A. Yahya, “Maximum Power Point Tracking Algorithm for 
Photovoltaic Systems under Partial Shaded Conditions,” IFAC-
PapersOnLine, 49(13), 217–222, 2016. 

[24] T.H. Kwan, X. Wu, “High performance P & O based lock-on mechanism 
MPPT algorithm with smooth tracking,” Solar Energy, 155, 816–828, 2017, 
doi:10.1016/j.solener.2017.07.026. 

[25] H. Bounechba, A. Bouzid, K. Nabti, H. Benalla, “Comparison of perturb & 
observe and fuzzy logic in maximum power point tracker for PV systems,” 
Energy Procedia, 50, 677–684, 2014. 

[26] D. Gueye, A. Ndiaye, F. Mactar, “Design Methodology of Novel PID for 
Efficient Integration of PV Power to Electrical Distributed Network,” 
International Journal of Smart Grid, 2(1), 2018. 

[27] I.V. Banu, R.Ă. Beniug, M. Istrate, “Comparative Analysis of the Perturb-
and-Observe and Incremental Conductance MPPT Methods,” THE 8th 
INTERNATIONAL SYMPOSIUM ON ADVANCED TOPICS IN 
ELECTRICAL ENGINEERING May 23-25, 2013 Bucharest, Romania, (July 
2014), 2013, doi:10.1109/ATEE.2013.6563483. 

[28] Y.K. Semero, J. Zhang, D. Zheng, S. Member, “PV Power Forecasting Using 
an Integrated GA-PSO-ANFIS Approach and Gaussian Process Regression 
Based Feature Selection Strategy,” CSEE JOURNAL OF POWER AND 
ENERGY SYSTEMS, 4(2), 210–218, 2018, 
doi:10.17775/CSEEJPES.2016.01920. 

[29] S. Paul, J. Thomas, “Comparison of MPPT using GA optimized ANN 
employing PI controller for solar PV system with MPPT using Incremental 
Conductance,” International Conference on Power, Signals, Controls and 
Computation (EPSCICON), (January), 8–10, 2014. 

[30] S. Hadji, F. Krim, J. Gaubert, U. De Poitiers, “Development of an algorithm 
of maximum power point tracking for photovoltaic systems using Genetic 
Algorithms,” 7th International Workshop on Systems, Signal Processing and 
Their Applications (WOSSPA), 43–46, 2011. 

[31] P. Jood, S.K. Aggarwal, V. Chopra, “Performance assessment of a neuro-
fuzzy load frequency controller in the presence of system non-linearities and 

renewable penetration,” Computers and Electrical Engineering, 74, 362–378, 
2019, doi:10.1016/j.compeleceng.2019.02.009. 

[32] A. Harrag, H. Bahri, “Novel neural network IC-based variable step size fuel 
cell MPPT controller Performance , efficiency and lifetime improvement,” 
International Journal of Hydrogen Energy, 42(5), 3549–3563, 2016, 
doi:10.1016/j.ijhydene.2016.12.079. 

[33] S. Saravanan, R.B. N, “RBFN based MPPT algorithm for PV system with 
high step up converter,” Energy Conversion and Management, 122, 239–251, 
2016. 

[34] S. Messalti, A. Harrag, A. Loukriz, “A new variable step size neural networks 
MPPT controler: Review, simulation and hardware implementation.,” 
Renewable and Sustainable Energy Reviews, 68(August 2015), 221–233, 
2017. 

[35] F. Chekired, Z. Smara, A. Mahrane, M. Chikh, S. Berkane, “An energy flow 
management algorithm for a photovoltaic solar home,” Energy Procedia, 
111(September 2016), 934–943, 2017, doi:10.1016/j.egypro.2017.03.256. 

[36] M. Nabipour, M. Razaz, S.G.H. Seifossadat, S.S. Mortazavi, “A new MPPT 
scheme based on a novel fuzzy approach,” Renewable and Sustainable Energy 
Reviews, 74(February), 1147–1169, 2017, doi:10.1016/j.rser.2017.02.054. 

[37] O. Kraa, M. Becherif, M.Y. Ayad, R. Saadi, M. Bahri, A. Aboubou, I. Tegani, 
“A Novel Adaptive Operation Mode based on Fuzzy Logic Control of 
Electrical Vehicle,” Energy Procedia, 50(0), 194–201, 2014, 
doi:10.1016/j.egypro.2014.06.024. 

[38] E.M. Ndiaye, A. Ndiaye, M.A. Tankari, G. Lefebvre, “Adaptive Neuro-Fuzzy 
Inference System Application for The Identification of a Photovoltaic System 
and The Forecasting of Its Maximum Power Point,” 7th International IEEE 
Conference on Renewable Energy Research and Applications, ICRERA 
2018, 5, 1–7, 2018. 

[39] M.M. Ismail, A.F. Bendary, “Smart Battery Controller using ANFIS for Three 
Phase Grid Connected PV Array System,” Mathematics and Computers in 
Simulation, 2018. 

[40] K. Amara, A. Fekik, D. Hocine, M. Lamine, “Improved performance of a PV 
solar panel with Adaptive Neuro Fuzzy Inference System ANFIS based 
MPPT,” 7th International IEEE Conference on Renewable Energy Research 
and Applications, ICRERA 2018, 5, 1098–1101, 2018. 

[41] B. Kebe, O. Ba, B. Niang, L. Thiaw, “Etude , synthèse et implémentation d ’ 
un contrôleur neuro- floue pour la commande de groupe turbo-alternateur,” 
2(January), 46–53, 2018. 

[42] M. Elloumi, R. Kallel, G. Boukettaya, “A comparative study of GA and APSO 
algorithm for an optimal design of a standalone PV/Battery system,” 15th 
International Multi-Conference on Systems, Signals & Devices (SSD), 1104–
1109, 2018. 

[43] A. El Dor, “Perfectionnement des algorithmes d ’ optimisation par essaim 
particulaire : applications en segmentation d ’ images et en électronique,” 
Thèse de Doctorat de l’Unicersité Paris-Est, 2013. 

[44] K. Khezzane, F. Khoucha, “Application de la Technique PSO pour la 
Poursuite du PPM d ’ un Système Photovoltaïque,” The 3nd International 
Seminar on New and Renewable Energies, 1–6, 2014. 

[45] E.A. Gouda, M.F. Kotb, D.A. Elalfy, “Modelling and Performance Analysis 
for a PV System Based MPPT Using Advanced Techniques,” EJECE, 
European Journal of Electrical and Computer Engineering, 3(1), 1–7, 2019. 

[46] O. Ben Belghith, L. Sbita, F. Bettaher, “MPPT Design Using PSO Technique 
for Photovoltaic System Control Comparing to Fuzzy Logic and P & O 
Controllers,” Energy and Power Engineering, 8, 349–366, 2016, 
doi:10.4236/epe.2016.811031. 

[47] T.T. Guingane, Z. Koalaga, E. Simonguy, F. Zougmore, D. Bonkoungou, T.T. 
Guingane, Z. Koalaga, E. Simonguy, F. Zougmore, D.B. Modélisation, 
“Modélisation et simulation d ’ un champ photovoltaïque utilisant un 
convertisseur élévateur de tension ( boost ) avec le logiciel MATLAB / 
SIMULINK,” JOURNAL INTERNATIONAL DE TECHNOLOGIE, DE 
L’INNOVATION, DE LA PHYSIQUE, DE L’ENERGIE ET DE 
L’ENVIRONNEMENT, 2(1), 2016. 

[48] I.V. Banu, M. Istrate, “Modeling of Maximum Power Point Tracking 
Algorithm for Photovoltaic Systems,” ICEPE, (July 2014), 2012, 
doi:10.1109/ICEPE.2012.6463577. 

[49] S. Motahhir, A. El Hammoumi, A. El Ghzizal, “The Most Used MPPT 
Algorithms : Review and the Suitable Low-cost Embedded Board,” Journal 
of Cleaner Production, 2019, doi:10.1016/j.jclepro.2019.118983. 

[50] S. Krishnamurthy, J.P. Ram, “EL-PSO based MPPT for Solar PV under 
Partial Shaded Condition,” Energy Procedia, 117, 1047–1053, 2017, 
doi:10.1016/j.egypro.2017.05.227. 

[51] J.R. Jang, “ANFIS : Adaptive-Network-Based Fuzzy Inference System,” 
IEEE, 23(3), 1993. 

[52] A. Fallah, F. Zarei, H. Zarrabi, M.J. Lariche, “ANFIS-GA modeling of 
dynamic viscosity of N- Alkane in different operational conditions,” 
Petroleum Science and Technology, 0, 1–7, 2018, 
doi:10.1080/10916466.2018.1458117. 

[53] R.K. Kharb, F. Ansari, S.L. Shimi, “Design and Implementation of ANFIS 
based MPPT Scheme with Open Loop Boost Converter for Solar PV 

http://www.astesj.com/


E.M. Ndiaye et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1458-1465 (2020) 

www.astesj.com     1465 

Module,” International Journal of Advanced Research in Electrical, 
Electronics and Instrumentation Engineering, 3(1), 6517–6524, 2014. 

[54] A. Sharifian, M.J. Ghadi, S. Ghavidel, L. Li, J. Zhang, “A new method based 
on Type-2 fuzzy neural network for accurate wind power forecasting under 
uncertain data,” Renewable Energy, 120, 220–230, 2018, 
doi:10.1016/j.renene.2017.12.023. 

http://www.astesj.com/


 

www.astesj.com   1466 

 

 

 

 

An Investigation of the Effect of Optimal Plane Spacing Between Electrode Planes for the EIT Industrial 
Applications 

Yew Lek Chong, Renee Ka Yin Chin* 

Faculty of Engineering, University Malaysia Sabah, Kota Kinabalu, Sabah, 88400, Malaysia 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 10 November, 2020 
Accepted: 10 December, 2020 
Online: 21 December, 2020 

 In this paper, the effect of plane spacing between electrode planes on Electrical Impedance 
Tomography (EIT) reconstructed images is investigated. Image properties of models for 
various plane spacings between electrode planes on EIT imaging were investigated by 
applying conventional measurement strategies. Sensitivity analysis and spatial resolution 
analysis were used to study the influence of the different plane spacing between electrode 
planes on imaging properties. In the sensitivity analyses, the results indicate that there are 
insignificant differences in sensitivity level for the models with different plane spacings, 
regardless of measurement strategies applied. From the spatial resolution analyses, the 
findings are conclusive as there are visible differences in the spatial resolution across the 
off-electrode plane. A comparative study using reconstructed images was also done. The 
true distributions with the different number of objects are used as references to assess 
resulting reconstructed images obtained from models with different plane spacing between 
electrode planes. Results indicate the model with plane spacing between electrodes planes, 
which is one quarter to the height of the model, provides the better quality of reconstructed 
images, in terms of estimations of dimension, and colour contrast of the imaged object.  

Keywords:  
Electrical Impedance 
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1. Introduction 

Electrical Impedance Tomography (EIT) is useful for 
visualising the conductivity distributions of an imaged space. Due 
to its non-intrusiveness, low cost and versatility, EIT has been 
widely used in medical [1] and industrial [2] applications. 
Recently, EIT is gaining more attention in industrial applications 
as it provides intuitions and insights to the reaction and dynamic 
of the process, as well as useful information of flow characteristic 
in a pipeline or process vessel. However, EIT imaging suffers 
from relatively low spatial resolution, especially towards the 
centre of the imaged space, which is ultimately impacting the 
quality of the reconstructed images. This is due to the ill-posed 
nature of the EIT problem [3]. As a result, numerous efforts have 
been made to further understand this problem and explore ways 
to improve spatial resolution in EIT imaging. 

In an EIT system, the planar arrangement is a commonly 
employed electrode configuration, where electrodes are mounted 
in an equally spaced manner, on the perimeter of the process tank 
or vessel, and the centre of electrodes are aligned on a defined 
height. In industrial applications, an effective electrode 

configuration system greatly depends on the vessel or tank size. 
The criteria of the electrode configuration include the plane 
spacing between electrode planes and the number and size of 
electrodes. So far, there is no past work that studied plane spacing 
of the multiple electrode planes in EIT applications 
systematically. Instead, the past publications are more focus on 
the electrode parameters, such as size and number of electrodes, 
in medical and industrial applications.  

In [4], the authors investigated the optimal distance of the 
multiple sensor plane using a 3D EIT imaging technique based on 
simulation and experimental study. The investigation showed that 
the quality of the reconstructed images was accessed based on the 
correlation coefficient and the relative error. The results showed 
that 3.5 cm plane spacing between electrode planes, for a model 
with a diameter of 16 cm and a height of 21.5 cm, produced the 
highest value in correlation and achieved the lowest values in the 
relative errors as well as provided optimal performance in the 
distribution tests. In [5], the authors investigated the performance 
of drive and measurement electrode patterns using various plane 
spacing between electrode planes. The results highlighted that the 
Signal to Error (SNR) decreases as the spacing between two 
electrode planes decreases, regardless of the transverse and 
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longitudinal current patterns applied. The transverse current 
patterns provided a better resolution than longitudinal current 
patterns but were more susceptible to noise and error, leading to 
poorer sensitivity in detecting impedance changes in the centre of 
imaged space. However, in industrial applications, the plane 
spacing between electrode planes may become a minor concern 
for the researchers. 

Electrode parameters, such as size and number of electrodes, 
have been investigated in the past few decades. In [5], an 
experiment was carried out to examine the effect of the height of 
electrodes on the quality of reconstructed images. The findings 
indicated that the sensitivity or detectability of the EIT system 
reduced or remained the same as the height of electrodes was 
increased to twice the height of the imaged object or target. In [6], 
the authors investigated the optimum sized electrodes for 
Electrical Resistance Tomography (ERT). The findings 
highlighted that the optimum size of electrode coverage is 60% 
and 80% of the wall surface area of the model. In [7], [8], the 
authors investigated the electrode properties of ERT. They found 
that dot or point electrodes could eliminate the effect of contact 
impedance. Dot or point electrodes are more commonly applied 
in medical applications. However, it is impractical when 
implementing dot or point electrodes in industrial applications, as 
it is more costly to fabricate [9].  

Electrodes used in applications are often in rectangular shape. 
This is not ideal, as narrow angles on the electrode corners result 
higher current densities in these areas. Circular electrodes are 
ideal for this purpose due to the uniformity of its shape [10]. 
However, forward solving requires discretisation of the model 
into tetrahedral elements in EIT. An accurate modelling of 
circular electrodes requires a large number of small elements to 
best represent the shape of electrodes, which results in an 
increased number of computational elements, and more 
importantly, these elements do not contribute to the representation 
of the imaged space. When the coarser mesh structure is used, the 
inaccurate representation of the shape of the electrode will occur 
and it leads to errors in forward and inverse solving. As a 
compromise, rectangular electrodes are often used.  

In this paper, the influence of different plane spacing between 
electrode planes on EIT applications in industrial processes (e.g. 
pipeline flow and suspension monitoring, and mixing processes) 
on the quality of reconstructed images is studied. The main 
purpose of this investigation is to investigate a minimum 
requirement of space between electrode planes, such that 
information is not lost. This investigation was carried out through 
investigating the effect of different electrode configurations on 
imaging properties and reconstructed images. The rest of the 
paper consists of five (5) sections.  The model setup for various 
plane spacing between electrode planes is described in Section II. 
Section III discusses the findings obtained from the comparative 
studies on image properties. Section IV describes the 
experimental setup for image reconstruction, as well as its results. 
Finally, Section V provides the conclusion of this study. 

2. Model Setup 

In this work, a cylindrical model with a radius of 71.4 cm and 
a height of 80 cm is used. The dimensions of the model are chosen 
to be sufficiently big, such that it can accommodate a variety of 

different electrode configurations, including spacing between 
electrode planes, which is the main focus of the work presented in 
this paper.  

The electrode configuration used for this work consists of 32 
electrodes arranged in two planes. Each plane consists of 16 
electrodes arranged equi-spaced on the periphery of the model. 
The electrodes are rectangular in shape, with the dimensions of 3 
cm in width and 10 cm in height. In this study, the spacing between 
planes is set as 5 cm (the smallest gap), 10 cm, 15 cm, 20 cm, 25 
cm and 30 cm (largest gap). A summary of the plane spacing 
between electrode planes and the height of the centre of the upper 
and lower electrode planes is provided in Table I. 
Table 1: Plane Spacing Between Two Electrode Planes and its Center of Upper 

and Lower Electrode Plane 

Number of 
electrodes 
per plane 

Plane spacing 
between two 

electrode planes 

Center of upper 
electrode plane 

(cm) 

Center of lower 
electrode plane 

(cm) 
16 5 cm 47.5 32.5 

10 cm 50.0 30.0 
15 cm 52.5 27.5 
20 cm 55.0 25.0 
25 cm 57.5 22.5 
30 cm 60.0 20.0 

The work presented in this paper is simulated using Electrical 
Impedance Tomography and Diffuse Optical Tomography 
Reconstruction Software (EIDORS), which is an open-source 
toolkit available for MATLAB [11]. The discretisation of the 
models was done by applying the Finite Element Method (FEM) 
through Netgen [12]. The FEM models with various spacing 
between electrodes planes are as depicted in Figure 1. It is should 
be noted that the number of elements for each of the models is the 
same as they are based on the same cylindrical model. The work 
presented in this paper is through simulation as it is a more 
feasible option due to the requirement of using electrodes with 
different plane spacing.  

 
(a) 5 cm plane spacing between electrode planes model 

 
(b) 30 cm plane spacing between electrode planes model  

Figure 1: Examples of FEM models with varying plane spacing between 
electrode planes. 

All measurements were simulated using the adjacent current 
injection protocol, which produces N*(N-3) number of 
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measurements, where N is the number of electrodes. In the case 
of two planes of 16-electrodes per plane model, 416 full-frame 
measurements were generated. Another set of measurement data 
were repeated to simulate by using another opposite current 
injection protocol, which produces N*(N-4) number of 
measurements. There are 384 full-frame measurements generated 
for a model with two planes of 16-electrodes per plane. 

3. Experimental Results 

3.1. Sensitivity Analysis  

Sensitivity analysis provides information on the potential 
success of detecting any changes in conductivity in the imaged 
space. In the discretised model, each element has a sensitivity 
value for any measurement acquired, which makes up the 
sensitivity (Jacobian) matrix. For this comparative study, the 
maximum sensitivity for each discretised element for a full set of 
measurement, normalised to the volume of the element, is 
computed and compared, as shown in Figure 4 and Figure 5. 

 
(a) Adjacent strategy 

 
(b) Opposite strategy 

Figure 4: Sensitivity comparison for models with different plane spacing 
electrode planes at the off-electrode plane (the height is taken at 0.40 m from the 

bottom of the model) by applying the (a) adjacent strategy and (b) opposite 
strategy.  

Figure 4(a) shows the comparison of maximum sensitivity 
magnitude for the models with different spacing between 
electrode planes across an off-electrode plane when applying 

adjacent current injection protocol. From Figure 4(a), it can be 
seen that there are insignificant differences, as the spacing 
between electrode planes increases, especially towards the centre 
of the imaged space. Similar results are observed using the 
opposite current injection strategy, as reflected in Figure 4(b). 
This may due to the planar measurement strategy used, whereby 
measurements are only taken on the plane where the current 
source and sink pairs are located. 

 

(a) The model with 5 cm plane spacing between electrode planes 

 

(b) The model with 30 cm plane spacing between electrode planes 

Figure 5: Sensitivity comparison for the models both (a) 5 cm and (b) 30 cm 
plane spacing between electrode planes, respectively, at the off-electrode plane 

and on the electrode plane. 

From Figure 5, sensitivity is higher for opposite strategy due 
to the current penetrating through the imaged space, as opposed 
to the adjacent strategy, where current flowing typically tends to 
be more confined nearer to the periphery of the model [13]. The 
other obvious observation is that the sensitivity is higher on the 
electrode plane in comparison to those obtained off-electrode 
plane. This is expected, as the current signal is stronger on the 
electrode plane compared to the off-electrode plane [14]. This 
observation is similar to a previous study [15], where it indicates 
that the possibility of detecting a change in conductivity reduces 
when further away from the electrode plane. 
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Comparing Figure 5(a) and Figure 5(b), it can be observed that 
when the space between electrode planes are smaller (5 cm), there 
are insignificant differences between sensitivity on- and off-
electrode planes. This is likely to be due to the closeness of the 
locations of the two electrode planes. In comparisons, when the 
space between electrode planes is bigger (30 cm), there are 
noticeable differences between sensitivity on- and off-electrode 
planes. Although the EIT image reconstruction problem is often 
treated as a 2D problem, where images and data are captured on a 
specific plane, it is essentially a 3D problem.  

3.2. Spatial Resolution Analysis 

Spatial resolution analysis utilises information given in the 
resolution matrix, which contains the correlation between 
elements in a discretised model. In this analysis, the Full-Width 
Half-Maximum (FWHM) technique [16] is applied to investigate 
the spatial resolution of models with different spacing between 
electrode planes. The FWHM method applied in this paper is 
based on the technique, which was first proposed by [17] and later 
adopted by [18]. In spatial resolution analysis, the minimum 
distance between two point sources, which shares the same 
solution value in an image is measured. The same solution value 
shared is known as half the peak value. Spatial resolution for each 
point is computed and compared. The results are as shown in 
Figure 6 and Figure 7.  

Figure 6 shows the spatial resolution comparing models with 
different spacing between electrode planes using both adjacent 
and opposite strategies. It is shown that the regions near the wall 
of the model, in general, have better resolution (low FWHM) in 
comparison with the area towards the centre of the model, which 
resulted in higher FWHM. This general trend obtained is 
consistent with the sensitivity analysis obtained in Figure 4(a) and 
Figure 4(b), where they indicate that sensitivity is lower in the 
centre of the model but is higher near the wall region of the model. 
With a higher possibility of detecting a change in conductivity, 
and thus it increases the chance of change detected to be 
reconstructed. 

It is worth noting that unlike the sensitivity analysis, spatial 
resolutions do not show symmetry across the plane, and 
irregularities (i.e. peaks or valleys) are observed. One of the 
factors that affect spatial resolution is the size of the discretised 
element, and unlike sensitivity analysis, the computed spatial 
resolution for each discretised element is not normalized to the 
volume of the element, as it will provide misrepresentation on the 
visibility contrast.  

From Figure 6(a), it can be observed that models with 5 and 
10 cm plane spacing between electrode planes produced the worst 
resolution overall, especially in the centre region of the model. 
However, it is worth noticing that model with 20 cm plane spacing 
between electrode planes resulted in better spatial resolution in 
general. This finding is not anticipated as the sensitivity analyses 
are shown in Figure 4, where it indicates that there are 
insignificant differences in maximum sensitivity magnitude 
across the off-electrode plane, for both current injection strategies. 

Referring to Figure 7, comparing spatial resolution for the on- 
and off-electrode planes, it is observed that there are insignificant 
differences in the resolution for an on-electrode plane, especially 

with the gap between the two electrode planes is small (5 cm). 
This result is consistent with the results observed in its 
corresponding comparative analysis, as shown in Figure 5. The 
spatial resolution analysis in Figure 7 also shows that the overall 
resolution is evenly matched for usable information which is 
available for image reconstruction. 

 
(a) Adjacent strategy 

 
(b) Opposite strategy 

Figure 6: Spatial resolution comparison for models with different plane spacing 
by applying adjacent strategy in (a) and opposite strategy in (b) at 0.40 m height 

from the base of the model. 

It is interesting to see in Figure 7(a) that there is very little 
difference in spatial resolution when comparing spatial 
resolutions for the adjacent and opposite strategies. This is 
unexpected, as shown in Figure 5, where there is a distinguishable 
difference in sensitivity between the two different measurement 
strategies. One of the reasons is likely to be due to both strategies 
producing a similar amount of usable (stable) information for 
reconstruction, which resulted in the spatial resolution for these 
two strategies to be evenly matched.  

4. Experimental Set-up 

4.1. Experimental Set-Up 

Measurements for image reconstruction are simulated using 
the EIDORS package [11], which is MATLAB-based. As 
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mentioned earlier, this study is more feasible to be done in 
simulation, as laboratory validation requires a process tank that 
allows multiple settings for electrodes configurations. For 
validation, two test distributions are used for experiment and 
comparison.  

 

(a) The model with 5 cm plane spacing between electrode planes 

 

(b) The model with 30 cm plane spacing between electrode planes 

Figure 7: Spatial resolution comparison for the models both (a) 5 cm and (b) 30 
cm plane spacing between electrode planes, respectively, at the off-electrode 

plane and on the electrode plane. 

Measurements are simulated using a finely discretised FEM 
model. The level of discretization is chosen to be significantly  
higher than the discretized model used for forward and inverse 
solving, as it is intended to mimic a physical model. Two 
measurements are taken for each test distribution, for each 
electrode configuration, and each measurement strategy.  

In this work, two test distributions are used for image 
reconstruction, as shown in Figure 8. The first test distribution 
consists of two cylinders, each with a radius of 12 cm. The 
conductivity of the background is 0.012 S/m (approximately the 
conductivity value of tap water). One of the cylinders has a higher 
conductivity than background conductivity, and the other is non-
conducting. The arrangement of test objects is as shown in Figure 
8(a). The second test distribution is similar to the first test 

distribution, with the addition of one conducting cylinder. The 
arrangement of test objects is as shown in Figure 8(b). All 
reconstructed images were obtained by applying the Non-Linear 
Gauss-Newton (NLGN) algorithm in inverse solving. 

 
(a) True distribution with two cylindrical objects 

 

(b) True distribution with four cylindrical objects 

Figure 8: True distribution models with (a) two cylindrical objects, (b) four 
cylindrical objects and (c) four floating objects. The colour scale is applied, 

where yellow colour indicates the conducting object and blue colour indicates 
the non-conducting object. 

4.2. Results and Discussions 

The image reconstructions obtained from models with 
different spacing between electrode planes are shown in Figure 9 
to Figure 12. The colour scale is maximised to show the best 
contrast. The reconstructed images are assessed and discussed 
based on the dimensions of the reconstructed objects and colour 
contrast of the reconstructed conductivity distribution. 

Although sensitivity analyses indicated there are insignificant 
differences in the maximum sensitivity magnitude as the gap 
between electrode planes increases, this is not reflected in spatial 
resolution analysis and reconstructed images. When comparing 
the reconstructed images from Figure 9-12, it can be seen that 
there are visible differences in terms of shape and estimation of 
dimensions of the objects. 

In Figures 9-12, it can be seen that the models with 5cm and 
10 cm plane spacing between electrode planes generally produced 
the worst reconstruction images. The shape and the dimension of 
the cylindrical test objects are not reconstructed properly, 
especially towards the top and the bottom of the imaged space. 
There are also noticeable artefacts visible in the imaged space. 
The results are similar for experiments done using both the 
adjacent and opposite strategies.  

 
(a) 5 cm plane spacing between electrode planes 
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(b) 10 cm plane spacing between electrode planes 

 
(c) 15 cm plane spacing between electrode planes 

 
(d) 20 cm plane spacing between electrode planes 

 
(e) 25 cm plane spacing between electrode planes 

 
(f) 30 cm plane spacing between electrode planes 

 
Figure 9: Reconstructed images comparison for models with various plane 

spacing (a)-(f) by applying the adjacent current protocol. 

 
(a) 5 cm plane spacing between electrode planes 

 
(b) 10 cm plane spacing between electrode planes 

 
(c) 15 cm plane spacing between electrode planes 

 
(d) 20 cm plane spacing between electrode planes 

 
(e) 25 cm plane spacing between electrode planes 

 
(f) 30 cm plane spacing between electrode planes 

 
Figure 10: Reconstructed images comparison for models with various plane 

spacing (a)-(f) by applying the opposite current protocol. 

 

 

(a) 5 cm plane spacing between electrode planes 

 
(b) 10 cm plane spacing between electrode planes 

 

(c) 15 cm plane spacing between electrode planes 
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(d) 20 cm plane spacing between electrode planes 

 

(e) 25 cm plane spacing between electrode planes 

 

(f) 30 cm plane spacing between electrode planes 
 

Figure 11: Reconstructed images comparison for models with various plane 
spacing (a)-(f) by applying the adjacent current protocol. 

 

(a) 5 cm plane spacing between electrode planes 

 
(b) 10 cm plane spacing between electrode planes 

 

(c) 15 cm plane spacing between electrode planes 

 

(d) 20 cm plane spacing between electrode planes 

 

(e) 25 cm plane spacing between electrode planes 

 

(f) 30 cm plane spacing between electrode planes 
 

Figure 12: Reconstructed images comparison for models with various plane 
spacing (a)-(f) by applying the opposite current protocol. 

Models with 15 cm and 20 cm gaps generally produced better 
reconstructed images. With the exception of the reconstructed 
image using a test distribution with four cylindrical objects, the 
application of the adjacent strategy for the model with 20 cm gap, 
it can be seen in Figures 9-12 that the cylindrical test objects are 
reconstructed in the right configuration, with similar dimensions 
to the true distribution. There are also little to no artefacts visible 
in the imaged space.  

For the widest gaps, namely the 25 cm and 30 cm electrode 
spacing models, the images reconstructed using the opposite 
strategy are better compared to those obtained using the adjacent 
strategy. The images obtained using the adjacent strategy has a 
significant amount of artefacts, and it is noticeable that the shape 
of the test objects are not reconstructed correctly where the gap of 
the electrodes are (i.e. space between electrode planes). It can be 
seen in Figures 9(e-f) and 11 (e-f) that the dimensions are 
overestimated in that space. In contrast, reconstructed images 
obtained using the opposite strategy turn out better, with the test 
objects shown to be cylindrical objects, and with less artefacts. 
This result is consistent with the results observed in the sensitivity 
analyses.  

5. Conclusion 

A summary of the results is tabulated in Table 2. This study is 
conducted through two methods: statistical method, through 
comparing sensitivity and spatial resolution of different models 
used; and through reconstructed images.  

Table 2: Summarization of the results on image properties  
Analysis Best model Worst model 

Sensitivity 
Analysis 

Results are inconclusive;  
Opposite strategy is better than adjacent 
strategy 

Spatial Resolution 
Analysis 

15 and 20 cm gap 
(both strategies) 

5 and 10 cm gap 
(both strategies) 

Reconstructed 
Images 

15 and 20 cm gap 
(opposite strategy) 

5 and 10 cm gap 
(both strategies) 

From Table 2, it can be seen that the results obtained through 
spatial resolution analysis are reflected in the reconstructed 
images, where the best quality and worst quality images are 

http://www.astesj.com/


Y.L. Chong et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1466-1473 (2020) 

www.astesj.com   1473 

reflective of the results obtained through spatial analysis. In this 
case, however, the sensitivity analysis results were inconclusive, 
as the sensitivity level in the centre region of the imaged space is 
indistinguishable.  

It is worth noting that the results given in Table 2 are relative 
to the dimension of the model used for this study. When the model 
is scaled up or scaled down, an investigation similar to that carried 
out in this study should be conducted to ensure that the scaling 
effect does not deteriorate the quality of the reconstructed images.  

Through this work, it is shown that it is important to 
investigate the spacing between electrode plane, to ensure that the 
information is not lost due to the inability to capture any changes 
that occur. It is impractical to have electrode planes close to each 
other, as it will result in a waste of resources. Therefore, a minimal 
distance ought to be set in order to ensure that any changes in 
conductivity can be measured and the information can be used to 
reconstruct and visualize the changes.  
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analysis results showed that social engineering is an effective medium of modifying values, 
subjective norms, and rules for the creation of digital culture. The implication of this 
research shows that social engineering is an important activity that must be scheduled 
periodically by higher education as a medium for strengthening organizational culture to 
increase the capacity of human resources. 
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1. Introduction  

World civilization moves together with the rapid development 
of information technology. The utilization of digital technology in 
all aspects of social life enters almost all lines of activities that 
regulate community life, including in the education field [1, 2]. In 
Indonesia, higher education as an educational institution has the 
task of carrying out the Tridharma Perguruan Tinggi/ Higher 
Education Tridharma, namely education, research, and 
community service [3].  

For carrying out functions optimally, higher education 
required to improve their business processes by adapting and 
adopting technology continually. The mastery of science and 
technology is substantive and elementary in the development of 
superior and modern universities. The diffusion of technology in 
business processes of higher education believed can create better 
performance in carrying out higher education Tridharma. 
Technology diffusion is an adaptation of higher education to its 
environment, by changing values, and making the work patterns 
of the academic community more systematic and efficient. One 

form of change from the diffusion of technology is the change of 
work culture into digital work patterns after this referred to as 
digital culture.  

The digital culture was born from the phenomenon of 
digitalization in human civilization. Digital culture occurs 
because of the increasing uniqueness and importance of the 
technology application that encourages people to think about the 
importance of transforming significantly and dramatically [4]. 
Where finally, technology has an important role and becomes a 
necessity in the development of social culture [5,6]. Digitalization 
is a simplification of information material in the form of binary 
code or the integration of communication technology with 
computer logic. Data conversion methods have advantages in 
increasing the flexibility of handling, storing, processing, and 
sending data. The flexibility offered by the digitization process 
facilitates the process of transmitting and manipulating 
information materials that have an economic impact on a network, 
where information materials can be disseminated more efficiently 
among network users [7]. 
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Several previous research that relevant to social engineering 
related to digital culture in higher education includes: (1) 
preparation of higher education in facing disruption of the digital 
era is a challenge in university branding, including adapting to the 
concept of virtual universities, virtual classes, artificial intelligent, 
and techno-entrepreneurship [8]; (2) guaranteeing the quality of 
education in the era of digital disruption in higher education is 
considered necessary, higher education which is one of the places 
to improve the quality of human resources needs to implement an 
internal guarantee system that is in line with the rapid development 
of digital technology [9]; (3) digital culture in higher education that 
the most frequently and widely used, especially for millennial 
students is e-learning/ digital learning/ virtual learning/ digital 
literacy [10–12], although on the other hand, learning in the 
classroom directly is still needed [13, 14]; (4) several models are 
created related to digital culture that will transform higher 
education into digital universities that are ready to compete in the 
era of technological disruption [15,16], even online education 
policies and practices have supported the concept of digital 
university past, present and in the future [17]; (5) even in some 
studies discussing that digital culture in higher education can 
support the development of the digital economy [18], because the 
educational revolution towards technological progress is a 
revolution for the long term [19, 20]. The novelty/ originality of 
this research lies in the focus of the study, which examines digital 
formation models for the development of the implementation of 
Tridharma in higher education. 

2. Research Method 

This research is policy research, where the product of this 
research expected to use as a foundation and consideration in the 
decision making of top university leaders. The methodology used 
in this study is qualitative research [21, 22] by collecting the 
literature review, observation, and Focus Group Discussion (FGD) 
[23]. The primary data source of this study refers to the results of 
observations, and literature reviews that have relevance to the 
objective conditions on the research object. Researchers use causal 
logic as a rational argument that connects the concepts which 
establish the organizational culture. Researchers in this study act 
as participant observers. This research conducted at UIN Sunan 
Gunung Djati Bandung (after this referred to as a university). This 
research puts digital culture as part of organizational culture. The 
main foundation used in this research is the need to shift the work 
culture that is manual towards digital culture as a consequence of 
technological developments and the demands of educational 
service users for technology-based prime services. 

3. Result and Discussion 

At the university, which is the object of research, 58 
application programs have been designed and built as a 
modernization/ digitalization of the general business processes 
that run by the university. The design of the application program 
is aiming to optimize business processes carried out by the 
university. Figure 1 provides a detailed relationship between the 
main business process, supporting activities, and actors that run in 
the university. 

Based on the results of discussions and interviews found the 
fact is not all application programs are running optimally. This 

case is allegedly due to low desire and the user's ability to run 
application programs. The integration of digital culture in the 
university's organizational culture is one solution to this problem. 
Organizational culture, according to many studies, can improve 
organizational performance [24–27]. 

 

Figure 1: Process and Stakeholder Relations [28] 

3.1. Organizational Culture 

Organizational culture is a shared perception or a system of 
shared meanings shared by its members. The function of 
organizational culture is to determine the roles that distinguish 
organizations from others, define shared goals that are greater 
than individual interests, maintain social stability, enhance 
identity for members of the organization, and provide control 
mechanisms that provide guidelines for attitudes and behavior 
[29]. 

Organizational culture at the university will foster an 
individual's identity as a process of personal assimilation as part 
of the academic community. The similarity of embedded values 
will make it easier for every academic community to understand 
and appreciate every activity carried out by the university.  An 
understanding of the organizational culture at the university will 
facilitate the resolution of internal problems such as giving 
awards, work ethics, and career development. This understanding 
will also help universities in overcoming external issues so that 
universities can do the best service. 

Factors that lead to the development of organizational culture 
consists of internal and external factors, modifying/ changing the 
culture of the organization will create existing human resources 
will be of higher quality [30].  The organizational culture that is 
the color of the research object is the work culture of the Ministry 
of Religion (MORA) of Republic Indonesia. Structurally, the 
university which used as a research locus is a work unit that is 
under the authority of MORA. The work culture adopted at 
MORA includes integrity, professionalism, innovation, 
responsibility, and exemplary [31]. The alignment of work culture 
to a digital culture presented in Figure 2. 
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Figure 2: Alignment of Work Culture in Digital Culture 

3.2. Digital Culture 

Digital culture is a behavioral habit that utilizes digital 
technology as part of its work. The formation of digital culture is 
essential in sustaining the main tasks of the university. In general, 
individual activities motivated by the culture that influences their 
behavior. Culture requires individuals to behave and give 
instructions to them about what must be followed and learned. An 
influential culture can create a bond between the university and 
the academic community and inspire to create university 
excellence. The digital culture built by values, norms/ ethics, and 
regulations, which expressed in the form of behavior. Figure 3 
describes the dimensions of forming behavior in digital culture. 

 
Figure 3: Dimensions of Forming Behavior in Digital Culture 

3.2.1. Value 

Values are all things related to human behavior regarding 
good or bad as measured by religion, tradition, ethics, morals, and 
culture that apply in society [32]. The definition of value used in 
this article is an individual's understanding of the elements of 
goodness that give meaning to his status. 

Digital culture in the academic community requires value as 
an individual motivation to conduct digital-based behaviour. The 
value dedicated to the academic community includes 
strengthening personal beliefs about the value of goodness, which 
realized by working professionally and innovatively as part of 

worship. Digital culture will provide position and imaging for the 
academic community as individuals who are good at carrying out 
the activities in the social community. 

3.2.2. Subjective Norm 

Subjective norms are one's perceptions of the thoughts of 
those who considered to have a role and have hope for him to do 
something and the extent of the desire to fulfill these expectations. 
The concept of subjective norms is a representation of the 
demands or pressures of the environment lived by the individual 
and showed the individual's belief in the existence of approval or 
not from social figure [33], [34]. Norms generally formed on the 
convergence of the values of goodness to individuals in the group. 
The norm that developed in digital culture is the desire always to 
improve things. Norms implemented lead to forms of appreciation 
or social sanctions for the implementation of digital culture. 

3.2.3. Regulation 

Regulations are written decisions regarding binding 
behavior, which contain provisions regarding rights, obligations, 
functions, status, or order. Rules established and issued by the 
authorized institution [35].  Because it is binding, this regulation 
can shape digital culture as part of personal obligations in carrying 
out its activities on campus. The effectiveness of university 
regulations can do by applying formal awards and sanctions for 
the implementation or violation of its commitments as an 
academic community. 

3.2.4. Behaviour 

Behaviour in general terminology can translate as all actions 
or actions carried out by humans, which can be observed directly 
or indirectly [36]. Behaviour is a function of the relationship 
between the individual and his environment. Different 
environments can determine differences in human behaviour 
between one another [37]. Based on a biological perspective, the 
behaviour is an activity or activity of the organism in question. 
Behavioural symptoms that can observed directly from organisms 
influenced by environmental and genetic factors (heredity). The 
mechanism of fusion and the meeting between the two elements 
is called the learning process [38]. 

Behaviour is a mental condition (thinking, opinion, attitude, 
and etcetera) that reacts to the status that exists outside the object. 
The reaction can be in the form of an active response accompanied 
by action. Simply stated, behaviour can refer to as an action taken 
by a person or group of people based on particular interests or 
needs based on the values, knowledge, and norms of the group 
concerned. 

Educational psychologist Benjamin Bloom divides human 
behavior into three elements [39], among others: 

1) Cognitive. The cognitive item includes an individual's beliefs 
that are related to the way individuals perceive the object of 
attitude to the responses they see and know (knowledge) 
based on their views, thoughts, beliefs, emotional needs, 
personal experiences, and information from others. 
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2) Affective. The affective element refers to the subjective 
psychological aspects of individuals towards the object of 
attitude, both positive and negative. Emotional reactions are 
primarily determined by what believed to be good or harmful 
to the object of the attitude. 

3) Psychomotor. The psychomotor element is also called the 
behavioural component, which is the attitude component 
related to predisposition or the tendency to act on the object 
of the attitude it faces. 

In general, human behaviour is an instrument of response 
(operant response) as a response that is born and develops on 
specific stimuli. Therefore, certain conditions (operant 
conditioning) need to be created to form the type of response/ 
behaviour [39]. The stages of developing behaviour in operant 
conditioning carried out as part of digital culture are: 

1) The introduction of reinforcement elements in the form of 
rewards/ prizes for the behaviour to be established; 

2) Analysis of the components forming the desired behaviour, 
which arranged in sequence for the formation of the desired 
behaviour; 

3) For the implementation phase the sequence of the 
components is accompanied by the determination of tentative 
(temporary) objectives and identification of reinforcements 
for each component; 

4) Carry out a sequence of components that have arranged as a 
behaviour formation activity. 

 In the implementation of digital culture, it is necessary to 
emphasize the importance of collaboration between individuals, so 
the planned goals will run according to what desired. 

3.3. Social Engineering 

Humans created as individual creatures and social beings; 
socializing is a characteristic of humans and is a natural tendency 
in living the activities of human life. In the context of individual 
beings, human beings given physical characteristics and 
characters that make the difference between humans and other 
individuals; if they are part of a unified social group, they will 
experience the process of socialization [40]. In the process of 
socialization with groups/ communities, individuals often have 
different perspectives that can trigger conflicts of interest, which 
referred to as social problems. The social problem is the gap 
between how an individual behaves who seen as opposed to the 
norm agreed upon by the community members [41]. Social issues 
are closely related to norms, moral values, and social institutions 
[42]. 

The results of research observations can see the gap in the 
use of information systems applications that have been provided 
by the university. It is found groups who optimally use 
information systems, on the other hand, found the academic 
community who rarely use the information system as a work 
support tool. In addition to the problem of professionalism, in the 
context of organizational culture, researchers see this gap as a 
social problem. To overcome social issues, it is necessary to do 
the social transformation that emphasizes individual adaptation to 

social norms and institutions (digitizing policies) that apply. The 
next stage is changing one's behaviour as aligning itself with these 
values.  

A more systematic and planned social transformation 
generally carried out through a process of social engineering. In 
social engineering, the object is the community to form a better 
system and system as desired by the engineer (the social 
engineer). Social engineering begins with the emergence of social 
problems, namely the imbalance between das-sein and das-sollen, 
or what happens is not following the expectations of the 
organization (university). Social engineering is a social planning 
that leads to the realization of social transformation, which is 
supported by the internalization of humanization values [40]. 

Social engineering is a process of social change that is 
systematic and planned to deal with social problems that 
implemented using various strategies and stages to make social 
change happen as desired. For social engineering to run 
effectively and efficiently, the planning, implementation, and 
evaluation activities of social engineering activities must involve 
all stakeholders [43]. Social engineering is not only used for 
inculcation and strengthening patterns of habits and behavior, but 
also used to direct the desired goals, eliminate habits that deemed 
unnecessary/ unsuitable, create new patterns of behavior, and 
etcetera [44]. Culture can form through formal assignments and 
habituation processes [45]. 

Education/ training, from a particular perspective, can be 
understood as social engineering, where education/ training will 
provide a fundamental influence in the process of social change. 
In education, there is a planting of universal values that will 
change the human paradigm so that humans can have the ability 
to think critically objectively [40, 46]. Education/ training in this 
context can be understood as a process of increasing 
understanding of professionalism and innovation that realized in 
digital culture.  

The education/ training process can be useful if a learning 
module is available [47], open space for discussion/ debate [48], 
good implementation process, and involve all parties. The process 
of education/ training to create a work culture is to form workers' 
attitudes towards work (work attitudes). This attitude is 
determined and influenced by three factors, namely: involvement 
in work, job satisfaction, and work commitment. These three 
factors are interrelated with one another [49]. 

In higher education, to establish the digital culture of 
academic community (especially lecturer, educational personnel, 
and student as main stakeholders), social engineering is become 
one of important strategy. Research found that social responsibility 
attitude and behavior can influence the user satisfaction in higher 
education, especially for student [50]. More than just being 
"literate" in technology, social engineering including habits, 
attitudes and behavior of the academic community in higher 
education is a trigger to improve the digital culture. Starting from 
the policies and support of top management, to fostering habits in 
the use of technology and the creation of a digital culture 
atmosphere. 
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4. Lack of the Study 

This study specific to the perspective of digitalization in 
Higher Education. While, one perspective could be the 
digitization of education by itself. Within this topic not only social 
engineering is important but also technical engineering of the used 
technology. Another perspective could be worldwide digital 
technology transformation which then becomes a central 
perspective for studying by the teachers and students. With this 
central perspective teachers and lecturers could be acquainted 
with the development of new digital technologies which are of 
will be used in the coming years. 

5. Conclusion 

A digital culture is a form of higher education adaptation in 
facing various dynamics of technological development. Digital 
culture is a modification of the organizational culture that has 
existed at higher education, with reinforcement in technology/ 
digital-based work behavior. This research creates a formulation 
model to enhance the digital culture for the development of main 
activities in higher education. This model of digital culture 
implements the university value, MORA value, individual value, 
and client (technology user) value. The process of cultural 
formation can carry out with social engineering by modifying 
values, subjective norms, and work rules. Then, social engineering 
can change the digital culture to be behavior. For the 
implementation of digital culture, social institutions take 
precedence over the formal administrative approach. Therefore, 
for the further works, the social engineering can be implemented 
and the behavior of digital culture in higher education can be 
evaluated and enhanced. 
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 The world has turned in the modern era to reduce peak times for electricity consumption, 
where the peak times cause excessive load on the electricity grid and power stations. In 
Egypt air conditioning loads are considered the main contributing reasons for the peak 
time’s problem due to presence of large unshaded glazed surfaces, which cause high 
thermal loads inside the buildings. In this study, various methods of energy rationalization 
in buildings are evaluated by using many scenarios, from the obtained results of this 
research study. It is found that the use of shading on windows is an effective strategy where 
the percentage of rationalization using scenarios integration reached 40%, and the 
financial returns have also been calculated based on this work. 
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Nomenclature 

AHU Air Handling Unit LED Light Emitting Diodes 
BMS Building Management System PF Power Factor Correction 

CVRMSE Coefficient of Variation of Root Mean Squared Error SHGC Solar Heat Gain Coefficient 
DB Design Builder THD Total Harmonic Distortion 
GUI Graphical User Interface VFD Variable Frequency   Drive 

HVAC Heating, Ventilation, and Air Conditioning Systems VSD Variable Speed Drive 
 

1. Introduction 

The rise of 4G industry era in our nowadays life led to a great 
demand of efficient energy systems specially the requirements of 
the large-scale industrial systems. This led to a significant rise in 
electricity prices; therefore energy conservation became a crucial 
policy [1]. It is an influential reason for preserving the environment 
and climate [2]. Therefore the world has turned to energy 
efficiency [3]. With the continuous development of technology, 
the smart home applications appeared   in its contribution to 
improve energy efficiency effectively. As the smart grid deals with 
the flow of energy in distribution networks whose objectives are to 
balance supply and demand [4]. The more energy transfers from 
one form to another, the more losses occur. With the increasing of 

energy transformations, it is found a reduced gab between 
production and the consumer also an increase in the efficiency of 
devices and equipment, the loss decreases, the consumption be 
more efficient, rationalization increases and helps in reducing the 
demand for increased power plants [5]. 

Energy management is the assessment and measurement of 
electrical energy consumption in buildings [4]. As the global 
economy develops, it is necessary to strengthen and improve 
research and development in building energy management. The 
association of energy classification methods in new buildings is 
also necessary to develop building policies that are of great 
importance. Therefore, the main functions of energy management 
systems are to monitor, control and improve energy flow in general 
[6]. Energy management systems start from the use of energy-
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saving devices, through smart buildings to supervisory control 
applications [7]. 

Energy auditing is also a review and evaluation of building 
energy use and identification of energy saving measures to reduce 
consumption [6]. This is through the analysis of public service bills 
such as electricity bills [4]. Throughout this framework a 
professional power saving protocol is applied to reduce the 
electrical energy consumption in public buildings. This protocol 
includes - but not limited to - power factor correction, variable 
speed control, earth leakage current treatment, lighting 
management, heating, ventilation, and air conditioning (HVAC) 
system, load management and intelligent energy system. 
Correction of power factor has many economic benefits, one of 
those, is saving the financial fine that the electricity company 
imposes when the power factor drops below 0.90 [8], [9]. 
Technically, it reduces the overload on transformers and 
generators and reduces the overload on cables and switches [10].  
The variable speed drive (VSD) and frequency speed drive (VFD) 
when used in the Air Handling Unit (AHU), it can save energy up 
to 18% and save energy at least 7.5% when used in Chiller pumps 
[10], [11]. Earthing leakage current treatment is obtained by 
isolating cables and conductors according to the Egyptian code for 
electrical installations and connections in buildings. Assuming that 
the ground leakage current in a residential or administrative unit is 
30 mA, this means that the monthly energy loss is about 4.75 
kilowatt hours [8]. 

The use of light emitting diodes (LED) bulbs technology, 
which is considered an improvement in lamp efficiency, leads to 
limited energy savings, but when maximizing daylight, it is one of 
the measures to achieve a low energy design [12]. Also, a study 
was conducted to study the effect of changing the power factor in 
the LED bulbs on the total harmonic distortion (THD), the study 
was conducted on a house and a hotel, and the result was that it 
contributes to increasing harmonics [13]. As well as in another 
study on the effect of changing the feeding voltage of the LED 
bulbs (160-240) volts on the quality of the bulb and the color 
characteristics of the bulb, it was found that the bulb of good and 
approved industry is not affected by this change [14]. A 
comparison of the LED bulbs feeding was done with a constant 
voltage (DC) and a variable voltage (AC) and the result was that 
the lamp efficiency increased from 5% to 10% in the case of 
feeding using DC more than AC [15]. Also, two of the typical 
methods for achieving effective energy management and lighting 
control are working to integrate natural and industrial lighting or 
using highly efficient bulbs [16]. 

HVAC systems are responsible for the occupants ’comfort in 
the building by saving internal temperature, humidity, and the total 
air quality inside the building. Therefore, they are responsible for 
a large part of the building’s energy consumption [17]. It is noted 
that the use of technological developments increased the efficiency 
of HVAC systems and thus reduced energy consumption, for 
example, the use of automatic natural ventilation by using suction 
fans and automatic windows. When a strong wind or storm occurs, 
it closes automatically [17]. Various concepts and elements have 
been developed to reduce energy use for cooling and heating in 
buildings [16] Such as: 

• Mixed method: Use natural ventilation when the external 
temperature is moderate and use mechanical if necessary. 

• Air distribution system: there are fans that work when there 
are people to reduce the thermal loads inside the building. 
Therefore, it is noted that the application of this system in the 
German commercial bank building, Commerzbank, where the 
architect Norman Foster has used [16]: 

Natural lighting from the surrounding windows with hinges 
and can be opened and shaded by a Building Management System 
(BMS) system. 

Natural ventilation for approximately 60% of the total hours of 
use, and mechanical ventilation is used in extreme conditions. 
There is also a system for night ventilation where the temperature 
is moderate in summer for pre-cooling of the thermal mass and the 
possibility of using the heat switch for the ground and groundwater. 

2. Methodology 

The research aim is the possibility of using simulation 
programs to determine the energy consumption per square meter 
annually, whether the building is finished or in the design stage 
and Economic study of the methods of rationalization in the 
simulation program and the application of the most feasible 
method in practice. The workflow of this study will be structured 
as follows: 

• Determining the study case to implement the energy 
rationalization mechanism. 

• Preliminary evaluation of the case study using smart 
electricity meters. 

• Evaluating using the DB simulation program with studying 
the following: 

- The effect of rationalization on change the Set Point of the 
Cooler device on consumption rationalization. 

- Effect of rationalization in lighting. 
- Rationalization by fixed shading. 
- The effect of rationalization in glass types on the 

rationalization of energy. 
- The effect of rationalization in the use of thermal insulation. 

• presenting of simulation results for rationalization scenarios. 

• Making a Comparison between actual consumption and 
results of simulation program consumption (DB) and then 
calculating the error. 

• Discussing the rationalization scenarios used in the study. 

• Evaluation of the economic return. 

3. Model Description 

Air conditioning engineers ASHRAE (the Energy Accounts 
Committee) completed a new project in the late 1990's to create 
mathematical algorithms that can be used for various building 
models (including the contents of a building’s cover, appliances, 
and equipment in the building).It is also available to the simulation 
community [18]. Therefore, the Design Builder (DB) program is 
an easy-to-use design environment that helps in designing the 
construction model. Therefore, it loads heating, cooling and 
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lighting calculations using heat. Likewise, energy conservation 
indicators, annual consumption, thermal comfort indicators, 
temperature and humidity, heat transfer from walls and windows, 
air leakage and architectural shading calculations can be analyzed 
every hour and a study of rationalization methods more efficiently 
and with high accuracy [19]. DB is a GUI for Energy plus [20]. 

The case study was chosen on the western front of building of 
the National Center for Housing and Building Research, which is 
a government administrative building located in Giza Governorate, 
as shown in Table 1 and Figures 1 and 2. That by selecting the case 
that contains lighting and air conditioning loads only as shown in 
Table 1. As well as working hours start from 8 Am in the morning 
until 5 Pm in the afternoon. 

 
Figure 1: Case Study Location  

Table 1: General Description of the Case Study 

Description Item 
The National Building and Housing Research Center (HBRC) is a government 
administrative building of the Ministry of Housing . The building's name 
87 Tahrir Street - Dokki - Giza Governorate Building location 
As Figure 4   The shape of the 

building design 
As Figure 3 shows the location of the room on the fifth floor, where it overlooks 
the western façade, and there is another floor above this floor. Case study location 

14.5 𝑚𝑚2 Room Area 
𝟐𝟐.𝟗𝟗𝟗𝟗 𝒎𝒎𝟐𝟐 
𝟏𝟏𝟐𝟐.𝟗𝟗 𝒎𝒎𝟐𝟐 

Open Area (Window) 
Wall Area  

23% Window to wall ratio  
1.3 Sill Height for window (m) 
1 Window Height (m) 
no Shading   

 

Window 

type U-Factor SHGC TV 
clear Single 
(6mm) 6.17 0.82 0.88 

 

Type window 

From the 
outside to 
the inside 

Physical properties of thermal 
 

Density  ρ 
(𝑘𝑘 𝑔𝑔/𝑚𝑚3) 

Conductivity 
°)W/M.C ( 

Specific 
heat 
(J/Kg.C°) 

Resistivity 
𝑚𝑚2.𝐶𝐶°/𝑤𝑤 

Pink brick 1800 1.6 840 0.37 
Mortar 1200 1.25 730 0.02 paint    

Total resistivity 0.38 
 

Construction  
 

0.10 -0.11 Density (people / 𝑚𝑚2) 
21.9 Lighting energy (w/ 𝑚𝑚2) 
zero Computer Gain  (w/ 𝑚𝑚2) 
zero Office Equipment Gain (w/ 𝑚𝑚2) 

 

Activity 
 

Delta and Cairo region .As shown in the Figure No (3) Climate region 
cooling loads 
Equipment 
description 

Quantity of equipment 
(unit) 

Total power Unit 
(Watt) 

Air Condition  
window 1 2000 

lighting loads 
Quantity of fixture 
(units) Fixture Type Total power for Room 

(Watt) 

2×4 lamp Fluorescent lamp 310 Watt ×9 Hours/day 
=2790  Watt 

 

Room Details 
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Figure 2: The Building Design 

4. Simulation Results 

4.1. Modeling and Validation Check 

Case study simulation was done on DB program as shown in 
Figure 3. The validity of the simulation program was also 
confirmed by comparison between the simulation program results 
and the laboratory measurement of the energy consumption of the 
air conditioner by a smart open source electricity meter that 
measures every half a second and maintains these measurements 
in a built-in memory as shown in Figure 4. Also, the smart meter 
measurement was also compared with a certified clamp meter 
measurement and the error rate was 0.02%. As for lighting 
consumption, it was constant throughout working hours. 
Laboratory measurements of air conditioning loads were done on 
August 25, 2019 (8Am – 5Pm) and the measurement was done 
without using shading. Also on September 4, using 55% fixed 
shading. The beginning of laboratory registration was from 10 in 
the morning until 5 in the afternoon. Therefore, Table 2 Shows the 
result of comparison and the error rate between the simulation 
program and the laboratory measurement . From equation 1 the 
error associated with the energy models may be declared valid the 
CVRMSE within ±30% when using hourly data or 5% to 15% 
when using monthly data [20]. 

CVRMSE = 100 ×
�(Y𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑌𝑌𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)2�����������������������������������������������������������⃑

𝑌𝑌𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 
                       (1)  

Where, Ymeasured is the measure data point, Ymodelled  is the 
modeled data point and Ymeasured is the average of all measured 
data points. 

 
Figure 3: The Building Modeling in the Simulation Program 

 
Figure 4:  The Smart Electricity Meter for Measuring and Recording Energy 

Table 2: The Error Percentage between Simulation and Laboratory Measurement 

actual  Air 
condition 

consumption 
(KW) 

Simulation  Air 
condition 

consumption 
(KW) 

Error 
(%) Time 

22.4177 22.74572 1.46% 
Total Daily 

(8Am – 
5Pm) 

 
4.2. Simulation result with the basic case 

 
Figure 5: The Monthly Consumption of the Basic Case 

Table 3:  The Annual Consumption with the Basic Study Case 

Cooling (KWh) Lighting (KWh) Month 
0 66.22 1 
0 57.58 2 
0 60.46 3 
0 63.34 4 

155.30 63.34 5 
275.82 60.46 6 
387.90 66.22 7 
376.13 60.46 8 
284.59 63.34 9 

190 66.22 10 
0 57.58 11 
0 66.22 12 

1669.78 751.50 Summation 
2421.29 Total 
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4.3. Simulation Result of the Consumption Rationalization by 
Changing the Set Point of the Air Conditioning Device: 

Table 4 and Figure 6 illustrate the electricity consumption 
while simulating with changing the Set Point of the air 
conditioning device. 

Table 4: The Electrical Energy Consumption for Each Set Point  

kwh/m
2 

CO2 
increas

e 

Consumptio
n increase % 

Total 
(KWH) 

Set 
point 
(°c) 

NO
. 

230 38.66% 38.66% 3357.3
8 21°C 1 

211 27.14% 27.14% 3078.3
5 22°C 2 

193 15.98% 15.98% 2808.1
8 23°C 3 

175 5.25% 5.25% 2548.4
0 24°C 4 

166 0.00% 0.00% 2421.2
9 

24.5°
C 5 

 

 
Figure 6: The Electrical Energy Consumption at Set Point 

4.4. Simulation Result of the Consumption Rationalization by 
Lighting Control 

Table 5 and Figure 7 show the electricity consumption while 
simulating with rationalization by lighting control. 

Table 5: The Ratios of Rationalization Using Lighting Control Systems 

Rationalization 
rate 

Co2 
saving KWh/m2 Type of Saving 

use NO. 

40.9% 40.9% 98.15 STEPED 
Controller 1 

30.2% 30.2% 115.93 Linear 
Controller 2 

31.5% 31.5% 113.81 LED 3 
39.6% 39.6% 100.36 LED+SENSOR 4 

 
4.5. Simulation Result of the Consumption Rationalization by 

Changing the Glass Type 

Table 6 and Figure 8 indicate the simulation results while using 
rationalization by changing the glass type. 

 
Figure 7: Simulation Results in Electrical Energy Consumption for Each 

Type of Lighting Control 

Table 6: The Simulation Results in Electrical Energy Consumption for Each 
Type of Glass Used 

Thin film car 
core  

Dbl Blue 
6mm/13mm 

Air  

Single( base 
case)  Item  

2144.1506 2271.1611 2421.29 Annual  (KWh) 
0.28 0.497 0.83 SHGC 

11.6% 6.3% - Rationalization 
rate % 

11.6% 6.3% - Co2 saving %  
 

 
Figure 8: The Simulation Results in Electrical Energy Consumption for Each 

Type of Glass Used 

4.6. Simulation Result of the Consumption Rationalization Using 
Thermal Insulation of Facade Walls 

Table 7 and Figure 9 show the simulation results of 
rationalization with thermal insulation of facade walls. 

Table 7: The Cooling Consumption Based on Wall Resistance 

Cooling (KWh) R 
1815 0.26 
1556 0.292 
1501 0.31 
1485 0.32 
1485 0.339 
1497 0.35 
1561 0.39 
1724 1 

1907.3216 2.853 
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Figure 9: The Energy Consumption Using Thermal Insulation 

4.7. Simulation Result of the Consumption Rationalization by 
Using Shading Control 

Table 8 and Figure 10 illustrate the simulation result swith 
shading control. 

Table 8: The Rationalization Scenarios Using Shading Methods 

rationalization 
percentage 

CO2 
kg/kWh 
equiv. 

KWh/m2 The type of 
shading used No. 

- - 166 base case 1 

14.1% 14.1% 143 

vertical shading 
When the 
window 

shading ratio 
55% 

2 

6.0%  6.0%  156 

High 
reflectance - 

low 
transmittance 

shade 

3 

2.3%  2.3%  162 Drapes - closed 
weave light 4 

3.2% 3.2% 161 Blind with high 
reflectivity slats 5 

1.3% 1.3% 164 Transparent 
insulation 6 

4.9% 4.9% 158 Electrochromic 
reflective 6mm 7 

10.5% 10.5% 149 horizontal fixed 
shading 1.0 m 8 

11.7% 11.7% 147 

horizontal fixed 
shading 1.0 m 
and From both 

sides 1.0 m 

9 

 

 

Figure 10: The Rationalization Scenarios Using Shading Methods 

4.8. Simulation Result with Integration of Rationalization 
Methods  

Table 9 and Figure 11 show the simulation result with 
integration of rationalization methods (mix 1 – mix2 – mix3) 

Table 9: Integrations Between Scenarios 

Payback 
period 
(Year) 

KWh/m2 saving 
% Scenarios Integration 

1.1 114 31.5% Led 

3.6 100 39.6% mix1 (Led +Daylight 
sensor) 

3.4 95 43.0% Mix2 (Led +shading 55%) 

5.1 82 50.5% mix3 (Led + Day light 
sensor+ shading 50%) 

 

 
Figure 11: (a) Simulation Result for Comparison Between Total 

Consumption for Base Case and When Using Integration mix 1 (Led 
+Daylight Sensor) 

 
Figure11: (b) Simulation Result for Comparison Between Total 

Consumption for Base Case and When Using Integration mix 2 (Led 
+ Vertical Shading at 55%). 

 

 
Figure 11: (c) Simulation result for Comparison between Total 

Consumption for Base Case and When Using Integration mix 3 (Led + 
Day Light Sensor + Vertical Shading at 55%) 
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5. Discussions  

5.1. Electricity Consumption for the Basic Case 

After making the comparison and proving the error rate within 
the mathematically allowed, an annual consumption of the 
research study, shown in Figure 5 and Table 3, has been made.    
Also, it was taken into consideration that this case uses air 
conditioning in the period of 6 summer months, starting from May 
to October only. As for the lighting consumption, it is used 
throughout the year, and it turns out that the average consumption 
of electrical energy is 166 KWh/m2. Where also by calculates the 
emission of carbon dioxide due to consumption 1383.8Kg CO2-eq 
/ kWh considering that each kilowatts consumption is 0.57151 
kgCo2 [21]. Also for calculate the emissions per square meter is 
94.9kg-CO2-eq / m2. 

5.2. The Effect of Set Point Change of Air Conditioning Device on 
the Rationalization of Energy Consumption  

The effect of electrical consumption when using Set point for 
the air conditioning device on the following temperatures has been 
studied : (21°c - 22°c - 23°c - 24°c – 24.5°c) . Table 4 shows the 
electrical consumption for each Set Point. Therefore, it was found 
that setting the temperature to 24.5 ° C saves energy consumption 
38% compared to setting the temperature at 21 ° C as in Figure 6. 
Therefore, it is considered one of the best rationalization and not 
expensive. The annual consumption of the base case was also 
calculated by setting the temperature to 24.5  ° . 

5.3. The Effect of Lighting Control on the Rationalization of 
Energy Consumption  

In this case, the daylight factor was suitable. Therefore, the 
focus was on using rationalization by replacing fluorescent bulbs 
into low-watt LED bulbs [22]. Also, using a daylight sensor using 
the Step 1 method, as there is only one office in the case study, and 
from Table 5 it was found that rationalization of changing old 
lamps to LED technology saves 31% of the total consumption. 
Also, rationalization using a daylight sensor saves 36%, as in 
Figure 7. 

5.4. The effect of glass types on the rationalization of energy 
consumption 

Table 6 shows a study of rationalization in consumption by 
reducing solar heat gain coefficient (SHGC). Also in Figure 8, it is 
noted that the lower the SHGC, the lower consumption . 

 
Figure 12: A Thin Film Car Core Characteristic 

Also, with advanced technology, day by day, the focus will be 
on making materials that reduce SHGC and increase the visible 
transmission light as shown in Figure 12 for a thermoforming glass 
sample that shows its ability to reduce SHGC and increase the 
visible transmission light. 

5.5.  The Effect of Thermal Insulation on the Rationalization of 
Energy Consumption 

From Table 7 it was found that using insulation in the western 
facade increases the energy consumption in summer due to the heat 
retention within the research study. Also Figure 9 shows the best 
resistance of the external wall 

5.6. The Effect of Shading Control on the Rationalization of 
Energy Consumption 

Figure 10 and Table 8 show the scenarios for rationalization by 
shading. Therefore, it was found that vertical shading by 55% as 
in Figure 13 of the window area is better in rationalization than 
horizontal and vertical shading on both sides of the window length 
of 1 m . Vertical shading is characterized by having a motor that 
can control the rate of openings for windows. Therefore, it is 
possible to maximize the benefit of the sun in winter and increase 
shading in summer. Also, observed  decrease of the value of the 
flowing current in the wire was 14%.Also, the reason for choosing 
55% shading is because at this point the lighting intensity was 
measured at the desktop level by lux meter in 4-sept -2019 during 
working hours (8am - 5pm) and the minimum was 300 lux . 
Accordingly, this shading was bought as in the Figure 13   and it is 
controlled according to occupant’s desire. As lighting 
consumption constant, sureness of simulation program validity is 
by comparison of electric energy consumption that resulted from 
cooling as in the table 10 

 
Figure 13: 55% Shading During the Summer Period 

Table 10: The Comparison Between The Readings Recorded in the 
Simulation Program and Measured by Smart Meter 

Error % Measure 
(KWH) 

Simulation 
(KWH) Time 

5.16% 2.21625 2.312434 10 a.m. 
14.76% 1.5 1.775199 11 a.m. 

7.17% 1.575 1.708757 12 p.m. 
8.34% 1.8375 1.681947 1 p.m. 
4.02% 1.8 1.725026 2 p.m. 

18.30% 2.0625 1.72124 3 p.m. 
19.18% 2.0625 1.704831 4 p.m. 

3.3% 13.05375 12.629434 Total 
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5.7. The Effect of Integration on the Rationalization of Energy 
Consumption and Return on Investment (ROI) 

Table 9 shows the methods of integration, the percentage of 
rationalization in each scenario, and the period for recovering 
capital from the energy saving (Assuming electricity tariff in Egypt 
is 1.5 EGP/kWh), the more integration scenarios of rationalization, 
the greater the savings rate as in Figure 11 . It can be noted that the 
non-use of photovoltaic energy due to our approaching to the 
lowest station that can be connected to the distribution network in 
Egypt is 5 kilowatts. Therefore, it is not economically feasible in 
this case. The economic feasibility to rationalization can be 
measured by the following equation [18]: 

 Expected payback period 

          = initial cost+operation and maintenance costs
cost  operation saving

                     (2)      

6. Conclusion 

Optimizing the utilization of energy in buildings tends to save 
more power. The “Design Builder” simulation program is used for 
simulating the study building. In this paper, various energy saving 
methods are used to optimize the energy consumption in buildings. 
It can be found that the more integration between saving scenarios, 
the higher economic return. The behaviour of occupants poses a 
great challenge in implementing the rationalization methods . It can 
be noted that the percentage of rationalization that reached is large, 
that is due to lighting and air-condition loads only. Controlling the 
temperature of the refrigeration device represents the more simple 
and effective rationalization method with low cost and significant 
rationalization ratio. Also it is recommended to replace old bulbs 
with high efficiency bulbs because they have an economic return 
and reduce the consumption of cooling loads indirectly. Also 
rationalization can be achieved by the use of shading and lighting 
control using the daylight sensor. Shading helps in converging the 
average electrical energy consumption in the summer and winter 
seasons, as well as helps in reducing the consumed power by the 
air conditioners. Rationalization in air conditioning loads helps in 
achieving a balance in the average monthly consumption during 
the year where an annual energy saving about 39.6% is achieved. 
Comparison between the simulation results and the measured 
results shows that the simulation program can be reliable in 
studying the economic feasibility of rationalization scenarios 
before implementation. 

Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgment 

Special thanks to Electronics Research Institute and the National 
Center for Housing and Building Research.  

References 

[1] M.H.M. Alham, Optimal operation of electric power systems considering 
wind power uncertainty incorporating energy storage system and demand 
side management, Ph.D. thesis, Cairo Universty, 2016. 

[2] P.A. Owusu, S. Asumadu-Sarkodie, “A review of renewable energy sources, 
sustainability issues and climate change mitigation,” Cogent Engineering, 
3(1), 1–14, 2016, doi:10.1080/23311916.2016.1167990. 

[3] M.A. Tovar Reaños, N.M. Wölfing, “Household energy prices and 

inequality: Evidence from German microdata based on the EASI demand 
system,” Energy Economics, 70, 84–97, 2018, 
doi:10.1016/j.eneco.2017.12.002. 

[4] N. Bin Ishak, Energy management practices and implementation in campus 
building, Master Thesis, University Malaysia Pahang, 2016. 

[5] T. Davis, J.Hanania, K. Stenhouse, L.Vargas Suarez, J. Donev, Energy loss, 
Energyeducation, 2015. 

[6] S.K. Singh, B.K. Tiwari, A.K. Pandey, “Energy conservation: Analysis 
improvement through energy audit,” 3rd International Conference on 
Innovative Applications of Computational Intelligence on Power, Energy 
and Controls with Their Impact on Humanity, CIPECH 2018, 203–209, 2018, 
doi:10.1109/CIPECH.2018.8724220. 

[7] B. Zhou, W. Li, K.W. Chan, Y. Cao, Y. Kuang, X. Liu, X. Wang, “Smart 
home energy management systems: Concept, configurations, and scheduling 
strategies,” Renewable and Sustainable Energy Reviews, 61, 30–40, 2016, 
doi:10.1016/j.rser.2016.03.047. 

[8] HBRC, Egyptian Code for Improving Energy Efficiency in Commercial 
Buildings, Egypt, 2017. 

[9] EEHC, Annual Report of Egypt Electricity 2017/2018, The Egyptian 
Electricity Holding Company, Ministry of Electricity and Renewable Energy, 
Egypt, 2018. 

[10] K. Braun, E. Eaves, C. Giambri, D. Chapman, H. Heavner, J. Woodward, J. 
Nagel, K. Gipson, “Reducing electrical energy consumption of AHU fans 
through the integration of variable frequency drives,” 2016 IEEE Systems 
and Information Engineering Design Symposium, SIEDS 2016, 61–65, 2016, 
doi:10.1109/SIEDS.2016.7489328. 

[11] A. Kasman, W. Ruslan, W. Basuki, “Performance Analysis of Chiller 
System,” International Journal of Applied Engineering Research ISSN 0973-
4562 , 14(13), 3017–3021, 2019. 

[12] M. Ljubenovic, P. Mitkovic, B. Stojanovic, M. Ignjatovic, J. Janevski, P. 
Zivkovic, “Intelligent Skin and Occupancy in the Context of Increasing 
Energy Efficiency in Buildings,” ANNALS of Faculty Engineering 
Hunedoara – International Journal of Engineering, 201–208, 2018. 

[13] M.S. Islam, N.A. Chowdhury, A.K. Sakil, A. Khandakar, A. Iqbal, H. Abu-
Rub, Power quality effect of using incandescent, fluorescent, CFL and LED 
lamps on utility grid, 2015 1st Workshop on Smart Grid and Renewable 
Energy, SGRE , 2015, doi:10.1109/SGRE.2015.7208731. 

[14] I.A.V. Damanik, N.I. Sinisuka, “The effect of voltage variation (160-240volt) 
on lighting quality and color properties of LED lamps in Indonesia,” 2016 
3rd IEEE Conference on Power Engineering and Renewable Energy, 
ICPERE 2016, 179–183, 2016, doi:10.1109/ICPERE.2016.7904865. 

[15] A. Jhunjhunwala, K. Vasudevan, P. Kaur, B. Ramamurthi, Kumaravel, S. 
Bitra, K. Uppal, “Energy efficiency in lighting: AC vs DC LED lights,” 2016 
1st IEEE International Conference on Sustainable Green Buildings and 
Communities, SGBC 2016, 7–10, 2016, doi:10.1109/SGBC.2016.7936068. 

[16] M. sanusi, A. abd alghani , “The use of modern technologies Technologies 
for Developing Banks Buildings in Egypt“, International Journal in 
Architecture, Engineering and Technology, "(article in Arabic)", Egypt, 
2018, doi:10.21625/baheth.v1i1.192. 

[17] B. Tetik, Energy performance of smart buildings: simulating the impact of 
active systems and passive strategies, Master's thesis, Pontificia Universidad 
Catolica del Peru, 2014. 

[18] A.M.A. Abbady, Improvement of thermal energy efficiency of office 
buildings by integration of passive and active, Master's thesis, Cairo 
University, Egyp, 2019. 

[19] Team DesignBuilder, DesignBuilder v6 Simulation Documentation, 
DesignBuilder program, 2019. 

[20] J. Anderson, Modelling and performance evaluation of net zero energy 
buildings, Master's thesis, University of Wollongong, 2016. 

[21] Egyptian Electric Utility and Consumer Protection Regulatory Agency 
(EgyptERA), Electricity report monthly, EgyptERA, EGYPT, 2020. 

[22] The Ministry of Electricity and Renewable Energy in Egypt, Energy 
Efficiency for Lighting & Appliances Project in egypt, MOEE, Egypt, 2017. 

 

 

http://www.astesj.com/


 

www.astesj.com     1488 

 

 

 

 

Impact of Changing Microstructural Compositions of Lime Based Mortar on Flexibility: Case Study of 
Sustainable Lime-Cement Composites 

Sule Adeniyi Olaniyan* 

Department of Architecture, Ladoke Akintola University of Technology, Ogbomoso, 210211, Nigeria 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 02 April, 2020 
Accepted: 03 December, 2020 
Online: 21 December, 2020 

 Lime mortar, an age-long building material is primarily popular for its flexibility, the basis 
of its ability to accommodate masonry deformation, hence durability. However, lime’s 
characteristic delayed setting/hardening time, low mechanical strength and poor internal 
cohesion often characterised by volumetric changes have put its use into decline. These 
shortcomings have therefore relegated relevance of this fundamental flexibility feature 
which underscores limes’ excellent performance and durability characteristics. The 
research therefore attempted to leverage this feature through evaluation of synergised lime 
composites, using cement as a partial replacement for lime. This is with a view to integrating 
advantageous features of ‘lime and cement’ as a composite, at the expense of their known 
individual drawbacks. The methodology involved mortars with the same Binder/Aggregate 
(B/A) mix ratio (1:3) using five different compositions of ‘cement-lime’ binders (i.e. 1:1, 1:2, 
1:3, 2:1 and 3:1). The research focused on comparative evaluations of each composition in 
both fresh and hardened states, with the latter covering twelve-month curing period. While 
Water/Binder ratio constituted the fresh state assessment parameters, mechanical 
characteristics and microstructural features were evaluated in the hardened state. Results 
of the investigation show that progressive addition of cement significantly changes pore size 
distribution (PSD) of lime mortar from predominant pore sizes between (0.5 – 5 µm) and (5 
– 20 µm) into (10 nm – 2 µm) range. This alteration is associated with porosity reduction by 
up to 11%. Significant improvements in the mechanical strengths of the composite is 
recorded as both the compressive and flexural strengths of the composite with 75% of cement 
is 18 and 6 times higher respectively, compared with the reference mortar. However, 
progressive addition of cement is proportional to the E-value of the composite (with a clear 
linear relationship), leaving a negative impact on the flexibility. Nonetheless, all the 
composites investigated exhibit elastic behaviours relative to the basic lime mortar. In 
particular, composite with cement addition up to 33% of the binder compositions exhibits 
deformation tendencies under compression. However, mortars with higher cement 
compositions (i.e. above 33%) would strain linearly until failure occurs suddenly with 
minimal deformation. Substitution of lime with cement therefore has a significant impact on 
the microstructural compositions of lime mortar, and subsequent improvement on the 
performance of the composite. Despite the improved mechanical strengths, inherent 
flexibility of lime is maintained though negatively impacted, subject to the amount of lime 
substituted. Hence, relative to specific purposes, lime revival can be promoted in form of 
sustainable lime-cement composites. 
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1. Introduction  
Lime mortar, an age-long building material [1], is primarily 

popular for its flexibility, the basis of its ability to accommodate 

masonry deformation. It has the flexibility to cushion masonry 
joints to absorb strains, prevent cracking and result in medium to 
high flexural bond strengths [2]. By virtue of its reasonably high 
flexibility, lime mortar exhibits low elastic modulus, thereby 
displaying capability to deform more on load application relative 
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to Portland cement [3]. The modulus of rupture and the bond 
strength of an appropriate, well cured mature lime mortar are such 
that movement joints are not normally required in new (traditional) 
construction and any movement experienced (i.e. structural, 
seasonal and thermal) is taken up by minute adjustment over many 
joints due to their ‘plastic’ and ‘self-healing’ properties [4]-[6]. In 
addition, lime mortar possesses excellent permeability feature via 
its relatively large interconnected pore structures. These pore 
structures allow ice crystal growth in frost periods, thereby 
accommodating the crystals within the pore structures without 
causing deterioration of the matrix [7]-[9]. This feature enhances 
durability of lime mortars in a building fabric against 
environmental conditions. Lime mortar also exhibits phenomenal 
‘breathability’ through which moisture and vapour transfer from 
the external environment are freely dissipated via its permeable 
material, in view of its capillary porosity. This enhances the 
performance of the materials and structure holistically [2, 7, 10, 
11]. Lime mortars also have superior water retention as values 
from 94.2 to 99.5% have been consistently measured against those 
of 60-80% of Portland cement equivalents [2]. This property 
enhances workability which improves contact between mortar and 
substrate, thereby increasing bond. 

With growing emphasis on the need for reduced energy 
consumption and minimised atmospheric CO2 concentration [12], 
continued use of lime mortar in building has significant 
environmental benefits: manufacture of limes consumes less 
energy and produces less greenhouse gases (compared with 
Portland cement); its exposure to the atmosphere as lime based 
mortars absorb most or all of the carbon dioxide that was driven 
off during its calcination, a phenomenon called re-carbonation; 
masonry laid using lime based mortar has lower bond strength 
(than cement) that the units can be prised off easily thereafter, 
thereby facilitating recycling of the materials, and; building 
structures finished with lime mortars are usually characterised with 
low thermal conductivity as this affects the interior surface 
temperatures of buildings, and may therefore perform better as an 
insulating material [8, 11, 13]. 

Despite the properties as stated above, lime mortar is connected 
with exaggeratedly long setting and hardening periods, low 
internal cohesion, volumetric changes (i.e. shrinkage, particularly, 
aerial lime), relatively low mechanical strengths and a high water 
absorption capacity through capillarity. These have substantially 
impacted negatively on project delivery periods and significantly 
resulted in its relegation and relative disuse [9], [14]-[17]. To 
leverage some of the remarkable features particularly, flexibility, 
this situation therefore leads to the study of blended binding 
materials, in form of lime-cement composites.  

Cement is a hydraulic material in nature because of its ability 
to set and harden under water by virtue of a chemical reaction with 
it [18, 19]. It is characterised with high compressive strength and 
exhibits higher thermal expansion coefficient than most masonry. 
It hinders accommodation of movements resulting from creep or 
thermal effects, and exhibits negligible plastic deformation under 
load. Thus, it fails by brittle fracture [4], [20]-[26]. Effect of 
cement on porosity and pore size distribution of lime mortars is 
crucial since changes in microstructural features of lime can 
substantially modify its overall performances. In conservation 
works especially, cement is considered chemically incompatible 

with lime based mortars as it has low permeability, responsible for 
introduction of soluble salts and characterised with a high modulus 
of elasticity that is unfit for accommodation of masonry 
deformations [27]-[32]. It is also established that Portland cement 
reacts with carbonic acid to form alkali carbonate or bicarbonate 
salts which are undesirable. However if Portland cement is used in 
a small amount, this will remain a minor problem as previous 
works show that an increase in cement content does not 
proportionally increase the amount of soluble salts [30, 33]. 

The evolving lime-cement composite would therefore share in 
the advantages of lime and cement mortars, avoiding or reducing 
their individual disadvantages [34]. These blended materials will 
be characterized by faster setting than lime and better flexibility 
than cement mortars, which generally improves their application 
[34]-[40]. The underlying purpose of this effort is driven by the 
need to improve lime mortar performances and reduce carbon 
dioxide emissions related to the production of cement [41]. It 
would also facilitate protection of the environment and 
conservation of energy resources along with the advent of a sizable 
market, for renewed interest in the use of lime as a building 
material [14, 42, 43]. 

2. Experimental Procedure 

2.1. Materials and mortar Preparation 

 Materials used for the present research have been products 
commercially available in the market. Natural Hydraulic Lime of 
the class NHL-5.0 (St Astiers, UK), characterised with the lime’s 
highest compressive strength, based on the 28-day test [44] was 
adopted for this research. This lime type (NHL-5) was chosen 
based on its relatively short setting time for optimal strength yield, 
its availability, ease of handling, as well as the need to maximise 
lime performance behaviour [14, 45]. Table 1 shows Lime’s 
average Particle Size Distribution obtained through laser 
diffraction method, using Laser Difractometry Xmastersize. This 
method is based on measurement of the laser beam scattered by the 
particle analysed. The distribution indicates particles with main 
equivalent diameter of 33.99 µm (by volume) and 10.19 µm (by 
Surface Area). 90% of these particles have sizes below 91.88 µm 
(by volume). Lime’s chemical compositions (by elements) 
determined by Energy Dispersive Spectrometry are given in Table 
2. Cement (CEM I 52.5) for this investigation was obtained from 
‘Hanson Cement’, United Kingdom. Its average Particle Size 
Distribution shown in Table 1 indicates particles with main 
equivalent diameter of 21.08µm (by volume) and 10.64µm (by 
Surface Area). 90% of these particles have sizes below 41.55µm 
(by volume). Cement’s chemical compositions (by elements) are 
given in Table 2. Siliceous fine kiln dried sand, obtained from Fife 
Silica Sands (a division of Patersons of Greenoackhill Ltd, United 
Kingdom) constituted the aggregates. The aggregate was passed 
through a sieve analysis in accordance with the requirements of 
[46], and the particle size distributions in compliance with ASTM 
C 136 [47] are shown in Figure 1. The sand had Particle Size 
Distribution of 0-2 mm (i.e. 0.05 mm < Ø < 2 mm) which is 
considered suitable, in accordance with ASTM C 33 [48]. 

Following the required standard (BSI, 2000) [49], the mortars 
were prepared as the binder-aggregate (B/A) ratio was maintained 
at 1:3 by volume. This was chosen from the commonest dosage  
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Table 1: Particle Size Diameters of the tested materials 

 
 

Parameters 

 

d(v,0.5) 

 
 

d(v,0.1) 

 
 

Mode 

 
 

d(v,0.9) 

 
D[4,3] 
(main 
equivalent 
diameter 
by volume) 

D[3,2] 
(main 
equivalent 
diameter 
by Surface 
Area) 

Specified 
Particle 
Diameter 
(µm) 

Lime 
 

10.78 5.28 6.50 91.88 33.99 10.19 

Cement 20.14 5.40 31.78 41.55 21.08 10.64 

Table 2: Chemical Composition of the materials 

 
Material 

Elemental Chemical Composition of the materials (by % weight of the dry specimen) 
Ca O Si C Sb Al  Fe Mg  S K Na Ti 

Lime 47.6 37.6 5.2 4.4 3.3 0.7 0.5 0.5 0.2 - - - 
Cement 75.6 9.2 4.7  - 5.7 1.1 0.3 0.4 1.8 1.2 0.1 - 
Sand 0.2 53.5 43.0 - - 1.6 0.4 - - 1.1  0.2 

                                                                                   

 
Figure 1: Grain size distribution of the aggregate 

reported in the literature [15, 23, 33, 50]. To avoid measurement 
imprecision during batching processes, volume proportions of 
components were converted to weights [2]. Mortar mixtures were 
prepared using the correct amount of water required to obtain 
adopted workability of 145±5 mm (measured by the flow table test 
– BS EN 1015-3 (BSI, 2000) [49] as BS EN 1015-6 (BSI, 1999) 
[51] specifies a flow value of ‘140-200 mm’ for ‘plastic mortar’. 
Arising from visual and physical assessments of the mixes during 
the trial experimentation however, a flow value of 140 – 150mm 
(i.e. 145+5mm) was adopted. As observed, either higher or lower 
value tends towards stiffness or fluidity respectively. This was 
determined in accordance with (BSI, 2005) [52]. 

Using the stated B/A ratio (i.e. 1:3), each mortar formulation 
was prepared with progressively increasing/decreasing cement 
contents as indicated in Table 3. Mixing was done in the laboratory 
mixer of 30 litres maximum capacity. The mixing procedure was 
performed in a number of stages: Aggregates were placed first, 
followed by other dry materials (i.e. lime and cement, pre-mixed 
earlier, where applicable) and these were blended consistently for 
60 seconds as best practice dictates that the NHL powder should 
be thoroughly mixed through the dry sand, ensuring batch colour 
consistency prior to gradually adding water. Water was added 
slowly during 30 seconds and mixing continued for another 30 
seconds. Mixing was stopped for 90 seconds as mortar adhering to 

the wall and bottom of the mixer bowl was scraped off.  Mixing 
then resumed to obtain consistent mixture. The entire mixing 
period lasted about 5minutes. For every mortar mix, minimum of 
three prismatic specimens of 40×40×160 mm were prepared, the 
average value of which represented the ‘actual value’ for 
consideration during the specimen evaluations afterwards (i.e. for 
microstructural analysis, and mechanical characteristics 
evaluations: Flexural and Compressive tests; Moduli of Elasticity 
determination). The specimens were compacted with a vibration 
table after mould filling in prismatic casts (BSI, 2010b) [53], 
removed from the moulds 2 days later and left to cure at the 
laboratory ambient conditions of 21+4ºC (temperature) and 
40+5% (relative humidity),  until the test dates of 1, 3, 6, 9 and 12 
months.  

2.2. Analytical methodology 

This involved microstructural characteristics evaluation, 
mechanical properties assessment and some other relevant 
preliminary material testing. Microstructural characteristics of the 
mortar samples were evaluated in terms of the total porosity (in 
%), median pore diameter (by volume in nm), bulk density and 
pore size distribution, using Mercury Intrusion Porosimetry (MIP) 
technique. This was achieved with AutoPore IV 9500 by 
Micrometrics (with pressure range up to 60000 psi). The test was 
carried out with samples of approximately 1.5g that were extracted 
from the core of the crushed prisms. Under short term loading and 
at a relatively low rate of load application (approximately 
2mm/min), the chance of micro crack propagation is minimum [33, 
54]. These samples were obtained at the test ages of one and six 
months, and dried in an oven at temperature of 75 ± 1 ºC for 24 
hours before the test, to ensure that the sample is devoid of 
moisture contents (which may otherwise affect its microstructural 
properties, thereby affecting the results). The mechanical 
properties were evaluated with regard to the three-point flexural 
tests, and compressive strength. While the flexural strength tests 
were performed on the ELE AutoTest 2000 apparatus with a load 
application pace of 50 N/s, compressive strength tests were 
conducted on the two fragments of each specimen (resulting from 
the preceding flexural test) using INSTRON 3367 with 30kN load 
capacity, moving at a loading rate of 2mm/min.  
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Table 3. Lime-Cement Mortars’ Compositions by materials 

Cement Contents 0% 25% 33% 50% 66% 75% 

Mortar Reference I.D. L13 LC31 LC21 LC11 LC12 LC13 

Volumetric Ratio 
(L-C-Sd) 

1-0-3 3-1-12 2-1-9 1-1-6 1-2-9 1-3-12 

Lime (L): Volume 
(Volume in ‘ml’/ 
mass in ‘g’) 

1 
(1700/ 
1172) 

3 
(770/ 
528) 

2 
(665/ 
458) 

1 
(850/ 
586) 

1 
(510/ 
352) 

1 
(260/ 
176) 

Cement (C): Volume 
(Volume in ‘ml’/ 
mass in ‘g’) 

0 
(0) 

1 
(415/ 
442) 

1 
(540/ 
574) 

1 
(830/ 
883) 

2 
(995/ 
1060) 

3 
(1250/ 
1325) 

Sand (Sd): Volume 
(Volume in ‘ml’/  
     mass in ‘g’) 

3 
(4350/ 
6444) 

12 
(4350/ 
6444) 

9 
(4240/ 
6283) 

6 
(4350/ 
6444) 

9 
(3920/ 
5800) 

12 
(4350/ 
6444) 

 

The results reported in this work were all taken as an average 
value of six similar specimen fragments. Additionally, INSTRON 
3367 plots stress/strain graph on the screen, with the value for 
Modulus of Elasticity generated automatically. Other Preliminary 
Material Testing carried out included: application of Scanning 
Electron Microscopy/Energy Dispersive X-ray Spectrometry 
using ‘Carl Zeiss EVO 50’ Scanning Electron Microscope to 
examine and analyse the microstructure, morphology and chemical 
composition characterizations of the experimental materials (Lime 
and cement); Laser Difractometry Xmastersize with air dispersion 
was adopted for determination of the Pore Size Distribution of the 
tested materials (Lime and cement), and; Consistency of fresh 
mortars was examined using the flow table test in accordance with 
(BSI, 2000) [49]. 

3. Results and Discussion 

3.1. Water/Binder Ratio 

Table 4 shows the results of the W/B ratios obtained for lime, 
and lime-cement mortars batched using varying binders’ contents. 
Water/Binder (W/B) ratio was adjusted appropriately to ensure the 
same mortar flow of 145±5 mm for all the mixes. For the reference 
mortar (lime mortar, L13), W/B ratio was recorded at 1.53.  

With progressive addition of cement content, a clear reduction 
of water demand was recorded, although non-linear. Thus, lime 
mortar exhibits its ability to retain water in the mix as it imparts 
plasticity and enhances workability [2, 4]. Besides, this reduction 
in water demand could be attributed to quicker formation of more 
hydration products of Calcium Silicate Hydrates (C–S–H) and 
resulting densification of the mortar matrix. It can therefore be 
inferred that increase in the percentage of lime with respect to 
cement mass requires a higher percentage of water in order to 
obtain a paste with the same consistency. This is because lime has 
smaller particle size with a higher specific surface. This leads to 
the mortar’s finer pore system which results in higher suction and 
stronger water-retaining characteristics [55, 56]. 

Table 4: Lime-Cement Mortars’ Compositions by materials and Water/Binder 
ratios. 

Cement 
Contents 

Mortar 
Reference 

I.D. 

Water 
Content 

(g) 

Water/ 
Binder 
Ratio 

0% L13  1790 
 1.53 

25% LC31 1880 1.94 

33% LC21 1775 1.72 

50% LC11  1800 1.23 

66% LC12  1680 1.19 

75% LC13  1710 1.14 

3.2. Microstructural features 

Microstructural characteristics such as porosity and Pore Size 
Distribution (PSD) were evaluated for different mortars. Figures 2 
(a) and (b),  and Table 5 show the PSD curves and other 
microstructural data obtained by Mercury Intrusion Porosimetry 
(MIP) for the six different composites at 1 and 6 months of curing. 

 
(a) 
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(b) 

Figure 2: Pore size distribution for cured lime mortars with increasing cement 
contents: (a) At 1-month curing; (b) At 6-month curing 

For lime only, at 1-month curing, the graph indicates a bimodal 
PSD with predominant sizes between (0.5-5 µm) and (5-20 µm) 
(Figure 2(a)). In this case, the mortar exhibits both gel pores (i.e. 1 
nm – 3 µm) and substantial proportion of capillary pores (i.e. 3-30 
µm). These large pores result from loss of excess unbound 
kneading water due to strong water-retaining characteristic of lime, 
and slow carbonation process [57]. The pores can also be related 
to fine cracks induced by associated drying shrinkage which can 
even expand and widen.  

After 6 months, in spite of the continuous hydration and 
carbonation processes, the median pore diameter increased (from 
2.16 to 3.96 µm) (Table 5) indicating more presence of larger pore 
sizes (i.e. between 0.5 µm and 40 µm) with the shift of the PSD 
curves to the left (Figure 2 (b)). However, a reduction is observed 
in the total pore volume (i.e. from 27.77 to 23.42%), which 
indicates filling of some of the capillary voids due to deposition of 
the hydration and carbonation products. The bulk density was also 
reduced (from 1.75 to 1.72 g/ml) due to evaporation of excess 
kneading water and subsequent drying shrinkage. 

However, progressive addition of cement to the mortar resulted 
in unimodal PSD with lower median pore diameters and formation 
of finer pores at 6 months (Table 5). The graphs are shifted towards 
the right (relative to lime mortars), an indication of the dominance 
of smaller pore sizes. 

The observed decrease in the median pore diameters is a 
consequence of lower W/B ratios used to achieve similar 
consistency. Also, it can be related to subsequent filling of larger 
pores by the hydration products particularly, C–S–H gel [58, 59, 
60]. This can explain why the addition of cement led to 
predominance of smaller pore sizes in lime mortar. Usually, 
kneading water decreases with increasing cement content in the 
paste (as demonstrated in Section 3.2). This led to the densification 
of the mortar matrixes and consequent reduced porosities (21.45% 
for LC31) at 6 months (Table 5). 

3.3. Mechanical Properties 

The results of the mortars’ mechanical assessments (flexural 
strength, compressive strength and modulus of elasticity) for a 12-
month curing period are summarised in Appendix I. Each result 
was taken as an average value of three similar specimens for 
flexural strength and five similar specimens for both compressive 
strength and modulus of elasticity. The coefficients of variation 
(COV) fall substantially within the lower range (0 – 17%). This 
suggests consistent results. However, there were also few cases of 
higher COV, which indicate some degree of scatter in those cases. 
Appropriate error bars are also displayed on the respective graphs. 

For lime only, Figure 3 and (Appendix I) show a flexural 
strength value of 0.70 MPa in the first month of curing which 
decreased to 0.61 MPa at the end of 12 months. This may be due 
to formation of different pore sizes resulting from loss of excess 
unbound kneading water as revealed in the microstructural 
analyses above. 

Table 5: Extracted Mercury Intrusion Porosimetry data for composite mortars containing increasing cement contents 

Specimen 
Reference 

I.D. 

Curing 
Period 

Median Pore 
Diameter 
(Volume) 

[nm] 

Bulk Density 
at 0.52psia 

[g/mL] 

Porosity 
[%] 

L13 
(0%) 

1 Month 2163.6 1.75 27.77 

6 Months 3955.0 1.72 23.42 

LC31 
(25%) 

1 Month 4276.0 1.78 29.17 

6 Months 6616.9 1.80 30.03 

LC21 
(33%) 

1 Month 3036.1 1.78 27.54 

6 Months 2579.4 1.84 23.43 

LC11 
(50%) 

1 Month 1487.3 1.83 24.35 

6 Months 1909.7 1.87 25.67 

LC12 
(66%) 

1 Month 989.4 1.86 25.51 

6 Months 1340.8 1.92 20.81 

LC13 
(75%) 

1 Month 1372.1 1.86 24.64 

6 Months 1033.7 1.90 21.45 
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As anticipated, progressive addition of cement to the mortar 
increased the flexural strength throughout the curing period, 
though not in a linear trend. Cement with faster hydration, quicker 
formation of C-S-H, reduced pore sizes and volume, attained 
higher flexural strength at a relatively shorter time. Notably, LC12 
recorded the highest values of 4.12 MPa and 4.23 MPa at 1 month 
and 12 months respectively. 

 
Figure 3:  Flexural Strength developments for lime mortars with increasing 

cement contents 

The compressive strength developments followed a similar 
trend to that of flexural strength. A marginal increase in the 
strength from 0.61 MPa at 1 month curing to 0.66 MPa at 12 
months in the mix containing lime only was observed (Figure 4 
and Appendix I). 

 Expectedly, these values significantly increased with 
progressive addition of cement. At 1 and 12 months of curing, 
highest values of 9.17 MPa and 12.34 MPa were recorded for the 
mix with triple cement content (LC13). This represents a 
significant increase (in each case) above the mix with no cement 
content (L13), over the same curing period. 

 
Figure 4: Compressive Strength developments for lime mortars with increasing 

cement contents 

Despite increases recorded in both flexural and compressive 
strengths with increasing cement contents across the mixes, no 
significant increase was observed within each mix over the curing 
period. Being a hydraulic lime, the initial strength recorded may 
be related to the products of hydration reactions (i.e. formation of 
calcium silicate hydrates (C–S–H) and calcium aluminate hydrates 
(C–A–H)). Subsequently the remaining bulk calcium hydroxide 
would be expected to react with atmospheric carbon dioxide 
through carbonation over time, for further strength developments. 
However, rate of carbonation is found to be strongly dependent on 
relative humidity [61]-[63]. The laboratory curing condition of 
45% relative humidity is considered possibly low and could have 
impacted negatively on the carbonation process thereby leading to 

the insignificant strength gains over time. Nonetheless, observed 
impact of the low humidity on the results may be applicable and 
relevant in some geographical regions, where the humidity is not 
always very high (e.g. tropical regions like Nigeria, among others).  

 The compressive strength recorded in each case is related to the 
mortars’ practical performance. This is as reflected in their moduli 
of elasticity (E) values as shown in Appendix I and Figures 5 to 7. 

   
Figure 5: Moduli of elasticity (E) values for lime mortars with increasing cement 

contents 

From Figure 5, L13 with the least compressive strength 
correspondingly recorded lowest ‘E’ value over the 12-month 
curing period. Also, LC13 with the highest compressive strength 
correspondingly recorded the highest ‘E’ value over the same 
curing period. Both LI3 and LC13 have the tendencies to display 
contrasting elastic behaviours (high and low) respectively. This is 
supported with the mortars’ Compressive/Flexural strength ratios 
(fc/ff) and Moduli of Elasticity relationships with increasing 
cement contents as illustrated in Figure 6. It is well established 
that low compressive to flexural strength ratio (fc/ff) of similar 
materials is proportional to the Modulus of Elasticity (E-value) 
which is inversely proportional to its elastic behavior [64, 65]. 
Figure 6 presents the relationships between (fc/ff) and the E-values 
with cement contents for studied lime mortars. The dotted arrow 
on the graph indicates the general tendency of the E-values with 
respect to the increase in cement contents. 

From Figure 6, it can be observed that both (fc/ff) and the E-
values are proportional to cement content. However, these 
relationships are not linear over the 12-month curing period. 
Figures 7 (a) and (b) show further analyses to determine any 
potential pattern of relationships between the parameters 

 
Figure 6: Compressive/Flexural strength ratios (fc/ff) and Moduli of Elasticity 
versus lime and cement mortars over 12-month curing (general relationships) 

As can be observed from Figures 7 (a) and (b), good 
relationships could be established between (fc/ff) and cement 
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contents (with correlation coefficients above 0.80 obtained in 
each case). The relationship is described by the quadratic equation 
(R2 = 0.89): 

    fc/ff = -4.14c2 + 5.46c + 1.09                            (1) 

 
fc/ff: Linear equation for the relationship at:  

1-month (fc/ff = 2.04c + 1.02); R2 = 0.8715;  
12 months (fc/ff = 2.28c + 1.44); R2 = 0.765 

E-value: Linear equation for the relationship at: 
  1-month (Tc = 712.91E + 187);  

12 months (Tc = 807.79E + 178.65); R2 = 0.9166 
(Note: Tc: Thermal Conductivity; c is cement content in %;  E is E-value)  (a) 

 
fc/ff: Quadratic  equation for the relationship at: 
1-month (fc/ff = -1.52c2 + 3.21c + 0.89); R2 = 0.8972; 12 months (fc/ff = -4.14c2 + 
5.46c + 1.09); R2 = 0.8985 
E-value: Quadratic equation for the relationship at: 
1-month (E = -462.6c2 + 1068.5c + 148.86); R2 = 0.9674; 12 months (E = -
964.31c2 + 1549.1c + 99.155); R2 = 0.9856 
(Note: Tc: Thermal Conductivity; c is cement content in %;  E is E-value) 

(b) 

Figure 7: Compressive/Flexural strength ratios (fc/ff) and Moduli of Elasticity 
versus cement content for lime and cement mortars: (a) Through linear 

relationships; (b) Relationships using polynomial curves 

However, a strong relationship could be established between 
the E-value and cement content. This relationship is described by 
the quadratic equation with a high correlation coefficient (R2 = 
0.99): 

E = -964.31c2 + 1549.1c + 99.155                      (2) 

where E is E-value, and c is cement content in %. 

4. Further Results Synthesis: Changing Microstructural 
Compositions vis-à-vis Lime Composites’ Flexibility 

The changing microstructural characteristic features of the 
lime-based mortars are related to the mortar’s modulus of 
elasticity (E-value).  

Figure 8 (a) presents the effect of cement content, on both 
porosity and E-value. While porosity is inversely proportional to 

cement content, E-value is directly proportional. The dotted 
arrows on the graph indicate the increasing pattern of the E-values 
for 1 and 6 months curing. 

 
(a)  

 
E-value: Quadratic equation for the relationship at: 
1-month (E = -462.6c2 + 1068.5c + 148.861); R2 = 0.9674;  
6-months (E = -626.12c2 + 1199.6c + 210.65); R2 = 0.9868; 
(Note:p is porosity;c is cement content in %)                         

(b) 

Figure 8: Relationships between increase in cement content, porosity and E-
value of Lime mortar at 1 and 6-month curing: (a): General relationships;         

(b): Relationships using polynomial curves 

An attempt was made to approximate these experimental 
results by establishing mathematical relationships between 
cement content and porosity as well as E-values, using quadratic 
equations (Figure 8 (b)). Considering composite performance at 6 
months, a clear relationship can be established between cement 
content (c) and E-value (E) as expressed in the following equation: 

E = -626.12c2 + 1199.6c + 210.65                (3) 

The coefficient of correlation in this case is very high (0.99), 
indicating a very strong relationship 

Lime mortar is primarily popular for its flexibility, the basis 
of its ability to accommodate masonry deformation. With the 
presence of lime (in varying compositions), both LI3 and LC13 
(with the least lime content) have the tendencies to display 
contrasting elastic behaviours (high and low) respectively, as 
demonstrated in their stress-strain relationships at 1, 6, 9 and 12 
months of curing respectively (Figures 9 (a) to (d)), with varying 
capacities to absorp deformation. The trend is also applicable to 
other mixes. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 9: Compressive Strength versus Strain relationships for lime and lime-
cement mortars at different curing ages: (a): At 1-month curing; (b): At 6-month 

curing; (c): At 9-month curing; (d): At 12-month curing 

The smaller the slope of the curve, the better the elastic 
behaviour. All mortars exhibit comparably varying slopes relative 
to lime mortar’s (L13). Compressive stress varies proportionally 
with increasing cement content as shown on the individual 
behavioural patterns for lime-cement composites (Figures 9 (a) to 
(d)). For example, the specimen with the highest cement content 
(75% cement content i.e. LC13) sustained about 8 MPa and 12 
MPa maximum compressive stresses after 1 and 12 months 
respectively. This differs significantly from the maximum 
compressive stresses of 2 MPa and 3 MPa sustained by the 

composite with the least cement content (25% cement content i.e. 
LC31). However, increasing cement content is associated with 
higher slope of the curve, having attendant negative consequences 
on the strain, and the ability of the sample to sustain deformation. 
This results in decreasing flexibility. 

Thus, LC13 curve with the highest gradient is characterised 
with the least flexibility, and thus, the least capability to sustain 
deformation before failure. Nevertheless, cement content at about 
33% of the binders produces composite with comparable 
flexibility relative to lime mortar. This is evident in LC31 and 
LC21. In general, cement addition up to 33% of the binder 
compositions would enable the mortars under compression to 
exhibit some deformation tendencies. The smaller the slope of the 
curve, the better the elastic behaviour. All mortars exhibit 
comparably varying slopes relative to lime mortar’s (L13). 
Compressive stress varies proportionally with increasing cement 
content as shown on the individual behavioural patterns for lime-
cement composites (Figures 9 (a) to (d)). For example, the 
specimen with the highest cement content (75% cement content 
i.e. LC13) sustained about 8 MPa and 12 MPa maximum 
compressive stresses after 1 and 12 months respectively. This 
differs significantly from the maximum compressive stresses of 2 
MPa and 3 MPa sustained by the composite with the least cement 
content (25% cement content i.e. LC31). However, increasing 
cement content is associated with higher slope of the curve, 
having attendant negative consequences on the strain, and the 
ability of the sample to sustain deformation. This results in 
decreasing flexibility. Thus LC13 curve with the highest gradient 
is characterised with the least flexibility, and thus, the least 
capability to sustain deformation before failure. Nevertheless, 
cement content at about 33% of the binders produces composite 
with comparable flexibility relative to lime mortar. This is evident 
in LC31 and LC21. In general, cement addition up to 33% of the 
binder compositions would enable the mortars under compression 
to exhibit some deformation tendencies. However, mortars with 
higher cement compositions (i.e. above 33%) would strain 
linearly until failure occurs, and failure appears suddenly with 
minimal deformation. 

5. Conclusion 

This study has presented empirical data to reveal synergies 
obtainable by taking the advantage of respective useful features 
of each of lime and cement, combined as mortar constituents. The 
study sought to evolve low carbon composite construction 
materials in forms of ‘lime-cement’ mortars with cement serving 
as a partial replacement for lime in each case. Through this 
process, potential benefits derivable from blending lime and 
cement are revealed, particularly, maximizing ‘flexibility’ feature 
of lime mortar. This is a primary lime property essentially 
responsible for its age-long durability. However, due to other 
prominent drawbacks associated with lime, its overall usage has 
gone to decline. Thus, it is clear from this study that the patterns 
exhibited by all the composites investigated suggest that they are 
relatively characterized by elastic behaviours comparable to the 
basic lime-based mortar. In particular, cement addition up to 33% 
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of the binder compositions would enable the mortars under 
compression exhibit some deformation tendencies. However, 
mortars with higher cement compositions (i.e. above 33%) would 
strain linearly until failure occurs suddenly, with minimal 
deformation.  This study therefore is an attempt to revive 
sustainable lime mortar as a direct response to the climate change 
challenge in view of the material’s sustainability characteristics. 
Conclusively, this effort would facilitate protection of the 
environment and conservation of energy resources along with the 
advent of a sizable market, for renewed interest in the use of lime 
as a building material. 
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Appendix I. Lime and Lime-Cement Mortars’ Mechanical Strength Results over 12 month curing periods 

Mortar 
Reference 

I.D. 

Volumetric 
Ratio 

(L-C-Sd) 

Mechanical 
Parameters 

(MPa) 

Curing Period (month(s)) 

1 3 6 9 12 

L13 
(0%) 1-0-3 

Flexural 
(COV(%)) 

0.70 
(6) 

0.54 
(4) 

0.63 
(0) 

0.63 
(6) 

0.61 
(0) 

Compressive 
(COV(%)) 

0.63 
(6) 

0.59 
(5) 

0.68 
(15) 

0.68 
(4) 

0.66 
(6) 

Modulus of Elasticity 
(COV(%)) 

181.47 
(5) 

136.73 
(16) 

175.46 
(30) 

107.71 
(11) 

93.08 
(28) 

LC31 
(25%) 3-1-12 

Flexural  
(COV(%)) 

1.13 
(6) 

1.27 
(10) 

1.13 
(9) 

1.06 
(14) 

1.16 
(13) 

Compressive 
(COV(%)) 

1.88 
(5) 

1.65 
(25) 

2.86 
(14) 

2.26 
(14) 

2.57 
(5) 

Modulus of Elasticity 
(COV(%)) 

382.75 
(6) 

382.53 
(18) 

487.68 
(6) 

443.32 
(6) 

416.10 
(14) 

LC21 
(33%) 2-1-9 

Flexural 
(COV(%)) 

1.52 
(5) 

1.27 
(15) 

1.52 
(5) 

1.60 
(3) 

1.29 
(4) 

Compressive 
(COV(%)) 

2.64 
(9) 

2.33 
 (16) 

2.53 
(12) 

3.76 
(6) 

3.10 
(14) 

Modulus of Elasticity 
(COV(%)) 

405.02 
(9) 

481.46 
(9) 

524.15 
(12) 

528.21 
(3) 

476.86 
(6) 

LC11 
(50%) 1-1-6 

Flexural 
(COV(%)) 

2.57 
(24) 

2.92 
(3) 

2.91 
(4) 

2.71 
(5) 

2.84 
(12) 

Compressive 
(COV(%)) 

5.83 
(6) 

5.27 
(11) 

8.21 
(17) 

6.36 
(4) 

8.58 
(4) 

Modulus of Elasticity 
(COV(%)) 

631.89 
(2) 

604.78 
(6) 

671.51 
(5) 

627.62 
(2) 

683.58 
(1) 

LC12 
(66%) 1-2-9 

Flexural 
(COV(%)) 

4.12 
(9) 

3.71 
(13) 

4.14 
(8) 

3.83 
(3) 

4.23 
(2) 

Compressive 
(COV(%)) 

8.24 
(4) 

9.45 
(7) 

10.45 
(4) 

11.34 
(8) 

10.52 
(5) 

Modulus of Elasticity 
(COV(%)) 

633.61 
(5) 

701.02 
(1) 

691.50 
(3) 

719.96 
(2) 

681.81 
(2) 

LC13 
(75%) 1-3-12 

Flexural 
(COV(%)) 

3.47 
(5) 

3.56 
(15) 

4.40 
(0) 

3.74 
(11) 

4.01 
(1) 

Compressive 
(COV(%)) 

9.17 
(9) 

9.19 
(4) 

12.85 
(11) 

9.38 
(6) 

12.34 
(5) 

Modulus of Elasticity 
(COV(%)) 

685.49 
(2) 

698.41 
(3) 

780.83 
(2) 

683.30 
(3) 

717.74 
(3) 
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1. Introduction  

Digital signal processing is one of the most pressing areas of 
science and technology today, which is developing from a practical 
point of view. The correct choice of mathematical apparatus in the 
digital processing of signals leads to a high degree of accuracy in 
making the right decisions by experts in the field. As an example, 
we can say that in medicine and geophysics accuracy is very 
important [1]. In medicine, accuracy plays an important role in 
such processes as determining the current condition of a patient 
brought to the hospital in a critical condition, determining the type 
of disease, clarify  the degree of the disease. We know that in the 
field of geophysics, too, a large amount of money is spent on the 
extraction of mineral resources, so accuracy is important in 
confirm the location of minerals [2].  

That is, according to the anomalous changes in the 
geophysical signal, it is possible to make predictions for the 
analysis  the subsequent developmental activity of the object under 
study. Usually, as a result of forecasting, it is possible to predict 
such information as the location of the most accumulated minerals, 
the amount of their reserves in advance. As information can be 
used anomalous changes in the electromagnetic, gravitational 

fields of the earth, anomalous changes in the ionosphere, seismic 
noise, various acoustic vibrations.  

Today, scientists are exploring new ways to process these 
signals using a variety of mathematical models and algorithms [3]. 
One of these methods is to recover the signals received in tabular 
form using local interpolation spline functions [4]. This is because 
the accuracy level of spline functions is higher than that of classical 
interpolation polynomials. And the algorithms derived from them 
require less computation [5]. Existing classical interpolation 
models, their application in signal recovery and digital processing 
algorithms are performed depending on the node points [6], [7]. 
The construction of classical interpolation polynomials is based on 
the idea of replacing functions with that are closer to it, in a sense, 
and simpler in structure [8], [9]. In this case, a large number of 
node points are required to obtain a high degree of convergence of 
these models [10], [11]. In the case of node points, the order of the 
system equations formed in the construction of the model under 
consideration increases, and the process of solving this system of 
equations becomes more complicated, which does not ensure a 
high level of accuracy of the model. 

In order to solve this problem, in the article, the process of 
digital processing of signals was carried out using high-precision 
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spline models. The increase in the degree of convergence of the 
models under consideration does not depend on the increase in the 
order of the system of equations [12], [13].  

That is, in the construction of the spline function considered 
in this work, the following node points are constructed on the basis 
of 1 1 2, , ,i i i ix x x x− + +  in the [ ] ( )nixx ii ,0, 1 =+  interval iS  local 
interpolated cubic spline. 

That is, the spline function divides the [a, b] interval into n 
parts and builds a spline function in a single interval (Figure 1). 

To construct a spline function, the interval [a, b] is divided 
into n parts, and the spline function is constructed in a single 
interval [14].  

 
Figure 1: A view of the spaces where the cubic spline is built. 

      ( ) ( )1S x S xi i i i= +
        (1) 

     ( ') ( ')( ) ( )1S x S xi i i i= +
         (2) 

 ' ' ' '( ) ( )( ) ( )1S x S xi i i i= +              (3) 

If conditions (1), (2) and (3) are met, the spline function defect 
is called a spline function that fully meets the actual level of 
demand, which is equal to 1. 

The following is a study of cubic spline functions with high 
accuracy in digital processing of signals [15]-17]. 

2. Build cubic spline functions 

In digital signal processing, cubic spline functions are a high-
precision mathematical apparatus.  

We know that the 0{ }N
ix =  corresponding to the )(xf

function, the )(xS function passing through the node points, is 
called the interpolation cubic spline and meets the following 
conditions [1],[9],[10]:  

1) )(xS  function third-degree polynomial in each 

[ ] ( )nixx ii ,0, 1 =+  interval; 

2) The first and second-order derivatives of the )(xS  
function must be continuous in the interval [a, b];  
3) ( ) nixfxS ii ,0),( == . 

The last condition is called the interpolation condition, and the 
function that satisfies the three conditions is called the 
interpolation cubic spline. 

2.1. Build a cubic spline function based on basic functions  

Let us be given the following function. 

 
3( ) ,3( , ) ( )

0,
x t x tG x t x t

x t

 − ≥= − = 
<

 (4) 

Assume that the { }ix node points on theOX  axis are defined 
in steps h as follows [12]. 

Mihixix ,...,2,1,1 =+=+
 , ),( txG we enter the fourth-

order divisor of the function separately for the 

2,1,,1,2 ++−− ixixixixix
 
node points on the variable i: 

 ( ) ( , , , , ), 3, 4, ..., 2
2 1 1 2

x G x x x x x i M
i i i i i i

φ = = −
− − + +

  

The fourth-order difference of the )(xϕ  function is 
determined by the following formula: 

 ( , , , , )
2 1 1 2

f x x x x x
i i i i i

=
− − + +

  

 
( , , , ) ( , , , )

1 1 2 2 1 1

2 2

f x x x x f x x x x
i i i i i i i i

x x
i i

−
− + + − − +=

−
− +

  

In turn, 2,1,,1 ++− ixixixix
 
and 1,,1,2 +−− ixixixix

are also calculated sequentially as above. 

After some simplification, the calculation formula for the 
fourth-order subtraction difference of the ),( txG  function will 
look like this: 

]3)2(3)1(43)(6

3)1(43)2[(
4!4

1

)2,1,,1,2()(

+−−++−−−+−+

++−−++−

=++−−=

ixxixxixx

ixxixx
h

ixixixixixGxiϕ

 (5)  

Based on the features discussed above, the following forms 
the basis in the space of tertiary splines 

 2,...,5,4,3,
)(

)(
)( −== Mi

ixi

xixiS
ϕ

ϕ
 (6) 

Let's look at the features. 

This function forms the basis in the space of cubic splines and 
has the following features: 
1) Smoothness 

 ],
1

[2)(
M

xxCx
i

S ∈  (61) 

2) Locality 

S0 S1 Si-1 Si Si+1 Sn-1 

a=x0   x1      x2                  xi-1       xi       xi+1     xi+2                 b=xn                                   
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2...,5,4,3

),2,2(,0)(

)2,2(,0)(

−=
+−∉≡

+−∈>

Mi
ixixxxiS

ixixxxiS

 (62) 

The values of the )(xf function at the
2,3),( −== Miixfif  node points are given

bxax
M

=
−

=
3

,
4 .

 

Consider the following function. 

 2
( ) 4 3

3

( ), ( , )
M

S x i i M
i

f S x x x x
−

= −
=

∈∑   

From this function 

 ( ) 0, ( , )2 2S x x x xi ii
> ∈ − +   

 ( ) 0, ( , )2 2S x x x xi ii
≡ ∉ − +   

the local condition is required. 

In that case, the values at the node point of the
)(xiS
 function 

based on the localization condition are as follows. 

 

1
( )

1

( ), 4, 3
i

S x j j ii
j i

f S x i M
+

=

= −

= −∑
  

For simplicity 

 

1
( )

1

( )S x i p i p ii
p

f S x= + +
=−
∑

  

That is 

 

( ) ( ) ( ) ( ),
1 1 1 1

4, 3

S x f S x f S x f S x
i i i i i i i i i i

i M

= + +
− − + +

= −   

The )(xSi  function at values p= 0.1 is as follows 

 
( ) ( ) ( ) ( )S x S x S x S x a

i p i i p i i i p i i p p
= = = =

+ − + −   

has properties 

 
{1 0

0, 25 1
if р

a
p if р

=
=

=
  

That is, at p = 0 

1)()()()( ==== ixiSixiSixiSixiS
 

really 

)(

)(
)(

ixi

xixiS
ϕ

ϕ
=

  , 

in this 

1
)(

)(
)( ==

ixi

ixi
ixiS

ϕ

ϕ
, 

The case p = 1 is similar. 
As a result 

( ) 0, 25 1 0, 25 0, 25( ),
1 1 1 1

4, 3

S x f f f f f f
i i i i i i

i M

= + + = + +
− + − +

= −
We now express the 1,1 +− ifif  

through the if , for which we 
spread them to the Taylor series 

''
2

2
'

1

''
2

2
'

1

if
h

ihfifif

if
h

ihfifif

+−=+

++=−
 

By adding these expressions we get the following 

)''''(
2

2
211 ifif

h
ififif ++=++−  

)2(211 hOififif +=++−  

)2(5,0)11(25,0 hOififif +=++−  

In that case 

)2(
2

1
)11(

4

1
)( hOifififififixS ++=++−+=  , 

From this 

)2(
2

3
)( hOifixS +=  
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We will have )2(
2

3
)( hOifixS += . 

The smoother the )(xf function, the closer it is to if  in 

2/)11( ++− ifif calculations. 

And the )(xiS spline function is close to the )(
2
3 xfk at the 

node points then we find the next approximate function 

)]2(
2
3[

3
2)(

3
2)(* hOifixSixS +==  

)2()(* hOifixS +=  

in which case it can be obtained 

2

3

2*( ) ( )
3

M

i

S x f S xi i
−

=

= ∑  

2 2*( ) ( ) ( )1 13 3
S x S x f S x fi i i i= + +− −

 
2 2( ) ( )1 1 2 23 3

S x f S x fi i i i+ ++ + + +
 

We enter the following notation, where thixx
h

ixx
t +=

−
= , , 

)(23
2)(4);(13

2)(3

);(
3
2)(2);(13

2)(1

xiStxiSt

xiStxiSt

+=+=

=−=

ψψ

ψψ
 

In that case  

*( ) ( ) ( )1 1 2S x t f t fi iψ ψ= + +−
 

( ) ( )3 1 4 2t f t fi iψ ψ+ ++ +
 

It is not difficult to calculate )(tiψ . 
We will see one of them count 

3)1(
6
13)1(

4
1

3
2)(13

2)(1 ttxiSt −=−=−=ψ  

the rest are calculated similarly. 

)42633(
6
1)(2 +−= tttψ  

)332331(
6
1)(3 tttt +++=ψ  

3
6
1)(4 tt =ψ  

As a result, we write the general view of a tertiary spline 
function that is independent of node points as follows 

∑
=

+−=
4

1
2)()(*

j
jiftjxS ψ  

Here 

( ) ( )

( )

( )

( )
















=






 +++=






 +−=

−=

3
6
1

4

332331
6
1

3

42633
6
1

2

31
6
1

1

tt

tttt

ttt

tt

ψ

ψ

ψ

ψ

 

2.2. Local interpolation cubic spline function based on Ryabenky 
operator 

If the function is smooth enough, then it is advisable to 
approximate this function with spline functions. The use of third 
degree Given the extreme nature of the spline function with a high 
approximation accuracy, a third-order Ryabenky spline can be 
used to approximate the function, which approximates better than 
classical interpolation polynomials [10]. 

The )(xf  function belongs to the class of continuous 

functions up to the ),()( ∞−∞∈ qCxf , q order derivative. 
Where q> 0 is the fixed number. Let the values of the )(xf

function be given at nodes of equal spacing 

,...)2,1,0(),()( ±±== iihfxf  

In Ryabenky’s article, a 2p+1 level )(xphS  spline function 

with defect p+1 was constructed based on the )(ihf  values of the

)(xf  function. For the )()( xphSxf −
 
error in the one-

dimensional case (up to the derivative of order r < q), the 
following is appropriate. 

 )()(sup)()()()( xqfxpkrqhxr
phSxrf −≤−  (7) 

Where k(p) is not variable, it only depends on p. 
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For the optional p, the )(xphS
 
spline can be written to see 

the exact appearance of the )(xf  function via )(ihf  values. It is 
therefore very convenient to apply in various fields. This spline 
function can also be approximated in C[a,b] to the advantage of 
the Hermit spline. 

In the works of S.L. Sobolev the following Ryabenky operator 
is given for the )(xphS function in the 1[ , ]i ix x +  interval [14]. 

 ∑
=

∑
−

=

+−++
=

p

j

jp

k

ptkjtxpja
pjk

kp
xphS

0 0

1)1()([
!!!

)!(
)(   

 ∑
=

∑
−

=

+−++
=

p

j

jp

k

ptkjtxpja
pjk

kp
xphS

0 0

1)1()([
!!!

)!(
)(  (8) 

here )()(0, ixfixpa
h

ixx
t =

−
= . 

The spline function given in (8) is a 2p+1 level spline with a 
defect defect p+1, which in general gives a local third-order 
interpolation spline of the special case Ryabenky given p = 1. 

When p= 1, a local cubic spline is formed 

)23(2)1(10)21(2)1)((10)(1 ttixattixaxhS −+++−=  

)1(2)1(11
2)1()(11 ttixattixa −+−−+  

)()1()(),()(10 ixfixfixfixfixa −+=∆=  

1)1,1(,)()1()1,1(
1

1 !1

)(
!1)(11 =−+=∑

=

∆
= SixfixfS

k

ixf
ixa  

)1()2()1(11 +−+=+ ixfixfixa  

2( ) ( ) ( )(1 ) (1 2 )1 3S x S x f x t th i− = − + +

 

2 2( ) (3 2 ) ( ( ) ( )) (1 )1 1f x t t f x f x t ti i i+ − + − − −+ +  

2 2( ( ) ( )) (1 ) ((1 ) (1 2 )2 1f x f x t t t ti i− − − = − ++ +  

2 2 2(1 ) ) ( ) ( (3 2 ) (1 )t t f x t t t ti− − + − + − +  

2 2(1 )) ( ) (1 ) ( )1 2t t f x t t f xi i+ − − − =+ +  

( ) ( ) ( ) ( ) ( ) ( )1 2 1 3 2t f x t f x t f xi i iφ φ φ= + ++ +  

 

 .)2()(3)1()(2)()(1)(3 ++++= ixftixftixftxS ϕϕϕ  (9) 

here 

),1(2)1()(1 ttt +−=ϕ ),2221()(2 tttt −+=ϕ    

)1(2)(3 ttt −−=ϕ  

This function in the [ ]1, +ixix  interval (9) can be called the 

“Ryabenky” cubic spline function. 

2.3. Building of a local interpolation cubic spline function  

Divide the [ ]ba,  interval into n equal parts  

bxxxxxa nii =<<<<<<= + ...... 110  

We construct the local interpolation cubic spline model under 
consideration using a linear combination of two ( )xy1  and 

( )xy2   parabolas in the  [ ] ( )1,0, 1 −=∈ + nixxx ii  interval 
[9],[13]. 

We have the following four points 

i 1 i 1 i i i 2 i 2 i 1 i 1A( x , y );B( x , y ); C( x , y ) D( x , y );;− − + + + +  to build a 

( )xS3  spline in the [ ] ( )1,0, 1 −=∈ + nixxx ii  range. 
It should be noted that in this method, four points are of course 

used to construct the interpolation cubic spline model (Figure 2). 

 
Figure 2: A view of the ( )xS3  

local cubic spline construction range. 

Using the interpolation condition to construct the following 
( ) 11

2
11 cxbxaxy ++=  parabola passing through the points 

CBA ,, , we construct the following system of equations [13], [18]: 
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=++

−=+−+−

11
2

1

2
11

2
1

iycibxiax
iycibxiax

iycibxiax

 (10) 

(10) we find a, b, c from the system. And the following 

 ( ) 11
2

11 cxbxaxy ++=  (11) 

parabola will be formed.  

We construct the following system of equations to construct 
the second ( ) 22

2
22 cxbxaxy ++=  parabola passing through the 

DCB ,,  points as above: 

 













+=++++

+=++++

=++

22
2

2

11
2

1

2

iycibxiax
iycibxiax

iycibxiax

 (12) 

(12) we find a, b, c from the system. And the following  

 ( ) 22
2

22 cxbxaxy ++=  (13) 

parabola will be formed. 
We perform the replacement to make it easier to estimate the 

error here 1−−= ixixih .  

 1
2

1 )1(5,0)1()1(5,0)()( +− ++−+−−== iiiii ftftftttyxy (14) 

 
21

11

)2(5,0)2(
)2)(1(5,0)()(

++

++

−−−+
+−−==

ii

iii

fttftt
fttttyxy

 (15) 

Through the combination of the above parabolas, we get the 
following view 

).()()()()()( 14321 xytxyttSxS iiii ++++== αααα  

From the interpolation condition 

11 )(,)( ++ == iiiiii fxSfxS  

To determine the 4321 ,, αααα and , we construct 
equations (16): 

 ,1,1 432121 =+++=+ αααααα  (16) 

where 43 αα and are found 2413 ,1 αααα −=−=  
The system of equations (17) and (18) is formed after some 

simplification of the interpolation conditions of the first 

)(,)( '
1

' xSxS ii +  and the second )(,)( ''
1

'' xSxS ii +  at the 1+ix
 
node 

point of the spline 

 ffff iii
3

1
3

21
2

1
2

1 )( ∆=∆+∆−∆ −−+ αα  (17) 

 fffff iiii
3

21
2

21
4

1 )()( ∆=∆−∆+∆−∆ +−− αα  (18) 

here ∆  is the difference of operators. 
If we say that the system of equations (16) - (18) is solved by 

*
4

*
3

*
2

*
1 ,,, αααα  , 

Then  

).()()()()()( 1
*
4

*
3

*
2

*
133 tyttyttSxS ii ++++== αααα  

Spline will have 1 defect. But 3,2,1,,1 +++− ififififif
coefficients are complex rational functions. Therefore, such 
splines are inconvenient for digital processing of signals. 

If we say 1,1 21 == αα , then 1,0 43 == αα  These 
values satisfy equations (16) - (17) but do not satisfy equation (18) 

The defect of the interpolation spline in the  ],[ 1+ii xx
 

interval will be 2 [1],[13]. 

 ).()()1()();( 133 ttytyttSxfS ii ++−==  (19) 

We will add these following formulas 

)322)(1(5,0)(,)1(5,0)( 2
2

2
1 ttttttt −+−=−−= ϕϕ  

2
4

2
3 )1(5,0)(),341(5,0)( ttttttt −−=−+= ϕϕ  

Substituting the expressions (14) and (15) for the )(tyi and 

)(1 tyi+ given in (19), we obtain the view (20) for the ],[ 1+ii xx
 

interval. 

 .)()();(
3

0

113 ∑
=

−++=
j

jij xftxfS ϕ  (20) 

Based on the theory of splines, this function in the [ ]1,i ix x +  
interval (20) can be called a local interpolation cubic spline 
function. 

3. Approximation of functions using local cubic splines 

The graph of the local interpolation cubic spline function 
generated in Section 2 was compared with the graph of the 
Ryabenky local cubic spline function and the graph of the 
Grebennikov local cubic spline function. 

Let us compare the approximation of these three local cubic 
splines with the given function ( )f x . 
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The local interpolation cubic spline function we propose has 
the appearance in у 1[ ]i ix x +,  cross section as studied in Section 
2.3: 

3

3 1 1
0

( ) ( ) ( ),j i j
j

S f x t f xϕ + + −
=

; = ∑  

here 

2
1( ) 0 5 (1 )t t tϕ = − , − ,  

2
2 ( ) 0 5(1 )(2 2 3 )t t t tϕ = , − + − ,  

2
3 ( ) 0 5 (1 4 3 ),t t t tϕ = , + −  

2
4 ( ) 0 5(1 )t t tϕ = − , − . 

here ( )it x x h= − / , , 1,2,...b ah N
N
−

= =  

We then define this spline function with 3( )S x for convenience. 

The second is the Ryabenky local cubic spline function and 
has the following appearance in у 1[ ]i ix x +,  cross section: 

3

3 1
1

( ) ( ) ( ),j i j
j

S f x t f xψ + −
=

; = ∑  

here  

2
1( ) (1 ) (1 ),t t tψ = − +  

2
2( ) (1 2 2 )t t t tψ = + − ,  

2
3( ) (1 )t t tψ = − − , 

here ( )it x x h= − / ,  , 1,2,...b ah N
N
−

= =  

We define the Ryabenky local cubic spline function by 3( )RS x  
The third spline is the Grebennikov local cubic spline 

function, which has the following appearance in the 
1[ ]i ix x +, cross 

section: 

3

3 1 1
0

( ) ( ) ( )j i j
j

S f x t f xφ + + −
=

; = .∑
 

here 

3 2 3
1 2

1 1( ) (1 ) ( ) (4 6 3 )
6 6

t t t t tφ φ= − , = − + ,  

2 3 3
3 4

1 1( ) (1 3 3 3 ), ( ) .
6 6

t t t t t tφ φ= + + − =  

here ( )it x x h= − / ,  , 1,2,...b ah N
N
−

= =  

We define the Grebennikov local cubic spline function as
3( )GS x . In the examples, without losing generality, we only look 

at the situation when there is[ , ] [0,1]a b = 1N = . 

In this case, we consider the approximation of several 
functions in t x=  and graphs with three cubic splines (Figures 
3,4,5 and 6): 

1. In the case of 2( )f x x= (examples given in Fig. 3) 
As can be seen from the graph of the first example, the 3( )S x

spline graph overlaps with the 2( )f x x= function graph, while 
the 

3( )GS x  and 
3( )RS x  spline graphs do not overlap. 
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Figure 3: Results of approximation of the 2( )f x x= function with three 

cubic splines. 

2. In the case of 3( )f x x=  (examples given in Fig. 4) 
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Figure 4: Results of approximation of the 3( )f x x=  function with three 

cubic splines. 

3. In the case of ( ) 2xf x =  
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Figure 5: Results of approximation of the ( ) 2xf x = function with three 

cubic splines 

4. In the case of ( ) 2 xf x −=  
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Figure 6: Results of approximation of the ( ) 2 xf x −= function with 

three cubic splines 

Examples 1,2,3 and 4 show that the 
3( )S x spline function 

graph approximates the ( )f x function graph better than the 

3( )RS x and 
3( )GS x spline function graphs.  

4. Digital processing of gastroenterological signals based on 
developed algorithms 
Using the cubic spline models considered, the restoration of 

the gastroenterological signal given in Table 1 was considered. 
Based on the above sequence, a tertiary spline construction 
program was developed in the MATLAB software environment 
and used in signal processing (Figure 7). The algorithm of this 
program is shown in Figure 8. 

Table 1: Values of the gastroenterological signal 

№ Time, s Amplitude № Time, s Amplitude 
1. 1 0.051 26. 26 0.085 
2. 2 0.056 27. 27 0.058 
3. 3 0.049 28. 28 0.021 
4. 4 0.069 29. 29 0.004 
5. 5 0.097 30. 30 0.037 
6. 6 0.132 31. 31 0.036 
7. 7 0.066 32. 32 0.099 
8. 8 0.118 33. 33 0.094 
9. 9 0.080 34. 34 0.075 

10. 10 0.090 35. 35 0.064 
11. 11 0.072 36. 36 0.034 
12. 12 0.043 37. 37 0.067 
13. 13 0.112 38. 38 0.045 
14. 14 0.128 39. 39 0.063 
15. 15 0.109 40. 40 0.069 
16. 16 0.056 41. 41 0.069 
17. 17 0.121 42. 42 0.097 
18. 18 0.091 43. 43 0.077 
19. 19 0.138 44. 44 0.066 
20. 20 0.142 45. 45 0.093 
21. 21 0.119 46. 46 0.061 
22. 22 0.053 47. 47 0.048 
23. 23 0.074 48. 48 0.085 
24. 24 0.107 49. 49 0.113 
25. 25 0.107 50. 50 0.078 
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7. Results of gastroenterological signal recovery 

Table 2: Error results in the process of digital processing of the gastroenterological signal 

ix  ( )f x  3( )GS x  3( )RS x  3( )S x  3 ( ) ( )GS x f x−  3 ( ) ( )RS x f x−  
3 ( ) ( )S x f x−  

2 0,056 0,0562 0,056 0,056 0,0002 0 0 2.1 0,0553 0,0589 0,0551 0,0557 0,0036 0,0002 0,0004 2.2 0,0546 0,0632 0,0537 0,0549 0,0086 0,0009 0,0003 2.3 0,0539 0,0694 0,0522 0,0539 0,0155 0,0017 0 2.4 0,0532 0,0778 0,0506 0,0528 0,0246 0,0026 0,0004 2.5 0,0525 0,0887 0,0491 0,0516 0,0362 0,0034 0,0009 2.6 0,0518 0,0535 0,0479 0,0504 0,0017 0,0039 0,0014 2.7 0,0511 0,0544 0,0471 0,0495 0,0033 0,004 0,0016 2.8 0,0504 0,0559 0,0469 0,0489 0,0055 0,0035 0,0015 2.9 0,0497 0,0584 0,0475 0,0487 0,0087 0,0022 0,001 3 0,049 0,0625 0,049 0,049 0,0135 0 0 3.1 0,051 0,0684 0,0509 0,0499 0,0174 0,0001 0,0011 3.2 0,053 0,0765 0,0527 0,0511 0,0235 0,0003 0,0019 3.3 0,055 0,0872 0,0545 0,0528 0,0322 0,0005 0,0022 3.4 0,057 0,101 0,0562 0,0547 0,044 0,0008 0,0023 3.5 0,059 0,1183 0,058 0,0568 0,0593 0,001 0,0022 3.6 0,061 0,0703 0,0598 0,0591 0,0093 0,0012 0,0019 3.7 0,063 0,0729 0,0618 0,0616 0,0099 0,0012 0,0014 3.8 0,065 0,0761 0,064 0,0641 0,0111 0,001 0,0009 3.9 0,067 0,0805 0,0664 0,0666 0,0135 0,0006 0,0004 4 0,069 0,0868 0,069 0,069 0,0178 0 0 
3( ) ( )max i i

a x b
S x f x

≤ ≤
−  0,0593 0,0040 0,0023 
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Figure 8: Algorithm of cubic spline construction program. 

here, a and b are the limits of a given interval, n is the number of intervals of the interval. 

 
5. Conclusion 

In this article, spline functions with a high degree of accuracy 
in digital processing of signals which are Grebennikov cubic 
spline, the Ryabenky cubic spline, and the local interpolation cubic 
spline functions that we proposed. 

The construction details selected cubic spline-functions in the 
equally distributed nets were given, and initially the processes of 
approximation functions were carried out. 

Using selected cubic spline models, the gastroentrological 
signal was digitally processed and errors were evaluated. 

According to results of approximation function using local 
cubic splines presented in Section 2, as well as the error results in 
Table 2 obtained from digital processing of the gastroenterological 
signal, it was found that the local interpolation cubic spline 
accuracy was high which .we proposed  

Beginning 

a, b, n 

h=(b-a)/n, x0=a, xn=b, y0=f(x0), yn=f(xn) 

i = 0, n-2 xi+1=xi + h , yi+1=f (xi+1) 

i=0, 3 

End 

Computation S3(x) 

j=1, n 

S 
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It can be seen that the application of the mathematical model 
of the local interpolation cubic spline function we have considered 
in medicine, in geophysics, and in many areas where the level of 
accuracy is important in digital processing and recovery of signals 
leads to effective results.  
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 Leachate generated from landfill Indonesia is typical has high salinity and organic matters 
during the dry season, potentially contaminating water and the environment. An increase 
in salinity might deteriorate the activity of the microorganisms on the decomposition 
process. This research aims to study the feasibility of the ozonation technique for treating 
stabilized leachate. The parameters tested were pH, COD, BOD5 BOD5/COD ratio, and 
TDS. Independent variables of this study were salinity with different concentration from 
±0.4 ppt; ±5 ppt; ±10 ppt; and ±20 ppt and ozone contact time up to 60 minutes with an 
ozone dose of 600 mg/hour. Experimental results revealed that salinity ranging from 0.4 
ppt to 20 ppt had little effect on COD removal, and the removal efficiency was around 30%. 
Further, the ozonation process exhibited better organic removal with an improved BOD5 
concentration from 426 mg/L to 887 mg/L in low salinity conditions (0.4 ppt). Meanwhile, 
it significantly affected the old leachate treatment, where the leachate biodegradability can 
be enhanced from 0.120 (initial condition) to 0.321 with salt addition of 20 ppt. 

Keywords:  
Salinity 
Ozone pretreatment 
Leachate 
Biodegradability 

 

 

1. Introduction  

The end of life of municipal solid waste (MSW) in landfills has 
always been expected because of its cost and operational efficiency 
[1]. Landfill leachate results from percolated rainwater and 
moisture passing through the layers of wastes in landfills [2]. The 
combination of pollutant parameters like BOD5 (Biochemical 
Oxygen Demand), COD (Chemical Oxygen Demand), ammonia, 
and inorganic salts makes leachate a potential contamination 
source in river water and surface water. The characteristics and 
composition of leachate depend on the biological and chemical 
processes that occur during waste degradation, solid waste 
composition, rainfall density, groundwater percolation rate, and 
landfill age. 

Government regulation requires minimizing the risk to public 
health, therefore all of the leachates generated from conventional 
landfills must be treated according to quality standards. The 
BOD5/COD ratio can predict changes in the biodegradation rate in 

leachate. In general, the ratio of BOD5/COD contained in leachate 
ranges from 0.4 - 0.6. This ratio range states that the organic 
compounds contained in leachate are biodegradable [3]. One of the 
causes of the low degradability of leachate is the high salinity 
value, where salinity is one of the inhibitors in the degradation 
process of microorganisms. 

Lim et al. stated that salinity does not affect the hydrolysis and 
acid formation processes, but inhibits bacteria's activity carrying 
out the digestion process [4]. The effect of salinity on the waste 
degradation process can be measured through the COD content, 
the characteristics of the biogas produced, and methane gas 
production. Leachate salinity contain potassium (K+), sodium 
(Na+) and chloride (Cl-) ions [5]. Chloride inhibits bacterial 
activity so that it can reduce COD content. High salinity content 
can reduce methane gas formation [6]. Due to the high complexity 
in its waste composition and characteristics, it is arduous to define 
a better leachate treatment strategy [7].  

Apart from having a high salt concentration, leachate 
concentrate also contains large amounts of refractory organics [8]. 
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In addition, old leachate consists primarily of refractory organics 
due to less volatile fatty acids, which is turn can lower the 
BOD5/COD ratio [9]. The physical-chemical process can be 
applied to pretreatment, tertiary processing, and the overall 
leachate treatment process. The purpose of the oxidation process 
in leachate processing is to oxidize organic substances to the most 
stable form of oxidation, namely into carbon dioxide and water, 
and increase the biodegradability of organic pollutants suitable for 
economic, biological processing [10] Furthermore, in principle, 
physicochemical technologies are suitable for wastewater 
treatment with extremely low biodegradability, such as stabilized 
leachate [11] Ozone treatment is one of the strongest chemical 
processes in leachate processing, because it has the potential for 
oxidation to reduce stubborn organic fractions. 

However, the variation of salinity in landfill leachate 
fluctuates, leading to further deteriorating treatment efficiency 
[12]. Several studies have reported on the influence of high 
salinity on the landfill leachate by the ozonation process [13-15]. 
This research was designed to examine the treatment performance 
subjected to different salinity by the ozonation process from 
stabilized landfill leachate by adopting those approaches. The 
scope of future research is to compare three types of leachate 
characteristics, namely young leachate, semi-old leachate, and 
stabilized leachate with variations in the concentration of salinity 
by processing with ozonation. 

2. Material and Method 

2.1. Properties of leachate 

Mature leachate was obtained from an aged landfill in Batam 
City, Indonesia, which has been operating since 1992. This 
research was conducted in a research laboratory at Universal 
University in Batam City. Research sampling was carried out at 
the inlet section of the leachate treatment plant, namely the landfill 
in Batam City. The laboratory test results from sampling on the 
landfill are leachate belonging to the characteristics of old leachate 
which has a COD concentration of 3000-4000 mg/L. 

The mature or stabilized leachate's COD concentration was 
3,000-4,000 mg/L, ammonia concentration was 1,000-1,500 mg/L, 
and pH was 7.8. The leachate was categorized as stabilized 
leachate for this study due to the exceedingly low BOD5/COD ratio 
(<0.15) and high salinity content. The leachate was pumped from 
the leachate collecting pond. After collection, the stabilized 
leachate was stored in a cool container (4°C) to maintain the 
inherent characteristics. Before subjected to the ozonation process, 
the leachate samples were prefiltered using a vacuum pump.  

2.2. Laboratory scale reactor  

An illustration of leachate treatment with ozonation can be seen 
in Figure 1. It is equipped with the ozone generator that can supply 
ozone with a flow rate of 0.25 g/hour in the frequency of 50/60 Hz, 
providing an ozone flow rate reaching 1.4 L/minute after 
calibration [9]  . KI solution was prepared to absorb excess ozone 
gas and safety. The ozone concentration was determined according 
to the standard method by titration using KI solution. The 
processes in the reactor were run in a thoroughly complete mix 
condition with 10 L volume of the reactor.  

 
Figure 1: Schematic diagram of ozonation reactor 

In Figure 1, a flow diagram of the leachate treatment process in the 
ozone reactor can be described. The first step is to prepare a KI 
(Potassium Iodide) solution by dissolving some potassium iodide 
powder with aquadest. Then, the solution was put into an iron tube 
with a tube and put into the ozone reactor. Stabilized leachate was 
put into the ozone reactor at a volume of 10 L. After that, prepared 
the flowmeter by adjusting the flowrate to 1.4 L / minute. The 
flowmeter was mounted on the ozone generator and connected to 
an ozone reactor which already contains old leachate.  

2.3. Experimental procedure 

The physicochemical treatment process in this study involved 
ozonation used in the batch operation. At the start of each 
experiment, the reactor was filled with 9 L of stabilized leachate. 
Samples were regularly taken at the specified time of 20 minutes, 
accounting for different applied salinity concentrations. These 
conditions were performed at a salt concentration of 0.4 ppt, 5 ppt, 
10 ppt, and 20 ppt for 60 minutes. The ozonation for treating 
stabilized landfill leachate was operated for 20 minutes, 40 
minutes, and 60 minutes, respectively. Different salt 
concentrations were adjusted by adding NaCl.  

2.4. Sampling and analysis 

The initial leachate quality was all measured to determine the 
original characteristics of the contaminants in the leachate. The 
initial characteristic parameters consisted of pH, temperature, 
conductivity, COD, BOD5, and TDS as for leachate. The leachate 
used was certainly not low in salinity (as a control). 

The leachate properties were analyzed for the following 
elements: COD, BOD5, and TDS. The ozonation reactor was 
continuously monitored (online measuring of pH), and sampling 
was taken  (COD, BOD5, and BOD5/COD ratio) during every 
cycle. Samples collected every operational cycle were filtered 
through a 0.45 µm filter before analysis. All the parameters were 
analyzed based on the procedure BOD5 (APHA A-B 1995), COD 
(APHA B-C 1995), TSS (APHA N 1995), TKN (APHA C 1995), 
and salinity (APHA B&C 1995) [16]. 

3. Results and Discussion 

3.1. Leachate characteristics 

The collected leachates' initial characteristics depend on the 
municipal solid waste's waste composition and water content 
(MSW). The quality of stabilized leachate has not fulfilled the 
effluent standard, set by government regulation, and both are 
presented in Table 1. It can be ascertained that the salinity in 
leachate is only 0.4 ppt to be used as a control in research. 

Table 1 shows that the untreated stabilized leachate sample 
possesses a high concentration of chemical parameters compared 
to government regulation. The leachate sample's pH value was 
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beyond the quality standards because anaerobic decomposition 
was attributed to decreased volatile fatty acid concentration. The 
electrical conductivity value (19.33 mS/cm) demonstrates 
dissolved inorganic materials in the samples. The concentration of 
TDS (4,100 mg/L) also fluctuates widely. The leachate's dark 
brown colors are mainly caused by ferrous oxide ferric form and 
the ferric hydroxide colloid formation and complexes with fulvic 
and humic substances [17]. The stabilized leachate has COD and 
BOD5 concentration of 3,561 mg/L and 426 mg/L, respectively. 
This result reveals that organic matter in stabilized leachate is 
difficult to degrade biologically due to the complexity of organic 
compounds. The lower BOD5/COD ratio in this leachate 
characteristic might be attributed to the leachate's biologically 
recalcitrant fraction. 
Table 1: A comparison of untreated characteristics of the stabilized leachate and 

leachate quality standards 

Parameter Units Stabilized 
Leachate 

Government 
Regulation  

pH  9.4 6.0 – 9.0 
Temperature oC 24.5  
Conductivity mS/cm 19.3  
COD mg/L 3,561.0 300 
BOD5 mg/L 426.0  150 
BOD5/COD  0.12  
TKN mg/L 1,757.0 60 
Salinity ppt 0.4  
TDS mg/L 4,100.0  

 
3.2. Stabilized leachate treatment: Effect of ozone contact time 

and salinity 

The chemical oxidation process for the leachate treatment 
results in a better quality of stabilized leachate than the initial 
effluent. Ozonation with different salt concentrations contributes 
to the degradation of COD substances, the improvement of 
biodegradability ratio, the change in pH, and total dissolved solids. 

3.3. The degradation of COD substances  

Figure 2 compares the COD reduction in raw leachate at 
different salinity subjected to ozone treatment at a certain period. 
From the COD concentration obtained, the oxidation efficiency 
decreased slightly after 60 minutes. With 20 minutes of ozone 
exposure time, COD concentration decreased from 3,561 mg/L to 
2,538 mg/L and 2,863 mg/L at salinity of 0.4 ppt and 20 ppt 
respectively. By adjusting the salt concentration of 5 ppt, the COD 
efficiency removal increases from 19.91% to 31.99% in ozonation 
time from 40 min to 60 min. Figure 2 shows that as ozone contact 
time increases, the COD content of stabilized leachate decreases 
faster than that of initial mature leachate. The initial COD value 
(3,561 mg/L) declines to 2,479 mg/L, 2,422 mg/L, 2,521 mg/L, 
and 2,434 mg/L respectively at the ozone contact time of 60 min 
and different salinity resulting in removal efficiencies of 30.38%, 
31.99%, 29.21% and 31.65%. 

These results suggested that COD removal efficiencies 
remained largely unaffected due to variations in salinity from 0.4 
ppt to 20 ppt. Moreover, a minor decline in COD content removal 

was obtained when the ozone contact time was prolonged from 20 
min to 60 min. Salinity variations showed a negligible effect on 
organics removal, while it influenced the nitrification and 
denitrification efficiency to a more considerable extent. The salt 
inhibition can be diminished significantly after the long 
acclimatization time of the biomass [18]. 

 
Figure 2: Effect of ozone contact time and the salinity on the COD concentration 

The ozonation process and the further oxidation process by 
accelerating the decomposition of ozone to OH, is one of the wise 
efforts to be effective in treating leachate. The ozone 
decomposition reaction is  

𝑂𝑂3+ 𝐻𝐻𝑂𝑂−   𝐻𝐻𝑂𝑂2− + 𝑂𝑂2   (1) 

𝑂𝑂3 + 𝐻𝐻𝑂𝑂2−   𝑂𝑂𝐻𝐻∗ + 𝑂𝑂2∗ + 𝑂𝑂2  (2) 

 
Figure 3: Effect of ozone contact time and the salinity variation on pH  

3.4. The change of pH 

Applying ozonation at a high leachate pH of 9.4 will most 
probably lead to a faster ozonation decomposition, therefore a 
significant enhancement of HO* production which is a more 
reactive compared to ozone itself, maybe achieved [19]. It is 
possible that at lower pH, organic pollutants are shifted toward 
their non-ionized forms. This promotes a lower reactivity toward 
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ozone compared to the ionized or dissociated form [20]. The 
conversions of the recalcitrant compound will also alter the 
occurring pH. The pH gradually decreased as ozone contact time 
increased, and the variation of effluent pH is depicted in Figure 3. 
When the salt concentration was 0.4 ppt, effluent pH slowly 
declined from 9.4 to 7.5 as ozonation time was increased from 0 to 
60 min. Furthermore, salts of 5 ppt effluent pH gradually decreased 
from 9.4 to 7.6 after 60 min of ozone contact time. This might be 
due to the degradation of macromolecular organic content by 
ozone to form aliphatic acids, alcohols, and aldehydes and 
subsequently lead to lower pH.  

3.5. The improvement of the biodegradability ratio 

From Figure 4, it can be seen that ozonation leads to an 
increase in the BOD5/COD ratio. On the other hand, 
biodegradability changes one indicator to evaluate the ozone's 
efficiency to treat wastewater [21]. 

 
Figure 4: Effect of ozone contact time and the salinity variation on BOD5/COD 

ratio of stabilized leachate 

 
Figure 5: Effect of ozone contact time and the salinity variation on BOD5  

concentration of stabilized leachate 

The improvement of biodegradability as measured by the 
BOD5/COD ratio are shown in Figure 4. For a 60 min ozone 
contact time, COD concentration gradually decreased, and BOD5 
concentration slowly increased from 426 mg/L to 865 mg/L at a 
salinity concentration of 5 ppt (Figure 5). When salinity 
concentration is adjusted to 20 ppt, biodegradability rises from 
0.12 to 0.321. Furthermore, the effect of ozonation is visible at the 
salinity of 0.4 ppt, and the biodegradability is improved from 0.12 
to 0.358. These results indicate that ozonation technology can 

destruct macromolecular organics into lower molecular weight 
substances [22, 23] Consequently, the ozonation process yielded a 
more favorable effluent for biological treatment with a 
BOD5/COD ratio of more than 0.3 [24]. 

Advanced treatment with ozone/persulfate oxidation lowered 
pH from herbal decoction pieces wastewater and improved 
biodegradability from 0.16 to 0.55 [25]. Another study with 
ozone/hydrogen peroxide also enhanced the biodegradability of 
textile wastewater [22, 23] and color removal [26], as well as the 
efficiency of biological wastewater treatment [27]. Figure 6 shows 
that there is a close relationship between salinity and 
biodegradability values. The higher the salinity in leachate, the 
non-biodegradable food will be processed biologically. 

 
Figure 6: Correlation of ozone salinity and BOD5/COD ratio of stabilized leachate 

3.6. Total dissolved solids (TDS) analysis 

Leachate generally contains high salinity and TDS. The TDS 
values of samples subjected to ozone treatment are presented in 
Figure 7. In Figure 7, the initial concentration of total dissolved 
solids (TDS) ranged from 4,000 – 7,000 mg/L depending on salt 
concentrations. TDS in leachate shows the presence of inorganic 
salts, organic compounds dissolved in leachate. The higher the 
salinity due to the higher TDS can increase leachate's toxicity 
because it can change the ion composition [28]. TDS can be 
sodium (salt), calcium, magnesium, potassium, carbonate, nitrate, 
bicarbonate, chloride, and sulfate [29]. 

 
Figure 7: Effect of ozone contact time and the salinity variation on the TDS 
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TDS primarily revealed the presence of inorganic salts and 
dissolved organics. The increase in salinity provokes an increase 
in TDS concentration. The final TDS concentrations increase for 
all different salinity from 0.4 ppt to 20 ppt. The amount of TDS 
reflects the availability of the mineralization process and becomes 
one of the parameters considered for the licensing discharge of 
landfill leachate. It can be detected in Fig.4 that following the 
ozone treatment for 60 min of ozone contact time at each salt 
concentration, the TDS values are 3,400 mg/L, 4,700 mg/L, 5,500 
mg/L, and 6,400 mg/L respectively. Overall, ozonation does not 
significantly contribute to the reduction of TDS. 

4. Conclusions 

The influence of different salinity conditions on the ozonation 
of stabilized landfill leachate was studied for several 
physicochemical characteristics such as COD, BOD5, pH, and 
TDS. In this project, ozonation technology was employed to treat 
stabilized leachate to study the COD removal efficiencies at 
different salinity concentrations. However, the COD value in the 
stabilized leachate is still above the discharge standard in 
conformance with the Indonesian regulation. The results indicated 
that significant removal of the COD parameter could achieve 
31.65% for 60 minutes of ozone contact time with 20 ppt salinity. 
The estimated COD removal in all conditions (0.4 ppt, 5 ppt, and 
10 ppt of salinity variation) was 30.38%, 31.99%, and 29.21%, 
respectively. Though slight difference of COD removal was 
obtained, biodegradability, as indicated by BOD5/COD ratio, can 
be significantly enhanced by ozonation.    
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 The need to update the news at this time is very important. Journalists have responsibilities 

as their job. Apart from conveying the correct news to the public, they must also deliver it 

quickly. Journalists who are tasked as news seekers must always be updated about the latest 

news that is viral, therefore a journalist must be fast and reliable in finding news sources. 

With this research, it can help journalists work in finding news sources by utilizing public 

information from Twitter, as one of social media platforms. Social media is considered a 

source of public information that can involve everyone. In previous research, a system has 

been created to collect tweets from several news accounts on Twitter which are then 

grouped into various themes based on cosine similarity. Continuing from the results of 

previous research, this research obtained data from crawlers stored in the database server 

can be displayed in the form of a report on a business intelligence application dashboard 

using a data warehouse. Thus, there is some information that can be used to make decisions. 

This information includes how much news engagement is, how active users are in 

commenting, trending posts categories, etc. The results of the research will show how much 

news is generated based on users who actively like, comment and share news on news 

accounts that are on Twitter. These results will be used as a reference by journalists to 

cover live news that is viral.    
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1. Introduction 

Along with technological developments, the distribution and 

exchange of information are becoming faster and kept growing. 

Social media is the answer towards conveying information 

quickly in effective and efficient ways, reaching many people. It 

is an open media that grants access to all people all over the world, 

regardless of age, occupation, or social level. Social media such 

as Twitter, Facebook, MySpace, YoutTube, Flickr, and others 

have been growing at a tremendous rate and the adoption rate of 

such media has been skyrocketing, which in turn, has delivered 

astronomical numbers of users in less than 10 years [1]. 

Through social media, people can create or participate in the 

making of every content that can be shared and discussed. The 

freeness and openness which social media offers were very 

different and more convenient, compared to other media. 

In 2012, six years after Twitter got launched, Twitter had 

already 140 million active users and was still growing. There were 

340 million tweets uploaded in a day [2], which creates a high 

possibility that social media will give a significant impact on 

gaining and reaching a lot of worthy news from a lot of people. 

Aware of this opportunity, we realize the worthy news that is 

obtained can give a huge impact to journalism. But in this case, 

social media will require a monitoring system to find out the latest 

news, which is currently discussed in society through social 

media. Therefore, journalists will be able to find the latest news 

effectively and efficiently. Monitoring directly through social 

media will also help journalists to understand the bigger picture 

of the latest trending news. The story can be told in many different 

points of view and also accompanied by several other people's 

opinions. Of course, social media also has the possibility of 

spreading false information or hoax news, but this is where the 

role of journalists is needed. Journalists can help the public to 

identify and inform the true version of the news or news that is 

trending. 

Social media will become a bridge to connect journalism with 

public stories and opinions which contain worthy news. There is 

little doubt that social media has an important role to play in the 

future of journalism and that it has functioned to be the source of 

ideas and information [3].  
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2. Related Work 

Social media technology takes many forms, including internet 

forums, weblogs, social blogs, microblogging, wikis, podcasts, 

photos or images, videos, ratings and social bookmarking. By 

applying a set of theories in the areas of media research (social 

presence, media wealth) and social processes (self-presentation, 

self-disclosure) Kaplan and Haenlein created classification 

schemes for different types of social media in their article 

Business Horizons published in 2010. According to Kaplan and 

Haenlein there are six types of social media collaborative projects, 

blogs, content communities, social networking sites, virtual game 

worlds, and virtual social worlds [4]. 

Social media has vast growth and clearly matters for society 

[5]. After interviews with 53 digital journalists, some public 

Figureures, extra media organizations, opinion leaders, and others 

in social media were shown to affect news production [6] 

Journalists use social media to find story leads and to share their 

work with audiences, which has made journalism more interactive 

[7]. 

 As one of social media platform, Twitter can be seen as a 

modern version of person-on-the-street interviews, or even a 

journalistic stand-in for actual polling. While this was never a 

reliable way of gauging public opinion, the fact that Twitter 

makes these vox populi searchable and embeddable vastly 

reduces the effort that it takes to collect and call upon them. Its 

use has proliferated to the point that journalists see Twitter as a 

reliable source of news [5]. An online survey for US journalists 

with participation of 212 journalists, shows that journalists who 

use Twitter, potentially causing them to dismiss information that 

many of their colleagues identify as newsworthy [8]. 

Investigation in 2012, presidential primary which was the first 

presidential election where Twitter was used as candidate and 

party reactions for what was broadcasted in news media, which 

makes Twitter become a field of new sources for journalistic 

content [9]. On London Olympic 2012, @London2012 account 

served as the official account of London Olympic and became 

another news source for journalistic [10]. Austria's national 

selection campaign proved that Twitter feeds significantly 

increase the parties agenda-building power, compared with the 

impact of parties' news releases [8]. 

 Analyzing the content of tweets in Twitter has also been done 

outside the journalistic view however performing a similar 

function. In the context of promoting biking, hashtags become the 

key point of Natural Language Processing (NLP) tools 

implementation of the study. Generally, NLP refers to the process 

of understanding how each word correlates to each other to 

produce a certain meaning, from the text grammar [11]. In this 

study, selected hashtags are determined in the first place to 

assemble the dataset associated with bike commuting. By 

performing data cleaning to the raw data from Twitter, the tweet 

frequency could be deduced by a text mining process. To further 

infer the meaning behind the tweets, sentiment analysis is 

conducted to determine the polarity of opinions regarding biking. 

The results show a majority of positive remarks. Biking 

communities and other related instances could then benefit from 

the result of the analysis to generate ideas in stimulating more 

people to bike by understanding the past biking motivations [12]. 

This also further elaborates how Twitter is a major platform to 

gain insights on the public's interests. 

 Another example of tweet classification, is used to analyze 

user feedback and its impact on a business. The analysis was 

based on influential term groups that are determined specifically 

for each different type of business. Then the relationship between 

the content of tweets and real-world outcomes could be 

established [13].  

 Processing data from Twitter means relying towards short 

texts as tweets only consist of very brief messages. This might be 

one of the causes of inaccuracy when making inference or 

classification based on tweets. Researchers on the study of Arabic 

Twitter users classification also concerned about the issue when 

performing classification using Twitter data [14]. There are 

several methods that could be implemented in reducing that by 

selecting the appropriate method. One of them would be a support 

vector machine or known as SVM (Support Vector Machine) [15]. 

In terms of NLP, SVM is one of the machine learning models that 

is often used. Category classification is the main purpose of SVM 

implementation [11]. In relation to journalism, trending topics can 

be classified using SVM. Another study has implemented SVM 

in classifying tweets into real news or rumour. The consideration 

that took part in the classification includes the content of the 

tweet, information about the user that posted the tweet and like 

numbers [16].   

 With the same context of this paper, a research has been done 

on news classification [17]. The news are classified based on 

religion, business, entertainment, law, health, motivation, sports, 

government, education, politics and technology as the chosen 

topics. Although different machine learning approaches are 

implemented in the research, overall, Naive Bayes Multinomial 

(NBM), as one of the algorithms for classifying texts, achieved 

the best performance with 77.47% of accuracy. However, the 

result of the news data classification only focuses on segmenting 

the news and does not further provide insight for news trend 

analysis.  

 By making use of the data from social media, trend analysis 

can be done further with the implementation of business 

intelligence through designing the data warehouse. The process of 

designing the data warehouse has been introduced in a study 

which consists of data preprocessing with the objective to clean 

the data obtained from two social media, Facebook and Twitter 

altogether, then determining the facts and dimension [18]. 

Dimension tables are results of denormalization and fact tables 

consist of the keys that lead to each dimension, along with fact 

attributes [19]. In that study specifically, before facts and 

dimensions are determined, as there are two origins from where 

the data is being collected, data mapping should be performed in 

ensuring a valid integration of data. The next step would be the 

transform and load process to complete the whole Extract, 

Transform and Load (ETL) procedure before proceeding into the 

data warehouse.  

 Another research involving the integration of business 

intelligence on social media analytics has been explored in the 

case of brand personality analysis [20]. The details about the 

brand followers, tweets related to the brand, reviews from the 

employee of the respective brand, tweets posted by the brand  
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Figure 1: Business Intelligence Architecture

themselves comprise the dataset used in the research. 

Classification of the data into five brand personality categories 

supports the analysis on the chosen brands. The researchers 

suggested that decision making strategies can be improved with a 

sufficient business metrics measurement, in this context, gained 

from the activities associated with the brand on social media. This 

result could be achieved as trends are provided within social 

media data and useful for many types of organization [21]. Hence, 

classification of social media data incorporated with business 

intelligence could present more insight for enhancement in 

business strategies. 

3. Proposed Method 

In this research, a Business Intelligence application will be 

built into the architecture shown in Figure 1. 

The following steps should be taken to develop the system as 

shown on the image above:  

3.1. Data collection 

At this data collection stage, there are processes including: 

• Collecting data from selected Social Media Platforms such as 

Twitter through the Social Media Application Programming 

Interface (API) available on each platform. 

• Data retrieval will be carried out periodically by crawlers 

who have been created with the Social Media API Token 

input which is useful for authentication and authorization in 

data retrieval. 

• Thus, the results of data retrieval will be saved on the 

database as raw data. 

3.2. Content Analysis 

At this stage of content analysis there is an intermediate 

process including: 

• Retrieving data for content analysis from each data on each 

Social Media platform. 

• The data taken is then processed for text classification using 

SVM into 10 news categories. 

• The results of text processing will be stored in the database 

as analysis data. 

3.3. Data warehouse process 

At this stage of the data warehouse process, there are 

processes including: 

• Retrieving data for the ETL process that comes from the 

results of content analysis (in the content analysis database) 

and the results from the crawler (in the raw data database). 

• The data that has been loaded will then be carried out by ETL, 

such as counting comments, posts, likes, and so on. 

• Data resulting from the ETL process is then stored in the data 

warehouse. 

3.4. Client Side 

On the client side, there are several processes that are carried 

out so that the application dashboard can be accessed by users, 

including: 

• API is used as a bridge between applications and data (both 

raw data and finished data in the data warehouse) 

• The application will request data to the API by inputting the 

API Token as authorization and authentication, so that with 

this API people are not able to access data directly. 

4. Analysis Results 

4.1. Setting Variables 

There are some variables used in this study as shown Table 

1. In Figure 2 shown the ERD (Entity Relationship Diagram) from 

the transaction database of the scrapping system or can be called 

OLTP (Online Transaction Processing), before ETL (Extract, 

Transform, Load) process. 
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Table 1: Setting Parameter 

Variable Value Description 

Number of 

Twitter Account 

10 Kompascom, Detikcom, BeritaSatu, MediaIndonesia, Tempo.co, BreakingNews, TMCPoldaMetro 

(Traffic Management Center Polda Metro), MNCNewsChannel (Media Nusantara Citra News 

Channel), TribunIndonesia and CnnIndonesia 

Duration 20 

days 

Ranges from 27th November 2020 - 17th December 2020  

Batch 8/days Each batch has a three-houred range 

Threshold 

Cosine 

0.7 For measuring similarity of two comments 

Threshold 

number 

comments 

10 If number comments more than 10, it can be considered as top news 

 

 

Figure 2: ERD 

 

Figure 3: Star Schema 
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Figure 4: Date Dimension

4.2. ETL Process 

 In Figure 2 shown the Star Schema from OLAP (Online 

Analytical Processing), after ETL (Extract, Transform, Load) 

process. During the tweet extraction, when the time has entered 

the new batch, the datetime is directly inserted into the database 

in the server using a Python script. In order to generate the date 

dimension as shown in the star schema, the date obtained from 

the tweet extraction which started from  27th November to 17th 

December 2020 and shown as Tweet Batch data in Figure 3, is 

processed further using Pentaho. In Pentaho, the datetime 

format requires conversion as an error is encountered on the 

existing datetime from the database. Afterwards, the datetime 

is then divided into days, week, month, year, and batch. Week 

and year are represented in numbers, whereas days and month 

are mapped to their corresponding names. Batch itself is 

obtained from the hour of date, where it is then mapped into 

batch numbers ranging from 1 to 8. Date dimension is finally 

created after removing unused columns that are only used for 

processing purposes but not necessarily needed in the date 

dimension. 

4.3. Performance Analysis 

Each three hours, called a batch, data is evaluated. The 

batches are at 0-3, 3-6, 6-9, 9-12, 12-15, 15-18 and 21-24 

having eight batches in total for each day as shown in Table 2. 

Table 3 showed tweets distribution for each category after 

classification with SVM. Table 4 showed the top three 

categories in each batch on the first day of extraction. 

Table 2: Batch Time Detail 

Batch Created 

Time 

1 00.01-03.00 

2 03.01-06.00 

3 06.01-09.00 

4 09.01-12.00 

5 12.01-15.00 

6 15.01-18.00 

7 18.01-21.00 

8 21.01-24.00 

 
Table 3: Tweets Distribution 

Category Number of news 

Economy 11 

Health 10 

Entertainment 4137 

Culinary 0 

Lifestyle 317 

Automotive 11 

Politics 1991 

Sport 0 

Technology 284 

Travel 0 

Total 6761 

 
Table 4: Distribution Top News in First Day 

Day Batch   

(Time) 

Number top news 

(Based on Shares) 

Day 1 Batch 1 Entertainment, Politics, 

Automotive 

Batch 2 Politics, Entertainment, Lifestyle 

Batch 3 Entertainment, Life, Politics 

Batch 4 Entertainment, Politics, Lifestyle 
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Batch 5 Politics, Entertainment, 

Automotive 

Batch 6 Politics, Entertainment, 

Automotive 

Batch 7 Entertainment, Poliis, Technology 

Batch 8 Politics, Entertainment, Lifestyle 

After all the data has been loaded to the data warehouse 

consisting of three dimensions, the data stored is transformed 

into a business intelligence dashboard. Figure 5, 6, 7, and 8 

were shown as an overview and example of a business 

intelligence dashboard. Some insights that were taken based on 

chart analytics in the business intelligence dashboard in Figure 

5, 6, 7, and 8 will be discussed further. Figure 5 and 6 shows 

the first part of the business intelligence dashboard which 

contains some analytics with higher quality information 

retrieval than Figure 7 and Figure 8, such as Total Number of 

Like, Comment and Share, Number of Share by Batch and 

Category, Number of Like, Comment, and Share by Category 

and Media, etc. 

 

 

Figure 5: Business Intelligence Dashboard I 
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Figure 6: Business Intelligence Dashboard II 

Figure 7: Business Intelligence Dashboard III 
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Figure 8: Business Intelligence Dashboard IV

 

Figure 9: Total Number of Like, Comment, and Share 

 

Figure 10: Number of Share by Batch and Category

Figure 9 shows a detailed screenshot on the total number of 

likes, comments and shares from the whole dataset. They 

represent the amount of engagement involved in Twitter for the 

specific period in 20 days. From the description in Figure 8, it 

could be seen that the total number of comments have the lowest 

value compared to the other two. This indicates how less 

frequently users leave replies on tweets they are interested in, 

whereas users mostly are prone to leave likes on a tweet as it 

requires less effort. Shares in another case require a moderate 

effort and in Figureure 10, it shows that entertainment is leading 

in batch 1. Data presentation in terms of batches, allows 

journalists to observe more about what kind of news attracts 

engagement of the public in specific time of day.  Hence, it could 

provide understanding of what content type is at peak on certain 

hours, as well as how active users are participating in sharing 

information. 

In terms of percentage, users have commented the most on 

tweets related to entertainment, politics and lifestyle. Considering 

the COVID-19 pandemic outbreak that started since the last 

month of 2019 and is still ongoing, the circumstances have 

impacted people’s lifestyle, one of them would be staying at home 

more. This resulted in Twitter users behavior which is exploring 

more regarding something fun despite being mostly at home, as 

represented by the entertainment category in the top first position 

in terms of comment percentage shown in Figure 11. Politics 

category with a close comment percentage, is positioned second. 

During the specific chosen time period of tweet extraction, there 

are several political issues that users are intrigued about, leading 
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to higher interest in the topic. On the other side, the least 

percentage of comment is obtained from the economy category, 

indicating that the critical economic condition in the present is 

either quite a sensitive issue or nothing very significant, resulting 

in a fewer interaction between social media users.  

 

Figure 11: Percentage of Comment by Category 

 

Figure 12: Number of Like by Day and Category 

On a larger scale, the data can be further observed in terms of 

days. If batches tend to be very specific, days would display more 

generic data. This kind of data functions to assist and give insight 

on users’ engagement routines. From Figure 12, on a daily basis, 

mostly weekdays, Twitter users frequently like tweets related to 

entertainment. This indicates that the users’ daily interest is 

mostly fixed to the entertainment category. Hence, journalists can 

create more opportunities in searching for news that are able to 

raise high engagement from the public by being aware of 

entertainment updates during the specific period.  

Number of likes within the politics category as shown in 

Figure 13 represented a quite unbalanced trend among the listed 

media. High engagement on politics category only appears to be 

most applicable for TMC Polda Metro, but specifically not much 

for Breaking News. There are two factors that allow this to occur: 

the number of tweets posted on that category or the attention that 

the tweet is able to acquire (by providing a more engaging tweet 

although the content is similar that triggers further response from 

other users, etc). Obviously if there are more tweets posted on the 

category, they will record a higher number of likes. However, this 

does not bring the possibility of having fewer tweets related to the 

category on the specific media, but still obtaining numerous likes 

down to the drain, as long as the tweets conform to the preferences 

of the users. In this case, Breaking News seems not to be focusing 

on the politics category. However, on the other side, it could be 

seen that most media did not cover much about the economy 

category. Based on this analysis, for more references regarding 

potential news on a specific category, journalists might be able to 

learn from the top media with the greatest number of likes, as the 

engagement towards a certain category does not apply to every 

media. 

Figure 13: Number of Like by Category and Media 

Figure 14: Number of  Comment by Category and Media 

 

http://www.astesj.com/


A.S. Girsang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1517-1528 (2020) 

www.astesj.com     1526 

Figure 15. Number of Share by Category and Media 

In Figure 14, it showed there is a significant difference 

between two categories for some media. The top Five Media and 

the others media in terms of the politics category, which was TMC 

Polda Metro, Berita Satu, Media Indonesia, Breaking News, and 

Kompas.com had the most commented tweet, which means 

people are more likely to reply and retweet these top five media. 

It also can be seen that at the certain time, there was no critical 

news related to the economy category. Comments can serve as 

discussion boards with unlimited sources and participants, limited 

by the need to validate information. Hence, journalists can dig and 

validate further information from the candidate news through 

comments. The comments will help provide more insight into 

news. If there was some big or high-quality news that occurred 

and uploaded to Twitter, it is speculated that the number of 

comments will be a balanced number for each media, either it will 

be a large amount of number or some range amount of number. 

Therefore, journalists can identify how worthy the news is but in 

more efficient and effective ways. 

In Figure 15 can be seen the number of shares by category and 

media which can help decide trending news to look furthermore. 

Categories with a balanced number of shares in the chart have a 

bigger probability of containing a good quality and worthy of 

sharing news. With a lot of people sharing or retweeting the tweet, 

it concluded the news is well-known by a large number of both 

segmented users and other users on Twitter. Then, it will be useful 

for journalists to catch up nowadays trending topics in every 

category that is available.  

Maximum like, comment, and share for each category will 

represent the most trending category discussed in society which 

can be seen in Figure 16. Showing the quantity data of the 

maximum engagement will be useful for journalists in defining 

the standard quality of news in the trending category news. At a 

certain time, Politics was the top trending category with 891.82k 

number of likes, 50.25k number of comments, and 394.71k 

number of shares. Therefore, when Politics hits the top trending 

in another certain time, the engagement’s amount can be 

compared to gain comparison and insight. Over time, journalists 

can define the average of maximum engagement of the trending 

category which contains high-quality tweets that are worthy of 

sharing especially as news. Meanwhile, the lower limits of 

maximum engagement can also be defined by these 

circumstances. Hence, journalists will be able to choose the best 

quality of news in the category and process the news. 

Figure 16. Maximum Like, Comment, and Share by Category

http://www.astesj.com/


A.S. Girsang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1517-1528 (2020) 

www.astesj.com     1527 

Figure 17: Minimum Like, Comment by Category

Figure 18: Minimum Share by Category and Media 

Figure 17 and Figure 18 shows minimum count data of likes, 

comments, and shares by Category and Media which are able to 

help choose and exclude the certain category with the smallest 

percentage of likes and comments or smallest number of shares. 

With the standard defined, furthermore, the process of choosing 

the category and news will be easier. On the other hand, a big 

number of percentage and amount define that the certain category 

news was one of trending topics. In Figure 17 the entertainment 

category in Berita Satu minimum likes was 90, it can be seen there 

a large number difference to compare with the technology 

category. It concluded Berita Satu is not the right media to find 

entertainment news. 

5. Conclusion 

With processed and presented data at the dashboard, 

journalism will be helped a lot, for viral news information, 

through batch, date, day, news’s category, news media and others. 

Through many data mining and other processes, Twitter was 

proven capable of providing and helping journalists with news 

sources and conveying the correct news to the public in effective 

and efficient ways. This process will help and give the journalism 

world a solution for effective, efficient, and unlimited news 

sources.  
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 Normalized Metered Energy Consumption (NMEC) is a solution for investors in determining 
the best energy-saving strategy for buildings. But on the other hand, investors need a fast 
and reliable evaluation results in measuring how effective the savings methods they use 
without wasting money. To address this issue, we selected Facebook's latest predictive time 
series method called Prophet Algorithm's which adapts the regression modular additive 
model with hyperparameter advantages that can be optimized based on time series 
parameters by automation. Although the Prophet is a relatively new method in time series 
predicition, but it can show promising results that offer even more easily implemented by 
beginners for business purposes. Furthermore, it allows gaining insight into each periodic 
component of the forecast separately and helping to assess energy management issues. At 
the end of the experiment, the Prophet model achieved an excellent result by showing the 
Root Mean Square Error (RMSE) below 10 points for the next two-month forecast. 
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1. Introduction  

Energy wastage is still an enormous problem around the world, 
even about 40% due to inefficient city building energy 
management systems [1,2]. Challenges in the recent energy 
industry are cost-effective deficiencies, model inaccuracy, and 
lack of prediction procedures determining the use of energy that 
can be measured periodically to make significant decisions [3]. 
Investors have invested a lot of money to improve sustainable 
building’s energy efficiency to reduce costs and emissions. The 
question is whether energy efficiency has worked success  
effectively reducing energy consumption to the maximum? Then 
the next question is how effectively the method works in the 
influence of various external factors? In previous research on 
energy efficiency, it concluded that the best strategy is not only to 
apply energy-saving technology. But energy management 
strategies can also be an effective solution in minimizing energy 
disposal [4].  

Energy benchmarks are still a consideration for building 
owners to be able to measure the energy consumption performance 
of building with similar structures to different geographical or 
weather conditions. Based on the results of energy benchmark 
analysis, building developers can implement appropriate and 
proven energy-saving methods by the best practice of other 
buildings. The core keys to knowing the maximum energy savings 

are by determining the energy demand model before the 
development action (baseline model) and determining the energy 
demand prediction model after the implementation of the energy-
saving method (report model) [5]. Meanwhile, the new energy 
benchmark introduced in California Energy Policy for verifying 
the success of energy-saving in 2017, namely NMEC.  The NMEC 
considers the weather and building characteristics to normalize 
energy consumption data. Normalization indicates a statistical 
process for adjusting energy use before and after energy 
management improvements in a wide range of conditions related 
to independent variables for more sensible results that can describe 
actual energy consumption patterns [6].  

Previously researchers successfully used the Hybrid model 
Artificial Neural Network (ANN) with an average Mean Absolute 
Percent Error (MAPE) value of 4.2% [7]. On the other hand, the 
model still has limitations where it can give a decent prediction for 
only the next 72 hours. Another research uses LSTM performs well 
in terms of accuracy, but it requires more data compared to other 
methods [8]. Until now, various algorithms have been explored 
widely for predicting building energy consumption. However, 
many external factors such as holidays or high season trends that 
change occasionally in many cases, which cannot capture by 
models. And it's hard practically to produce feasible analysis 
results for many business users.  

In this research, the authors had the idea to implement the 
Prophet method to predict building energy use based on historical 
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trends that address dynamic business needs and require time 
efficiency. Prophet demonstrates higher accuracy and ease of 
implementation to see movement trends periodically for business 
purposes with flexible requirements after studying the evaluation 
results in several previous studies such as Autoregressive 
Integrated Moving Average (ARIMA) [9], and Seasonal Trend 
Decomposition using LOESS (STL), ARIMA, Neural Network 
Autoregressive (NNAR), Trigonometric Exponential Smoothing 
State-Space model with Box-Cox transformation (TBATS), 
Linear, S. Naïve in [10]. Prophet can also effectively solve the 
problem of easy forgery using real-time prediction of the user 
behavior to determine the right time to switch on the security 
sensor on the smartphone [11].  

We believe that there are still fewer applications for prophet 
methods, especially in predicting energy consumption in buildings. 
Although it is still new development methods, the prophet method 
can surpass various other approaches with the concept of an 
additive model to estimate predictions based on historical trend 
patterns. For further development, the authors combine affecting 
normalization techniques to improve the quality of the model. The 
purpose of the research will later contribute to producing baseline 
models that can minimize external effects (e.g., weather, building 
characteristics, etc.) as an accurate evaluation model of building 
energy savings in the future. And it could be a consideration for 
investors to prepare a strategy for the implementation of high-
value prolonged energy savings. 

2. Literature Review 

2.1. Energy Consumption Performance Indicators 

Factors that affect energy consumption in buildings 
generalized into 7 categories [12]:  

• Weather (e.g., air temperature, wind speed, solar radiation, 
humidity),  

• Building characteristics (e.g., building functionality, square 
area, number of floor levels),  

• Characteristics of occupants (e.g., presence of residents on 
weekdays and holidays),  

• Building service system (e.g., cooling/heating conditions, 
availability of water heaters),  

• Activities and habits of residents (e.g., turning off lights 
during the day),  

• Social and economic factors (e.g., education level, energy 
cost), and  

• Needs for indoor air temperature.  
 

The behavior and habits of the occupants are quite difficult 
parameters to identify regarding the complexity and differences 
of each occupant observed [12]. One of the most possibles 
solutions is to use real measurement data such as historical data 
on KWH electricity usage of the previous period. Based on four 
energy consumption performance methodologies on buildings 
explained in [13], we chose to use statistical analysis (regression 
model-based) as the best option to overwhelm the time limitation 
problem. Statistical analysis methodology refers to the 
measurement of Energy Performance Intensity (EPIs) in buildings 
derived from a combination of supportive variables with robust 
relationships to energy usage. 

2.2. Structure Dependent Energy Usage /Loss (SDE U/L) 
Overview 

Energy consumption estimates in buildings usually consider 
dry-bulb temperature, known as normalization of weather Heating 
and Cooling Degree Days (HDD/CDD) [14]. HDD/CDD is the 
standard term of measurement units for conducting weather 
modeling. However, this method can provide misleading 
solutions because unable to keep up with the dynamics of extreme 
weather changes by limited inputs and ratio concept. The 
development of this method continued to be carried out 
throughout until recently the SDE U/L method introduced to the 
public. The SDE U/L method uses the concept of linear or 
nonlinear models considering the coefficients of wind speed, 
humidity, radiation, and outdoor temperature. Moreover, several 
important building factors such as building size, window size, 
construction connection that ignored in the application of various 
previously normalization methods [15]. SDE U/L consists of 3 
main factors, namely weather, characteristics of buildings, and 
behavior or habits of building occupants.    
    

 gbl(T, W, R,H, P)=a+aT+bR+cW+dH+eP, (1) 

In steady-state, (1) represent linear models to calculate the 
heat balance of the building denoted by gbl(·) function. The 
equation made base on heat/cool generated by building appliances 
that improve overall electricity use. Coefficients a, b, c, and d are 
parameters that depend on the building's characteristics. 
Parameter a relates to insulation, building size, etc. that affect air 
temperature. Parameter b associates to the direction of entry of 
sunlight, the size of the window, the material of the window that 
affects the intensity of radiation. While parameter c is related to 
air ventilation, the height of the building, the open space that 
affects wind speed. And parameter d relates to the infrastructure 
that affects the humidity of the room. Parameter e could consider 
as the number of residents of the building. While non-linear 
models have the same concept as linear models, but the 
application of methods developed with Multi-Layer Perceptron. 
Where each input node consists of T, R, W, H, P, and when the 
data do not exist, then the node input will be omitted. The model 
is optimally attached when the RMSE result is smaller than 10-10. 

2.3. Prophet Overview 

The prophet method concept is adapting the Generative 
Additive Model (GAM) method that emphasizes regression 
models with non-linear smoothers on the regressor [16]. As a 
difference, Prophet only uses time as a regressor when there is the 
possibility of some linear and non-linear functions of time as 
essential components. Prophet can generally meet the main 
criteria of good time series models described further in [17] such 
as forecasting, modeling, and characterization. One of the 
advantages adapted from the GAM model is the flexibility in 
accepting trend changes in the data source and quickly in the 
process of model fittings so that users can change the parameter 
model interactively to improve accuracy results [18]. Prophet's 
model base on the concept of a decomposable time series with 
three main components: trend, seasonality, and holidays that 
represent in (2) [19]. The additive regressive model result of 

http://www.astesj.com/


F. Lioexander et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1529-1536 (2020) 

www.astesj.com     1531 

combination decomposable time series denotes as y(t), which will 
describe per movement how the Prophet model fits data 
distribution. 

 y(t)=g(t)+s(t)+h(t)+εt, (2) 

In (2), g(t) describes the trend of non-periodic changes in the 
time series model. s(t) describes periodic changes such as weekly, 
yearly. And h(t) depicts the continued effect of holidays on a 
nation that has the potential to cause unusual trends and 
sometimes effects occurring over one day. Notation errors are 
distinct changes that the model cannot predict. The fundamental 
in a decent non-linear model is to make sure the model can 
describe the growth trend and how the continuation corresponds 
to the addition of data. With dynamic trend movements, the basic 
approach used is the logistic growth model follows in (3). 

 g(t)= C
1+exp(-k (t-m))

, (3) 

C represents carrying capacity, k is the growth rate, and m is 
the offset parameter. Carrying capacity is the maximum number 
of individuals that can be supported resources in an ecosystem. 
One of the modifications implemented in the Prophet method is 
to define changepoints, which variable C changes to C(t) defines 
carrying capacity expected at any given time. Then Prophet 
defines a vector containing a rate adjustment of δ ∈ RS, where δj 
is the change in the rate at the time of sj. Then base k will be couple 
with adjustment at that point:  k + a(t)Tδ. Where vector a(t) - {0, 
1S is defined in (4) to limiting that the k rate increase will only 
occur when the t measurement time exceeds the changepoint time 
occurred. 

 aj(t)= �
1 ,if t ≥ sj

 0 ,otherwise, 
 (4) 

The k rate variation is also followed by an offset parameter change 
to connect the endpoints of the segments. The correct adjustment 
at changepoint j is easily computed as and presented as follows in 
(5): 

 γj=�sj-m-∑ γll<j � �1- k+ ∑ δll<j

k+ ∑ δll≤j
� (5) 

The result of modification of prophet model is presented in (6): 

 g(t)= C(t)
1+exp(-k+a(t)Tδ (t-(m+ a(t)T γ)))

, (6) 

In determining the changepoint on the model, the analyst can 
perform manually by defining a specific potential signifiant date 
as an example of a national holiday. Or automatic by applying the 
principle of historical trends to variable δ and sets the flexibility 
rate in the model by parameter T. For the record, the application 
of historical trends in δ will not influence the central point growth 
rate of k. Thus, when the parameter T value is 0, the curve of the 
fitting model will be linear or basic logistics. Accuracy in the 
prediction model becomes the final parameter as the evaluation 
material, but the error value of uncertainty would still occur due 

to the unconstant growth rate. Uncertainty calculates assuming 
that future predictions will have an average pattern of frequency 
and enormous changes in growth rates in history. To increase 
accuracy, we can configure the T parameter based on the variant 
result of the data. The increasing value of the T parameter will also 
increase the flexibility of the model fitting to historical patterns 
and reduce the error loss value. However, high flexibility is 
directly proportional to the increased interval of uncertainty. 

In the Prophet model, the seasonal component s(t) provides 
adaptability by permitting periodic changes in a different kind of 
seasonality. There are many cases of multi-period seasonality as 
a capture result of human behaviors. For instance, a 5-days 
workweek implies effects on a time series that repeat each week 
for over a month, while vacation schedules at the weekend and 
school breaks can generate a trend that repeats each year. To fit 
and forecast these effects we must specify seasonality models that 
are periodic functions of [time] t. Prophet relies on the Fourier 
series to provide a lenient model of periodic effect. P is the regular 
period the time series will have (e.g., P = 365.25 for yearly data 
or P = 7 for weekly data when time scale in days). 

The impact of a particular holiday on the time series is often 
similar year after year, making it important incorporation into the 
forecast. The component h(t) indicates predictable events of the 
year including those on irregular schedules (e.g., Halloween or 
Labor day). To utilize this feature, the user needs to provide a 
custom list of events. Fusing this list of holidays into the model is 
made straightforward by assuming that the effects of holidays are 
independent. After the model fitting process, the model will make 
predictions based on trends and seasonality that successfully 
captured previously in (1). Trend assumptions are based on the 
same date in the previous period. The output of the model will be 
yhat variables that indicate the predicted results. And another 
component yhat_lower and yhat_upper, which describes 
uncertainty intervals of prediction. 

2.4. Related Works 

In this section, it will explain in more detail about the methods 
used along with the evaluation results obtained by the previous 
research. Previously researchers used four approaches as a 
comparison to create baseline models of energy prediction such 
as Support Vector Machine (SVM), Long Short-Term Memory 
(LSTM), Nonlinear Auto-Regressive (NAR), Autoregressive 
Moving Average (ARMA) [8].  It could conclude that each 
method tested can exceed ARMA performance. While LSTM 
performs well in terms of accuracy, it requires more data 
compared to other methods. Hybrid model Artificial Neural 
Network (ANN)-based Short Term Load Forecasting (STLF) 
models with a combination of boolean metering systems to 
convert input values into vector bit shapes carried out in [7]. The 
experiment conducted using energy consumption data on 93 
homes in Portugal from 2000 to 2001. The experiment proved a 
pretty good result with an average Mean Absolute Percent Error 
(MAPE) value of 4.2% as well as a maximum MAPE of 18.1%. 
In the evaluation results, there are limitations where the model can 
give a decent prediction for only the next 72 hours. They suggest 
further development with variable use of air temperature and 
weather and consider the presence of residents by distinguishing 
routines on weekdays and weekends to improve the accuracy of 
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prediction models. Other research with the concept of short-term 
load forecasting for the next 24 hours had a comparison between 
ANN and SVM methods, with an accuracy rate of 62% for ANN 
and 60% for SVM [20]. 

Another comparison method based on a data-driven approach 
on two buildings to get predicted results of energy consumption 
per hour meet the model calibration criteria defined by the 
American Society of Heating, Refrigerating, and Air-
Conditioning Engineers (ASHRAE). Various methods such as 
multiple linear regression, adaptive linear filter algorithms (least 
mean square (LMS), normalized least mean square (nLMS), and 
recursive least square (RLS)), and Gaussian mixture model 
regression (GMMR) used in this experiment [21]. Once evaluated, 
the GMMR method can go beyond a variety of other adaptive 
approaches. Cause GMMR is a non-linear method so it can better 
show the performance of building energy consumption. For an 
additional record, the data-driven method's large number of 
parameter inputs does not ensure better accuracy. It is due to the 
model's difficulty in achieving a convergence state in finding the 
best solution due to the combinatorial explosion problem. Table 1 
shows the summary of related works, together with the dataset, 
method, and achieved experiment results. 

Table 1: Summary of Related Works 

Ref Dataset Method Result 

[7] 

Energy 
Consumption  

on 93 Homes in 
Portugal 

Hybrid 
ANN 

Gives an average 
MAPE around 4.2 %. 

[8] 

Power 
Consumption 
for a Single 
Household. 

SVM 

NAR worked best for 
short time error 

variance progress while 
SVM best for long 

prediction intervals. 

LSTM 

NAR 

ARMA 

[20] 

Power 
Consumption 
for a Single 

Household in 
Poland. 

ANN ANN worked best with 
an accuracy around 
62 % for short-term 

load forecasting. SVM 

[21] 
Buildings 

Energy 
Consumption. 

MLR 

GMMR give best result 
on fitting building 

energy consumption 
model  

LMS 

nLMS 

RLS 

GMMR 
 
3. Experimental Design 

In this section, we describe the framework that we used to 
perform data normalization until the implementation of prediction 
methods for a group of buildings with the same characteristics as 
the comparison with other groups. Moreover, we explain the steps 
and configuration parameters for the numerical assessments of 
Section 4. 

3.1. Dataset 

The data in this experiment consists of 3 datasets: weather, 
electrical consumption of buildings, and building characteristics. 
Dataset acquires from meter measurements of more than a 
thousand structures across the United States [22]. The data consist 
of measuring water, electricity, gas, hot water, and steam meters. 
ASHRAE's 1000-building electrical energy consumption data has 
an hourly interval with a measurement period from 2016 to 2017, 
thus meeting the regularly spaced criteria in the time series. Once 
the data are collected, the data going through the selection phase 
since some buildings do not have full sensors or there might 
construction conditions in certain areas, possibly making the 
sensor measurement value 0.  
 

In ensuring a valid measurement where the building is 
inhabited, then the maximum missing data is set at 15%. Besides, 
missing values are replaced with a value of -999 or with 
interpolation automation techniques based on data of the previous 
and next day. To eliminate outliers on data, the plot analysis 
method used in looking at the trends of each district's building 
sensors. In this simulation, one building was randomly selected 
with an N/A value of less than 10 percent to provide the best 
results. The historical movement of energy consumption over a 
year with hour intervals could be seen in Figure 1.  
 

 
Figure 1: Electrical Energy Consumption Trend on Building with Id 1082. 

3.2. Weather Normalization 

Then in the stage of weather normalization, implementation is 
carried out by SDE U/L method to consider meter measurement 
with weather conditions as well as building characteristics as 
inputs. Normalization has done using a multi-layer perceptron 
with configuration four input nodes, two hidden layers, and one 
output node. For the normalization process, the base temperature 
sets to 9.6°C, which refers to the average temperature of the 
building area on measured year. The configuration of base 
variables used in normalization could be different depends on the 
needs of research in analyzing the most influential weather factors 
for the development of energy-saving methods in the future. The 
trend of electricity consumption after normalization could be seen 
in Figure 2. Differences in radiation normalization results through 
the same data could be seen in Figure 3. Because there is no 
additional information about the behavior of the occupant, thus 
the input node in parameter P be ignored on the model. For the 
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final training model configuration, we use two hidden layers with 
each consisting of seven nodes and a learning rate of 0.04.  

 
Figure 2: Temperature Base Normalization Implementation. 

 

Figure 3: Radiation Base Normalization Implementation. 

3.3. Prophet Framework 

Preparation of the prophet prediction model carried out in the 
following stages: 

• Split data into three sets, training set, validation set, and test 
set. The proportion we used in splitting the dataset into 
training, validation, and test sets is 80%, 10%, and 10%, 
respectively as a reasonable option given the sufficient 
amount of data [23]. Training sets were used to train models, 
while validation sets were used for tuning hyperparameters, 
and test sets were used for evaluation of models.  

• Initialize the carrying capacity value for each row of data 
presented in the stamp column. The stamp value is not 
continuously adjusting to the market size at the time of 
measurement. The market size here refers to the maximum 
amount of energy consumption per hour. Therefore, carrying 
capacity plays a role to keep the curve of the model does not 
exceed the market size value specified before. For example, 

in the winter season (December - February), the carrying 
capacity value is determined based on the maximum value of 
energy consumption between those three months. For the 
implementation of carrying capacity, minimum value can be 
used floor variable. 

• Defines specific dates such as national holidays that repeat 
periodically for each year in the form of data frames like 
Christmas, labor-day, etc. 

• Add custom seasonalities such as school holidays in the long-
term summer holidays for up to 3 months.  

• Change the changepoint ratio on the model to set the 
flexibility of the model. By default, change points have 
automatically added to 80% of trends with the reason for 
creating more projection lines so that there is no overfitting 
at the end of the prediction. But to be aware, adding a 
changepoint ratio will make the model have too much 
flexibility and have overfitting side effects. The default 
changepoint ratio value in the Prophet method is 0.05. 

• Apply fouries series yearly seasonality tuning as a smoothing 
method when trend patterns have high fickle frequencies. For 
example in tropical conditions, the weather changes rapidly.  

• Divide the data into 2 columns, ds for the date (timestamp) 
and y for the feature column which is the result of 
normalization of building energy consumption as input in the 
model.   

• Repeat steps e through f to find the best model through a final 
evaluation using RMSE. 

 
3.4. Evaluation Metrics 

 
Figure 4: Cross Validation Periods. 

3.5. Environment and Parameter Setting 

These experiments were conducted on Google Colab using 
GPU accelerator with Python programming language. The models 
created using the Prophet forecasting model through the logistic 
growth model as a trend factor base. The final configuration of the 
Prophet model in this experiment could be seen in table 2. 
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Table 2: Prophet Parameter Setting 

Parameter Setting 
Changepoint prior scale 0.1 
Seasonality prior scale 10 
Holidays prior scale 10 
Seasonality mode additive 

4. Result 

4.1. Analysis 

An overview of the final prediction Prophet model could be 
seen in Figure 5. Prophet model movement trends illustrating 
through blue lines that can fit the pattern of data diversity well. 
The red vertical lines in this figure indicate where the potential 
changepoints placed, and by default, are uniformly placed in the 
first 80% of the time-series data. Looking at how the curve in 
fittings movement of the model, Prophet prove can handle a single 
outlier in the middle of the data. In the last section of Figure 5, we 
can also see how the prophet made predictions for the next two 
months.  

 
Figure 5: Forecast Plot with Prophet Built-in Method. 

Observing the weekly plot provide by Prophet in Figure 6, we 
can conclude that the usage of electricity consumption in the 
building increased on weekdays following the function of the 
building as an office. Also, through advance analysis, we can see 
daily electricity usage in Figure 7 decreases at 8 p.m. and 
increases at 2 a.m. And the annual trend in Figure 8 shows energy 
usage increases in the mid-season and decreases in the late season. 

 
Figure 6: Weekly Plot of Energy Consumptions. 

 
Figure 7: Daily Plot of Energy Consumptions. 

 
Figure 8: An Overview Plot of Energy Consumptions by Date. 

4.2. Evaluation 

We could investigate the trend of cross-validation errors for the 
next two months' predictions in Figure 9. The blue line shows the 
RMSE, where the mean takes over a rolling window of the dots. 
We realize that errors below 5 points are typical for predictions 
one month into the future and that errors increase up to around 8 
points for predictions two months into the future. 

 
Figure 9: Cross Validation Visually Over Time. 

Another experiment had conducted to further evaluate the 
Prophet's performance with another well-known time series 
algorithm, LSTM. For  LSTM  training model configuration, we 
use two hidden layers, with each consisting of  50 LSTM units, 
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dropout 0.25, batch size 32, and a sliding window of 720 as the 
accumulated number of hours in one month. And weather 
dimensions applied previously in the normalization process were 
used as inputs in the LSTM model. 

 
Figure 10: Prophet, LSTM Prediction and Actual Comparison. 

Looking at the results on the graph in Figure 10, it appears 
prophet performs well in fitting data without overfitting. On the 
other hand, LSTM tends to shows easily overfitting results with 
RMSE around 0.005 points and training execution time around 
330 s. Meanwhile, Prophet with just one-dimensional feature 
input showed a short training time of 20 s, 15 times faster than 
LSTM. Comprehensively LSTM still needs to apply an approach 
to minimize overfitting.  Adding more data to LSTM maybe 
become the solution to have reasonable predictability results. 

Cross-validation may be used for tuning hyperparameters of 
the model, as can be seen in Figure 11. Here parameters are 
evaluated on RMSE averaged over a 30-day horizon. However, 
different performance metrics may be acceptable for various 
problems. In this scenario, the changepoint prior scale is specified 
within [0.001; 0.01; 0.1; 0.5], while the seasonality prior scale 
within [0.01, 0.1, 1. 10]. Seeing the result, whereas an increase of 
changepoint ratio may offer minimum RMSE, nevertheless, it 
tends to form the model overfitting after all. 

 

Figure 11: Hyperparameter Tuning on Prophet Parameters. 

5. Conclusion 

With the rapid advancement of machine learning-based 
techniques, especially deep learning algorithms, the Prophet 
method is gaining popularity as alternatives way among 
researchers across diverse disciplines. The objective of this study 

was to improve the baseline model by introducing the 
implementation of prophet methods with its practical advantages 
combine with weather normalization method SDE U/L. 
Furthermore, we would highlight some of its ability within this 
experiment in addressing a variety of external factors that affect 
electricity consumption, such as modeling holiday effects, custom 
seasonalities, and additional regressor. As a result, SDE U/L – 
Prophet models could considered successfully predicted values 
without overfitting in the 30-day forecast with maximum RMSE 
around 5 points. In advance, more data will make predictions give 
better results. In the future, the Prophet can be a leading solution 
that offers practically insightful, flexibility, accuracy, speed, and 
simplicity for many non-technical users in various time series 
cases.  

We hope that this study result could be a consideration for the 
researcher by using Prophet methods in various time series cases, 
as many advantages that Prophet have compared to other time 
series prediction methods. And especially for practitioners to be 
more efficient in choosing the best energy-saving based on the 
prediction analysis result of the energy savings method used. So 
that in the future practitioner does not have to wait until months 
to evaluate the final results before further modification 
considering the many costs incurred in the method selection 
process. This provides a useful tool for analysts to gain insight into 
their forecasting problem, besides just producing a prediction. 
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 Traditional networks have difficulty in meeting the technological developments and the 
continuous increase in the size of data to be processed. Software-Defined Network (SDN) 
approach has emerged as an alternative to traditional networks. SDN separates the control 
and data planes from each other and manages the network over the control plane with 
flexibility and cost advantages. In networks with large data flow, SDN with multiple 
controllers will be useful to manage the network because a single controller may cause 
network interruptions and data loss. After deciding on the use of multiple controllers in the 
SDN approach, problems are encountered with the number of controllers that should be 
used and the placement of these controllers. Due to the increase in the coronavirus 
epidemic that has affected the whole world in recent months, the need for pandemic 
hospitals has increased. However, considering the establishment costs of pandemic 
hospitals, it will not be possible to establish these hospitals in every desired location in the 
impact area. For this reason, positioning pandemic hospitals at more strategic points will 
provide these hospitals with a wider coverage area and more functionality at lower costs. 
In this paper, a genetic algorithm-based SDN is presented for pandemic hospital 
localization. The number of coronavirus infected people of each city in Turkey is taken into 
consideration as well as the city distances in the ULAKNET data set within the Topology 
Zoo database. For the best localization of pandemic hospitals, the Dijkstra algorithm is 
used to best cover the cities where the coronavirus epidemic is at a minimum distance from 
the cities. In this paper, the number of controllers is set as 10, and the experimental results 
are given with maps and graphics. 
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1. Introduction  

This paper is an extension of work originally presented in 2019 
4th International Conference on Computer Science and 
Engineering (UBMK) [1]. In this study, firstly, the coronavirus 
coefficients of the cities on a certain date are added to the data file 
of [1] in addition to the coordinates of each city in the Ulaknet data 
set within the Topology Zoo database. Secondly, the fitness 
function values are obtained by dividing the coronavirus 
coefficients of the cities in the selected solution set by the 
arithmetic averages, as well as the algorithm used to find the 
minimum distances of the incoming solution clusters to other 
cities. In this way, while developing random solutions during 
Genetic Algorithm (GA) generations, solution clusters at the 
minimum distance to cities are found based on Dijkstra Algorithm 

(DA), and the solution set with cities with a high number of 
coronaviruses become the optimum solution set. The aim is to find 
the locations of pandemic hospitals that are close to the cities on 
the map, have a high coronavirus coefficient, and best cover cities 
that need hospitals.  

With the continuous development of information technologies, 
the Internet has turned into a complex and large-scale infrastructure 
that profoundly affects people's working and lifestyle [2]. However, 
the complexity of the traditional network makes the networks 
difficult to manage. SDN resolves these issues based on the 
principle of separating the data layers. SDN enables easy 
management of the traditional network seperating data and control 
planes. By this way, SDN provides many benefits such as 
simplifying network management, improve network utilization 
efficiency, support network innovation, reduce network delays.  
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As the network structure expands, a single controller SDN 
architecture may be difficult to manage a comprehensive network. 
To increase the scalability and reliability of the network and to 
avoid a single point of failure, there is a need for a logically 
centralized [3], physically distributed multi-controller network 
architecture. In multi-controller architecture, the Controller 
Placement Problem (CPP) is encountered. With CPP, the number 
and location of the controllers have a large impact on end-to-end 
latency reduction and network performance within the network.  

2. Related Works 

CPP has been intensely studied in the literature. Papers [4-16] 
explain the different CPP problems in detail for the proper single 
controller or multiple distributions of controllers and clarify the 
benefits of SDN. 

In [4], the authors present as a solution to CPP and minimize the 
response delays for a large-scale network using a hybrid GA-PSO 
algorithm. Using the hybrid algorithm, the best position is obtained 
in a shorter time compared to GA.  

In [5], the authors solve the distributed controllers’ placement 
problem and apply different scenarios in CPP for the distribution of 
the network load. 

CPP with different aspects such as transmission delay, control 
plane utilization, and controller workload distribution are studied in 
[6]. A hybrid gradient descent optimization method with GA is 
implemented in two different network scenarios and effectively 
established the balance between the use of the control plane and the 
network response time. 

In [7], the authors examine different controller placement 
models and their accuracies. Other goals of the study include 
maximizing the controller capacity, reliability, flexibility while 
minimizing the network latency, deployment cost, and energy 
consumption. Concerning CPP, the authors present a feature 
selection technique adopted in the literature to illustrate the search 
methods used by the controller placement models. 

In [8], the authors present a hierarchical K-median algorithm for 
CPP. Also, by dividing the large number of single-controller 
network SDN, they attempt to provide efficient control of the area. 
They also consider the load balancing. 

In [9], the authors consider the packets among the controllers 
and switches for wide area networks, argue that it is important to 
reduce the propagation delay. They propose a new approach called 
the Cluster-Based Network Division Algorithm (CNPA). CNPA 
divides the network into subnets in steps to shorten the propagation 
delay between the controller and the controller can place the 
associated switches to a sub-network. They aim at minimizing the 
network latency, maximizing reliability and durability, minimizing 
distribution cost and energy consumption. The solutions are 
searched for CPP with different purposes. They focus on 
cooperation between controllers for CPP, cost awareness with the 
use of multiple controllers, and increasing the number of 
parameters to be based on optimization. 

In [10], the authors review the CPP, and analyze the solution 
techniques and their limitations. The solution techniques are 
generally based on objective functions. In obtaining the optimum 
solutions, various factors such as propagation latency between 

switches and controllers and constraints such as the capacity of 
controllers and switches are considered.    

In [11], the authors present a cost-effective real-time monitoring 
and recording system to combat the crime committed on the 
Internet using SDN architecture. In [12], the authors implement a 
small scale and low-cost SDN design. The performance of two 
different load balancing algorithms (Round Robin and Dijkstra) is 
investigated in [13] using round-trip times for addressing the SDN 
load balancing problem. 

In [14], the authors examine the factor of controllers' load into 
the problem of the controller placement. For this, they define the 
Capacitated Controller Placement Problem (CCPP). The evaluation 
shows that the new strategy can significantly reduce the number of 
required controllers and reduce the load of the maximum-load 
controller. 

In [15], the authors propose a new mathematical model for the 
CPP in SDNs. The goal of the model is to minimize the cost of the 
network while considering different constraints. The simulation 
results show that the model can be used to plan small scale SDN. 

In [16], a new expansion model is presented to introduce the 
network operators plan and to update the SDN infrastructure. For a 
given network design and switches, the model finds how many, 
where and which controllers to install to (re-)design the topology of 
the new network. 

The coronavirus also called COVID-19 or SARS-CoV-2, is one 
of the worst pandemics in recent history [17].  Especially, in recent 
months, the financial and the social impacts of the COVID-19 
pandemic on our lives and economies are very destructive. To stop 
the spread of COVID-19, billions of people need a vaccine for 
coronavirus. Many research teams in companies and researchers in 
universities try to develop vaccines against COVID-19. But it might 
not be physically possible to make enough vaccine for everyone and 
optimistically it could be available in 2 year-time but as scientists 
say it will be a while before the vaccine is as useful as hoped. To 
this end, governments take measures such as buy blood test kits, 
rules for wearing masks and social-distancing, flexible working 
hours, online schools, severe lockdowns, etc. to slow down the 
spread of COVID-19. Apart from these and besides, governments 
need effective resource management and coordination. Especially, 
the key challenges where to place the pandemic hospitals and what 
should be the number of pandemic hospitals to be placed in a city 
should be effectively addressed by governments. 

The main contribution of this paper is the introduction and 
evaluation of an SDN-based approach for the best hospital 
localization against COVID-19. We propose and explain a GA 
with the DA method that considers the number of coronavirus 
patients of cities to reduce the insertion end-to-end delay controller. 
The proposal uses the ULAKNET data set for Turkey and provides 
the most appropriate placement for the pandemic hospitals. We 
experimentally show the controllers are located at the closest 
distance to all other cities and close to the places where the 
coronavirus outbreak is common, thus reducing the end-to-end 
delay significantly. Our approach can be used to analyze, validate, 
and to evaluate the localization of the countries’ pandemic 
hospitals’ demand. If more data support is satisfied especially at 
the level of villages, towns, cities, and districts better prediction 
models can be obtained. 
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3. Technical Concepts 

3.1. Software-Defined Network (SDN) 

SDN is a new networking paradigm emerging to improve the 
performance of existing network architecture [18]. SDN, by 
separating the control plane from the data plane, the switches 
become simple forwarding devices. Network control of SDN is 
provided with the help of a controller or controllers with logical 
management in the control layer. Controller, applications, network 
policy, network configuration, topology management, finding 
connections, is responsible for the process flow table entry. SDN 
architecture data, consisting of control and application layers. The 
communication between the layers is carried out by North and 
Southbound interfaces. The basic architecture of SDN is shown in 
Figure 1. 

 
Figure 1: The Basic SDN Architecture 

3.2. Multiple Controller Placement Problem 

A single controller in the control layer of the SDN architecture 
may not be sufficient in large-scale networks. There are 
disadvantages such as a single checkpoint being a single point of 
failure, bottleneck, and delay in response time. A multi-controller 
structure is recommended to solve such problems in SDN. After 
deciding the number of controllers, the significant challenges of 
multi-controller SDNs to be addressed to increase performance are 
determining the locations of controllers and determining the 
number of controllers per module by evaluating the latency. 

3.3. Genetic Algorithm (GA) 

GA has three steps (selection, crossover, mutation) to have a 
successful gene. GA process starts with randomly selected 
individuals. After creating the initial population, it is necessary to 
determine the fitness function value of each individual. The value 
of the fitness function is directly proportional to the proximity to 
the solution according to the type of problem. The higher the fitness 
function value, the higher the chance of an individual to survive and 
to reproduce. Individuals that have high fitness function values are 
selected for crossover. In crossover step, two individuals are 
selected as a parent and then one or more individuals are produced 

using different types of crossover operators such as one-point, 
multi-point, uniform, etc. Then mutation is applied in a 
probabilistic manner to enrich the gene pool. After these steps, a 
new population is produced. This procedure is repeated until a 
specified termination condition is satisfied. The block diagram of 
GA is given in Figure 2. 

 
Figure 2: Genetic Algorithm Block Diagram 

3.4. Dijkstra Algorithm (DA) 

DA is one of the most commonly used algorithms for the 
shortest path searching. The purpose of DA is to find the shortest 
distance between nodes in a graph [19]. It uses the greedy search 
principle as it aims to find the most suitable solution at every step 
while searching for solutions to the problems it applies to. The input 
of the DA is the weighted graphs and its output is the shortest path 
from the origin node to each vertex in the graph. 

4. Experiments 

In this paper, the hospital placement problem for the 
coronavirus epidemic affecting the whole world is solved in the 
SDN infrastructure (see Figure 3) by applying GA and DA 
approach. In addition to the coordinates of the cities, the 
coronavirus parameter of each city is added to the ULAKNET 
database file used. 

The ULAKNET data set for Turkey in the Topology Zoo 
database [20] shown in Figure 4 is used. The study is carried out 
with Python codes on a machine with Linux based Ubuntu 16.04 
operating system, 8 GB RAM, and Core i7, 2.0 GHz processor. The 
Pycharm platform is used as a compiler for the Python codes. 

First, a fixed node map for Turkey using latitude and longitude 
values in ULAKNET data sets is illustrated in Figure 5. In Figure 
5, each city is also represented by a number. For example, 74 
number is assigned for İstanbul. The data for İstanbul is as follows: 

<node id="74"> 
<data key="d29">1</data> 
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<data key="d30">41.01384</data> 
<data key="d31">Turkey</data> 
<data key="d32">Red Colour</data> 
<data key="d33">74</data> 
<data key="d34">28.94966</data> 
<data key="d35">Istanbul</data> 
</node> 

 
Figure 3: The SDN-based Structure Used for the Best Pandemic Hospital 

Localization 

 
Figure 4: ULAKNET Turkey Map 

 
Figure 5: ULAKNET Turkey Map Before the Placement of Multi-Controllers 

According to the coordinate data of the cities, the minimum 
distances of each city to other cities are calculated with DA. A 
distance matrix obtained for each city is shown in Figure 6.  

 
Figure 6: A City Distance Matrix 

The number of coronavirus patients is assumed as the 
coronavirus coefficient of a city. So, the corresponding coronavirus 
coefficients are added for each city and are shown in Figure 7. The 
coronavirus patients’ data of the cities of Turkey given in Figure 7 
are the patients of the date 03/04/2020 [21]. For example, the city 
number 74 corresponds to Istanbul, and 76 corresponds to Ankara 
while the coronavirus coefficients of Istanbul and Ankara are 12231 
and 860, respectively.  
 

 
Figure 7: The Coronavirus Matrix of the Cities of Turkey 

The parameter setting of GA are listed in Table 1 and the 
flowchart for the hospital placement problem is presented in  
Figure 8. 

Table 1: GA parameter setting used in the simulations  

Parameters Value 

Individuals in the Population 100 

The Number of Controllers 
(Hospitals) 

10 

Parent Percentage 0.1 

Mutation Rate 0.05 

Random Selection Rate 0.01 

The Number of Generations 
(Iterations) 

1000 
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Figure 8: Flowchart for the Hospital Placement Problem 

Using the parameters listed in Table 1, 100 random 1x10 
solution clusters are created. The randomly generated solutions are 
illustrated in Figure 9.  

 
Figure 9: Random Startup Solutions 

The fitness of each the random solution sets is calculated using 
the fitness function. The fitness function has two purposes: 

• Choosing solution clusters at minimum distances to cover 
all cities on the map, 

• Choosing solution sets that have higher coronavirus 
coefficients. 

The fitness values of all cities are calculated according to the 
distance matrix created for each city according to the DA. The city 
in the random solution set that has a minimum distance from all 
other cities is selected. After calculating the optimum distance to all 
cities according to the minimum values in the solution set, the 
average of the distance from the solution set to all cities is 
calculated. 

For the algorithm used in the simulation: n is the number of the 
controller (number of pandemic hospitals to be established) and set 
as 10. xi is the solution set where i = 1, 2, 3, …, 10. h is the weighted 

graph of cities. f (x, h) is the Dijkstra function. A is the calculated 
value of the selected solution set with the shortest distances to all 
other cities. L_Opt and G_Opt are variables for Local Optimum and 
Global Optimum, respectively. 

Equation (1) shows the arithmetic mean of the coronavirus 
coefficients of the elements in the solution set and (2) takes the 
average of the values produces according to which of the elements 
in the selected solution set for each city in the graph of the cities is 
closest. (2)  calculates for the 100 solution sets. After (1) and (2) 
are calculated, the local optimum value of the selected solution set 
is obtained by dividing (1) by (2) and (3).  

                                             �̄�𝑥 =
� 𝑥𝑥𝑗𝑗

𝑛𝑛

𝑗𝑗=1

𝑛𝑛
               (1) 

   𝐴𝐴 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑚𝑚𝑚𝑚𝑚𝑚(𝑓𝑓(𝑥𝑥𝑖𝑖 , ℎ), 𝑚𝑚 = 1, … ,𝑚𝑚))        (2) 

    𝐿𝐿_𝑂𝑂𝑂𝑂𝑂𝑂 = 𝐴𝐴
�̄�𝑥
               (3) 

Initially, a global optimum value is defined by (4). In each 
iteration, the global optimum value is compared with the value in 
(3). If the value in (3) is better than the global optimum value, the 
new global optimum value will now be that value (5). 

𝐺𝐺_𝑂𝑂𝑂𝑂𝑂𝑂 = 𝑀𝑀𝑚𝑚𝑥𝑥𝑚𝑚𝑚𝑚𝑂𝑂                                (4) 

If ‘L_Opt’ value is lower than ‘G_Opt’ then: 

                                      G_Opt = L_Opt                             (5) 

The aim of the study is to reach the optimum value when the 
average distance is minimum and the coronavirus arithmetic 
average is maximum. Thus, two criteria are taken into consideration 
for the establishment of pandemic hospitals: 

• Solution clusters that are close to the cities on the map and will 
cover the maximum number of cities 

• Solution clusters consisting of cities with a high number of 
coronavirus and needing hospitals more 

Each experiment is run for 1000 iterations.  After maximum 
iteration is reached, the optimum solution set and optimum value 
are taken. 30 experiments are conducted in the study. The best 
fitness values obtained of the 30 experiments are shown in  
Table 2. The number of the experiment and the solution set (cities) 
obtained during the experiment are also listed in the first and the 
second column of the Table 2.  

The iterations and the convergence graph of the 9th experiment 
is shown in Figures 10 and 11, respectively. The proposed 
algorithm is converged faster, as iterations proceed the output gets 
closer to the optimum value at every iteration.  

Each number in the solution set that gives the global optimum 
value corresponds to a city and represents the most suitable cities 
for the construction of pandemic hospitals. In Figure 12, the cities 
obtained from the 9th experiment, which gives the most optimum 
solution set in Table 2, are shown on the map obtained from the 
ULAKNET data set within the Topology Zoo database. According 
to the results we have obtained, the pandemic hospitals that should 
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be placed in the cities [74, 57, 8, 28, 0, 39, 15, 74, 18, 45]. The 
names of these cities obtained are as follows: 

Figure 10: The Optimum Solution for the 9th Experiment 

Table 2: The Experimental Results  

Exp. No 
 

Cities Best Fitness Value 

9 
[74, 57, 8, 28, 0,  

39, 15, 74, 18, 45]  
0.0002672554771464751 

12 [79, 24, 37, 76, 40,  0.0003217251423851137 

1, 74, 75, 58, 39]  

1 
[76, 74, 57, 58, 74,  
38, 28, 39, 75, 40]  

0.0003219547001035476 

14 
[60, 42, 39, 49, 12, 
 40, 74, 24, 76, 33]  

0.00032287621623980107 

21 
[65, 10, 24, 76, 74,  
75, 13, 44, 63, 58]  

0.0003229917768039527 

11 
[28, 57, 24, 43, 75,  
45, 38, 19, 76, 74]  

0.00032310742011823983 

5 
[51, 74, 52, 62, 53,  
57, 58, 38, 7, 76]  

0.0003235352480868282 

8 
[74, 24, 63, 57, 40,  
3, 42, 76, 79, 59]  

0.0003235708226569537 

28 
[74, 40, 58, 24, 76, 
 7, 57, 54, 75, 34]  

0.0003238789470047675 

17 
[24, 58, 18, 75, 76,  
37, 40, 7, 74, 39]  

0.00032415194841603587 

18 
[18, 75, 7, 57, 58,  
37, 44, 74, 24, 74]  

0.00032422337693777505 

20 
[76, 74, 60, 74, 14,  
2, 22, 40, 57, 78]  

0.00032422337693777505 

10 
[44, 18, 76, 34, 58,  
5, 74, 74, 30, 34]  

0.0003243383497664764 

22 
[76, 24, 74, 74, 27,  
37, 38, 58, 75, 57]  

0.0003245685402205335 

13 
[75, 60, 74, 39, 30, 
 40, 57, 27, 24, 74]  

0.0003247990576496674 

29 
[18, 40, 67, 63, 24,  
81, 64, 25, 74, 76]  

0.00032491443919767794 

19 
[64, 38, 24, 75, 76,  
74, 62, 16, 39, 50]  

0.0003249690401117191 

15 
[74, 24, 40, 49, 16,  

59, 11, 2, 76, 7]  
0.0003250861038869755 

7 
[75, 76, 39, 74, 24,  
57, 46, 49, 7, 63]  

0.00032526107622384904 

30 
[57, 24, 75, 58, 40,  
74, 76, 7, 27, 74] 

0.0003258893348427155 

23 
[74, 39, 49, 57, 68,  
38, 7, 75, 76, 58]  

0.00032590791780073814 

2 
[76, 58, 35, 74, 37,  
57, 75, 60, 17, 27]  

0.00032623346296820944 
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24 
[7, 1, 27, 74, 76, 75,  

39, 24, 58, 40]  
0.0003263054392941361 

16 
[74, 39, 40, 60, 57,  
38, 74, 75, 34, 27]  

0.00032708917158037114 

6 
[24, 81, 0, 57, 37,  
41, 74, 74, 39, 75]  

0.0003281787392685552 

3 
[58, 75, 67, 76, 55,  
31, 74, 7, 39, 60]  

0.00032819733296483107 

26 
[76, 52, 60, 76, 24,  
27, 23, 74, 58, 7]  

0.00032819733296483107 

4 
[58, 9, 76, 57, 49,  
39, 61, 79, 74, 63]  

0.0003696841205081152 

27 
[27, 37, 39, 57, 39,  
80, 74, 76, 51, 7]  

0.00037254145084697076 

25 
[39, 58, 17, 75, 76,  
75, 57, 7, 40, 24]  

0.0005330035817840696 

 

 
Figure 11: The Convergence Graph of the 9th Experiment 

74: İstanbul; 
57: Kocaeli; 
8: Çanakkale; 
28: Bilecik;  
0: Denizli; 
39: Ordu; 
15: Hatay; 
74: İstanbul; 
18: Erzurum; 
45: Kayseri 

and demonstrated in the SDN structure in Figure 13. The 
observation is that in the solution set, there are two Istanbul cities. 
This corresponds Istanbul needs two pandemic hospitals. 
However, the capital Ankara is not in the obtained cities. But 24 of 

30 experiments obtained Ankara. The cities are not obtained based 
on their economic, social, and cultural levels. The values obtained 
from the experiments should be evaluated together with the results 
obtained from the algorithm of all cities in the solution set, not as 
a single city. 

 
Figure 12: The Best Hospital Localization 

 
Figure 13: The Obtained Cities for the Pandemic Hospitals in the SDN Structure 

5. Conclusion and Future Study 

In this paper, we have studied the placement of the pandemic 
hospitals which should be established against the coronavirus. As 
it is not possible to establish the pandemic hospitals in every 
desired location due to the high cost of setting up the pandemic 
hospitals, the placement of the pandemic hospitals is of great 
importance. To solve the pandemic hospital placement problem, in 
this paper, an SDN-based solution has been proposed by applying 
a GA with DA method according to the distance and coronavirus 
parameters to the maps obtained from the ULAKNET data set. 
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From the experimental results, the hospital location found has the 
closest distance to cover all cities in the selected data set and in 
places where there is a high coronavirus. Ten pandemic hospitals 
are placed with maximum coverage. 

We need more data at the level of villages, towns, cities, and 
districts. But now, data for coronavirus in many countries of the 
World are still limited and even it is very difficult to get the shared 
data of the countries.  Such better data will help us to achieve better 
prediction models as future work.  
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Biological networks represent biological systems, and various graph analysis algorithms have
been applied to solve various real-world problems. Network motif analysis, as one of network
analyses, is detecting frequently and uniquely over-occurring subgraph patterns in a network.
The detection process requires high computational resources, and various tools have been
developed to provide efficient solutions. However, they still lack extensible output options
and easy accessibility, which restricts substantial scale of experiments for many biological
applications. Therefore, we provide NemoSuite (Network Motif in a Suite) as a web-interactive
tool for detection and analysis of network motifs. Including both of network-centric and motif-
centric approaches, it is a greatly accessible tool emphasizing on efficiency, usability, and
extensibility.

1 Introduction

Systems biology focuses more on the interconnections between
molecules, such as DNA, RNA, or proteins, than individual com-
ponents. Biological systems are often represented as biological
networks, including protein-protein interaction (PPI), metabolic, or
gene-regulatory networks. Biological networks, which model the
data in -ome level or in ecosystem level, show individual molecules
as graph nodes and their interactions as edges. Researchers applied
various graph analysis algorithms to understand biological systems
in networks, and we are focusing on network motif analysis as one
of graph algorithms. Here, we present an online program extending
an original work presented in 2019 IEEE International Conference
on Bioinformatics and Biomedicine (BIBM) [1], which introduces
NemoMapPy as an online tool to detect network motifs.

Network motifs are defined as statistically over-recurring sub-
graph patterns in a network, which are assumed to have biological
significance in biological systems. They are defined in line with “se-
quence motifs” that are playing a key role in analyzing DNA/RNA
or protein sequences with the goal of, for example, controlling the
translation of the encoding mRNA, characterizing protein families,
detecting DNA binding sites, or controlling tumor suppressor gene
expression.

Analysis of network motifs have applied to various applications
such as predicting protein-protein interactions [2], determining pro-
tein functions [3], detecting breast-cancer susceptibility genes [4],

investigating evolutionary conservation [5, 6], and discovering es-
sential proteins [7, 8]. Furthermore, a broad spectrum of network
motif applications has been explored: “motif clustering” [9], “motif
themes” [10], “relative graphlet frequency distances” [11], “motif
modes” [12], and “MotifScores” [13].

However, currently existing tools lack the easy accessibility,
and flexible scalability, which restrict their range of applications,
and thereupon cause some amount of faithlessness on the analysis
[14]. Most tools are unable to collect instances of network motifs
and lack of functionality, usability, and extensibility. Therefore,
we provide NemoSuite (Network Motif in a Suite) to resolve these
problems: it includes Nemo and NemoMapPy programs. Nemo
program implements a network-centric approach using NemoLib
[15, 16]. NemoMapPy implements NemoMap [17] algorithm which
is one of the motif-centric methods.

The contributions of NemoSuite include the followings: (1) As
a web-interactive graphical user interface (GUI) program, it pro-
vides easily accessible tools with great efficiency and usability; (2)
It provides various output results based on users’ choice, which
will explore network motif analysis to various real-world applica-
tions; (3) It provides both network-centric and motif-centric tools.
As far as the authors’ knowledge, NemoSuite is the first program
providing both network-centric and motif-centric methods as an
web-interactive, and GUI format.

The rest of the paper starts providing the review of various
detection algorithms and tools in Section 2. Thereafter, Section
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3 describes NemoSuite, followed by experiments and results in
Section 4, and Section 5 respectively, and conclusion in the last
section.

2 Related Works

2.1 Network Motif

Recent survey of network motifs showed that there are different
types of network motifs [18]. Originally, Milo et al. [19] intro-
duced network motifs as the “patterns of interconnections occurring
in complex networks at numbers that are significantly higher than
those in randomized networks” in 2002. After discovering the under-
represented patterns could also delineate some features of networks,
‘anti-motifs’ are defined as the subgraphs with significantly less
frequencies in the input network compared in a random pool [20].
On the other hand, ‘colored-motifs’ are introduced as the network
motifs in multi-label networks such as metabolic, social or traffic
networks [21]. Additionally, Parida proposed ‘maximal-motif’ as
the network motifs with maximal nodes and edges in a given size
[22].

However, as we focus on biological networks, we use the orig-
inal network motifs in this work, whose mathematical definition
follows. A network motif M is a connected subgraph of size k which
can be found frequently and uniquely in an input network G. To
determine the uniqueness, P-value (Eq. (1)) or Z-score (Eq. (2)) of
the recurrence of M is calculated within a huge pool of randomly
generated graphs.

P-value(M) =
1
N

N∑
n=1

c(n), c(n) =

{
1, if fR(M) ≥ fG(M).
0, otherwise (1)

Z-score(M) =
fG(M) − µ( fR(M))

σ( fR(M))
(2)

Here, N refers to the number of random graphs, and fG(M) is
the frequency of M in the input G while fR(M)is the frequency of
M in the random network R. µ( fR(M)) is the mean of frequencies of
M in the random networks and σ( fR(M)) is the standard deviation
of frequencies of M in the random networks. For a fair comparison,
the random graphs are generated given the same degree sequences
as the original graph. In general, a subgraph with P-value less than
0.01 or Z-score greater than 2.0 is considered as a network motif
after compared with 1, 000 random networks [23].

2.2 Algorithms

Grow and Kellis classified various algorithms of discovering net-
work motifs into network-centric and motif-centric approaches [24].
The former method first searches all possible patterns from the input
graph, then determines which patterns are network motifs through a
statistical testing, whereas the latter approach outputs the number of
occurrences of the given query pattern in the input network without
statistical testing results.

Various algorithms and software programs implement network-
centric approach, which include MAVisto [25], MFinder [26],

Kavosh [27], NemoFinder [28], NetMODE [29], QuateXelero [30],
Motif-Discovery[31], MotifNet [32], ESU algorithm[33], and FAN-
MOD program [34]. Network-centric approach, requiring an input
network and the size of motif to search, involves enumerating non-
isomorphic k-size subgraph patterns in the original network. It then
compares the frequency of each pattern in a number of generated
random graphs. The uniqueness of each pattern is determined based
on the P-value or Z-score. This approach is specifically useful if
the goal is to determine which pattern is a network motif. However,
enumeration process limits the size of detectable motifs due to the
time-consuming process of scanning for every nodes and edges
of the network. Consequently, network-centric algorithms using
exhaustive enumeration of k-size subgraphs in the network does
not exceed size 8 nodes [24]. Larger size of network motifs can be
detected if searched approximately .

Table 1: It shows the number of non-isomorphic patterns in undirected or directed
graphs increases exponentially with the size of pattern, courtesy of [23].

Focusing on detecting larger size of motifs, Grochow and Kellis
introduced a motif-centric approach (GK method), which finds the
frequency of each pattern in a given query set by mapping each query
graph to all possible location in the input graph [24]. GK method,
MODA[35], FASCIA [36], ISMAGS[31], ParaMODA[37], and
NemoMap [17] are implementing this motif-centric approach. This
approach was able to find motifs of up to 15 nodes with symmetry-
breaking technique to significantly reduce isomorphic testing. One
disadvantage is that it assumes that the user has pre-knowledge
of what patterns are network motifs in the target graph as a set of
query patterns have to be provided. Otherwise, this approach is not
straightly applicable to finding network motifs. In fact, no algo-
rithms or tools have described how to provide the query set. There-
fore, if the goal is to find which pattern is significantly frequent than
others, the user has to provide all possible k-size subgraph patterns
as a query set to compare, which can suffer heavily since full list of
all possible variations of k-size subgraphs grows exponentially with
k. Table 1 shows the exponential growth of pattern variations of k-
size subgraphs up to 10 nodes, and in the worst-case scenario the ap-
plication would have to iterate over 341, 247, 400, 399, 400, 000, 000
of 10-node patterns many of which might not even exist in the target
graph.

Table 2 summarizes various aspects of these two approaches. Al-
though both the network-centric and motif-centric approaches have
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Table 2: Summary of network-centric and motif-centric approaches.

Network-centric Motif-centric
Input An input network, a motif size k, the number of ran-

dom graphs to generate
An input network and (a) query pattern(s)

Output All discovered subgraph pattern’s frequency in the in-
put network, Z-score and/or P-values

Each query pattern’s frequency in the input network

Processes Enumerate or sample all possible non-isomorphic sub-
graphs, and each pattern’s frequency is compared in a
huge random pool

Search the instances of each query graph in the input
network, and its frequency or the set of instances of
the pattern is provided

Tools FANMOD, MAVisto, MFinder, Kavosh, NemoFinder,
NetMODE, QuateXelero, MotifNet, Motif Discovery

GK, MODA, FASCIA, ISMAGS, ParaMODA,
NemoMap

Benefits Can determine which patterns are network motifs.
Non-existing patterns in the network will not be
searched.

Can search large size (more than 8) of a pattern. Rel-
atively fast to collect all instances of a given query
graph.

Drawbacks Exponential computational time growth with increas-
ing size of motifs and networks. Statistical analysis
adds more computational burden.

Exponential computing time increase on the number of
possible query patterns with increasing size of motifs.
It cannot be directly applied for discovering network
motifs.

drawbacks, each approach can be respectively applied to different
problems with appropriate goals. If the goal is determining which
patterns will be network motifs in a target graph, then network-
centric approach is appropriate. Motif-centric method would work
better for a pattern matching. Therefore, we aimed to provide a tool
with both approaches to maximize the usability and efficiency.

2.3 Tools

There are various tools that follow network-centric or motif-centric
approaches. After careful review of the tools [18, 38, 39], we found
out that most tools are out-dated, dependent on operating systems or
other external tools, restricted output options, inaccessible, or lack
of usability. As shown in Table 3, we tested the following tools such
as mFinder, FANMOD, Kavosh, QuateXelero, Fascia, ISMAGS,
MotifNet, and Motif-Discovery, because others are unable to lo-
cate, unable to install, out-dated, incompatible with current security
setting, or inexecutable.

mFinder, FANMOD, Kavosh, and QuateXelero are network-
centric based tools that accept a text file as an input graph, the size
of network motifs, and the number of random graphs to generate.
While others require a list of edges in the text graph file, Kavosh
and QuateXelero additionally require the number of nodes at the
first line in the file. Before running these programs, however, since
each node should be labelled as an integer, non-integer labels should
be converted to integer labels. They provide outputs consisting of
each pattern’s frequency, and its Z-score or P-value so that users
can determine which patterns are network motifs. When we design
our program, NemoSuite, we set FANMOD program as an example,
since it is a GUI-based program, efficient, with additional filtering
options, and can provide the set of instances as well. MotifNet, as a
web-program, also succeeds FANMOD, taking two files (edge list
and node list), the size of network motif, and the number of random
graphs. However, it requires the user to submit the work in a queue,
which seemed discontinued the service currently, as we never got
the results back. Motif-Discovery, as a cytoscape[31] plug-in, can

read string-labelled nodes, visualize the network, and provide the
frequency and Z-score for each pattern. Unfortunately, since the
Z-scores are significantly different from the ones by other tools, it
is unclear how to determine network motifs.

Fascia and ISMAGS are motif-centric based motif discovery
tools. Fascia requires two text files. One is the input graph and
the other is a query graph. The input graph file should contain the
number of nodes, the number of edges, and the list of edges where
the node ID’s are integers. A query text file is a list of edges. As a
command-based program, it provides the number of occurrence of
the query pattern in the input network. On the other hand, ISMAGS
is cytoscape plug-in, which can visualize the input network. In this
work, we excluded other tools including MODA, since we failed to
install or run them properly.

Table 3 lists the tools, approach, year of publication, the input
options, the output options, interface, and shortcomings. In general,
current available tools lack of visualization, usability, easy accessi-
bility, and comprehensive results. To overcome the shortcomings of
other tools, we provide NemoSuite as a comprehensive and efficient
web-interactive program.

3 Methods: NemoSuite

We developed ‘NemoSuite’ (Network Motif in a suite) to pro-
vide a unified access to network motif analysis including network-
centric and motif-centric approaches. NemoSuite consists of
two separate programs: ‘Nemo’ and ‘NemoMapPy.’ Nemo
program employs a network-centric approach using a NemoLib
[15, 16] that improves ESU (Enumerate SUbgraphs) algorithm
[33]. NemoMapPy program follows a motif-centric method by
implementing NemoMap [17] algorithm in Python and Flask frame-
work. Figure 5 shows the NemoSuite homepage with Nemo
and NemoMapPy program pages. The program is available at
https://bioresearch.css.uwb.edu/biores/NemoSuite/.
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Table 3: Network motif detection tools are compared based on their approach (network-centric vs. motif-centric), shortcoming, year, input, output, and interface options.

Tool Approach Year Input Output Interface Shortcoming
mFinder network 2002 edge list file (inte-

ger ID)
text file: freq, z-
score, p-value

command-
line

restricted input and output
options, command-line

FANMOD network 2006 edge list file (inte-
ger ID)

html: freq, z-
score, p-value, vi-
sual. Instance set

GUI restricted input and output
options

Kavosh network 2009 #n,edge list file
(integer ID)

text file: freq, z-
score, motif ma-
trix

command-
line

restricted input and output
options, command-line

QuateXelero network 2013 #n,edge list file
(integer ID)

text file: freq, z-
score, motif ma-
trix

command-
line

restricted input and output
options, command-line

Fascia motif 2013 #n,#m,edge list
file (integer ID)

count command-
line

restricted input and output
options, command-line

ISMAGS motif 2016 cytoscape input count cytoscape
plug-in

exception error, plug-in

MotifNet network 2017 edgelist, nodelist html: freq, z-
score, p-value, vi-
sual. Instance set

web-
interactive

queue-based, no-prompt re-
sult

Motif-Discovery network 2018 cytoscape input text file: freq, z-
score

cytoscape
plug-in

restricted output options,
significantly different
Z-scores from others,
cytoscape-dependent

3.1 Nemo

Nemo, as shown in Figure 5(b), follows a network-centric approach
which includes the steps of enumeration, random graph generation,
and statistical analysis. The user should select an input file (see
Fig 1 (a) for the file format), along with the directness, the size of
motif and the number of random graphs to generate. Nemo program
works on both directed and undirected graphs, and the input graph’s
node can be represented as string or integer. There are three output
options: NemoCount, NemoProfile, and NemoCollection, whose
formats are introduced by Kim and Haukap [40], and illustrated in
Figure 1 (b).

Figure 1: Nemo: (a) shows the input file format with visualized graph on the right;
(b) shows the three output options including NemoCount, NemoProfile, and Nemo-
Collection.

‘NemoCount’ is a default output format which lists the patterns
of each detected subgraphs, along with its frequency in the input
graph, average frequency in the random graphs, then finally shows
its statistical results so that the user can determine which pattern
is a network motif. Each pattern is labeled with g6 format which

is used to identify isomorphic graphs in the Nauty program [41].
‘NemoProfile’ option returns two files. One is a file of NemoProfile
that contains two dimension of matrix of N rows and M columns,
where N is the number of nodes and M is the number of network
motifs. For example, from the Figure 1 (b), the node ‘100’ is
found in three instances of the motif &C?gW, and the node ‘67’
belongs to two instances of the same motif. Wang and Kim showed
that NemoProfile can be used as a data feature to detect essential
genes [42]. Another file is a SubgraphProfile, which is an extended
NemoProfile containing not only motifs but also non-motifs in the
column. If none of patterns are network motifs, this option provides
SubgraphPrifle only. Likewise, ‘NemoCollection’ also provides
two files: NemoCollection and SubgraphCollection. While Nemo-
Collection provides the set of network motif instances as a file,
SubgraphCollection provides instances of all subgraph patterns.

Figure 2: Block diagram for Nemo program.

Nemo program is using an angular application for the front-end,
and a spring application for the back-end as shown in Figure 2. The
front-end uses the angular framework, which takes advantage of
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the Model-View-Controller (MVC) pattern. Developers can easily
display the data and the model from the back-end and control the
model with the ‘appcomponent.’ Also, it can be easily deployed
with angular. The back-end uses the Spring framework, which
produces RESTful APIs. With this simple and intuitive design, de-
velopers can easily update modules for additional purposes. Nemo
program also has high maintainability with the REST architecture
style. Developers can fix any defected part if any, and restart the
Spring application on the server while the client application remains
untouched. Figure 3 shows the overall architecture of the program.

Figure 3: Descriptive architecture of Nemo program.

3.2 NemoMapPy

NemoMapPy implements a motif-centric approach which requires
an input file, and a query pattern. While other motif-centric tools do
not provide statistical results, NemoMapPy provides the frequency
and statistical results of the query pattern in the input graph if the
number of random graphs are entered, so that whether this pattern
is a network motif can be determined with its P-value or Z-score.

NemoMapPy, as an online tool, refined and upgraded the
features of NemoMap [17] that improved the performance of
ParaMODA [37], which also increased the efficiency of the motif-
centric algorithm introduced by Grochow and Kellis (GK) [24],
and MODA program [35]. In fact, NemoMap improved the perfor-
mance of ParaMODA, MODA and GK method by modifying the
symmetry-breaking method. It removed the need of maintaining a
list of all mappings to prevent duplicate occurrences. It also reduced
some of symmetry-breaking conditions, thereafter, contributes on
optimizing space and computational time. NemoMap has been
proven to be more efficient than ParaMODA, MODA and GK in
most cases, exception with some simple query patterns.

NemoMapPy ported NemoMap with additional features on the
web [1], and was implemented in Python 3 with the Flask web frame-
work [43]. As a consequence, NemoMapPy can accept streaming

text inputs as well as file uploading. The query pattern can be pro-
vided as a text input, file uploading, or g6 format. Since Nemo
program provides g6 format for detected pattern, the g6 format
helps a quick transition from Nemo to NemoMapPy.

Figure 4 illustrates the overall architecture of NemoMapPy. Ng-
inx [44] is used in the first layer, which is a reverse proxy for
Gunicorn [45] that redirects incoming requests to Gunicorn with
remarkable performance. Gunicorn is a WSGI server which allows
multiple applications to run side-by-side in the same process. It
handles the load balancing for a program, distributes incoming re-
quests, and communicates with the Flask services accordingly. The
back-end of NemoMapPy program is developed by python Flask
framework, which takes advantages of simplicity and flexibility. It
is convenient for developers to deploy or undeploy it from the server,
and the simplified usability make Flask program faster to debug.
Here we focused on providing an easy and accessible interface with
multiple input options so that users can use NemoMapPy in a variety
of situations.

Figure 4: Descriptive architecture of NemoMapPy program

Initially, NemoMapPy only worked on undirected graph and
the input file should have integer-labeled vertices [1]. Also, it only
provided the frequency of the query pattern as a result. Here, we
improved the initial NemoMapPy by adding the following features.
(1) NemoMapPy now works both on directed and undirected graphs;
(2) the vertices can be integer or string; (3) the query pattern’s statis-
tical significance is provided along with its frequency; (4) the input
format of query graph pattern has three options. Input text, a file, or
g6 format; and (5) the instances of the query pattern is provided as
a file.
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Figure 5: NemoSuite: (a) is the homepage view of NemoSuite program; (b) is the homepage of Nemo program with network-centric method; (c) shows the homepage for
NemoMapPy with motif-centric method.

4 Experiments
NemoSuite is an online network motif detection program with both
of network-centric and motif-centric methods. It is designed to
satisfy the following functional and non-functional requirements.

Functional Requirements

• The user can use the program with any web browser.

• The user can upload the data file, which is an undirected or
directed graph.

• The user can use the data file with string or integer type of
nodes.

• The user can use both programs to detect the frequency of
network motifs (NemoCount).

• The user can use both programs to obtain the instances of
network motifs (NemoCollection).

• The user can use the Nemo program to obtain the network
motif profile (NemoProfile).

Non-functional Requirements

• The returned results should be clear and easy to understand.

• The running time should be reasonably fast based on the size
of the input data.

• The program works for any devices that have access to the
internet and have a web browser.

In other words, as a web program, NemoSuite provides easy ac-
cessibility for users to detect network motifs, and apply them for
various real-world problems. With additional features, the program
provides good usability, functionality and computational efficiency.
In the following section, we provide results of the comparison of
NemoSuite with other programs to demonstrate its computational
efficiency and good usability.

We compared Nemo with FANMOD [34] program, since both
follow the motif-centric ESU algorithm in essence. Also, after re-
viewing all other tools, we found FANMOD is efficient and the
most usable program among all others. Therefore, we compared
Nemo program with FANMOD to evaluate the accessibility, usabil-
ity, functionality and computational efficiency.

NemoMapPy is implementing a motif-centric approach, which
is provided by Grochow and Kellis (GK), called GK method. Un-
like network-centric methods, few programs are available that fol-
low GK method, such as, MODA [35], ParaMODA, Fascia [36],
ISMAGS[31] and NemoMap. They are available as source codes,
cytoscape plug-in, or executable programs. However, the stand-
alone MODA program is out-dated and had many restrictions on
running the program, ISMAGS is cytoscape plug-in, and Fascia
is a parallel and command-based program. Therefore, we com-
pared NemoMapPy with NemoMap for its efficiency, assuming its
easy accessibility and good usability are self-demonstrated with its
web-interactive features.

5 Results and Analysis

5.1 Nemo vs. FANMOD

As a web program, Nemo program can be launched with any web-
browser. Therefore it is easy to access, and easy to use. FANMOD
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program is a stand-alone GUI (graphical-user-interface) program
that can be downloaded from a website and it can be installed in
Windows, Mac, and Linux operating systems. While both programs
have good accessibility, Nemo has a better accessibility as the user
can use it anytime and anywhere as long as there is an internet
connection.

Nemo and FANMOD programs have good usability too. Usabil-
ity measures “the capacity of a system to provide an environment for
the users to perform the tasks safely, effectively, and efficiently [46].”
With Nemo and FANMOD, network motifs are easily detected given
an input graph, the size of motif, and the number of random graphs
to generate. FANMOD has more options for the random graphs,
and the user can see the progress of the task. However, Nemo pro-
gram performs faster than FANMOD and has more input and output
options.

Table 4: Input graph files used for testing

Type biological collaboration social
File Y2k Y11k MIPS CA-

GrQc
CA-
HepTH

Face-
book

#vertex 988 2401 4545 5241 9875 4545
#edge 2455 11000 12317 14484 25973 12317

We tested the performance of Nemo and FANMOD program
with three biological networks, two collaboration networks, and one
social network. The detail features of testing networks are described
in Table 4. When we tested the run-time for network motif detection
with different graphs, the size of network motif is set as four, and
the number of random graphs as 100. All tests are performed in
Windows OS. Table 5 and Figure 6 provide the comparison results.

Table 5: Nemo vs FANMOD run-time (rounded in seconds) comparison on the size
of input graph

Y2k Face-
book

CA-
GrQc

CA-
HepTH

Y11k MIPS

Nemo 24 54 201 205 517 551
FANMOD 72 248 607 561 2,189 2,859

We can observe that Nemo runs relatively stable as the network
size grows, while the run-time of FANMOD program increases
abruptly. For the Y11k and MIPS networks, Nemo program runs
roughly 5 times faster than FANMOD program.

Figure 6: Graph of runtime vs. input graph size between Nemo and FANMOD in
millisecond(ms)

We also tested the performance of two programs based on the
size of motifs. To save time, we used Y2k data with only 10 number
of random graphs, and used Windows OS.

Table 6: Nemo vs FANMOD run-time (in seconds) comparison on the size of motif

3 4 5 6
Nemo 0.1 2.4 60.8 1,580.5

FANMOD 0.3 7.6 208.5 6,946.9

Table 6 and Figure 7 provide the results. We can observe that
Nemo program runs consistently faster than FANMOD program,
although the run-time of both programs still increases steeply with
the increment of the size of motifs.

Figure 7: Graph of runtime vs. motif size between Nemo and FANMOD in millisec-
ond(ms)

Through various experiments, we could see that Nemo program
provides better accessibility, functionality, usability and computa-
tional efficiency than FANMOD program.
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Figure 8: Graph of runtime vs. query graph size between NemoMapPy and
NemoMap

5.2 NemoMapPy vs. NemoMap

We tested the efficiency of NemoMapPy by comparing with the
NemoMap, as NemoMap is known the fastest program with motif-
centric approach [17] in most of cases, when not considering par-
allelization. We tested NemoMapPy with a graph of 1,018 nodes
and 1,331 edges, the query graphs that has 9, 10, 11 nodes with
average complexity. The complexity of query graph was measured
in node-to-edge ratio. We obtained NemoMap source code from
the authors of [17] and compiled with Visual Studio 2017. We
compared the performance with run-time.

The testing environment was on a desktop computer in Win-
dows OS. In summary, NemoMapPy is approximately 70% faster
than NemoMap on the graphs with average complexity and average
density, as shown in Table 7, and Fig. 8.

Table 7: NemoMapPy vs NemoMap run-time (in seconds) Comparison

Query Graph 9 Nodes 10 Nodes 11 Nodes
NemoMapPy 1,728,213 9,923,137 51,904,930

NemoMap 8,599,994 48,674,827 239,088,982
% Reduction 79.90% 79.61% 78.29%
# Mappings 13,882,459 251,584,995 1,070,991,776

6 Conclusion

In this paper, we present NemoSuite that provides a combination
of easy accessibility, usability, functionality, extensibility, and effi-
ciency that the current network motif detection software programs
lack. More specifically, we believe NemoSuite contribute greatly to
development of network motif detection programs in the following
reasons.

As a web-interactive program, it is easily accessible, and highly
usable tool with great efficiency. The various input and output op-
tions enable for the users to apply the results to various real-world
problems. It is also the first tool that provides both of network-
centric and motif-centric approaches. We also demonstrated that

NemoSuite is substantially designed to meet the functional and non-
functional requirements, and showed its computational efficiency
by comparing with other available tools.

Currently, NemoSuite includes Nemo and NemoMapPy pro-
grams to represent network-centric and motif-centric methods.
Source codes of both programs are available in public github:
Nemo is available at https://github.com/lytbfml/Nemolib App and
NemoMapPy at https://github.com/zicanl/NemoMapPy. We plan
to add more online tools implementing recent algorithms such as
QuateXelero [30], and utilize distributed computing to improve its
efficiency further. Additional future works include adding more
utility programs such as motif-visualization, graph file conversion,
and generating random networks with various methods.
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 Forest mapping by remote sensing is a hot topics in forestry. At present, many researchers 

focus on the research of forest type classification or tree species identification using 

different machine learning methods and try to improve the accuracy of classification of 

satellite image. However, forest type classification using deep belief network (DBN) is still 

limited in previous literatures. Our research focuses on forest mapping in the western part 

of Dehua county in southern China. Most important objective was to assess the feasibility 

of forest mapping from hyperspectral data using deep learning. The HJ-1A hyperspectral 

data was adopted in this paper. We applied deep belief network and got a thematic map of 

four forest types, such as coniferous forest, broad-leaved forest, mixed forest and non-

forest. Our finding shows that optimal network depth of DBN model is 3 and best node in 

each layer is 256 in our experiment. Overall accuracy is 85.8% and kappa coefficient is 

0.785 with best-fit parameters in DBN model, while for SVM is 73% and 0.6447 

respectively. DBN obtain better performance compared with support vector machine. 

Furthermore, network depth and number of nodes in each hidden layer in DBN model has 

a significant effect on overall accuracy and Kappa coefficient. In general, DBN is promised 

to be dominant method of forest mapping by hyperspectral data. 
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1. Introduction 

It is very important to obtain the forest information timely 

and correctly for forest management and land cover mapping in 

forest ecosystems. For example, forest mapping plays an 

important role in the issues of forest restoration and forest 

degradation assessment [1]-[4]. Nowadays, it is an effective way 

to obtain forest structure from satellite image [5], [6]. 

Hyperspectral image is a typical data of satellite image and widely 

used in forest mapping because there are lots of spectral bands of 

this image and beneficial for forest type recognition. What’s more, 

A series of achievements have been made based on hyperspectral 

remote sensing technology [7], [8]. However, it leads to the 

Hughes phenomenon because of redundant spectrum of 

hyperspectral image [9]. Normally, it needed to be reduced by 

different methods before image classification [10]. After 

dimension reduction, traditional classifiers were adopted, such as 

random forests [6] and support vector machines [7], SVM is the 

most popular and nonparametric supervised learning method. It is 

widely used in classifying forest ecosystems [11]. Fortunately, 

deep learning can extract feature automatically, past studies have 

showed that deep learning can achieve higher accuracy of image 

processing of remote sensing avoiding human intervention [12].  

Deep belief network is typical model of deep learning.  There is 

an input layer, one output layer and several restricted in 

Boltzmann machines [13]. Pre-training and fine-tuning are two 

important steps in DBN model.  Pre-training is an unsupervised 

learning from bottom to up and output result with a classifier. 

Backpropagation was coined by Rumbelhart [14] and used to 

update the parameter of model for better result. 

There are lots of references about image classification using 

DBN. It seems that DBN was first adopted by Lü et al. in 2014 

year [15]. The experiments showed that the optimal network depth 

was three hidden layers and best nodes of each hidden layer were 
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64. In year 2015, Chen et al. created DBN model combing with 

principal component analysis and logistic regression. They 

confirmed better effect of DBN than that of SVM [12] adopting 

two Hypersperctral datasets, such as Indian Pines and University 

of Pavia. On the whole, there are a lot of application situation of 

deep learning [16], but few literatures is reported about forest 

mapping using deep learning from Hyperspectral image.  

Therefore, one of our research objectives is to confirm the 

performance of forest mapping by DBN using hyperspectral data. 

Another objective of this study is to compare the classification 

performance of DBN model and SVM algorithm. Third objective 

is to investigate how optimal parameters of DBN affect overall 

accuracy and Kappa coefficient of forest type identification. The 

major contribution is to determine the optimal parameters of DBN 

for forest mapping from Hyperspectral data. 

2. Methods 

2.1. Restricted Boltzmann Machines (RBM) 

RBM is a directionless, full connective model [17]. A RBM 

consists of two layers. One of them is an input layer, or visible 

units v. Output layer, or hidden units h  is another layer of RBM. 

There are no connections within each layer. From Figure 1, we 

know that the units between visible and hidden are full connected 

by weight W. The energy of a joint configuration with v visible 

units and h hidden units is 

 

Figure 1: The model of an RBM 
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    In the binary case where  1,0jh , given input layer, a 

conditional probability of an output layer being 1 is given as: 
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    In the same way, the conditional probability of input layer 

given the output layer: 
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where ( )x  is a function, such as a sigmoid function, 
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     Normally, total error E is minimized to acquire the most 

favorable parameters  , RBM. 
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where the kd  stands for the true outputs, ko  corresponds real 

outputs. In general, there are K outputs. Gradient descent is a good 

method to minimize total error, it is ecessary to compute the 

partial derivative of E with respect to each weight in the network. 

The parameters, such as weights and biases will be iterated by 

stochastic gradient ascent which can be formulated as [18]: 

( )
reconjidatajiij hvhv −=          (6) 

( )reconidataii vva −=                    (7) 

( )
reconjdatajj hhb −=                  (8) 

where   is a key parameter, that is learning rate. data•
 is 

expectation for data distribution and recon•
 is the expected 

value of the model distribution. 

2.2. Deep Belief Network 

Several RBMs stacked into a classical model of deep belief 

network. There are two important steps in the DBN [19]. One is 

pre-training and the other is fine-tuning, shown in the Figure 2. 

Initial parameters are produced in the pre-treatment by an 

unsupervised method, such as gradient descent method to avoid 

local optimum. Back-propagation is normally used to update 

model parameters according to error, such as squared error or cross 

entropy error. 

 

Figure 2: A generative model of deep belief network 
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2.2.1. Pre-training 

Pre-training of DBN model is an unsupervised procedure. At 

the beginning, the input layer is initialized to a training vector. 

Then the subsequent hidden layer of RBM is trained through the 

output of the previous layer. Moreover, this whole process can be 

repeated until the final hidden layer. By doing so can the DBN 

extract more and deep feature from the original input data. 

2.2.2. Fine-Tuning using Backpropagation algorithm 

Backpropagation was coined by Rumbelhart [20]. 

Backpropagation update model parameters using cross entropy 

error because there is four kinds of outputs in this paper. 

( )( )kkkkk odoo −−= 1                                   (9) 
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2.3.   Indicators of Evaluation of Classification 

• Overall accuracy 

The overall accuracy is total assessment of classified quality, 

which equals the total pixels sum divided by correctly classified 

pixels by total pixels. The formula for calculating the overall 

accuracy based on the confusion matrix can be listed as following: 

(13) 

 

here, C represents the number of categories, and represents the 

elements on the diagonal of the confusion matrix, and N 

represents the total number of test samples. 

• Kappa coefficient 

Kappa coefficient adopts a multivariate discrete analysis 

technique to reflect the consistency between classification results 

and reference data. It considers all factors of the confusion matrix, 

and it is a more objective evaluation index, which is defined as: 

                                                   (14) 

Among them, and represent the sum of the line i of the 

confusion matrix and the sum of the column i respectively. The 

higher the Kappa coefficient, the higher the classification 

precision.  

 

3. Data and Process 

3.1.  Study site and hyperspectral data 

Hyper Spectral Imager (HSI) is the first Chinese space-borne 

hyperspectral sensor aboard the HJ-1A satellite. In September 6, 

2008, China launched the environmental and disaster monitoring 

and forecasting small satellite constellation A (HJ-1A), and the 

HJ-1A satellite was equipped with CCD camera and hyperspectral 

imager (HSI). With HSI interference imaging spectroscopy, the 

cutting width is 50km, the ground pixel resolution is 100 meters, 

110-128 spectral bands, the spectral resolution of up to 2.08 nm, 

in the continuous spectral image of earth observation and 

available features to achieve the direct identification from the 

space object surface. HSI often produces certain stripe noise on 

the image. Satellite data was HJ-1A star HSI data 2 level products, 

imaging time is August 24, 2011, a total of 115 bands with 

working spectrum range 459 ~ 956 nm.  

The research area has 8 downtowns in the west of Dehua 

county, Quanzhou City, Fujian Province. The administrative area 

of study site and its pseudo color synthetic imaging (105th, 7th, 

40th band for pseudo colour synthesis) are shown in Figure 3. The 

image data of the product is geometrically corrected by previously 

corrected image with polynomial transform, and then 

orthorectified and outputted onto a fixed uniform spatial grid 

using nearest neighbour resampling. The correction error is not 

less than one pixel. The corrected image is unified into the 

specified map projection coordinate system (Xi’an 1980 

coordinate system). There is obvious stripe noise in the part of the 

HSI image data, mainly in bands 1-29. Therefore, these 29 bands 

are eliminated from the HSI image. The remaining 86 bands are 

used for research within the wavelength range (529.6350-951.54 

nm). 

 

Figure 3: Study area and pseudo colour synthetic image 

3.2. Experimental processing flow 

According to the field data, the labelled samples were 

selected in the experiment. Then 86 bands of data were used as 

input of DBN. Before the training, these data were normalized by 

min-max normalization, which was mapped into the value 

between 0 and 1. Then, these data were shuffled and split into 

training and testing data randomly. After pre-training and fine 

tuning, categorical data was represented by one-hot coding, as 

shown in Table 1, 1 was Coniferous forest, 2 was Broad-leaved 

forest, 3 was Mixed forest, 4 was Non-forest. 

The experiment is based on Windows 10 with 64-bit operating 

system. The processor is Intel (R) Core (TM) i5-8250U CPU 

@1.60GHz. The experiment is carried out in PyCharm 2018.3x64 
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editor to code and tune parameters. TensorFlow 1.11.0 framework 

was first set up as development environment. Also, The Python 

Extension Library is loaded, including Numpy, Pandas, 

Matplotlib, etc. 

Then the selected samples were converted into a CSV file 

that is easy to be processed by Python program. All these samples 

were shuffled into training and testing data. Moreover, training 

samples were thrown into the DBN model. The trained parameters 

of model were stored into Tensorboar. Finally, the classified map 

of was outputted. 

3.3. Distribution of samples 

There are total 97258 pixels in the pseudo color synthetic 

image, shown in Table 1. The samples of four types in study site 

are selected manually. Different allocation of training samples 

and test samples are selected by experiments again and again. At 

last, 28000 pixels of known categories were selected as total 

samples. Among them, 51989 pixels pertain to the coniferous 

forest, 6142 pixels are broad-leaved forest, 16283 pixels are 

mixed forest, and the remaining 28986 pixels are non-forest. In 

the training process, there are 10,000 training samples for 

coniferous forest and 6,000 training samples for other forest type. 

Table 1: Class code of dataset 

4. Experimental Results 

4.1.  Selection of super parameters 

In the experiment, the dimension of the input data is 86. At 

the moment, network structure of DBN model is only designed by 

experience without theoretical basis. For simplicity, we assume 

that each hidden layer has the same number of nodes. The number 

of layers of the DBN is selected from {2, 3, 4, 5, 6, 7}, and the 

number of hidden layer nodes is selected from {16, 32, 64, 128, 

256, 512}. According to the pre-experiments and references, 

several parameters are set as following: pre-training and fine-

tuning of the learning rate is 0.001, the size of mini-batch is 100. 

Note that 10000 iteration times are run due to stability. Next, we 

discuss the influence of different network depth and the number 

of hidden layer nodes on the classification effect by fixing all 

these super parameters. 

4.2. Network depth 

Overall accuracy (OA) and Kappa coefficient were normally 

selected as the evaluation of image classification of remote 

sensing.  The higher OA and Kappa coefficient, the better effect 

of classification precision. As we all know, network depth is key 

parameter of DBN. It is the number of hidden layers. Reference 

21 summarized the range of optimal network depth is from 2 to 3 

based on previous researches.  

In experiment, we keep super parameters fixed and set the 

number of nodes in each hidden layer 256.  Six different numbers 

(2, 3, 4, 5, 6, 7) of network depth were tested. Figure 4 shows that 

DBN with 3 hidden layers performs best, which both overall 

accuracy and Kappa coefficient are the largest. There is no 

obvious feature that how network depth affects the OA and Kappa 

coefficient. Reference [21] pointed out that there is no perfect 

theoretical basis for network structure selection. The optimal 

parameters should be given by experiments in different 

applications. 

 

Figure 4: Effect of network depth on OA and Kappa coefficient 

4.3. Number of nodes in each hidden layer 

Number of nodes in the hidden layer is also import parameter 

in DBN model. When nodes are too large, it may cause the over-

fitting problem. Oppositely, when nodes are too small, perhaps it 

will fail to extract deep information and gain high classification 

accuracy. Summarized by reference 21, the range of number of 

nodes in the hidden layer is from 50 to 500 according to previous 

research. 

In experiment, we set super parameters unchanged and keep 

the network depth 3.  Six various nodes (16, 32, 64, 128, 256, 512) 

were selected one by one and tested. Effect of number of nodes in 

each hidden layer on OA and Kappa coefficient is showed in 

Figure 5. It demonstrates that DBN with 256 nodes performs best, 

because it got the biggest overall accuracy and Kappa coefficient.  

There is no obvious feature that how network depth affects 

the OA and Kappa coefficient. Reference [21-24] pointed out that 

there is no perfect theoretical basis for network structure selection. 

The optimal parameters should be given by experiments in 

different applications. Meanwhile, OA and Kappa coefficient 

keep relatively stable with changing nodes. 

 
Figure 5: Effect of number of nodes in each hidden layer on OA and Kappa 

coefficient 

Code of 

label 
Forest type 

Number of 

training 

samples 

Number 

of testing 

samples 

Number of 

all samples 

1 
Coniferous 

forest 
10000 4000 45848 

2 
Broad-leaved 

forest 
6000 4000 6142 

3 Mixed forest 6000 4000 16283 

4 Non-forest 6000 4000 28985 

 total 28000 16000 97258 
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4.4. Comparative analysis 

SVM is a supervised and non-parametric machine learning 

algorithm. There is different type of kernels. A radial basis 

function (RBF) was adopted and has been used in some former 

works concerning forest type classification. The penalty factor C 

is selected from [1, 0.1, 0.001]. In order to keep the equit, the same 

samples are adopted between SVM and DBN method. 

Furthermore, to optimize of SVM method, five-fold cross 

validation and network search are adopted. When the C value is 1, 

the maximum overall accuracy is 73%, and the Kappa coefficient 

is 0.6447. For deep belief network, the optimal number of network 

depth is 3 and number of each node is 256.The classification 

process resulted in a thematic map of four kinds of forest types in 

Dehua county, as shown in Figure 6. As can be shown, the 

coniferous forest is green, broad-leaved forest is yellow, mixed 

forest is pink, and non-forest is blue. 

Table 2 reports the kappa values and the accuracy of forest 

types for both DBN and SVM classification algorithms. The 

accuracies of four kinds of forest types for SVM oscillated 

between 0.64 and 0.74 while DBN method varied from 0.82 to 

0.89. Hyperspectral image classification using DBN algorithm 

yields the higher accuracy than that of SVM classifier for each 

forest type. Broad-leaved forest was generally better recognized 

than coniferous forest. Broad-leaved forest is classified with 

highest accuracy for both methods, 0.92 for DBN, while for SVM 

it is 0.84. The second top-classified forest type tends to be non-

forest for DBN, while for SVM it is coniferous forest. Slightly 

lower result is obtained for mixed forest by DBN, while for non-

forest by SVM. Furthermore, the worst effect performed by DBN 

algorithm is coniferous forest, compared to mixed forest for SVM. 

As the result, DBN model tends to attain better capability than 

SVM method from accuracy. There are two reasons due to it. One 

is that all feasible spectral features are thrown into input of DBN 

model, yet three bands or several components are selected as input 

for SVM method. The other is that there is large amount of data 

when all hyperspectal bands are considered. This is good for 

training of DBN model.  

5. Conclusion and Discussion 

This paper examined the capability DBN model in forest 

type classification with HJ/1A hyperspectral image. Many 

experiments are tested to obtain optimal parameter in DBN model. 

Conclusions can be drawing out as followed. At the beginning, 

the results showed that DBN model outperform SVM algorithm. 

Then, optimal network depth is 3 and best node in each layer is 

256 in our experiment. Overall accuracy is 85.8% and kappa 

coefficient is 0.785 with best-fit parameters in DBN model.  

Table 2: Comparison with SVM 

Forest type SVM DBN 

coniferous forest 0.74 0.82 

broad-leaved forest 0.84 0.92 

mixed forest 0.64 0.87 

non-forest 0.70 0.89 

OA 0.73 0.875 

Kappa 0.6447 0.835 

 

(a) SVM                                                                (b) DBN 

Figure 6: Comparison of classification results based on different machine 

learning techniques 

What makes our study unique is to make use of deep belief 

network to classify the forest type. Regardless of the spatial 

resolution of 100 m of HJ/1A hyperspectral image, our results 

provide satisfied recognition of four kinds of forest types. There 

are several open questions and future research directions remain 

worthy of investigation in the future. Firstly, in this paper, it is 

novative to adopt deep belief network to identify forest types. The 

classification accuracy of this method are better than that of 

support vector machine. However, it is still unclear that the 

mechanism of how this method can solve the traditional problem 

of "same object with different spectra" and "same spectra with 

different object ". Secondly, our results confirm the capability to 

map forest by deep belief network. Our experience in the study 

reveals that network depth and width affect accuracy of 

classification. The optimal structure needed to be adjusted 

according to different remote sensing data and further 

identification, such as tree species mapping. Finally, combining 

with field survey data, nearly one third of the samples are selected 

as training and testing samples to improve the classification effect. 

It is uncertain that how can we obtain the best result with so high 

number of total samples. It is a good idea to expand the sample by 

Generative Adversarial Network. Last but not least, optimal 

network structure is only for forest type recognition. The optimal 

network structure of specific forest type recognition needs further 

study. At the same time, it is urgent to establish the criteria and 

norms of forest classification using deep learning and remote 

sensing image. 
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1. Introduction  

The research presented here is the extension of the work 

originally presented at International Conference on Artificial 

Intelligence and Signal Processing (AISP),2020 [1]. The digital 

revolution and the internet have paved a way to the creation of 

massive digital information containing images, videos, 

transactions, intellectual properties. The ease with which this 

digital data can be copied and reproduced has created avenues for 

copyright infringements. The massive explosion of digital 

multimedia devices has resulted in the creation of a large chunk 

of data and increased demand (and role) of data hiding techniques. 

Digital watermarking is employed for various applications such 

as copyright protection (ownership assertion), broadcast 

monitoring (really broadcasted or not), tamper detection 

(persistent item identification, forgery detection), data 

authentication and verification (integrity verification), 

fingerprinting (transaction tracking and privacy control ), content 

description (labelling and captioning), publication monitoring and 

copy control (unauthorized distribution) covert communication 

(data hiding), Medical applications (Annotation and privacy 

control), and Legacy system enhancement (backward 

compatibility) [2]. All information hiding techniques revolve 

around 3 parameters: Imperceptibility, robustness and payload 

capacity [3]. While payload capacity is important in 

steganography, in digital watermarking the trade-off between 

imperceptibility and robustness is needed for the excellent quality 

of data hiding [4]. The ability of a data hiding technique to remain 

unchanged to human perception is called imperceptibility i.e. an 

unintended user should not be able to make out whether the image 

has undergone watermarking [5]. Robustness is the ability of 

watermarked data to be immune to attacks and threats. Other goals 

of digital watermarking are Security (watermark should be secret 

and undetectable by an unauthorized parties), effectiveness (ease 

of detection immediately after embedding), uniqueness (multiple 

watermarks to coexist), cost effectiveness (in terms of hardware 

and computational speed), and scalability [6]. Several Artificial 

Intelligent techniques such as neural network, evolutionary 

computation, fuzzy logic, swarm intelligence, Probabilistic 

reasoning and multi-agent systems were proposed to secure 

watermark in digital media [7]. These techniques will be 

employed at either the transmitter side during embedding the 

watermark or during the extraction stage at receiver. Recent 

approaches have also attempted to incorporate AI methods in the 

pre-processing stage [8].  

With such diverse approaches and their unparalleled 

capabilities, the hiding of data in the digital image will be far more 

superior in terms of imperceptibility and robustness as compared 

to the existing ones [9].  
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Figure 1: A typical digital watermarking process with Deep learning and its associated architectures 

 
Figure 2: Experimental setup block diagram for digital watermarking process

A typical digital watermarking mechanism with embedding 

and extracting stages is depicted in Figure 1. It enables owners of 

the digital documents to embedded their copyright information for 

information security. 

Digital watermarking can be done on text, image, audio, 

video and graphics in spatial or frequency domain. The watermark 

can be of noise type (pseudo noise, Gaussian random and chaotic 

sequences) or image type (binary image, stamp, logo and label) 

[10]. Based on the deployment conditions various watermarking 

techniques can be used. For public use, visible watermarks are 

preferred while for private applications and to arrest unauthorized 

copying invisible watermarking can be used [11]. Fragile 

watermarks are used in tamper-proof applications whereas robust 

watermarking is used in applications where the watermark should 

remain intact even after modification or tampered with [12]. 

According to the detection stage, visual watermarking is more 

robust which needs the original media and the embedded 

watermark for detection while blind watermarking does not 

require any of these. This is the most demanding type of 

watermarking as the watermarking is generated and embedded at 

the transmitter, while detection and extraction will happen at 

receiver as illustrated in Figure 2. Watermarking is also done even 

in prepossessing stage and the approach presented here does not 

impact the efficiency of the network in which a watermark is 

inserted as the embedded watermark while it is training the host 

network [13, 14]. 

The robustness of hard and soft decision detectors can be 

measured using Receiver Operating Characteristic graphs while 

Bit Error Rate is used for the detector response with bit sequence. 

2. Literature Review 

Many standard quantitative measures and metrics have been 

proposed to evaluate digital watermarking while comparing with 

their counterparts. Here we report all the standard methods found 

in the literature as illustrated in Table 1 and those used in this 

work to measure imperceptibility and robustness (along with 

capacity and computational cost) [34]. We use the methods for 

performance evaluation by ensuring  
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Table 1: Summary of literature review on Algorithm Transforms and Classifications

Reference  Survey/Tutorial                                                             

Parameter(s) 

 Frequency Domain + Back Propagation NN 

                [15]  Discrete Wavelet Transform Robustness 

 [16]   Multiwavelet Transform Imperceptibility  

 [17]  Discrete Wavelet Transform Robustness 

 [18]  Fourier Transform  Fidelity 

 [19]  Discrete wavelet Transform Imperceptibility  

 [20]  Discrete wavelet Transform Imperceptibility  

 Frequency Domain + Radial Basis  NN 

[21]  Discrete Cosine Transform  Robustness 

[22]  Discrete wavelet Transform Imperceptible  

[23]  Discrete wavelet Transform Invisible and Robust 

[24]  Discrete wavelet Transform Robustness 

 Frequency Domain + Hopfield NN 

[25]   Capacity 

[26]   Imperceptibility 

[27]   Image Quality 

[28]  Discrete Cosine Transform Invisible and Robust 

 Frequency Domain + Full Counter Propagation NN 

[29]   Robustness, Imperceptibility 

[30]  Discrete Cosine Transform Robustness 

[31]  Discrete Cosine Transform Complexity, Capacity, PSNR 

[32]  Discrete Cosine Transform Imperceptibility, and robustness 

 Frequency Domain + Synergetic NN 

[33]  Discrete Wavelet Transform Robustness and Imperceptibility 

i) model and sources of distortion remain uniform  

ii) All test images are 8-bit grey-scale images and are 

defined in same color space.   

Quality assessment can also be done by comparing the 

original watermark and extracted watermark.  This alternate 

metric is called a Normalized Correlation which exploits the 

correlation between the original watermark and the extracted one.  

The value lies between [0 1], any value nearer to 1 assures better 

quality. Another way of defining the similarity between the 

original watermark and the extracted one is accuracy ratio. It is 

the ratio of correct bits to the total bits. The architecture of CNN 

is different, unlike neural network where all layers are fully 

connected, here the layers are recognized in 3D: height, width, 

and depth. Further neurons in one layer are connected to only a 

small region of the next layer. Finally, the output is a single vector 

of probability scores, organized along the depth dimension [35]. 

The CNN consists of series of convolutional, pooling/sub-

sampling layers followed by a fully connected layer. To 

implement the act of recognition in machines we need to show an 

algorithm of millions of images before it makes a pattern by 

generalizing the input and start making predictions for images it 

has never seen before [36]. The aim is to evolve a more robust and 

imperceptible watermarking scheme that can cater to the needs of 

content protection [37]. 

3. Algorithm Design 

Watermarking can be achieved in any of the following two 

methods: either by changing the pixel values (least significant) of 

the image or by changing the coefficient values [38]. The quality 

of watermark depends on the method used. The first method 

where bits (representing the pixel values) are manipulated refers 

to a spatial domain which is very simple but not robust and can be 

easily perceived. In simple terms, spatial domain techniques refer 

to replacing pixels of the original image by watermark image [39]. 

In a given image first, the target pixels are identified and are 

replaced by pixels of watermark image. The spatial domain 

techniques are simple, fast and with less computational 

complexity [40]. They are immune to cropping and noising but 

are sensitive to signal processing attacks.  In pursuit of enhancing 

robustness, if more pixels are manipulated we may end up with 

visible watermarks. These algorithms should carefully achieve a 

trade-off between robustness and imperceptibility [41]. In this 

section the experimental setup of watermarking a digital image is 

described with Algorithm 1 and Algorithm 2. At the various 

stages of digital watermarking from encoding of original image to 

decoding process and finally up to extracting the watermark and 

obtaining the high-resolution output decoded image. The aim is to 

evolve a more robust and imperceptible watermarking scheme 

that can cater to the needs of content protection and piracy 

prevention [42]. All the transform (and few hybrid approaches 

with NN) methods are good for watermarking but lack learning 

and adaptability [43]. We propose a digital watermarking method 

using deep learning methods which exploit the expressiveness of 

deep NN to securely embed invisible, imperceptible, attack-

resilient binary signatures into the cover images. Coming to the  
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Figure 3: Block diagram representation of a typical digital watermarking process (a)Watermark Embedding and (b)Watermark Extraction.

decoder, we adopt adversarial model techniques to cause 

disorders to decode the desired signature [44]. We perform 

extended gradient descent under the Expectation over 

Transformation framework. In training the decoder network an 

Expectation-Maximization (EM) framework is employed to learn 

feature transformations that are more resilient to the attacks [45]. 

Experimental results indicate that our model achieves robustness 

across different transformations (all transformations, including 

scaling, rotation, adding noise, blurring, random cropping, and 

more) [46]. The aim is to evolve a more robust and imperceptible 

watermarking scheme that can cater to the needs of content 

protection and piracy prevention [47]. All the transform (and few 

hybrid approaches with NN) methods are good for watermarking 

but lack learning and adaptability [48]. We propose a digital 

watermarking method using deep learning methods which exploit 

the expressiveness of deep NN to securely embed an invisible, 

imperceptible, attack resilient binary signature into the cover 

images [49]. Coming to the decoder, we adopt adversarial model 

techniques to cause disorders to decode the desired signature. 

Algorithm 1: Watermarking using Deep NN(Part-I) 

Result: Encoding 

Initialization; 

Input_IMG: Image for Watermarking 

Compute α transparency; 

Construct an overlay; 

Add Watermark to the overlay 

while setup do 

   Start encoding model;   

 Image Encoding Process Starts;   

 return encoded images;   

   if Given the model and targets then   

  compute the cross entropy loss;    

  Else    

  Given number of Iterations;    

  Encode the set of images with 

specified binary targets; 

   

  Image Encoding Process Ends;    

  End Encoding Model    

End     

 

We perform extended gradient descent under the Expectation 

over Transformation framework. In training the decoder network 

an Expectation-Maximization (EM) framework is employed to 

learn feature transformations that are more resilient to the attacks. 

To implement the act of recognition in machines we need to show 

an algorithm of millions of images before it makes a pattern by 

generalizing the input and start making predictions for images it 

has never seen before [50]. The architecture of CNN is different, 

unlike NN where all layers are fully connected, here the layers are 

recognized in 3D: height, width, and depth. Further neurons in one 

layer are connected to only a small region of the next layer. 

Finally, the output is a single vector of probability scores, 

organized along the depth dimension. The CNN consists of series 

of convolutional, pooling/sub-sampling layers followed by a fully 

connected layer. The Figure 3 elucidates the block diagram 

representation of a typical digital watermarking process with 

Figure 3(a) as Watermark embedding process and Figure 3(b) 

watermark extraction phase. In this the input of the deep learning 

algorithm is the colour image and watermark to embed inside the 

colour image to watermark the deep Neural Network (DNN). The 

Algorithm 1 and Algorithm 2 are formulated based on the Figure 

3(a) and 3(b). 

Algorithm 2: Watermarking using Deep NN(Part-II) 

Result: Decoding 

Initialization; 

While setup do 

   Start the Decoding model;   

   if decoding network then   

  Initialize Decoding;    

http://www.astesj.com/


R.S. Kavitha et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1560-1568 (2020) 

www.astesj.com     1564 

  Extract Watermark;    

  Obtain High Resolution 

Decoded Image; 

   

  Else    

  End of Decoded Network;    

  Return predictions;    

  Return decoding model;    

  Image Decoding Process Ends;    

  End Decoding Model    

End    

The Algorithm 1 illustrates the encoding process of digital 

watermarking using deep neural network and the Algorithm 2 

presents the decoding process of digital watermarking using deep 

neural network. 

4. Performance Evaluation 

Fair performance evaluation of any system is fundamental for 

its acceptance and accreditation.  Many standard quantitative 

measures and metrics have been proposed to evaluate digital 

watermarking while comparing with their counterparts. Here we 

report all the standard methods found in the literature and those 

used in this work to measure imperceptibility and robustness 

(along with capacity and computational cost). We use the methods 

for performance evaluation by ensuring i) model and sources of 

distortion remain uniform ii) all test images are 8-bit gray-scale 

images and are defined in same color space.  For an image size of 

M x N pixels, with a pixel value of O for original image (without 

watermark) and W for watermarked image, the performance 

metrics can be calculated as below: 

MSRE: 

𝑀𝑆𝑅𝐸(𝑂, 𝑊) =
1

𝑀𝑁
∑

𝑀−1

𝑖=0

∑[O(i, j) − 𝑊(𝑖, 𝑗)]𝑒2

𝑁−1

𝐽=0

 

PSNR:  

𝑃𝑆𝑁𝑅(𝑂, 𝑊) = 10 log 10[{255} 𝑒2/MSRE (O,W) 

4.1. Robustness Metrics 

Robustness Metrics: Robustness of a watermark is a measure 

of resistance to attacks. The detectors dictate the evaluation 

method to measure robustness. The three types of detector 

responses are i) hard decisions (true or false for the presence and 

absence of watermark respectively), ii) soft decisions (correlation 

or similarity coefficients in terms of real numbers) iii) bit 

sequence (if the embedded watermark is in form of a message). 

The robustness of hard and soft decision detectors can be 

measured using Receiver Operating Characteristic (ROC) graphs 

while Bit Error Rate (BER) is used for the detector response with 

bit sequence.  

ROC: 

True Positive Fraction (TPF): 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑒𝑠𝑢𝑙𝑡𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑒𝑠𝑢𝑙𝑡𝑠
 

False Positive Fraction (FPF): 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑒𝑠𝑢𝑙𝑡𝑠

𝐹𝑎𝑠𝑙𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑒𝑠𝑢𝑙𝑡𝑠
 

Quality assessment can also be done by comparing the 

original watermark and extracted watermark.  This alternate 

metric is called a Normalized Correlation which exploits the 

correlation between the original watermark and the extracted one.  

The value lies between [0 1], any value nearer to 1 assures better 

quality. Another way of defining the similarity between the 

original watermark and the extracted one is accuracy ratio. It is 

the ratio of correct bits to the total bits. When the attack is not 

going to affect the commercial value then it is better to consider 

only the watermark-to-noise ratio. This ratio signifies the power 

of watermark signal against the noise introduced by such attacks. 

For a watermark of size m x n pixels, the performance metrics can 

be calculated as below: 

𝑁𝐶(𝑂𝑊, 𝐸𝑊) =
1

𝑚𝑛
∑

𝑚−1

𝑖=0

∑[δ[OW(i, j) − 𝐸𝑊(𝑖, 𝑗)]

𝑛−1

𝐽=0

 

where, 

δ (X,Y) = 1 if X=Y and 0 otherwise; 

5. Results Obtained 

In this section we discuss the watermarking in the presence 

of various attacks at different noise levels. We present the results 

in terms of robustness of the watermark (BER and NC). The CNN 

is trained using standard descent back propagation algorithm. The 

performance consistency of the proposed method is verified by 

considering 2 different cover images: Lena and Camera man as 

presented in Figure 4 shows the watermarking process with 

different transforms (scaling, rotation, adding noise, blurring, 

random cropping, and more)and also confirms that that the 

proposed method is applicable to any cover image and with any 

watermark. BER is a measure of noise injected when the  

signal is received after transmission channel. The BER shows the 

signal loss and fading in a wireless channel. The BER for various 

noise levels is shown in Figure 5(a). Normalized (cross) 

correlation is a template-matching method in digital 

watermarking. The template will be an image that shows a critical 

feature; by repeatedly computing a statistic between the 

watermarked image and corresponding pixels of a subset of an 

original image presents the noise correlation for various noise 

levels of 2,5,10 and 15. The important parameter in watermarking 

is the loss of original information and the accuracy with which the 

watermark is hidden in the cover image. There is a fine balance 

between the robustness and imperceptibility. The trade-off is to 

achieve high robustness without showing any trace of watermark. 

The accuracy of our model is gradually increasing as the epochs 

increases, on the contrary loss is gradually decreasing. The 

models training and testing results are shown in Figure 6 with the 

over fit, under fit and good fit are shown in Figures 6(a), 6(b) and 

6(c) respectively. Our model Adam performs well and is 

consistent as compared to other models as shown in Figure 7.  The 

Figure 8 shows the noise injected/present and the model 

performance. In the Figure 8(a) noise in hidden layer is shown 

while Figure 8(b) depicts the noise in input layer. 
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Figure 4: Typical digital watermarking process for Lena and Cameraman Images (a)original image (b)watermarked image (c)initial decoded image with watermark (d) 

extracted watermark (e)high resolution output image 

 
Figure 5: Verification of Robustness of the digital watermark against various type of transformations, shows the BER of watermark for various noise levels 2, 5, 10 and 

15

 
Figure 6: Validation of Neural Network Model
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Figure 7: Fitting the model for validation (a)over fit (b) under fit and (c) good fit.

Figure 8: Injected/present noises in(a)hidden layers and (b)input layer of the proposed convolutional neural network. 

Table 2: Comparison of Results  

S.No Noise/Attack Parameter [ 51] [52 ] [ 53] [54 ] [55 ] [56 ] [ 57] [ 58] Our Work 

1 No Noise PSNR(db) 58.91 48.29 48.47 51.45 34.33 56.47 35.6 47 62.3 

NC 1 1 1 1 1 1 0.99 0.98 1.00 

2 With Noise PSNR(db) 55.10 43.04 32.74 31.66 22.43 40.18 29.1 41.72 58.78 

NC 1 0.91 0.81 0.92 0.91 0.93 0.95 0.91 1.00 
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The graph shows that training and test results are in good 

accordance and validate the model used for training and 

optimization in digital watermarking. The proposed model is 

suitable for video too as the training is done off-line hence can be 

used in real-time applications. Hence the use of deep neural 

networks will enable us to realize complex features like learning 

weight sharing and update mechanism, noise-resilience and 

immunity towards attacks, and scaling. The proposed method has 

low loss and the accuracy goes on increasing as the number of 

epochs increases. The accuracy is 85% for 15 epochs and will 

slightly increase for more epochs. The level of high accuracy 

shows that the original image and watermarked image are 

indistinguishable.  

This high performance of the model can be owed to the 

learning feature embedded in the watermarking. A digital 

watermarking task comprises embedding a signal into an image in 

accordance with robustness and quality constraints, it can be said 

that it is in essence a multi-objective optimization problem. The 

faster convergence of the algorithm (more accuracy with less 

epochs) can be achieved by introducing reinforcement learning or 

transfer learning method which has got huge attention in recent 

times. The current digital watermarking can also be validated by 

applying it to protect the copyrights of trained neural networks 

where ownership protection and piracy prevention is of utmost 

priority. The traditional approaches in digital watermarking are 

not fit for the digital data that can be stored efficiently and with 

very high quality and manipulated easily using computers [59, 

60]. The aim is to evolve a secure digital communication that 

remarkably pushes forward the limits of legacy digital 

watermarking schemes across all dimensions of performance 

metrics. As this research space is ever increasing and innovations 

have spurred at all levels of communication, considerable 

progress is required in understanding the deep learning 

approaches for digital watermarking. The convergence of 

technological, economic and environmental forces is driving the 

digital watermarking and deep learning simultaneously, then each 

drives the other forward. Be it the deep neural networks driving 

digital watermarking or vice-versa, the continued expansion of 

each is good for the other. The complete suitability of digital 

watermarking for securing deep neural networks dataset is yet to 

be conducted. The trained models can be viewed as intellectual 

property, and it is a worthy challenge to provide copyright 

protection for trained models. We emphasis on how the copyrights 

of trained models can be protected computationally and propose 

for neural networks a digital watermarking technology. We 

propose a conceptual framework for integrating a watermark into 

models of deep neural networks to safeguard copyrights and 

identify violation of trained models of intellectual property. The 

Table 2 illustrates the comparison of obtained results with the 

previous works and it is noteworthy that the proposed work has 

shown an improvement of  5.75% in PSNR without noise and  

6.68%  in PSNR with noise = 5. 

6. Conclusions 

In this paper, we proposed a learning framework for robust 

digital image watermarking technique based on deep neural 

network. As observed, previous efforts in this space focused on 

optimization of embedding parameters with use of evolutionary 

computing. Demonstration of the watermarking under various 

noise and attacks is performed. The detailed experiments were 

carried out and we analyzed the performance of designed system. 

We have shown that our model could embed a watermark without 

impairing a deep neural network's efficiency. In future the 

research would continue in the direction towards digital 

watermarking based on intelligence. 
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 The technological evolution and the frequent use of the Internet as a technology within the 
framework of the Internet of Things and Robotics has affected various fields such as 
Industry 4.0, smart agriculture, smart cities, home automation and autonomous cars. These 
advances applied to everyday life have facilitated the implementation of new concepts to 
minimize pollution, traffic jams and accidents while making life easier. In this article, we 
propose an intelligent parking concept based on embedded systems. In order to solve the 
problem of permanent traffic jams and their repercussions on large cities we have 
implemented this system. It is a complete platform allowing remote reservation from 
different platforms. It will also collect the various data obtained by parking sensors. These 
data will be processed and saved if necessary. This concept was first developed to highlight 
the feasibility and adaptability of this system in the context of smart cities. It has been 
realized using wireless sensor networks connected to embedded platforms. These platforms 
are not only connected to motors, sensors and actuators but also to servers to save data 
and deploy reservations. These reservations are made via web and mobile application. 
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1. Introduction  

The robotics automation, wireless sensors, artificial 
intelligence and embedded systems are famous scientific research 
fields with a wide margin for innovation and growth. Although 
these are areas that are literally different and divergent. However, 
they remain compatible. One can thus join these different axes in 
order to carry out applications that make life easier for mankind. 

In this framework, we can mention several types of uses such 
as smart houses [1], smart agriculture [2] and smart parking [3], 
which are smart city [4] applications. We can also talk about e-
health [5] and Industry 4.0 [6] which are applications in constant 
development. 

In this work, we're going to touch on smart parking. The 
automated systems for vehicle parking management [7] are widely 
available in the recent years. However, it is still an exclusive 
product that is not largely used for a couple of reasons including   
being very cost expensive and complex. These difficulties also 
contribute to other problems such as hard maintenance and 
resource management issues [8]. Nowadays, android applications 
and Arduino based technologies [9] are the mainstream and the 
most popular solution in numerous domains due to being open 

sourced. This attribute makes them easy to implement and heavily 
supported with the majority of hardware and software.  For these 
reasons we used android based application for our embedded smart 
parking and management system that outperformed the other 
available options in resource optimization and performance. 

In our previous work [10] we presented a fully embedded 
architecture for an automated intelligent parking system that 
communicates through an Android application, which delivered an 
intelligent parking management and a top-notch costumer service 
for smart parking.  

In this paper, we describe in details our previous work [10] 
while we expand on the practical implementation and the 
communication interface. With the objective of having a functional 
prototype that develops the research work and can be integrated in 
the field of smart cities, we will present two platforms:  

• an embedded platform that has the role of data acquisition and 
processing in our parking lot. The use and architecture will be 
described later on.  

• a client/server platform with Android and Web applications: 
these will describe the reservation, confirmation and payment 
parts of the proposed service. 
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Our paper will be presented as follows. We start by an 
overview on the smart parking state of the art. In the theoretical 
analysis section, we will introduce the architectural design of the 
car parks on one hand and the developed computer application to 
be realized on the other. Then, we present the practical 
implementation section where we demonstrate the developed 
applications as well as the implemented embedded architecture. 
Finally, we compare between the implemented Intelligent Parking 
results before we declare the conclusion and perspectives. 

2. State of Art 

Several works have presented smart parking. In [11], they 
present a flexible and real time information system. This parking 
is easy to use for the client via web connexion. A CMOS cam is 
used to control the parking. The disadvantages of this system are 
the need to inquire for the available slot, the high implementation 
cost. The most important disadvantage is the bottlenecks due to an 
overload of incoming informations. 

In [12], they use RFID technology. It permits to have not only 
secured but also an easy and fast checking out of the vehicles in 
less time. The data security is provided by ZigBee Wireless 
Technology. The data of the arrival and departure of the vehicle 
are stored in database. To inform the driver informations are 
displayed on the LCD proposed screens in the parking. Despite all 
the advantages, the system has many disadvantages. It allows one 
by one. That’s why it consumes a lot of time and prevent multiple 
check out and check in at the same time. The drive can’t make a 
reservation via mobile device. Another disadvantage of RFID is 
the increase of cost and of the node to node implementation time. 

In [13], if the most important disadvantage is that the parking 
does not alarm the user about the car theft, the proposed smart 
parking use ultrasonic sensors and RFID. Needing for deployment 
ZigBee and 3G (or 4G, 5G…), the most important advantages of 
the proposed work are the use of the Car Parking Framework that 
gives two performance classes in term of financial and 
consumption cost deployment. In addition, the heterogeneous 
wireless sensor network cause energy fluctuations. To remedy they 
use LIBP gathering protocol. 

In [14], they use Zigbee for deployment and ferromagnetic 
sensor. Suryady and al introduced another concept of smart 
parking based on cloud-based platforms as a service (PaaS). This 
technology gives the smart parking an interesting quality. The 
smart-parking system is faster to use. It reduces time, cost and 
system maintenance. The platform has the advantage of being 
flexible to collaborate with other platforms. This system has also 
disadvantaged. It does not provide neither guidance for the drive 
nor payment due to the application insecurity to protect user 
privacy. The user has no possibility to display spaces for user on 
smartphone or parking LCD.  

In [15], the smart parking is more complete. It has many 
qualities like his flexibility and security increase. This security 
appears for the user because of less of human interaction for 
booking slots. The drive can find the availability of parking space 
and then books slots. The IoT’s devices provide data storage. The 
data are processed and collected to be saved. The drive has another 
security aspect to preserve the user from steals by theft 
management. 

As we already declared, there are numerous automated parking 
management systems, yet only three methods which are Park 
Assist [16], Hectronic [17] and Parking plus [18] that stand out and 
achieve respectable results. These intelligent car parks are 
available on the market but have some missing features that need 
to be addressed. 

2.1. Park Assist smart parking system 

the TKH group developed this smart parking system that have 
various traits including guiding the client to the empty parking 
space while providing access to a mobile application with the 
vehicle geolocation  and the reliance on machine learning analysis 
for the parking spaces to insure the right exploitation. 

2.2. Hectronic intelligent parking 

Contrary to Park assist, this intelligent parking system 
delivered by the German international company Hectronic has a 
separate entrance and exit terminals. The main feature of this 
system is their powerful and well built security alongside other 
adequately constructed services.  

2.3. Parking Plus mobile application 

This parking system is based on a mobile application that 
delivers a central parking service by gathering information from a 
cluster of parking zones to provide the driver with the details about 
the nearest empty parking place and the possibility to reserve it and 
pay for it by the phone. 

When we analyze these various methods, we found that some 
of them have security shortcomings both in capturing information 
for reservation and payment or in securing vehicles in case of theft. 
Therefore, in this work we present an intelligent car park allowing 
the capture of information on the different vehicles when they 
enter, exit and during their presence in our car park. An offline 
backup is made throughout the day before being transmitted to the 
cloud in order to maintain a trace if necessary. 

Reservation, payment and placement of the car in the car park 
are done in a secure way via not only web but also mobile 
applications compatible on different types of terminals. 

Given the lack of space proposed for parking lots and the 
permanent increase in the number of cars in large cities generally 
and particularly in Tunisia, our goal is to set up an intelligent 
system to give the user the choice, if possible, to choose his parking 
space, if not to allocate an automatic space to optimize the space. 

Indeed, thanks to the automatic parking system chosen, we will 
have the possibility:  

• to secure the parking lot by minimizing human intervention: 
cars will be closed and parked at the entrance of the parking 
lot. Their placement will be carried out automatically 
afterwards. 

• to optimize space and minimize accidents: the cars will be 
parked automatically and therefore no space or accidents due 
to bad maneuvers will occur. 

• to minimize pollution and traffic jams: by allowing the 
reservation system to not search for parking spaces in a 
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random way and therefore optimize fuel consumption and 
minimize pollution. 

The innovation proposed in our paper is to create a fully 
automated parking system that solves the limitations described 
above.  

This design will present not only the architecture of the realized 
prototype but also the technologies based on the IoT to allow the 
automatic placement of cars in the proposed concept. 

There will be a design part, an IoT part and a hardware 
implementation part which will be described in parts 3 and 4. 

3. Theoretical Analysis 

Looking at the systems available on the market, we can initially 
assume that depending on their points of strength we can choose 
from them a tolerable approach [19]. However, these methods have 
many apparent concerns such as the inefficient space exploitation 
with Park Assist and Hectronic by the need for a driving pavement 
to connect the vehicle to the driving spot and the capacity problem 
caused by the lack of long term parking strategy [20]. We can also 
point out the high service cost and the absence of security plan for 
Parking Plus. In this section we will describe the different axis of 
our own parking architecture that fix these issues. 

We begin with our proposed parking architecture for car parks 
that is set up in narrow plots of land. We present a cylinder shape 
architecture as shown in figure 1. The second part of this 
theoretical analysis introduce the proposed embedded system to 
collect, process and update the information before transmission 
step. The last part describes the frontend and the backend of the 
application architecture. It will describe different actors and 
secured reservation and payment service to be used by the driver. 

3.1. Smart parking architecture 
 

3.1.1. Proposed smart parking architecture 

In order to solve the parking management concerns that the 
previous methods failed to answer, we conceptualized a structure 
with a cylinder-shaped architecture for vehicle parking as revealed 
in figure 1. 

 
Figure 1: The front face display of the cylinder-shaped architecture for our 

parking  

We choose using this architectural shape in an attempt to 
reduce the space spent on pavement allowing the vehicle 
movement within the structure and switching to a unique vehicle 
area, which is the mechanical component that act as an elevator 
and the selector for the parking place simultaneously. 

3.1.2. Detailed units of the architecture 

To simplify and optimize the driver’s access to the proposed 
architecture, the parking place selection is done via the android 
mobile application. Afterwards, the driver has to station his vehicle 
on the entrance elevator panel that has the same size as standard 
parking place as shown in figure 2. 

 
Figure 2: A side view of the entrance elevator panel 

Having reserved a parking space via web or mobile application, 
the customer will provide the information for the car registration 
number. This number will be the reference to allow the car to enter 
the parking place. 

Once the vehicle is checked to the entrance panel, a two-armed 
cart raise the panel as an elevator. Figure 3 present an example of 
this activity. 

Afterwards, the vehicle will be directed directly to the parking 
space relying on the elevator’s ability to rotate 360 degrees. This 
feature allows the system to set the vehicle in the appropriate 
location selected in advance by the customer. The exit process is 
also similar to the entry procedure but backwards. The customer 
has to do his check out and pay for the service via the mobile 
application and once he does the elevator selects the vehicle 
corresponding to the car registration number and bring it down to 
the exit of the parking lot. 

The full automation of elevator with the minimization of 
manpower and human intervention in the parking process will 
make the process secure by avoiding human errors and effective 
by efficient exploitation of the parking facility. 

 
Figure 3: A sketch example of a vehicle elevator   
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3.2. Hardware embedded architecture 

Having chosen a suitable architectural form for our intelligent 
car park, we will present the embedded implementation of our 
system in this section. It will, in fact, consist of three parts. Firstly, 
we have chosen a set of sensors and actuators that will be installed 
in order to obtain information about the parking spaces if they are 
available or occupied. Second, a system will collect this 
information from the installed sensors to update and save the 
occupancy in the parking lot. This data will be saved locally and 
subsequently updated in the cloud. In part C, we will present the 
software backup platform implemented. 

3.2.1. Used set of sensors and actuators (SSA) 

As described in the state-of-the-art section, our intelligent car 
park will not only make the driver's life easier by offering him an 
available space but will also provide him with a secure space for 
both him and his vehicle. 

Thus, a surveillance camera at the entrance but also on each 
floor of the car park will detect the license plate of the car in order 
to validate its access to the car park but also to the reserved space.  

As soon as the car reaches its space a sensor will transfer the 
information and cancel the space for any other reservation. At the 
exit of the car park, the information is transmitted directly to the 
driver and the space will be directly released for another 
reservation.  

The billing for this operation will be proportional to the time 
occupied in our car park. 

To sum up, we'll need: 

- Surveillance cameras at the entrance and exit of the car park 
but also at the entrance and exit of each floor of our car park. 

- Barrier level detection sensors to validate entry and exit to the 
car park. 

- Infrared sensors to transmit information on the presence and 
absence of the car from the reserved space. 

In parallel with the sensors, the need for actuators is equally 
important. Indeed, these will allow us to manage the different 
engines of our car park remotely. We can therefore mention the 
following:  

- The motors of the car park barriers 
- The engines of the car lift 
- Vehicle placement jacks as shown in Figure 3. 

Due to the importance of precision in the realization of our 
system. Different electrical voltage values must be received from 
the sensors and sent to the different motors. The accuracy of these 
data requires a system that can directly manipulate the analog data 
by minimizing the use of digital-to-analog and analog-to-digital 
converters. This will be detailed in the section sensor and actuators 
control and collection platform. 

3.2.2. Sensor and actuators control and collection platform 
(SAC2P) 

In order to control the various sensors and actuators present in 
our system, we will use an on-board platform that can receive and 

transmit analog data. In the prototype that will be described in 
section IV, part B, we will use an embedded Arduino platform that 
will allow us to validate the proposed approach. 

This platform will be connected via Bluetooth to both actuators 
and sensors. It will thus control entry to the car park, the placement 
of the car and the sending of information to the information backup 
and transfer platform. Figure 4 describes sensor and actuators 
control and collection platform. 

 
Figure 4: Sensor and actuators control and collection platform 

3.2.3. Information backup and transfer platform (IBTP) 

The Information backup and transfer platform part offers a 
digital embedded platform.  

Several types of platforms can be proposed such as GPUs, 
FPGAs, ASICs. This platform will have four main tasks with the 
following priorities:  

a) Acquisition and processing of information from surveillance 
cameras. 

b) The administration of the Sensor and actuators control and 
collection platform via Bluetooth. 

c) The offline backup and management of the various data 
recovered.  

d) Updating information and saving it on the cloud server via 
wifi or 4G 

 
Figure 5: Information backup and transfer platform 

Since, for our application, obtaining a real-time result is not 
paramount, it is not necessary to use GPUs that are quite expensive 
in terms of hardware and energy costs. Thus, a simple 
multiprocessor architecture based on 4 processors working in 
parallel is largely enough.  

For our application, we decided to use a Raspberry Pi as a 
platform to meet the needs of our Smart Parking prototype. In part 
4, we will describe in more detail the system implemented. 
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In figure 5, there is a description of information backup and 
transfer platform. 

3.3. Software reservation platform architecture 

After having described and set up the architecture part 3.1 and 
the hardware part 3.2, we will highlight in part 3.3 the software 
part and particularly the online booking platform.  

In the reservation part we will have several interfaces.  

Firstly, the administrator will access the different 
functionalities via the web. He will be able to modify the terms of 
payment, accept complaints, validate possible subscriptions from 
members and deal with disputes. 

It is the administrator who will be able to manipulate the 
number of spaces, the availability as well as the occupation of the 
car park, the rates per hourly session, penalties for late payment. 

The customer will access the online booking platform either 
via mobile application or via web. 

Each customer must first register on the system either via 
mobile application or via the web. He will indicate his personal 
data (surname, first name, telephone number, e-mail, license plate, 
make and colour of the car, ...). He will then choose the method of 
payment either by credit card or in cash. 

As a nominal scenario, a customer will be able to reserve a 
place on one or the other of the applications. He will indicate the 
duration of his parking period. At the time of reservation, the user 
will indicate the method of payment. At 15 minutes from the end 
of the indicated parking period, a SMS and an e-mail will be sent 
to inform the customer. He will be able to extend his reservation 
by reply or maintain the duration indicated at the time of 
reservation. 

On leaving the car park, the parking space is released and is 
therefore open for a new reservation.  

If the customer leaves the car park on time and has paid by 
credit card, they will leave the car park directly: the camera at the 
car park entrance will identify the car and open the entrance 
barrier.  If he is going to pay in cash, a machine will take the coins 
or notes and give him the rest of the amount. 

If the customer is late without replying to the SMS received, 
he will have to pay a penalty. The amount charged for leaving the 
car park will be the equivalent of a full day's parking. 

If the customer is late and this delay has been indicated by 
message, the customer will pay the difference when leaving the car 
park. 

4. Practical implementation 

In this part we will present the parts describing the 
implementation and setup of our demonstrator. We will start with 
the modeling part including the class diagram and the use case 
diagram. 

Then we propose the mobile SW part (Arduino application) 
and finally the implementation of the embedded part implemented 
on an Arduino platform. 

4.1. Uses case diagram 

In this section we will present the actors of our platform. The 
administrator, the client as a physical actor and the system as a 
logical actor. 

0As shown in Figure 6, the administrator has the possibility to 
access to the different functionalities via the web. He will be able 
to accept claims, check the number of seats and set rates per hourly 
session. 

The administrator can also be able to manipulate the penalties 
for late payment, validate the possible subscription of the member 
and change the terms of payment, etc.  

 
Figure 6: Admin Use Class Diagram 

 
Figure 7: Client Use Class Diagram 
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The client, as mentioned in Figure 7, must start by registering 
on the system either via mobile application or via the web. He I 
indicate his personal data such as surname, first name, phone 
number, e-mail, license plate, make and color of the car, etc. After 
that, he chooses the method of payment either by credit card or 
cash. He will be able to reserve a place by indicate the duration of 
his parking period. 

At the time of his reservation, the client will indicate the 
method of payment. He will be able to extend his reservation by 
reply or maintain the duration indicated at the time of reservation. 

The last actor is the system, as represented in Figure 8, it must 
be able to identity the car, take coins or bills, remit the rest of the 
amount, open the entry barrier and before 15 minutes of the end of 
the period subscription, it sends a SMS to client to inform him; if 
he wants to extend the period or he free the space. 

 
Figure 8: System Use Cas Diagram 

 
Figure 9: Our smart park application main menu 

4.2. Android application 

The Android operating system is by far the largest used 
operating system for smartphones in the world for the recent years. 
To communicate with our automated smart system, we developed 
an Android application to exploit the ease of implementation, 
compatibility and support [21]. We used the App Inventor 
development tool generate by Google to create our Android web 
application for smartphones [22]. Our application contains a main 

menu for the user to select the desired parking floor from the 
parking structure as shown in figure 9.  

From this menu the driver first selects the floor and then 
searches for the empty parking location. Finally, the application 
creates a security code for the specific location to be used by the 
user when he exits the parking facility. It is also possible for the 
user to let the parking system to choose automatically which place 
to allocate.  

4.3. Arduino technology embedded system: 

To control the various parts of our system we choose to work 
with a simple Arduino board [23] and we have decided on the 
Arduino mega board. This embedded bored is responsible for the 
communication with the client commands coming from the 
Android application. It is also responsible for checking and 
monitoring the sensors that provide the information about empty 
locations and vehicle presence, while managing the mechanical 
elements of the elevator and the rotating panel.      

For the communication part, the Arduino mega board needs 
the Arduino WIFI shield in order to connect to the network via 
WIFI [24]. As displayed in figure 10, this wifi shield is pin by pin 
compatible with the Arduino mega board, which makes it easy to 
work with. 

 

Figure 10: The Arduino WIFI shield 

 

Figure 11: Arduino mega board and the PIR sensor wiring diagram 

In order to collect the information about the availability of the 
parking locations and the elevator panel a cluster of spread out 
sensors is crucial for our system. Therefore, we decided to lay out 
a collection of the PIR (Passive Infrared Sensor) in every parking 
location, the entrance, the exit and in the elevator panel. As shown 
in figure 11, connecting the PIR sensor to our Arduino mega board 
is a very simple operation that demands the use of only three pins. 
We also considered using the HC-SR04 ultrasonic sensor for the 
same operation mainly for compatibility reasons since it is also an 
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Arduino technologies component. However, considering the low 
expensive PIR sensor was the optimal choice since it does not 
compromise the proficiency of our system [25]. 

To manage the mechanical part of our system, which are the 
elevator panel motor and the rotation motor, we also relied on our 
Arduino mega board. For our prototype , we sufficed with the use 
of simple direct current motor driver to emulate a real life situation 
where our Arduino mega board can also control the motor of the 
elevator using two relays and terminal levers for the 230V 
alternative current motor [26]. Our choice for a simple DC motor 
driver is the L298N circuit that grants our Arduino board full 
authority over the speed and the rotation direction of the direct 
current motor [27]. For the panel rotation motor, we used a 
servomotor connected to the Arduino mega. The servomotor 
delivers an immense management and control to every detail of the 
panel rotation and angular rotation manipulation [28]. With the use 
of the servomotor, we guarantee that our smart parking system is 
capable to reach all parking positions throughout the facility thanks 
to the 360 degrees of freedom available to the rotating panel. In 
figure 12 we present the wiring diagram for both the DC motor and 
the servomotor. 

 

Figure 12: The Arduino mega board wiring diagram with the L298N motor 
driver, the DC motor and the servo motor. 

4.4. Result comparison 

Comparing the system we have set up with the different 
intelligent parking lots existing in the literature we notice that our 
system has several points in common with them but has advantages 
in terms of space optimization and automation of the system. 

Table 1 illustrates this comparison. 

Table 1: ESP2 parking comparison 

 Mobile 
App 

Automatic Secured Smart 

Park 
Assist 

Yes No * No 

Hectronic Yes No *** No 
Parking + Yes No *** Yes 
ESP2 Yes Yes ***** Yes 

 

As shown in Table 1, it can be seen that all the systems 
described in the literature offer a mobile application for booking. 

However, the car parking requires the intervention of the man 
(driver or parking manager) to park the car unlike our system 
which is fully automated based on sensors, IoT and embedded 
systems. 

The minimization of human intervention makes it possible to 
secure the system against theft, minimize human errors and save 
energy consumption. 

Finally, as Parking+, our system has an intelligent part to 
update the status of the parking lot and therefore make it easier to 
park the car while minimizing the waiting time for parking. 

5. Conclusion 

Throughout this paper we introduced a smart vehicle parking 
system that effectively manage the storage and automates vehicle 
parking using an Android application as the front-end user 
communication platform with our embedded control system. Our 
embedded control unit includes the main Arduino mega embedded 
board and the Arduino WIFI shield that ensures WIFI connection. 
The information for the presence of vehicles and the availability of 
empty parking location is acquired by the collection of PIR sensors 
and provided to the Arduino mega board to take the appropriate 
decision. This main control unit is also responsible for the 
management and control of the elevator panel and the rotation 
engine in charge of accessing the empty locations and stored 
vehicles. 

Our novel smart parking system with the Android customer 
communication unit has delivered a better storage management 
capability than the previously mentioned commercially available 
competitors. The dominance of our developed system over Park 
Assist and Hectronic parking system  is  clearly manifested in the 
long term cost gained from the smart management of the allocated 
space that our competitors sacrifice in order to provide the driving 
pavement needed to connect the vehicle to the driving spot. The 
Parking Plus application also miss the security quality that our 
solution provides compared to their nonexistent answer to this 
problem.  

Although our system is a great solution for smart parking, we 
do not deny the fact that it has a few shortcomings such as the need 
for more flexibility when it comes to the architectural structure of 
the facility and the power management of the mechanical parts 
(elevator panel and rotation engine). These limitations can be the 
subject of future research that can include introducing a sustainable 
energy resources and other architectural designs. we can also 
ensure a better security by implementing a decentralized 
Blockchain based security control system in case of an expansion 
to a multiple units of smart parking systems.  
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The adoption and diffusion of mobile applications (mobile apps) has become the base of modern
activities in Africa owing to the services and values that are obtained through mobile apps
innovations. More emphasis has been on the development of mobile apps whereas the adoption
and diffusion process as well as their predictors are ignored or given less attention. This study
explores and develops a framework for the adoption and diffusion of mobile apps in Africa. A
survey was conducted on the basis of the diffusion of innovation framework in five-selected
African nations. A total of 1285 of the 2300 distributed questionnaires were returned, giving a
response rate of 55.87%. The results indicated that many factors/predictors drive the acceptance
and use of mobile apps and these factors were structured to develop a common framework for
mobile apps adoption and diffusion in Africa.

1 Introduction
The advancement in mobile technology has had a major impact on
the manner in which business and personal activities are performed.
It could be said, in particular, that a radical evolution started with
the advent of handheld devices such as mobile phones that caused
the creation of distinct kinds of mobile apps that are used in separate
activities [1, 2]. A number of mobile technology start-ups have
been created in Africa to encourage mobile app innovation [2, 3].
Advances in digital technology have enhanced communication
systems in Africa, leading to a growing amount of African commu-
nities linked to digital communications [4, 5]. The use of mobile
apps are changing the African society, socially, economically and
politically [1], [6, 7]. Despite the penetration and growth of mobile
services, some mobile apps are rejected and discontinued to be used.
Moreover, there are some non-users of mobile apps in Africa [8].
The process of acquiring and disseminating mobile app services in
Africa must therefore be improved, particularly for those with local
content.

It is imperative to information and communication technology
(ICT) experts and scholars to know the flow of information tech-
nologies [3]. This can be achieved by conducting a research on
adoption and diffusion, which implies accepting to use [2, 9, 10]

and continuing the use of a new innovation [11, 12]. Various models
have been proposed to aid this process including frameworks for
mobile health [13], mobile banking [14] and e-government [15].
These models dealt on a particular mobile app in a specific country
and cannot be generalised.

However, African mobile consumers are growing interest in
home-grown mobile apps. Several mobile apps have originated in
Africa, especially in South Africa, Nigeria and Kenya including
social networking mobile apps like Mxit, 2go and How Far, en-
tertainment mobile apps like Simfy Africa, Spinlet, iRokoTV and
SOLO, and financial mobile apps like M-pesa [2]. These mobile
apps are mostly used in the country where they are created whereas
in the other countries of the continent, there is little or no adoption
of the mobile apps. In other words, there is a significant difference
between the rate of adoption of each respective mobile app between
the country where it is created and the other countries in Africa.

This study proposes a general framework for mobile apps adop-
tion and diffusion in African social system. Drawing from the
literature on the adoption of mobile app innovation and deliveries,
this research intends to address the following questions:

1. What are the factors that influences mobile apps adoption in
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Africa and

2. How can we structure these factors to form a general model
to enhance the acceptance and use of mobile app innovation
in Africa.

In order to achieve these goals, we conducted a survey in the five
countries representing the five geographical locations in Africa to
assess the user’s view of mobile app use in order to explore the
factors predicting the acceptance and use of mobile apps in Africa.
These factors were structured to develop a framework. With lever-
age on the report that there is a need to know the diffusion of mobile
technologies and the important of mobile technological services
on developing nations such as African countries, this study would
therefore make the following contributions. We have:

1. Examined and discovered the acceptance and use of mobile
apps in Africa,

2. determined the factors/predictors that influence users’ inten-
tion to adopt and use mobile apps innovations in Africa, and

3. developed a general framework that can improve the adop-
tion and use of different kinds of mobile apps across African
nations.

The remainder of this research work is organised as follows:
Section 2 discusses the background information of the research
work. Section 3 describes the related works and the gap. Section
4 shows the research conceptual model and Section 5 explains the
research methodology. Section 6 describes the methods of analysis
and Section 7 zooms into the survey results. Section 8 presents
the regression analysis and Section 9 discusses analysis of variance
(ANOVA) results. Section 10 interprets the results to validate the
proposed framework. Section 11 concludes the study.

2 Background information
A brief theoretical overview of the study is presented in this part.

2.1 What are mobile apps?

Mobile app creativity has recently attracted scholars from different
fields of study to carry out studies in their respective fields. As a
consequence, mobile apps have been described by several writers,
write-ups and web pages in many perspectives including Technology
[16, 17], Educational [18], Context-aware Computing [19], Internet
of Things [20], Business [21], Cloud Computing [22] and Social
Services [23]. In this study, mobile apps are considered to be mo-
bile technological innovations of a mobile computer software that
allows users to carry out various activities including political, social,
economic, and educational regardless of the user’s location and
background.

2.2 Features of mobile apps

There are five main characteristics of mobile apps, according to
Rogers [9]. They are relative advantage,compatibility, complexity,
observability and trialability. Such characteristics help to decrease

the level of misunderstanding and increase the adoption rate of mo-
bile apps. Technology reliability and cost are conceptualized in this
study as important features of mobile apps [8].

2.3 Innovation decision process

This is a process of decision-making which includes an information-
seeking and information-processing practices in which mobile app
adopters are driven to reduce the confusion surrounding the effect
of acceptance and use of a new mobile app innovation. Rogers’s
diffusion framework consists of five stages of the innovation de-
cision process including knowledge, persuasion, decision-making,
implementation and confirmation [9]. For this study implementa-
tion and confirmation are merged because they describe diffusion
(putting into use and continue to use) and referred to as the diffusion
stage. Thus, the innovation decision process of this research entails
four phases including knowledge, persuasion, decision-making and
diffusion. These stages are briefly discussed below.

Knowledge stage:The mobile apps adoption and diffusion be-
gins with the knowledge about mobile apps. This stage involves
acquisition, method and sharing of information about mobile apps.
Having the right knowledge about mobile apps requires information
sources, learning methods and information sharing. In Africa, there
are two distinct sources of information about mobile apps including
external initiated actions and personal initiated actions, learning
methods are interpersonal communications, the Internet, operational
manual and informal training, whereas information sharing involves
organizations and events, and individual activities [8].

Persuasion stag: is shaping the minds of adopters towards adopt-
ing and using mobile apps. The main factor under this stage is
the social influence [9]. Decision-making stage: This includes the
adoption and rejection of mobile apps. In this stage, an individ-
ual/adopter of mobile apps chooses to adopt or reject the mobile
apps. The adoption covers the adopter’s category whereas rejection
covers the reasons for non-adoption [9]. There are five categories
of adopters in Africa including late majority and laggards, non-
adopters, innovators, early adopters and early majority [8]. Also,
the reasons for non-adoption of mobile apps in Africa are using mo-
bile apps is time-consuming, using mobile apps takes a lot of phone
memory, using mobile apps distracts attention from other activities
and using mobile is expensive [8]. Diffusion stage: This involves
the implementation and confirmation. That is putting mobile apps
into use and continuing to use them. It covers the use of mobile
apps, ways of using mobile apps and reasons for discontinuance
of the use of mobile apps. There are two distinct ways of using
mobile apps in Africa including business use and individual use,
and the reasons for discontinuance include a better replacement,
unsatisfactory performance, High complexity and lack of support
[8].

2.4 Adopting Unit

The adopting unit consists of features of individual adoption, com-
prising personality variables, socioeconomic and communication
behavior. [9].

Personality variables: Personality variables entail the individual
characteristics (demographic) that are part of the factors influenc-
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ing the outcome of the innovation decision process [9]. Adopters’
attitudes, anxiety (degree of nervousness) and self-efficacy are con-
ceptualized as part the personality variables. Attitude is measured
by the feelings and reactions of the participants on the importance
and contributions of mobile apps in Africa [24].

Socioeconomic characteristics: Socioeconomic characteristics
involve the external factors that may influence individuals’ adop-
tion and diffusion of mobile apps. These characteristics include
the contributions of mobile apps to the development of Africa [25],
facilitating conditions and employment status[8] .

Communication behaviour: This covers the primary purpose of
using and disseminating the information about a newly developed
mobile app [9]. It is one of the primary goals that encourages a
person to embrace and disseminate mobile apps. In this study, It
deals with the function of information sharing as specified in the
abstraction model of the research. This research deals with two key
reasons of spreading the information about a newly created mobile
app including: [8].

1. to facilitates both individual and business activities, and

2. to improve and make communications easier.

2.5 Adoption

According to Rogers [9], adoption is the absolute willingness to em-
brace and use new advanced technologies (mobile apps). GSMA [2]
explained that adoption is embracing and using a new technology.
It is the acceptance [10] and use [11] of an emerging product such
as mobile apps by the consumer. Innovation is new when it is first
introduced to a person. Therefore, we describe the adoption as the
users’ acceptance and use of a new invention.

2.6 Diffusion

Diffusion is a means of spreading the information and use of an
innovation among the individuals of a social structure across certain
networks [9, 3]. It is a mechanism by which a commodity is spread
from one customer to another [11]. For this research, with regards
to Rogers framework, we combine the implementation and confir-
mation phases to form diffusion. Thus, we defined diffusion as the
method of sharing, uses and discontinued the uses of a product.

2.7 Usage of mobile applications in Africa

GSMA [26] recorded that, there are more than five billion mobile
subscribers across the globe and the number is expected to rise to
5.9 billion by the year 2025. The spread of mobile technology is
wider than any other technology [27]. Mobile service penetration is
expanding at an extraordinary rate in Africa, and mobile apps are
part of the main foundations of all mobile services. The introduction
of mobile services in Africa is rapidly growing such that the mobile
app is the driving force behind some of the emerging develop-
ments in African nations.[16, 7]. The African continent currently
ranks among the world’s largest adopters of mobile technology
services, introducing new mobile services to the population [28, 29].

The beginning of mobile app development can be linked to the
program required to operate the emerged mobile devices [30]. Over
the years, telecommunications in Africa was primarily through a
fixed-line system and the networks were regulated by the respective
countries’ central governments [31, 32]. In the late 1990s, the ad-
vent of mobile telecommunications brought significant changes to
the African continent, so that countries like Nigeria, Cote d’Ivoire,
and Uganda had more mobile phones than fixed lines [31]. In Africa,
the mobile telecommunications system has a faster and broader
penetration and deployment than fixed lines, and some nations, such
as the South Africa, Comoros, Uganda, Kenya, Mauritius, Malawi,
and the Seychelles, have increased their rural mobile network cover-
age as of 2010 [33]. The advancement of mobile technology has
contributed to the creation, acceptance and dissemination of mobile
apps to promote mobile services, leading to the production and rise
in use of different kinds of mobile devices such as smartphones.

The procurement and service of a fixed-line telephone system
is highly expensive. As a result, much of the African population
in particular rural dwellers and low-income earners cannot afford
or have access to it [4, 32]. A broad range of network coverage is
provided by mobile technology enabling quick access to the African
population to telecommunications services [34, 35]. Communica-
tion services are currently accessible and affordable and more than
70% of the African people is linked to the digital telecommunica-
tions network[27]. Thus, mobile technology services enable digital
inclusion.

The development, delivery and use of mobile technology ser-
vices included a group of interconnected network entities called
the mobile ecosystem [16, 36, 37]. The African mobile ecosystem
comprises of various entities that are involve in the development
and delivery of mobile innovation services including mobile net-
work operators, sales agencies, government and other stakeholders
[16, 7]. Several facets of the mobile ecosystem in conjunction with
a defined system development method are involved in the process
of creating, delivering, implementing and disseminating mobile
apps [38]. With regard to the stakeholder’s priorities, aspirations,
operational services, and some predicting factors [39] mobile apps
are developed for different services. There are several types of
mobile apps that offer unique services to their users, including:
Mobile Learning [40], Mobile Commerce [41], Mobile Health
[42], Mobile Agriculture [43], Mobile Banking [44], and Mobile
Governance [45] used to offer different online services respectively.
In this study, these various kinds of mobile apps are categorised
as the classification of mobile apps. The use of mobile apps in
Africa has added tremendously to the growth of Africa [1]. That
is, mobile services are rising the living standards of the people of
Africa, resulting in the promotion of the economic, social, political,
and educational development of all African nations. [46, 47]. Thus,
the ecosystem promotes mobile apps innovations which acceler-
ate economic growth, though there are some issues to be considered.

While mobile app developments are growing in Africa, some
areas, especially rural locations, are still experiencing a slow pene-
tration of this advanced technology due to certain factors or issues
of influence [29]. Around 60% of Africans resides in remote areas
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where a large number of potential adopters are limited by the poor
network connectivity, low income, unstable economic situations,
and social and political instability [29]. In addition, some schol-
ars have established numerous important factors that need to be
addressed, including relative advantage, complexity, compatibil-
ity, trialability, observability, [9], [48]–[49], social influence, user
perception, perceived technology reliability [49, 50], facilitating
conditions [51], demographic, mobile technology self-efficacy, ICT
anxiety, perceived financial cost [49, 52, 53] and culture [54], for
greater acceptance and distribution of mobile apps in Africa.

However, in the African background, it is important to under-
stand the whole procedures of adopting and disseminating mobile
apps and to create a well-defined structure for this process. The goal
of this study is to address these issues by developing a well-defined
framework that can encourage the wider and more efficient use of
home-made mobile apps, not only in the country of origin but also in
other African nations. Through a survey conducted in five selected
nations representing five geographical regions in Africa the process
of mobile apps adoption and diffusion was examined. These coun-
tries include south (South Africa), west (Nigeria), north (Morocco),
east (Kenya) and central (Democratic Republic of Congo).
These countries were selected because:

1. Each country is situated in one of Africa’s five regions.

2. There is a significant population in each of the countries
chosen.

3. More references were made to them in the literature review
than to those in their respective regions.

4. Each region is presumed to have a similar lifestyle type.

2.8 What is a Framework?

A framework is a blueprint or guide consisting of principles,
constructs and concept of a theory [55]. According to Fulton,
Krainovich-Miller [55, 56], conceptual framework is a structure
of concepts that offers the foundation for the development of an
abstract idea. For this study, a framework is an abstraction for a
successful mobile apps adoption and diffusion among entire African
social system. This study seeks to develop a conceptual framework
for mobile apps adoption and diffusion in Africa. Applying regres-
sion analysis to the research model, the relationships between the
research constructs can be revealed.

3 Related Works
Although there is no general framework for the adoption and dif-
fusion of mobile apps in all African geographical areas but some
related works have been carried out. The existing frameworks apply
to a particular category of mobile app and to a unique environment
or country. A model for the adoption of mobile health in developing
countries was proposed by Kiongo [13] using Kenya as a case study.
In the framework, social influence, facilitating conditions, reliabil-
ity, cost and simplicity are considered as determining factors of the
intention to adopt and use mobile health. In a model for mobile

banking adoption in Ghana, Crabbe, Standing [14] highlighted that
usefulness, reliability and culture are factors shaping the attitudes
and behavioural intention to use mobile banking. Bwalya and Healy
[15] proposed a conceptual model for e-government adoption in the
SADC region with consideration to the following factors; culture,
user support, usefulness, ease of use and appropriate ICT infras-
tructure. Social influence, facilitating conditions, cost, culture and
reliability are the predicting factors considered in a model for the
adoption of e-commerce in Nigeria [57]. According to Moore and
Benbasat [58], relative advantage and complexity are equivalent
to usefulness and ease of use. In the light of the above-proposed
frameworks, there is a need for a general model that can be applied
to different domains and different regions/countries in Africa to
increase the use of African-based mobile apps across all African
nations.

3.1 The Gap

The development of mobile apps in Africa is growing rapidly [7]. A
variety of mobile app start-ups have been introduced across several
African countries to promote mobile app technologies. [2]. The
African mobile ecosystem has promoted the creation of various
kinds of mobile apps that are available on the African technology
market. As a result, a large number of mobile apps originated in
Africa [2]. From the literature, all the existing suggested frame-
works are for specific kinds of mobile apps [13]–[15], [57] and there
is no framework for the general mobile apps adoption and diffusion
in Africa. In practice, most of the mobile apps created in Africa are
actively used in the country where they are originated, while there
is low or no acceptance of these mobile apps in other nations of
the continent. It is necessary to have a common structure that will
enable a wider adoption of mobile apps (especially local mobile
apps) across African nations. This research will therefore assist to
close the gap by suggesting an overall framework for mobile apps
adoption and diffusion in Africa.

4 Research Conceptual Model (RCM)
Drawing from the diffusion of innovation framework, previous re-
lated studies on Africa context regarding the framework for adoption
of mobile apps and their findings, a conceptual model for this study
is, therefore, proposed as displayed in figure 1. The RCM demon-
strates the methodological approach to accomplish the research aim.
The model consists of three components including mobile apps
innovations, innovation decision process and adopting unit. The
mobile apps innovations component describes mobile apps and
their features; innovation decision processes component deals with
the acceptance, rejection, use, discontinuance and continues the use
of mobile apps whereas adopting unit contains the influencing fac-
tors of mobile apps adoption and diffusion. Achieving the primary
goals of this research work would validate this model.

The Mobile apps section describes that: as an innovation, a
newly created mobile app should be considered to be better than
the previous similar apps that it replaces, fits well with the intended
potential users, easy to understand and use, tested before implemen-
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Figure 1: Research conceptual model

tation, accessible to people, and be credible. The innovation decision
process explains the need for the public to be aware about the nature
of a new mobile app, including source of information, the method
of using the mobile app, and how to exchange information about it.
Given these will help to influence the decision-making process of
the adopters, either to accept or reject the mobile app. The adopting
unit deals directly with the individual adopters, whereby certain
personalized factors, such as personality variables, socio-economic
characteristics, and communication behaviour, can affect the process
of adoption. Overall, with the influence of good innovation char-
acteristics, personalised factors and good decision-making process,
a newly developed mobile app may gain widespread acceptance
within the African social system.

5 Research Methodology

This research requires quantitative data from mobile apps users
residing in five selected countries representing various African
geographical regions. Hence, the positivism paradigm was adopted
whereby a scientific method was used to gather self-determined
data from the participants without the researcher’s influence. The

non-probabilistic technique of sampling was introduced since it is
not easy in Africa to get the correct amount of mobile app users.
In choosing the sample population for data gathering, purposive
and convenience methods were considered. Purposive sampling
involves the selection of a target audience based on a specific
purpose. The study aims at the mobile apps adoption and diffusion
and the population was selected from the area where there are large
number of users of mobile apps for various activities. Convenience
sampling is a particular type of data collection approach that entails
the gathering of data from the participants that can be conveniently
reached within the chosen population.

As the entire likely sample could not be covered by the re-
searcher, therefore it was appropriate to pick a sample population
containing all the desired participants. Thus, the purposive method
was needed. The researcher was unable to reach everyone in the
selected sample except those who were easily accessible; the con-
venience technique became essential at this juncture and was also
applied. Educational institutions (universities) were selected with
the purposeful method, and data was obtained from the participants
with the convenience method. In order to achieve the research goals,
the RCM formed the basis of the survey performed in the selected
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nations.

5.1 The Research Instrument – The Questionnaire

The questionnaire was used as a data collection tool. It consists of
seven sections containing close-ended questions with a 5-point scale
rating of 1–5 (1 strongly disagreed and 5 strongly agreed). These
sections are:

1. Background information – collects individuals (participants)
details.

2. Mobile applications – examines the extent of participants’
awareness of mobile app technologies.

3. mobile apps innovation Adoption and diffusion – examine
Africa’s acceptance and use of mobile apps.

4. Innovation features – examine the participants’ perceptions
of the importance of the characteristics of mobile apps.

5. Impact of mobile apps – examine the contributions of mobile
apps to African growth.

6. Predicting factors – examine the factors influencing the ac-
ceptance and use of mobile apps in Africa.

7. Adopter’s category – to determine the types of adopters of
mobile apps existing in Africa.

A pilot or experimental test was conducted to make sure that the
questionnaire can resloved the important parts of the study. All the
recommendations were properly considered and effected. Also, the
questionnaire was vetted and approved by a Statistical Consultant.
The target population is the mobile apps users from the chosen na-
tions in Africa. In the delivery of the study questionnaires, drop off

and electronic/online approaches were applied. Participants were
drawn from various age groups and job status to ensure that general
views are covered by the collected data. A contact person was hired
to help us in collecting responses from the respondents in each of
the respective counties. The person was informed of the research
process and the aim of the study was clarified. A total of 1285 of the
2300 distributed questionnaires were returned, providing a response
rate of 55.87%. The responses comprise of 957 drop off and 328
electronically (online google forms) completed questionnaires. The
responses obtained from the participants of each country was shown
in Table 1.

Table 1: Participants’ responses from each country

Country Amount disseminated Amount received
South Africa 500 335
Nigeria 500 370
Morocco 400 116
Kenya 400 212
DRC 500 252
Total 2300 1,285

Table 2: Reliability

Research variables Mean
Std
dev.

Cronbach Alpha
Coefficient

Business interactions. 3.19 0.99 0.76
Individual interaction. 3.83 0.86 0.69
External initiated actions. 3.21 0.98 0.66
Personal initiated actions. 3.61 0.99 0.60
Organizations and events. 3.36 0.99 0.61
Individual activities. 3.68 0.86 0.60
Relative advantage and
compatibility 3.59 0.84 0.79

Observability 3.44 0.87 0.60
Trialability 3.48 0.79 0.69
Perceived technology
reliability 3.38 0.83 0.61

Self-efficacy 3.58 0.79 0.64
Social influence 3.56 0.96 0.64
Facilitating conditions 3.36 0.99 0.65
Financial cost 3.44 0.98 0.64
Cultural effect 3.31 0.88 0.63
Contributions to the
healthcare system. 3.52 0.96 0.75

Contributions to education
and social activities. 3.65 0.75 0.61

Contributions to the
economy. 3.62 0.85 0.61

Contributions to politics. 3.60 0.86 0.60
Contributions to finance. 3.79 0.87 0.61
Contributions to agriculture. 3.39 0.95 0.69
Late Majority and Laggards 3.25 0.95 0.63
Non-Adopters 3.17 1.02 0.78
Innovators 3.19 0.88 0.80
Early adopters 3.33 0.89 0.72
Early majority 3.34 0.88 0.71

6 Analysis
To explain the frequency and response percentage of the partici-
pants, statistical analysis was performed on all the study variables.
Cronbach alpha reliability analysis was used to measure reliability
coefficients of the investigating variables (criteria 0.6). In order
to assess the difference in the groups of dependent variables, anal-
ysis of variance (ANOVA) was conducted on the study variables,
involving individual profile data (criteria, p <0.05). Finally, regres-
sion analysis was performed to measure the relationship among
the dependent and the independent variables. The results obtained
from the data analysis will be interpreted on the basis of the RCM
components. See section 7

6.1 Reliability

Using Cronbach alpha coefficient analysis, the reliability of the
study variables was checked and it was found that the factors were
internally consistent (α = 0.67). Also, the correlation scores of all
the elements are the same (r=1), meaning that the factor elements
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associate with each other. The reliability results are displayed in
Table 2.

7 Survey Results
The main objective of this research is to develop a framework for
mobile app adoption and diffusion in Africa. The quantitative data
was obtained from 1,285 participants from five chosen nations rep-
resenting the geographical regions of Africa. The data collected
was carefully extracted, statistically analysed and the results were
obtained. The outcomes of the survey are presented according to
the mean values of the responses obtained from the participants
with respect to scale rating except the participants’ profiles which is
presented on percentages.

7.1 Participants’ profiles

The research sample population consists of 703 (54.71%) of males
and 582 (45.29%) of females. This suggests a reasonably equal dis-
tribution of the gender categories (male and female). Mobile apps
are designed to be used equally by all, regardless of gender [56]. It
shows a good representation of the African population. Participants
were of various age groups, from less than 20 to 70 years of age and
above. The results revealed that the majority of participants were
between the age groups of 20-30 and 31-40 with the proportions of
409 (31.8%) and 379 (29.5%) respectively. That is, >60% of the
participating population was between the ages of 20 and 40 years.
All levels of education, including Matrics, Diploma, University,
Masters, Doctorate and others were involved in this study. ’Others’
means the set of people that are deemed to be uneducated and could
not fall into these classifications. 93.3% of respondents are edu-
cated, while 3.7% are uneducated. This shows that the responses
were collected from individuals who had acquired some knowledge
of mobile apps innovations and services. A large proportion of the
participants are working class and students with 615 (47.9%) and
402 (31.3%) respectively. Such people have the capacity of embrac-
ing and using mobile apps, even though some financial costs are
involved. In addition, students and workers are also more involved
in many things than elderly and unemployed people, allowing more
use of mobile apps for different tasks.

7.2 Mobile apps Component

This section investigated the participants’ perceptions of the features
of mobile apps.
Relative advantage - is the degree to which users of a specific mo-
bile app considered it to be more improved than another equivalent
mobile app. The mean value of the participants’ responses is 3.74
meaning that relative advantage is an influencing feature of mobile
apps.
Compatibility – is the extent to which mobile apps suit with the
exiting values, practices and demands of the prospective adopters.
The obtained mean value of the participants’ responses is 3.78 sug-
gesting that compatibility is a significant feature of mobile apps.
Complexity – the degree to which participants believe that the use
of mobile apps is affected by how simple it is to use the mobile

app. The obtained mean value of the participants’ responses is 3.78
suggesting that complexity is an influencing characteristic of mobile
apps.
Observability – is the degree to which participants believe that
seeing the impact or what can be achieved with the mobile app will
convince people to accept and use the mobile app. The obtained
mean value is 3.52 suggesting that observability is an influencing
feature of mobile apps.
Trialability – is the degree to which the participants believe that
testing a mobile app before adopting can influence the adoption
of the mobile app. The obtained mean value of the participants’
responses is 3.72 suggesting that trialability is an influencing feature
of mobile apps.
Perceived technology reliability - deals with the belief, danger,
and credibility involved in using a new mobile app. The obtained
mean value of the participants’ responses is 3.38 suggesting that
perceived technology reliability is an influencing characteristics of
mobile apps.
Cost – are the financial costs involved with the adoption and usage
of mobile app services. The obtained mean value of the participants’
responses is 3.44 suggesting that cost is an influencing feature of
mobile apps.

7.3 Innovation Decision Process Component

This section investigated the innovation decision process of mobile
apps including the knowledge, persuasion, decision-making, and
how the information about mobile apps are being spread in Africa.
Information sources – sources of disseminating information about
the existence of mobile apps. The obtained mean values are external
initiated actions, 3.21 and personal initiated actions, 3.61 indicating
that the sources are important to the acceptance and use of mobile
apps.
Learning methods – are the methods of learning how to use mobile
apps correctly. The obtained mean values from the participants’
responses are: interpersonal communications, 3.6; the internet, 3.5;
operational manual, 3.3; informal training, 3.3 and formal training,
2.8. This implies that all the methods are significant except formal
training method.
Information sharing – are the communication channels through
which the participants share the information about mobile apps
with one another. The obtained mean values from the participant’s
responses are: organizations and events, 3.36 and personal activities,
3.68 indicating that these are significant communication channels
of mobile apps adoption diffusion.
Social influence – is the level to which the adopters of mobile apps
are influence by others (family, friends, government, etc.). The
obtained mean value is 3.56 indicating that social influence has
a significant effect on the consumers intention to adopt and use
mobile apps.
Late majority and Laggards category – are the most skeptical
(wait and see) and most localized set of adopters of mobile apps.
The obtained mean value is 3.25 indicating a significant group of
mobile apps adopters in Africa.
Non-adopters category – are the set of participants that do not
adopt and use mobile apps at all. The obtained mean value from the
participants’ responses is 3.18 indicating that there are non-users of
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mobile services in Africa.
Innovators category – involve a group of users eager to experience
or practice new innovation, regardless of the advantages or losses
associated with it. The obtained mean value from the participants’
responses is 3.19 indicating a significant group of mobile apps
adopters in Africa.
Early adopters category – they are social system leaders and
advisors and their acts are confined within the limits of the social
system. The obtained mean value from the participants’ responses
is 3.34 indicating a significant group of mobile apps adopters in
Africa.
Early majority category – they are non-leaders with strong social
interactions who actively promote invention and they are neither the
first nor the last to adopt the innovation. The obtained mean value
from the participants’ responses is 3.35 indicating a significant
group of mobile apps adopters in Africa.
Reasons for non-adoption – are the factors that cause the rejection
of mobile apps. The obtained mean values from the responses of
the participants are: mobile apps occupies a large memory space in
a phone, 3.4; use of mobile apps takes time, 3.3; use of mobile apps
distracts focus from other tasks, 3.3; use of mobile apps is costly,
3.3. The results indicate that these reasons may cause the rejection
of mobile apps.
Use of mobile apps – Ask to decide whether participants are mobile
app adopters/users. The obtained mean value from the participants’
responses is 4.0 indicating that most of the sample population are
mobile apps users.
Ways of using mobile apps – determine the different aims of using
mobile apps. From the responses of the participants, the obtained
mean values are: business use, 3.20 and individual use, 3.83 indi-
cating that these are the important ways of using mobile apps in
Africa.
Reasons for discontinuance – are the causes of stopping the use
mobile apps. The obtained mean values from the participants’
answers are: a new improved one to replace the existing one, 3.5;
unsatisfactory results, 3.5; not easy to use, 3.3; lack of support, 3.2.
The results imply that these are significant motives that may cause
users to stop using a particular mobile app.

7.4 Adopting Unit Component

Attitude – is the reaction (positive or negative) of adopters towards
new mobile apps. The obtained mean value from the the answers of
the participants is 3.39 suggesting that attitude has significant effect
on the acceptance and use of mobile apps.
Nervousness/anxiety – is the degree of nervousness whenever a
new mobile app is introduced. The obtained mean value from the
participants’ responses is 3.20 suggesting that anxiety has signifi-
cant effect on the acceptance and use of mobile apps.
Predicting factors – are the factors that influence mobile apps adop-
tion and diffusion. The obtained mean values from the participants’
responses are: self-efficacy, 3.58; facilitating conditions, 3.56; cul-
ture, 3.31. The results imply that these are important factors that
may impact mobile apps adoption and diffusion.
Contribution of mobile apps – are the effect of the use of mobile
apps services on the growth of Africa. The obtained mean values

from the participants’ responses are: contributions to healthcare
system, 3.52; contributions to education and social activities, 3.65;
contributions to economy, 3.62; contributions to politics, 3.60; con-
tributions to finance, 3.80; contributions to agriculture, 3.40.
Purpose of information sharing – are the motives for spreading
the news about mobile apps. The obtained mean values from the par-
ticipants’ responses are: to enable easy communications, 3.88 and
to facilitate ones activities, 3.55 indicating that these are significant
purposes of information sharing regarding mobile apps.

8 Regression Analysis

To analyse the association among the dependent and independent
variables, multiple regression analysis was conducted. Two regres-
sion techniques were used to ensure that more accurate results are
produced, including Enter and Stepwise techniques. Because the
proposed framework measures the adoption and diffusion of mobile
apps, the variables in the adoption and diffusion sections of the
RCM are the dependent variables, while the remaining research
variables are the independent variables. Regression analysis deter-
mines how the variations in the independent variables are associated
to the variations in the dependents variables. These variations are
represented by the coefficients while the p-values show the signifi-
cant level of the variations. P <0.05 is the appropriate significant
level. It suggests a 95% confidence interval (the possibility of ob-
taining the accurate effect). Any of the variables (predictor) that has
p <0.05 is potential to be included into the model. The R2 shows
the proportion of the variance accounted for by the independent
variables in the dependent variable. In Table 3, the effect sizes and
the significant level of R2 are shown, according to Ellis and Steyn
[59].

Table 3: Effect sizes and significant levels of R2

Effect size Effect Values of
R2

Conclusions of
R2

<0.15 Small <0.13 Non-significant
0.15-0.35 Medium 0.13-0.25 Significant
>0.35 Large >0.25 Practically important

The dependent variables are; the Use of mobile apps, Business
uses, Individual uses, and the five categories of adopters.
The independent variables are; External initiated actions, Personal
initiated actions, Organizations and events, Individual activities,
relative advantage and compatibility, Observability, Trialability,
Perceived technology reliability, Self-efficacy, Social influence, Fa-
cilitating conditions, Cost, Cultural effect, Contributions to the
healthcare system, Contributions to education and social activities,
Contributions to the economy, Contributions to politics, Contribu-
tions to finance and Contributions to agriculture. Also included to
the independent variables are Informal training, Operational man-
ual, The Internet, Interpersonal communications, Good innovations
and Add to development. The significant results obtained from the
regression analysis performed are shown in Tables 4 – 11.
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8.1 General Use of Mobile App

This model indicates that the R2 is 0.291, thus, the important inde-
pendent variables accounted for 29.1% of the dependent variable
variance (General use of mobile apps). R2 >0.25 which is practi-
cally significant. Eight variables/predictors entered into the model
which accounted for 27.3% of the entire dependent variable vari-
ance. These variables are Add to development, Good innovations,
Relative advantage and compatibility, Perceived technology reliabil-
ity, Contributions to healthcare, Occupy phone memory, Satisfy user
expectations and Social influence. Thus, R2 = 28.2% suggesting
that the variables added in this model are practically significant for
the proposed framework. See Table 4

8.2 Business Use

It indicates that the R2 is 0.380, thus, the important independent
variables accounted for 38.0% of the dependent variable variance
(Business use). R2 >0.25 which is practically significant. Eighteen
variables that accounted for 37.0% of the overall dependent vari-
able variance entered the model. These variables are Enable work
activities, Relative advantage and compatibility, Culture, Add to
development, Anxiety, Informal training, Internet, Contributions to
finance. Satisfy User expectations, Working manual, Interpersonal
communications, Advantageous, Contributions to agriculture, Con-
tributions to politics, Observability, Social influence, Contributions
to educations and social activities and Enable easy communications.
Thus, R2 >25.0% showing that the variables added in this model
are practically significant for the proposed framework. See Table 5

8.3 Individual use

This model indicates that the R2 is 0.447, so the significant inde-
pendent variables accounted for 44.7% of the dependent variable
variance (Individual use). R2 >0.25 which is practically significant.
Also, 15 variables that accounted for 43.8% of the overall dependent
variable were added into the model. These variables are Add to
development, Self-efficacy, Good innovations, Trialability, Internet,
Interpersonal communications, Time consuming, Contributions to
finance, Tested correctly, Observability, Contributions to agriculture,
Contributions to education and social activities, Individual activi-
ties, Fits well, and Contributions to healthcare. Thus, R2 >25.0%
suggesting that the variables added in this model are practically
significant for the intended framework. See Table 6

8.4 Late Majority and Laggards

It indicates that the R2 is 0.256, so the important independent vari-
ables accounted for 25.6% of the dependent variable variance (Late
majority and laggard ). R2 >0.25, which is practically significant.
Also, 12 variables that accounted for 26.7% of the dependent vari-
ables variance were added into the model. These variables are Con-
tributions to agriculture, Contributions to politics, Formal training,
Used by others, Self-efficacy, Contributions to economy, Satisfy user
expectations, Organizations and events, High complexity, Social
influence, Perceived technology reliability, A better replacement,
Occupy phone memory, and Informal training. Thus, R2 >25.0%

suggesting that the variables added in this model are practically
significant for the intended framework. See Table 7.

8.5 Non-adopters Category

This model indicates that the R2 is 0.312, so the significant inde-
pendent variables accounted for 31.2% of the dependent variable
variance (Non-adopters). R2 >0.25, which is practically signifi-
cant. Also, 15 variables that accounted for 30.1% of the dependent
variable variance were added into the model. These variables are
Financial cost, Formal training, High complexity, Use by others,
Culture, Satisfy user expectations, Facilitating conditions, Lack of
support, Distraction of attention, Contributions to educations and
social activities, Contributions to economy, Trialability, Observabil-
ity, Good innovations, and Perceived technology reliability. Thus,
R2 >25.0% suggesting that the variables added in this model are
practically significant for the intended framework. See Table 8.

8.6 Innovators Category

It suggest that the R2 is 0.326, thus, the important independent
variables accounted for 32.6% of the dependent variable variance
(Innovators). R2 >0.25, indicating practically significant. Also, 14
variables that accounted for 29.7% of the overall dependent variable
variance were added into the model. These variables are Relative
advantage and compatibility, Informal training, Contributions to
healthcare, Perceived technology reliability, Formal training, Fits
well, Add to development, Facilitating conditions, High complexity,
Contributions to economy, Culture, Unsatisfactory performance,
Tested correctly and Satisfy user expectations. Thus, R2 >25.0%
demonstrating that the variables added in this model are practically
significant for the intended framework. See Table 9

8.7 Early Adopters Category

It indicates that the R2 is 0.316, thus, the important independent vari-
ables accounted for 31.6% of the dependent variable variance (Early
Adopters). R2 >0.25, indicating practically significant. Also, 9
variables that accounted for 29.7% of the overall dependent variable
variance were added into the model. These variables are Relative
advantage and compatibility, Self-efficacy, Contributions to agricul-
ture, Contributions to politics, Culture, Fits well, Contributions to
education and social activities, Satisfy user expectations, and Facil-
itating conditions. Thus, R2 >25.0% suggesting that the variables
added in this model are practically significant for the suggested
framework. See Table 10.

8.8 Early Majority Category

This model indicates that the R2 is 0.271, thus, the important inde-
pendent variables accounted for 27.1% of the dependent variable
variance (Early majority). R2 >0.25, which is practically signifi-
cant. Also, 14 variables entered into the model which accounted
for 25.7% of the total dependent variable variance. These variables
are Self-efficacy, Financial cost, Contributions to education and
social activities, Occupy phone memory, Informal training, Tested
correctly, A better replacement, Advantageous, Contributions to
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Table 4: Model summary of the General use of mobile apps

Model Summary
Model R R Square Adjusted R Square Std. Error of the Estimate Change Statistics

1 .539a 0,291 0,270 0,967 R Square Change F Change df1 df2 Sig. F Change
0,291 13,746 37 1241 0,000

Table 5: Model summary of Business use

Model Summary
Model R R Square Adjusted R Square Std. Error of the Estimate Change Statistics

1 .617a 0,380 0,362 0,79478 R Square Change F Change df1 df2 Sig. F Change
0,380 20,574 37 1241 0,000

Table 6: Model summary of Individual use

Model Summary
Model R R Square Adjusted R Square Std. Error of the Estimate Change Statistics

1 .669a 0,447 0,431 0,64418 R Square Change F Change df1 df2 Sig. F Change
0,447 27,126 37 1241 0,000

Table 7: Model summary for the Late majority and Laggard category

Model Summary
Model R R Square Adjusted R Square Std. Error of the Estimate Change Statistics

1 .506a 0,256 0,234 0,83069 R Square Change F Change df1 df2 Sig. F Change
0,256 11,555 37 1241 0,000

Table 8: Model summary for Non-adopters category

Model Summary
Model R R Square Adjusted R Square Std. Error of the Estimate Change Statistics

1 .559a 0,312 0,292 0,86144 R Square Change F Change df1 df2 Sig. F Change
0,312 15,234 37 1241 0,000

Table 9: Model summary for Innovators category

Model Summary
Model R R Square Adjusted R Square Std. Error of the Estimate Change Statistics

1 .571a 0,326 0,306 R Square Change F Change df1 df2 Sig. F Change
0,73808 0,326 16,203 37 1241 0,000

Table 10: Model summary of Early adopters category

Model Summary
Model R R Square Adjusted R Square Std. Error of the Estimate Change Statistics

1 .562a 0,316 0,296 0,75119 R Square Change F Change df1 df2 Sig. F Change
0,316 15,521 37 1241 0,000

Table 11: Model summary of Early majority category

Model Summary
Model R R Square Adjusted R Square Std. Error of the Estimate Change Statistics

1 .509a 0,271 0,237 0,76663 R Square Change F Change df1 df2 Sig. F Change
0,259 11,741 37 1241 0,000
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politics, Internet, External initiated actions, Culture, Satisfy user
expectations and Trialability. Thus, R2 >25.0% suggesting that
the variables added in this model are practically significant for the
proposed framework. See Table 11.

9 ANOVA Test
In order to examine the correlation among the profiles of the par-
ticipants and the dependent variables, the ANOVA test was used.
It helps to assess the impact or statistical importance of the partic-
ipants’ age, educational level, employment position and religion
on the acceptance and distribution of mobile apps in Africa. The
ANOVA results obtained are depicted in the Table 12 with regard to
the five selected countries. This suggests that with the exception of
innovators and early adopters, age has relevant impact on all the de-
pendent variables. Education level indicated an important effect on
Business use and Individual use. Employment status showed an im-
portant influence on business use and non-adopter’s category while
religion has a substantial impact on business use, individual use,
non-adopter’s and innovators categories concerning the acceptance
and use of mobile apps within the African social system.

10 Interpretations and Validation of the
Proposed Framework

The RCM was developed and used in this research as the basic
principles. The model entails three parts or components, which
include:

1. Mobile apps Innovations,

2. Innovation decision process, and

3. Adopting unit.

Each of these part contains a variety of factors that constituted
the study variables. Various statistical analyses were conducted to
measure the importance of the study variables from the perspectives
of the participants. The obtained mean values from the responses
of the participants show that the research variables are essential for
mobile apps to be adopted and disseminated in Africa. With regard
to the proposed framework, several analyses were also, carried out
to confirm if the variable fits well in the model.

To examine the relationship between the model variables, multi-
ple linear regression analysis was carried out. For dependent vari-
ables, eight factors were considered, including the Use of Mobile
apps, Business uses, and Individual uses, Late majority and Lag-
gards, Non-adopters, Innovators, Early adopters, and Early majority.
These variables are derived form the adoption and diffusion compo-
nent of the model. Regarding independent variables, the remaining
factors were considered. The association among the variables was
tested by regression analysis. After the analysis, the eight dependent
variables resulted in the eight models. These models accounted
over 25.0% of the variance (R2 >25.0% <50.0%). With regards
to the criteria for significant association namely the p-values, R2,
normality, tolerance and VIF, the output from regression analysis on

the test of the relationships between the dependent and independent
variables are interpreted below.

Model for the general use of mobile apps: R2 = 0.273 sug-
gests that the model is practically significant to the general use of
mobile apps. This means that the model explained 27.3% of the
variance concerning the general use of mobile apps in Africa. The
model included a total of eight positive predictors: Add to devel-
opment, Good innovations, Relative advantage and compatibility,
Perceived technology reliability, Contributions to health care, Occu-
pies phone memory, Satisfies user expectations and Social influence.
All these variables have a positive impact on Africa’s overall use of
mobile apps.

The model therefore suggests that the dependent variable (gen-
eral use of mobile apps) increases as predictive variables increase.
this implies that that the adopters’ attitude towards adoption and use
of mobile apps can be shaped by good mobile apps that can con-
tribute to Africa’s development. Competitive benefit and usability
increase the opportunity for mobile apps to be adopted and used.
Safety assurance and decreased risk of using mobile apps, as well
as the conviction of close friends and family increase the general
use of mobile apps, even though the use of mobile apps takes up a
great portion of phone storage.

Model for Business use: R2 = 0.370 suggests that the model
is practically significant to the use of mobile apps for business pur-
poses. This means that the model explained 37.0% of the variance
in the use of mobile apps in Africa for business purposes. In the
model, 14 predictors, namely Enables work activities, Relative ad-
vantage and compatibility, Culture, Adds to development, Anxiety,
Informal training, Internet, Satisfies user expectations, Working
manual, Interpersonal communication, Contributions to agriculture,
Observability, Social influence and Enables easy communication
have a positive relationship with the use of mobile apps for business
purposes, while four predictors, Contributions to finance, Advanta-
geous, Contributions to politics, and Contributions to education and
social activities have a negative relationship with the use of mobile
apps for business purposes.

This means that the use of mobile apps for business purposes
requires mobile apps to be good, beneficial and business-friendly
in order to improve their meaningful business activities. Enables
work activities and easy communications improve the use of mobile
apps for business interactions. Organizations, such as banks are
sharing the information about their mobile banking apps and other
service-related mobile apps, such as FNB eWallet with their clients
to improve their services. Increasing these predictors will increase
the rate of adoption and diffusion of these mobile apps meant for
business purposes.

African countries are developing nations, and developing mo-
bile apps with local content containing social behaviour and norms
will attract more adopters, especially rural dwellers and the less
educated. Individuals can easily observe mobile apps created with
local content, such as local language, and be convinced to use them.
M-commerce apps in a local language can easily be adopted and
used by people in remote areas to improve their lives in that area.
Interestingly, anxiety about the use of mobile apps for business
purposes has been positive. It is possible because most mobile app
users were nervous when using mobile apps, especially for business
transactions. Using the banking apps, as well as M-commerce apps
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Table 12: ANOVA on Participants’ profiles

Variables p-values (ANOVA)
Age Education level Employment status Religion

Use of mobile apps 0.023 0.598 0.442 0.066
Business use 0.000 0.000 0.000 0.000
Individual use 0.000 0.000 0.227 0.022
Late majority and laggards 0.000 0.746 0.990 0.264
Non-adopters 0.000 0.080 0.004 0.012
Innovators 0.176 0.835 0.777 0.023
Early adopters 0.063 0.607 0.197 0.065
Early majority 0.010 0.110 0.572 0.313

attracts some degree of fear and nervousness, but they facilitate
easy, quick and comfortable transactions. Although people are anx-
ious about using such apps, the number of users increases rapidly.
Users need to learn how to use mobile apps adequately for business.
Increasing the learning methods of how to use mobile apps will
improve the adoption and diffusion of mobile apps. Unfortunately,
the use of mobile apps for business is not profitable, and it attracts
some costs. The more banking apps you use to carry out banking
transactions, the more fees you pay. The use of mobile apps for
business is also not affected by political, educational and social
advancement.

Model for Individual use: R2 = 0.438 suggests that the model
is practically significant to the individual use of mobile apps. This
shows that the model explained 43.8% of variance for individual
use of mobile apps in Africa. The model included a total of 15
predictors, including 13 positive predictors (Adds to development,
Self-efficacy, Good innovations, Trialability, Internet, Interpersonal
communication, Time-consuming, Contributions to finance, Tested
correctly, Observability, Contributions to education and social activ-
ities, Fits well, and Individual activities) and two negative predictors
(Contributions to agriculture and Contributions to health care). Posi-
tive predictors have a positive relationship with the individual use of
mobile apps, while negative predictors have a negative relationship
with the use of mobile apps for individual purposes.

The model suggests that the attitude of mobile app adopters
and their use thereof can be shaped by good mobile apps that can
contribute to the development in Africa. The advantages of using
mobile apps, including financial, educational and social benefits,
affect the adoption and diffusion of mobile apps for individual pur-
poses. The benefits of mobile social networking apps, for example
have improved the adoption and use of mobile apps by individuals.
Individual use of mobile apps involves the technical knowledge of
how to use mobile technology, and the trial of new technology, as
well as seeing others using it increases the adoption and diffusion
of mobile apps. Users need to learn how to use mobile apps. The
availability of learning methods, such as the Internet and interper-
sonal communication increase the rate of adoption and diffusion of
mobile apps for individual use. The model also shows that, due to
time and costs involved, there is less interest in using mobile apps to
perform agricultural and health activities. In other words, the time
and cost involved in using mobile apps reduces mobile app adoption
and dissemination in Africa.

Model for Late majority and Laggards category: R2 = 0.265

indicates that the model is practically significant to the Late and
Laggards category of mobile app adopters. It implies that 26.5%
of the variance can be explained by the adopters of mobile apps in
Africa’s Late majority and Laggards category model. The model
included a total of 12 predictors, including nine positive (Contribu-
tions to agriculture, Contributions to politics, Formal training, Used
by others, Self-efficacy, Contributions to the economy, Organiza-
tions and events, High complexity, Perceived technology reliability,
Occupies phone memory, and Informal training) and three negative
predictors (A better replacement, Satisfies user expectations and
Social influence). Any increase in positive predictors leads to an
increase in the Late majority and Laggards category, while any in-
crease in negative predictors leads to a reduction in the category of
the Late majority and Laggards adopters in Africa.

The Late majority and Laggards category of adopters is the set of
adopters that is sceptical about adopting new mobile apps and they
adopt a “wait and see” attitude towards adopting new technology.
For this category to adopt and use mobile apps, they need proper
information sources, such as organization and events, as well as
seeing others using them and knowing the benefits of using mobile
apps. In addition, they require training and reliability assurance on
the adoption and diffusion of mobile apps. Since they are the local
set in the social system, they become more discouraged by their
close peers and are more afraid to adopt new mobile apps.

Model for Non-adopters category: R2 = 0.301 indicates that
the model is practically significant to the non-adopters’ category
of mobile apps adopters. This means that the model explained
30.1% of the variance. The model included a total of 15 significant
predictors, containing 11 positive (Financial cost, Formal training,
High complexity, Use by others, Culture, Facilitating conditions,
Lack of support, Distraction of attention, Contributions to the econ-
omy, Observability, and Perceived technology reliability) and four
negative predictors (Good innovations, Trialability, Satisfies user
expectations and Contributions to education and social activities).
The 11 predictors have a positive relationship with the category of
non-adopters, while the four negative predictors have a negative
relationship with the category of mobile app users in Africa who
are not adopters.

The model explained that the high complexity, lack of support
and the financial cost involved in the adoption and diffusion of mo-
bile apps cause some adopters in the social system of Africa not
to adopt and use mobile apps. The cultural beliefs, as well as the
extent of support from government and other stakeholders, and dis-
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traction from other activities increase the existence of non-adopters
in Africa. It is expected that the perception of mobile apps as good
innovations will change the attitudes of non-adopters. Providing a
trial opportunity, satisfying users’ expectations and the benefits of
the use of mobile apps, especially in education and social activities,
will reduce the number of non-adopters in Africa.

Model for Innovators category: R2 = 0.317 indicates that the
model is practically significant to the innovators’ category of mo-
bile apps adopters. It implies that the innovator category model
explained 31.7% of the variance. The model is related to 14 impor-
tant variables/predictors, including 12 positive variables (Relative
advantage and compatibility, Informal training, Contributions to
health care, Perceived technology reliability, Formal training, Fits
well, Facilitating conditions, Contributions to the economy, Culture,
Unsatisfactory performance, Tested correctly and Satisfies user ex-
pectations) and two negative variables (Adds to development and
High complexity). The positive variables increase the category of
innovators as they increase, while the negative variables reduce the
category as they increase.

The model explained that the challenge of competitive advan-
tage, availability of necessary environment from government and
other stakeholders, as well as trying to satisfy the consumers’ de-
mands results in the increase of the innovators’ category of adopters
in Africa. The advancement of technology increases users’ experi-
ence and requirements, thus there is a need for innovators to create
mobile apps that will suit the new improvements. For purposes
of improving the economy, poor performance of mobile apps and
social behaviour, more improved mobile apps are needed. This en-
courages or raises more innovators in the social system. On the other
hand, the higher the development progress and higher complication
of mobile apps in Africa, the lesser innovators are required.

Model for Early adopters category: R2 = 0.297 suggests that
the model is practically significant to the early adopters’ category
of mobile app adopters. It means that the model described 29.7%
of the variance. The model is connected to nine predictors, includ-
ing eight positive predictors (Relative advantage and compatibility,
Self-efficacy, Contributions to agriculture, Contributions to politics,
Culture, Fits well, Contributions to education and social activities
and Satisfies user expectations) and one negative predictor (Facilitat-
ing conditions). Any rise in positive predictors leads to an increase
in the early adopt category, while any increase in negative predictors
leads to a decrease in the early adopt category.

The model shows that the ability to use a mobile app with ad-
vanced features will be of good interest and increase the potential
adopters in the early adopter’s category. In addition, the ability to
use mobile apps to conduct educational, agricultural and political
activities, as well as to fulfill consumer needs, is increasing the
category of early adopters. Conversely, the availability of a suitable
setting decreases the size of the group of early adopters.

Model for the Early majority category: R2 = 0.257 shows
that the model is practically important for mobile apps adopters
in the early majority category. This means that 25.7% of the vari-
ance was explained by the model. The model is associated with
14 predictors, including 11 positive (Self-efficacy, Financial cost,
Contributions to education and social activities, Occupies phone
memory, Informal training, Tested correctly, Advantageous, Con-
tributions to politics, Internet, Culture, and Trialability) and three

negative predictors (A better replacement, External initiated actions,
and Satisfies user expectations). A rise in positive predictors results
to an increase to the size of early majority adopter category while
an increase in negative predictors reduces the size of the category.

This shows that testing a new mobile app and finding it useful
will increase the interest of consumers to embrace and use the mo-
bile app without considering the impact on the phone’s memory.
The availability of methods of learning, such as the Internet and
informal training, increases the user’s skill and knowledge. The
creation of better mobile apps and the acquisition of information
from external sources, such as TV and radio, on the other hand
increases consumer demand, thereby decreasing the acceptance of
prior mobile apps.

Regarding the personality variables (age, education level, em-
ployment status and religion), ANOVA was conducted to examine
the association among personality variables and the dependable
variables. The findings showed that age has a statistically signifi-
cant impact on all dependent variables, with the exception of the
categories of Innovators and Early Adopters. The level of education
showed a major effect on business and individual uses. A significant
impact from the employment status was noticed on the business use
and the non-adopters categories. Concerning religion, the impact
was much on business use, individual use, non-adopters’ and inno-
vators’ categories. Therefore, age, level of education, employment
status and religion have an important impact on the acceptance and
diffusion of mobile apps in Africa in various ways.

To explore the influence of gender on the acceptance and use
of mobile apps, a t-test study was carried out. No noticeable effect
was shown by the result. There are no variances among males and
females in the adoption and delivery of mobile apps. Mobile apps
are created for everyone regardless of the gender.

Overall, various substantial portions of the variance were ex-
plained by the eight models and all R2 scores were over 25.0 points,
(R2 >25.0% <50.0%). This demonstrates that these models are
practically important for the adoption and diffusion of mobile ap-
plications in Africa, and all the factors/predictors of the RCM can
be applied to the proposed system. Some personality profiles have
also been shown to have an effect on the adoption and distribution
of mobile apps in Africa, including age, education, employment
status and religion. As a consequence, a correlation occurs among
them and the dependent variables. The association among the study
variables typically shows that they are valuable predictors of mobile
apps adoption and diffusion in Africa.

10.1 The Framework

Based on the findings obtained from various statistical studies and
recommendations, Figure 2 presents the final proposed framework
for the effective adoption and diffusion of mobile apps in Africa.

11 Conclusions and Future Work

11.1 Conclusion

This research aims to create a general framework for mobile apps
adoption and diffusion in Africa. A three components model was
conceptualized consisting of the research variables. The positivism
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Figure 2: Validated Proposed Framework

research approach was applied. Through a survey, quantitative data
were collected from the mobile apps users living in the five distinct
nations representing the various regions in Africa. Various statistics
analyses were carried out and the results show that the participants
perceived these variables to be significant factors for mobile apps
adoption and diffusion in Africa. Furthermore, a regression analysis
was conducted to measure the relationships among these variables
in association with mobile apps adoption and diffusion. The vari-
able in the adoption and diffusion component of the RCM are the
dependable variables whereas the remaining variables are the inde-
pendent variables. The findings indicated that variables (predictors)
explained more than 25.0% of the variance (R2 >25.0% <50.0%)
with appropriate level of significance (p <0.05). These results sug-
gest that the research variables are practically significant and they
are potential or meaningful predictors of mobile apps adoption and
diffusion in Africa. Thus, the variables fits well in the proposed
framework. Also, the study revealed that some personality profiles
such as age, education level, employment status , and religion have
certain degree of influences on mobile apps adoption and diffusion
in Africa. Therefore, there is a relationship among the personality
variables and the dependent variables. Overall, the relationships
existing among the research variables and their significant impact on

mobile apps adoption and diffusion suggest that they are potential
predictors of mobile apps adoption and diffusion in Africa. Con-
sequently, the study proposed a three components framework for
mobile apps adoption and diffusion in Africa.

11.2 Limitations

Africa is a region made up of multilingual nations and a variety of
political challenges. Language gaps, cultural disparities and polit-
ical uncertainty in most nations posed some serious limitations to
this research work especially in Kenya, Morocco, and DRC. Also,
due insufficient funding, it was not possible to reach all target au-
diences, particularly some rural dwellers, instead the convenient
participants were used.

11.3 Future work

African nations are growing with potential population that are ready
to embrace and use mobile technology innovations such as mobile
apps. In order to further encourage mobile technology adoption,
further research is needed on information awareness, the expansion
of mobile services to unconnected areas, and how to bridge the gap
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between educated and uneducated users of mobile apps in Africa.
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 With the features of the application system make it easier for users to transact, make the 
user feel comfortable in using the application system. The problem is that the intensity of 
application usage decreases judging by the application rating given by the user each time 
they perform a transaction, this is because the company initially make the features based 
on their urge without further investigating on user satisfaction level on similar social care 
e-marketplace, this causes users feel dissatisfied in using the application system on the same 
business system, and this is the reason why it is important to decide the feature preferences 
in the application development to meet user needs. The purposes of this study are to find 
out the feature preferences that would be used in the social care e-marketplace and to find 
out the actual result of user opinion related to the feature preferences found. The method 
used in this study are predictive accuracy conjoint analysis that can be measured by 
Pearson correlation to find out the correlation between respondent opinion and actual 
opinion. Respondents in this study are 521 users of the social care e-market, who filled out 
a distributed questionnaire to determine the feature priority in each functional category. 
The result is that six feature preferences have positive value namely Photo, Service 
Assistance Chat, Special Request, Worker Performance Rating, Application Rating, Tips & 
Articles. As well as Pearson’s R Value is 0.558 with a significance rate of 0.002 and 
Kendall’s Tau correlation value is 0.320 with significance level of 0.012. This indicates a 
correlation between the respondents opinion pattern (estimates part-worth) and the actual 
opinion (actual preferences) that answer the problem by determining the priority feature 
preferences from the result of user satisfaction level can help increase the intensity of using 
the e-marketplace social care.  

Keywords:  
Features Priority 
E-marketplace Social Care 
Intention to Use 
Customer Satisfaction 
Conjoint Analysis 
 

 

1. Introduction 

E-marketplace Social Care is an online business using the 
services of domestic workers who help users to meet their needs. 
One of user needs is the support of features which make it easier 
for user to transact [1]. The problem or the gap in this research is 
that the intensity of application usage decreases judging by the 
application rating given by the user each time they perform a 
transaction activity by the user [2], this is because of the company 
initially make the features based on their urge without further 
investigating on user satisfaction level and  user experience [3] on 
similar social care e-marketplace, this causes users feel dissatisfied 
in using the company application system because they are 
considered not focus on improving the feature functionality in the 

same business, and this led a reason why it is important to decide 
the feature preferences in the application development of e-
marketplace social care to meet their needs and help companies to 
increase user satisfaction on used feature functionality. Previous 
research supports the importance of assessing user satisfaction 
rating for information technology artifacts in this case is a feature 
of the whole system as an incentive for consumers to use the 
system intensely or loyal [2]. Other studies also support the 
assessment of user satisfaction with user experience in using the 
features of application system, where by the result of feature 
assessment provided by user can help companies to improve 
feature functionality on the company’s application system [3]. The 
purposes of this study are to find out the feature preferences that 
will be used in the e-marketplace social care and to find out the 
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actual result of user opinion related to the feature preferences 
found. Thus, this research will answer the research questions 
about: 

• Research Question 1 : what are the feature preferences in e-
marketplace social care? 

• Research Question 2 : are the result of the respondent 
opinion pattern much different from the result of the 
respondent actual opinion?    

2. Theoretical Background 

2.1. E-marketplace Social Care 

E-marketplace is a place where sellers and buyers are brought 
together in the market demand and supply with various types of 
products and services that available and provide added value to 
companies [4]. E-marketplace acts as a third-party that brings 
together sellers and buyers to get the desired choices and at the 
same time reduces transaction cost in terms of products and 
services used [5]. 

E-marketplace social care provides a household services or 
health social care which aims to help users to meet with workers 
in helping meet the needs of the users themselves [6], where these 
workers are under the distribution agencies who cooperate with e-
marketplace companies. 

2.2. Customer Satisfaction 

In general, customer satisfaction depends on the services used 
by users, as well as the purchased products. If users are satisfied 
with the products and services, user satisfaction is fulfilled, or the 
service exceeds user expectations, the user is very happy and 
satisfied. Likewise, if the service does not match the user's 
expectations, the user is not satisfied [7].  

Customer Satisfaction is not only based on the user's 
assessment of the products and services used, but also on the user 
experience in using service application features and the system's 
ability to convey complete service information [3] and has an 
innovative feature [2]. 

2.3. Intention to Use 

It is very important to maintain the intensity of reuse the 
services used in meeting user needs, because when users need the 
service they will always predict or surely use the service when 
they need assistance in meeting their needs [1]. Not only in terms 
of the offered services, but the system support of the services is 
also the main reason for users to use the services because it can be 
used anywhere, anytime and are supported with innovative 
features [2]. 

 
3. Research Method 

 This study uses a conjoint analysis method to determine the 
features preference used by users in the e-marketplace social care 
system. This method was chosen to evaluate the user's features 
preference of the services used [8] [9] and be able to produce 
accurate answer predictions that did not much different between 
the respondent's opinion pattern and the respondent's actual 
opinion. Conjoint analysis can be expressed in the following 
model as a part of the multivariate dependence method, namely 
[10]: 

  Y1 = X1 + X2 + X3 + .... + Xn 

where:  
X   = Independence variables are often referred as factors and 

   a non-metric data part of the factor called levels. 
Y1 = The overall opinion of respondents on the various factor 

   and levels of a product or service. 
 
The conjoint process is carried out to categorize the e-

marketplace social care features against the functional attributes of 
the e-marketplace social care, which consist of Identity, 
Conversation, Information and Service, Reputation, dan Sharing. 
The process produces preference features for each functionality, so 
that each functionality has a feature that represent in need. 

The population in this study was users of e-marketplace social 
care services in Indonesia where the data is collected from January-
February 2020. 521 respondents are used as sample where the 
questionnaire is distributed using google docs and paper directly 
filled by users who already had experience in using similar e-
marketplace social care applications. Users are asked to rate the 25 
preferences that have been set out in the questionnaire based on the 
results of random features of the orthoplan using SPSS version 23. 
The questionnaire result that has been filled in by the user is 
collected and tabulated, then the data tested for validity and 
conjoint analysis to answer the research questions in accordance 
with the purpose of this study. 

4. Result and Discussion 

The following are the steps in conjoint analysis, namely: 

4.1. E-marketplace Social Care Feature Preferences Based on 

Similar Application 

Based on the feature functionality equation of 4 other similar 
e-marketplace social care applications that have been selected, 
they are mapped into the social care application functionality, 
which will be used for conjoint analysis test to identify the 
preferred features of the e-marketplace social care system. 

Table 1: Feature Preferences of E-marketplace Social Care 

Feature 
Functionality 
Social Care 
Application 

App 
A 

App 
B 

App 
C 

App  
D 

Photo Identity  - - - 
Sign Up 

(Sign Up) Identity     

Account 
Profile Identity     

Forgot 
Password Identity     

Services 
Assistance 

Chat 
Conversation     

Testimonial Conversation     
Like (Like) Conversation  - - - 

Special 
Request Service  - - - 

List of 
Services & 
Detail of 
Services 

Service     

Order and 
Order 

History 
Service     
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Feature 
Functionality 
Social Care 
Application 

App 
A 

App 
B 

App 
C 

App  
D 

Search 
(Search) Service   - - 

Worker 
Performance 

Rating 
Reputation  - - - 

Application 
Rating Reputation -    

Best Dealer Reputation     
Tips & 
Articles Sharing     

Social 
Media Sharing - - - - 

4.2. Mapping of Features to E-marketplace Social Care 

Functionality 

The following table is features mapping based on category or 
functionality attributes in e-marketplace social care. 

Table 2: Mapping of Features to E-marketplace Functionality 

Identity Conversation Information 
& Service Reputation Sharing 

Photo Chat 
Assistance 
Services 

Special 
Request 

Worker 
Performance 

Rating 

Tips & 
Articles 

Sign Up Testimonial 

List of 
Services & 
Detail of 
Services 

Application 
Rating 

Social 
Media 

Account 
Profile Like 

Order and 
Order 

History 
Best Dealer 

 

Forgot 
Password 

 Search   

4 3 4 3 2 
 

4.3. Orthoplan 

In obtaining the minimum number of combinations stimuli that 
orthogonal respondent must evaluate, the orthoplan process or 
orthogonal array is used. Orthogonal is the absence of correlation 
between levels on an attribute [11]. Based on the orthoplan 
formula, the result of the calculation is:  
N_Identity * N_Conversation * N_Information&Service * 
N_Reputation * N_Sharing 

 
Orthoplan = 4 * 3 * 4 * 3 * 2 = 288 combination. The result of 

each component multiplication is 288 combination. Therefore, a 
randomized orthoplan was conduct in this study because it was not 
possible to test 288 combination. 

The following is a table of random orthoplan results generated 
by the system using SPSS version 23 used in the questionnaire. 

Table 3: Result of Random Feature Based on Orthoplan 

Identity Conversation Information 
& Service Reputation Sharing 

Photo 
Chat 
Assistance 
Services 

Special 
Request 

Application 
Rating 

Social 
Media 

Identity Conversation Information 
& Service Reputation Sharing 

Forgot 
Password 

Chat 
Assistance 
Services 

Order and 
Order 
History 

Application 
Rating 

Tips & 
Articles 

Photo 
Chat 
Assistance 
Services 

Special 
Request 

Worker 
Performance 
Rating 

Social 
Media 

Photo Like Special 
Request 

Application 
Rating 

Social 
Media 

Account 
Profile 

Chat 
Assistance 
Services 

List of 
Services & 
Detail of 
Services 

Worker 
Performance 
Rating 

Tips & 
Articles 

Photo Testimonial 
Order and 
Order 
History 

Worker 
Performance 
Rating 

Tips & 
Articles 

Sign Up 
Chat 
Assistance 
Services 

List of 
Services & 
Detail of 
Services 

Application 
Rating 

Tips & 
Articles 

Account 
Profile Testimonial Special 

Request 

Worker 
Performance 
Rating 

Tips & 
Articles 

Photo Like 

List of 
Services & 
Detail of 
Services 

Best Dealer Tips & 
Articles 

Account 
Profile 

Chat 
Assistance 
Services 

Order and 
Order 
History 

Best Dealer Social 
Media 

Forgot 
Password 

Chat 
Assistance 
Services 

Search 
Worker 
Performance 
Rating 

Tips & 
Articles 

Photo 
Chat 
Assistance 
Services 

Search Best Dealer Tips & 
Articles 

Sign Up Like 
Order and 
Order 
History 

Worker 
Performance 
Rating 

Social 
Media 

Account 
Profile Like Search Application 

Rating 
Tips & 
Articles 

Forgot 
Password Testimonial 

List of 
Services & 
Detail of 
Services 

Application 
Rating 

Social 
Media 

Sign Up Testimonial Search 
Worker 
Performance 
Rating 

Social 
Media 

Sign Up Testimonial Special 
Request Best Dealer Tips & 

Articles 

Photo Testimonial 

List of 
Services & 
Detail of 
Services 

Worker 
Performance 
Rating 

Tips & 
Articles 

Photo 
Chat 
Assistance 
Services 

Special 
Request 

Worker 
Performance 
Rating 

Tips & 
Articles 

Forgot 
Password Like Special 

Request 

Worker 
Performance 
Rating 

Tips & 
Articles 

Sign Up 
Services 
Assistance 
Chat 

Special 
Request 

Application 
Rating 

Tips & 
Articles 
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Identity Conversation Information 
& Service Reputation Sharing 

Account 
Profile Testimonial Special 

Request 
Application 
Rating 

Tips & 
Articles 

Photo Testimonial 
Order and 
Order 
History 

Application 
Rating 

Tips & 
Articles 

Forgot 
Password Testimonial Special 

Request Best Dealer Social 
Media 

Photo Testimonial Search Application 
Rating 

Social 
Media 

  
 Based on the random orthoplan result table above, the user 
must rate 1-25 of each row in the table, where the user can only 
fill in 1 rating number on each row and this number appear once 
on each line. 
 
4.4. E-marketplace Social Care Feature Preferences 

The following is the result of e-marketplace social care feature 
preferences based on conjoint analysis using SPSS version 23: 

Table 4: The Result of E-marketplace Social Care Feature Preferences 

Functionality Features Importance 
Value 

Utility 
Estimate 

Identity Photo 

21.996 

0.355 
Sign Up -0.013 
Account Profile -0.080 
Forgot 
Password -0.262 

Conversation Service 
Assistance Chat 25.026 

0.146 

Testimonial -0.058 
Like -0.089 

Information 
& Service 

Special Request 

24.402 

0.302 
List of Services 
& Detail of 
Services 

-0.068 

Order & Order 
History -0.028 

Search -0.205 
Reputation Worker 

Performance 
Rating 16.351 

0.027 

Application 
Rating 0.303 

Best Dealer -0.330 
Sharing Tips & Articles 12.226 0.011 

Social Media -0.011 
(Constant) 12.906 
Correlationsa  Value Sig. 
 Pearson's R .558 .002 
 Kendall's tau .320 .012 

 
Based on the result of conjoint analysis of 521 respondents on 

the attributes of social care functionality in the table above, the 
conclusions are as follows:  

1. In the Identity section, based on the result of statistical test 
can be summed that the respondent prefers the form of 
feature photo. It can be seen from the utility value which 
shows a positive result with 0.355 for the photo feature. 
Meanwhile the Sign Up, Account Profile and Forgot 

Password have a negative utility value. It can be seen from 
the utility value which shows a negative result with -0.013 
for Sign Up, -0.089 for Account Profile feature, -0.262 for 
Forgot Password feature. 

2. In the Conversation section, based on the result of statistical 
test can be summed that the respondent prefers the form of 
Services Assistance Chat feature. It can be seen from the 
utility value which shows a positive result with 0.146 for the 
Services Assistance Chat feature. Meanwhile the 
Testimonial and Like features have a negative utility value. 
It can be seen from the utility value which shows a negative 
result with -0.058 for testimonial feature and -0.089 for Like 
feature. 

3. In the Information and Service section, based on the result 
of statistical test can be summed that the respondent prefers 
the form of Special Request feature. It can be seen from the 
utility value which shows a positive result with 0.302 for the 
Special Request feature. Meanwhile the List of Service & 
Service Detail, Order & Order History and Search feature 
have a negative utility value. It can be seen from the utility 
value which shows a negative result with -0.068 for List of 
Service & Service Detail feature, -0.028 Order & Order 
History feature and -0.205 for Search feature. 

4. In the Reputation section, based on the result of statistical 
test can be summed that the respondent prefers the form of 
Worker Performance Rating and Application Rating feature. It 
can be seen from the utility value which shows a positive 
result with 0.027 for the Worker Performance Rating feature 
and 0.303 for Application Rating feature. Meanwhile the 
Best Dealer feature has a negative utility value -0.330. 

5. In the Sharing section, based on the result of statistical test 
can be summed that the respondent prefers the form of List 
of Tips & Articles feature. It can be seen from the utility value 
which shows a positive result with 0.011 for the List of Tips 
& Articles feature. Meanwhile the social media feature has a 
negative utility value -0.011. 

4.5. Conjoint Analysis Hypothesis Test on Media Social 
Functionality 

By using the predictive accuracy conjoint test can be 
measured using Pearson’s R Correlation. In this study, the 
Pearson's R value was 0.558 with a significance level 0.002 and 
Kendall's Tau correlation showed a value 0.320 with a 
significance level 0.012. This indicates a correlation between the 
respondent opinion patterns (estimates part-worth) and actual 
preferences. For each respondent preference towards factors on 
social care functionality which is divided into five parts, namely 
Identity, Conversation, Information and Services, Reputation, 
Sharing. 

H0 = Estimated opinion patterns of respondents differ greatly 
H1 = Estimated opinion patterns of respondents do not differ that 
much 

  
Based on the result, it can be concluded that H0 is rejected and 

H1 is accepted, because: 
• The significance level of Pearson’s R = 0.002 < 0.05  
• The significance level of Kendall’s Tau = 0.012 < 0.05 
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The result of conjoint analysis shows that the estimates of 
respondent opinion pattern (estimates part-worth) do not much 
differ from the respondent actual opinion (actual preferences) on 
the stimuli process.  
5. Conclusion 

The 6 features that have a positive value from the results of 
conjoint analysis, namely Photo, Chat Assistance Services, Special 
Requests, Worker Performance Ratings, Application Ratings, and 
Tips & Articles, are 6 features that are the main feature preferences 
in the social e-marketplace system. care and at the same time these 
6 features answer the first research question. 

 
As well as to answer the second research question, based on 

the results of the conjoint analysis can prove that the approximate 
opinion patterns of respondents are not much different from the 
actual opinion of the respondent which can be seen from the 
feature rating given by users as a result of user satisfaction in using 
the features, and it can answer the problem with determining 
feature preferences can help increase the intensity of the use of the 
e-marketplace social care system. 

6. Limitation and Future Research 

This research is limited to the feature preferences of the e-
marketplace social care application system which users assess as  
a feature rating on the random orthoplan results which later on 
these features will be maintained and used in the other e-
marketplace social care system development. 

 
Further research activity needs to be reassessed in terms of the 

service capability in meeting user needs, from user satisfaction in 
using this type of service on the e-marketplace social care so that 
companies can improve the quality of services offered. 
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 The world is witnessing unprecedented advancements in ICT (Information & 
Communication Technology) related fields. These advancements are further boosted with 
the emergence of big data. It goes without saying that big data requires two major 
operations: storage and processing. The latter is usually provided through High-
Performance Computing (HPC) which is delivered through two main venues: 
supercomputers or clustering. The second venue has been widely opted for as a cost-
effective alternative when compared to supercomputers. However, with the widespread 
increase in deploying ICT-based applications, the parallel increase in energy consumption 
has become a real issue. Thus, researchers have been exploring approaches to conceive 
big data analytics platforms that are both cost-effective and energy-efficient. In this paper, 
we present a cost-effective and energy-efficient HPC clustering that is based on Raspberry 
PIs. Our approach leverages the concept of Green Computing. We evaluated our cluster 
performance and its energy consumption and compared it to a commodity server. We 
leveraged on the Amdahl’s law to set the maximum speedup of the proposed approach. Our 
approach can be easily deployed for usage in different ICT-based applications that consider 
energy efficiency as a priority. 
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1. Introduction   

Nowadays, ICT is interweaving into the fabrics of everyday 
life and touches all aspects of our lives: smart homes, smart cities, 
smart grids, smart agriculture, eHealth, autonomous vehicles, etc. 
All these aspects been further enhanced by the emergence of big 
data. 

Indeed, big data is now becoming wide data. By looking at the 
amount of data generated each day from different sources (e.g. 
social networks, Internet of Things, business transactions, etc.), we 
can infer that these data will eventually need large and advanced 
platforms that can accommodate for their constantly increasing 
amount.  

It is very common that Big Data faces two major challenges: 
storage and processing. The storage of the big data can be 

challenging as it needs to be correctly performed in order to allow 
for an appropriate and efficient processing later on.  

As the data becomes more massive and the applications more 
demanding, the processing becomes very heavy. This implies the 
use of High-Performance Computing (HPC) as the ultimate 
solution for the increasing demand on the computing power. The 
term refers to combining processing powers to deliver a higher 
performance. Throughout the years, HPC has been provided via 
either supercomputers, or cluster of commodity computers. The 
first venue is no longer opted for mainly because of its high cost 
and not-so-easy maintenance which leaves the clustering as the 
perfect alternative.  

Cluster Computing involves combining similar type of 
computing machines that work, transparently, like a single 
computing unit. These machines are connected using dedicated 
network protocols and usually Local-area networks (LAN). The 
aggregation of computing powers allows for a better efficiency to 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Safae Bourhnane, Al Akhawayn University in Ifrane, 
+212610880040, Email: s.bourhnane@aui.ma 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1598-1608 (2020) 

www.astesj.com   

 

https://dx.doi.org/10.25046/aj0506191  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj0506191


S. Bourhnane et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1598-1608 (2020) 

www.astesj.com     1599 

solve complex operations using faster processing speed than a 
single machine.  

Cluster Computing can be divided into three main categories: 
load balancing cluster, high availability cluster, and high-
performance cluster. The latter is what we are selecting for the 
work presented in this paper. Clusters of computers represent the 
environment for different distributed platforms to store and 
process the big data. Hadoop is the most widely used case in point 
and it can be utilized for a wide range of applications thanks to the 
number of benefits it presents.     

Hadoop is a famous open-source framework that is conceived 
for storing and processing data. It serves to run applications on 
clusters of computers which help it make use of the great 
processing power provided by the cluster. Hadoop has two main 
components: MapReduce and HDFS. MapReduce is the 
programming model brought by the framework while HDFS refers 
to Hadoop Distributed File System and hence represents the 
underlying file system.  

Testing the cluster with a specific number of nodes can give an 
idea about the performance as the number of nodes increases. This 
concept is called “Speedup” and can be given using the renowned 
Amdahl’s Law.   

Amdahl’s law is a mathematical method that allows for having 
an idea about the maximum improvement that can be achieved 
through improving a particular part of the system. In our case, we 
are making use of Amdahl’s law to theoretically find the maximum 
speed up with multiple processors. Also, it will allow us to infer 
whether the Raspberry Pi cluster will reach the performance of a 
single commodity hardware and determine the number of nodes 
needed in the positive case.   

Since we are concerned by the energy efficiency and the cost-
effectiveness of the entire system, we are opting for an approach 
that respects both features. Our approach is based on Raspberry Pis 
as an alternative to commodity computers and that is because it is 
known for its low cost and low energy consumption. 

Currently, the world is trying to implement a solution that 
copes with the increasing demand on processing power due to the 
expanding amount of the data produced, without consuming a 
large amount of energy. Eventually, researchers have been trying 
to implement HPC clusters based on low-cost and low-energy 
hardware. There is a significant amount of work that has been 
carried in this direction. Most of it used Raspberry Pi as a basis of 
the cluster and tried to prove that the hardware supports the 
installation of different big data analytics platforms, e.g. Hadoop. 
However, this does not give an idea about the real performance of 
the Raspberry Pi cluster.  

For the Raspberry Pi cluster to pass the performance test, it 
needs to be compared to a performant machine/server. This 
comparison should be accomplished using the same big data 
analytics platform and by running the same jobs. This does not 
only imply the  use of the same dataset, but also the same dataset 
size.   

In this paper, we are testing our Raspberry Pi approach and 
comparing it to a commodity server through benchmarking both 
setups against the Terasort which is one of the mostly used Hadoop 

benchmarks. In addition to keeping track of the performance, we 
are measuring the energy consumed by both setups as energy 
efficiency is one of the main pillars of our study.  

Moreover, we are looking at the speedup of the cluster in order 
to find the maximum value it can reach. This will allow us to have 
an idea about the size of the cluster corresponding to a higher 
performance. For this, we are making use of the Amdahl’s Law.  

The rest of the paper is organized as follows: Section II 
presents the literature review; we present the background in III and 
our proposed approach in section IV. Section V contains the results 
related to the single-node cluster while section VI presents the 
results of Raspberry Pi multi-node cluster. We compare both 
setups and present a discussion in section VII. Finally, we present 
the conclusion and future work in section VIII. 

2. Literature Review 

During the last few years, implementing Green Computing 
using Raspberry Pi has been trending among practitioners in the 
domain.  

Raspberry Pi clusters have been the center of different research 
works that tackled it as a cost-effective and energy-efficient 
solution to deliver Green Computing. In this section, we are 
shedding the light on some of the work that has been previously 
carried out in that sense.  

In [1] the authors implemented a Raspberry Pi cluster that 
consists of 300 nodes. Through their paper, they walked us through 
the steps of deployment and set up of the hardware and software 
plus the maintenance and the monitoring of the overall system. 
Moreover, the work presents some of the limitations and the 
challenges that would block the deployment of the cluster. These 
include the overall performance of the card that is considered 
relatively low due to the design of the flash memory, in addition to 
the low processor speed.  

The next work described another low-cost cluster named Iridis-
pi and that was conceived for the sake of demonstration  [2]. The 
cluster contains 64 Raspberry Pis Model B with 700MHz 
processor and 256MB of RAM. The authors chose to host the 
cluster on a Lego chassis. The nodes are connected together using 
Ethernet cables. The entire system has an overall RAM of 16GB 
and 1TB of storage. In order to assess the numerical computer 
power, this research used the LINPACK benchmark for the single-
node performance, and the High-Performance LINPACK 
benchmark in order to measure the overall throughput of the 
cluster. The results revealed a computational performance peak of 
around 65000kflops. More results showed that the cluster delivers 
a good scalability with large problems, and a less significant one 
with small problems where the network overhead becomes more 
noticeable.  

Glasgow Raspberry Pi cluster [3] depicted the use of Raspberry 
Pi in data processing. The cluster consists of 56 Model B 
Raspberry Pi that are supposed to emulate the entire stack of the 
cloud. The devices are interconnected in a tree topology. Each 
node uses a 16GB SD card that hosts up to three co-located 
virtualized hosts provided via Linux containers. According to this 
research, the deployment of this cluster is still not mature. The 
authors are still investigating an easier and more secure approach 
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to manage the virtual resources. Also, their future work includes 
the implementation of live migration through the PiCloud. 

The work in [4] introduced a study of the feasibility of 
implementing Raspberry Pi based data centers for Big Data 
processing. The paper examined further the advantages using 
Raspberry Pi for big data applications through a micro data center. 
The authors conducted a study that tackles the performance, the 
scalability, energy consumption, ease of management, etc. For 
testing purposes, they used Hadoop framework. This allowed the 
authors to discover that the cluster delivers a moderate 
performance.  

Th authors in [5] explored the use of low-power and low-cost 
devices for pervasive computing (Cloud and Fog computing). The 
work tests the performance of the cluster using Apache Spark and 
HDFS. It also uses the same setup for a real and a virtualized 
environment. The virtualization has proved to be more significant 
with large amounts of data. Moreover, the virtualization also 
affects the energy consumed by the Raspberry Pi when the 
workload becomes higher.  

The research in [6] presented the evaluation and comparison of 
24 ARM board energy consumption and performance 
wise. Finally the Raspberry Pi was chosen as the basis for ARM 
HPC after looking at the tradeoffs. The results of this study have 
shown that the overall performance of the cluster remains less than 
that of the x86 server. However, the authors mentioned that this 
was not the main end goal of the project. The low-cost of the 
Raspberry Pi allows for affordable and more accessible cluster 
computing for the public and especially for students. Hence, the 
work presented in this research encourages the use of low-power 
parallel programming in education.  

In [7], the authors explained the use of Image Processing 
algorithms to test the performance of the Raspberry Pi cluster. 
Image processing is known to require a lot of processing power 
that is why it is being used to assess the performance of the 
Raspberry Pi cluster. The authors developed an application that 
counted the wheat grains presented in a given picture. The 
Raspberry Pi cluster hosted a parallel computing application that 
was coded in Python in addition to the use of MPI. The application 
was tested on a single node first and then on the cluster of four 
nodes. The purpose was to test the speed of the application. The 
results have shown that the processing time using both single-node 
and multi-node Raspberry Pi clusters depends on the number of 
images processed.  

The work in [8] presented the design and creation of a high 
performance Beowulf cluster based on 12 Raspberry Pis. In order 
to test the cluster, some mathematical benchmarks have been used 
to measure the performance of the cluster. The authors used a 
program to calculate the scalar multiplication of a matrix. The 
runtime and the GFLOPS were logged. The authors have mainly 
noticed the following: the peak performance of the system went up 
as the number of nodes increased, the speedup also increased as 
more nodes were added to the cluster and increasing the problem 
size increased the performance. The authors also mentioned a 
number of limitations related to memory. However, according to 
the study, the cluster can be used to automate some testing 
operations.  

In [9], the research extended some previously done work by 
comparing a cluster of Raspberry Pi to multi core processors like 
i5 and i7 processor machines. The results of this work have shown 
that the Raspberry Pi cluster is ranked third performance wise after 
the i7 and the i5 processors. The Raspberry Pi is very limited in 
terms of resources. Even with 14 nodes it could not reach the 
performance of its competitors. Core i5 architecture has better 
resources and eventually performs better than the Raspberry Pi 
cluster. The core i7 architecture remains with the highest 
performance.  

Our paper aims to extend the previously discussed work by 
conducting a set of experiments in order to compare our cluster to 
one single performant commodity machine.  The work presented 
here does not provide an ultimate solution, it rather serves as a 
baseline for researchers to decide on the most suitable 
configuration with regards to their applications.   

3. Background 

3.1. High Performance Computing 

High Performance Computing (HPC) deals with the 
implementation of algorithms or code taking into consideration the 
hardware used for each application [10]. It was conceived by 
scientists and engineers to cope with the problems that require 
more resources (CPU, memory, etc.) than what one single machine 
can provide.  

There are two very known venues to implement HPC: either 
through owning supercomputers, or clustering commodity 
computers. The second option is what is generally opted for. HPC 
is usually provided via a set of computers that have almost the 
same characteristics, and that are connected to each other. Each 
one of these machines is referred to as a node [11].  

HPC-based solutions usually have three main components: 
Compute, Network, and Storage. Compute servers are connected 
forming a cluster which is also connected to the storage 
component. These connections are not visible to the user who deals 
with the entire system as a single machine in a transparent manner  

HPC has several use cases that can either be deployed on 
premises, at the edge, or on the cloud [12]:  

• Research: HPC clusters help researchers find solutions to very 
complex problems, and hence bring contributions to the 
community. 

• Entertainment: HPC is also used in media in order to edit films 
and come up with mind-blowing special effects.  

• Artificial Intelligence: HPC implements machine learning 
algorithms that requires huge processing power.  

• Finance: HPC clusters can be used to track stocks, design new 
products, simulate test scenarios, etc. 

3.2. Green Computing 

Currently, Green Computing (GC) is considered a shift that is 
supposed to deal with the constantly increasing energy 
consumption of the existing computing solutions. This is due to the 
increasing demand on computing power by different applications.  
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Green Computing consists a tailor-made solution for many 
applications as it is based on energy-efficiency as one of the pillars. 
GC as a concept, refers to the deployment of efficient and eco-
friendly computing solutions. It is provided through four main 
technologies: green data centers, virtualization, cloud computing, 
grid computing [13].   

3.3. Hadoop 
It goes without saying that data have been generated in a 

massive manner throughout the years due to the advancements in 
all the fields and industries. Talking about huge datasets implies 
bringing up storage. Storage capacities of hardware systems have 
increased to keep up with the amount of streaming data. However, 
access speeds did not keep up.  Thus, the traditional Database 
Management Systems (DBMS) are no longer considered an option 
to go for. Also, hardware failure is a problem that needs to be 
overcome.  

Hadoop was introduced to solve the previously mentioned 
problems in addition to others. It is an opensource framework that 
deals with big data through providing a platform for distributed 
storage and processing. As Hadoop is used over a set of clustered 
computers, the possibility of a machine failing is relatively high. 
This may imply serious data loss if not dealt with correctly. Data 
replication is a way to tackle this issue effectively: having 
redundant data all over the system.  

3.4. Raspberry Pi 

The Raspberry Pi is a computer with the size of a credit-card 
that can be plugged to a monitor, a keyboard, a mouse, and other 
devices. It provides a low-cost option to explore computing and 
programming in different languages (e.g. Python). It is also 
capable of providing all the options of a normal computer: internet 
browsing, playing games, etc. [14].  

Moreover, the Raspberry Pi has the ability to interact with the 
outer world through the connection with sensors and actuators. 
This is done through what is called General-Purpose Input Output 
(GPIO). This allows the computer to be the best option for robotics 
related projects and prototypes.  

Since its first launching, RP has gone through a set of changes 
that resulted in different versions and models available in the 
market. Table 1 presents the models of Raspberry Pi and their 
characteristics.  

Table 1: Raspberry Pi Models [15] 

Model Date Price 
($) 

Core Num. 
Cores 

RAM 

RP B 15/2/2012 35 ARM1176JZF-S 1 512M 
RP 2 1/2/2015 35 Cortex-A7 4 1G 
RP Zero 30/11/2015 5 ARM1176JZF-S 1 512M 
RP 3 26/2/2016 35 Cortex-A53 64-

bit 
4 1G 

RP A+ 10/11/2014 35 ARM1176JZF-S 1 256M 
RP Zero 
W 

28/02/2017 10 ARM1176JZF-S 1 512M 

RP WH 12/1/2018 14 ARM1176JZF-S 1 512M 
RP 3 B+ 14/3/2018 39 Cortex-A53 64-

bit 
4 1G 

RP 3 A+ 15/11/2018 25 Cortex-A53 64-
bit 

4 512M 

RP 4 B 24/6/2019 37 Cortex-A72 
(ARM v8) 64-bit 

4 1/2/4 

3.5. Project Scope 

The work presented in this paper falls under the scope of a 
USAID sponsored research project named MiGrid. The project 
aims at developing a holistic approach that couples renewable 
energy storage and production in smart buildings.  

The general architecture of the project is depicted in the Figure 
1  below:  

 
Figure 1: Smart Micro-Grid General Architecture 

The architecture contains six main components [16]:  

1. Wireless Sensor Network: (WSN) A number of wirelessly 
connected sensors that are supposed to sense data about the 
environment.  

2. Wireless Actuator Network: Actuators that are connected and 
interfaced with the WSN. They are responsible for translating 
the digital signals into electrical ones. 

3. Big Data Analytics Platform: A platform that implements a 
number of algorithms responsible for the processing and 
analysis of data provided by the WSN. 

4. NI CompactRIO: the main controller of the system that 
decides whether the energy produced is to be stored, injected 
in the grid, or used to power appliances.  

5. Storage: Batteries that store the excess of energy produced and 
make it available for later use.  

6. Solar Panels: the main renewable energy source of the system. 

The work tackled in this paper fits in the third (3) component 
as it presents and tests a potential implementation of the big data 
analytics platform that is based on Raspberry Pi as the main piece 
of hardware.  

4. Proposed Approach  

Our approach to the green cluster relies on using Raspberry Pis 
instead of commodity computers to deliver HPC. Our work 
consists of conducting a set of experiments that compare our green 
Raspberry Pi cluster to one single server. The comparison consists 
of looking at the performance in terms of CPU time, in addition 
to the energy cosumption of each solution. Furthermore, we are 
invistigating the impact of the number of CPUs and memory size 
on the performance of the single machine, and the impact of the 
number of nodes and the network performance on the Raspberry 
Pi cluster.  
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For the sake of this experiment we made use of two different 
architectures: a multinode Hadoop architecture, and a single node 
architecture.  
4.1. Multi-node Hadoop Architecture  

This setup consists of five Raspberry Pis. The hardware 
specifications are presented in Table 2: 

Table 2 Raspberry Pi Specifications 

SoC Broadcom BCM2837 
CPU 4xARM Cortex – A35, 1.2 GHz 
GPU Broadcom VideoCore IV 
RAM 2GB 
Networking 10/100 Ethernet, 2.4GHz 802.11n Wireless 
GPIO 40-pin header, populated 
Ports HDMI, 3.5mm analogue audio-video jack, 

4xUSB 2.0, Ethernet, Camera Serial 
Price $25-$195 

The hardware architecture consists of the five Raspberry Pis 
connected together and to a switch through Ethernet connection. 
Figure 2 below describes the hardware architecture:  

 
Figure 2: Multi-node Cluster Hardware Architecture 

Each one of the Raspberry Pis has the software architecture 
presented in Figure 3: 

 
Figure 3: Multi-node Cluster Software Architecture 

4.2. Single-node Cluster Architecture  

The single node cluster consists of the following server with 
the specifications mentioned in Table 3 below. The corresponding 
software architecture is depicted in Figure 4: 

Table 3: Single-Node Machine Specifications 

Manufacturer  Dell, Inc 
CPU Intel Core i7 (6th Gen) 3.4 GHz 
Number of cores Octa-core 
RAM 8GB 

Hard Drive SATA, HDD, 1TB 
Networking  Ethernet, Fast Ethernet, Gigabit 

Ethernet 
Graphic Controller NVIDIA Quadro K620 

2 GB 
Price $900 

 

 
Figure 4: Single Node Machine Software Architecture 

4.3. Benchmark 

For this experiment, our setups were benchmarked against one 
of the most famous Hadoop benchmarks: Terasort.  

The Terasort is a sorting algorithm implemented using 
MapReduce. There are two more functions related to Terasort that 
that are also implemented in Hadoop:  

• Teragen: it generates the data to be sorted. We can specify the 
size of the dataset to be sorted. 

• Terasort: the actual sorting jar that takes the result of the 
Teragen function. 

• Teravalidate: it validates the output (the sorted result of the 
input data).  

For the execution, we followed the steps presented in Figure 5: 

 

Figure 5: Terasort Execution Steps 

We ran the experiment on four different dataset sizes: 1GB, 
10GB, 20GB, and 30GB. For each run, and in order to avoid 
outliers in the results obtained, we ran each experiment many 
times and we kept the best (statistically) three results, and 
calculated the mean for both the energy consumption and the 
execution time.  

4.4. Energy Consumption Measurement  

In order to measure the energy consumed by each of the 
setups, we created a sensor node based on the Arduino Uno 
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microcontroller in addition to the SCT013 current sensor. Arduino 
is an open-source platform that is easy to use and mainly serves 
as a prototyping platform. The boards are able to read input form 
sensors and turn it into an output. We opted for Arduino due to its 
price affordability and accessibility user-experience wise [17].  

The SCT013 sensor is a non-invasive current transformer that 
measures the intensity of the current in a conductor. These 
measurements are provided using the electromagnetic induction. 
They come in the form if clamps that can be wrapped around the 
equipment. The sensor is very accurate with an error rate of only 
1-2% [18].  

The Arduino circuit that we used is shown in Figure 6 below: 

 
Figure 6: Current Sensor Arduino Circuit 

5. Performance Evaluation 

5.1. Single Node Cluster 

a. Impact of the Number of CPUs 

In this section, we are going to study the impact of the number 
of CPUs on the performance (i.e. the CPU time). The server we are 
working with is an octa-core machine. We ran the same job 8 
times: limiting the number of CPUs from 1 to 8.  

The results are given in Figure 7. 

 
Figure 7: Hadoop Performance Vs. Number of CPUs 

The job used in this comparison is the Terasort benchmark as 
mentioned previously in the paper. The sorting algorithm used as 
input files of different sizes.  

As we can notice from the graph above, the difference in the 
CPU time when sorting 1Gb of data is not significant: it varies 
between 7350 ms and 7100 ms. For the CPU time corresponding 
to sorting 10Gb of data, it showed a slight decrease as the number 
of CPUs increased: it went from 94100 ms to 75005 ms. The most 
significant difference was shown in the performance of sorting 
20Gb and 30Gb of data.  

Concerning the CPU time resultant from sorting 20Gb of data, 
it scaled down from around 239000 ms to 191000 ms. Sorting 
30Gb of data took eventually more time and went from 433590 ms 
using 1 CPU to about 251000 ms using 8 CPUs.  

The number of CPUs used in the Dell Precision Tower machine 
has a significant impact on the performance of Hadoop jobs. This 
impact becomes more and more noticeable as the size of the job 
increases.  

In the next section, we are going to have a closer look at the 
impact of memory size on the performance of Hadoop as a single 
node cluster. 

b. Impact of Memory Size  

In order to investigate the impact that the size of the memory has 
on the performance of Hadoop, we made use of the same 
benchmark (i.e. Terasort) and using the same input dataset sizes. 
The machine that we are working with in this experiment has a 
maximum of 8Gb of RAM. For each job, we had to limit the 
memory usage starting from 1Gb to 8Gb.  

Figure 8 below shows the results of the experiment.  

 
Figure 8: Memory Size Vs. Hadoop Performance 

As shown in the figure above, scaling up in the size of the 
memory did not impact the performance of the cluster. The CPU 
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time remained the same throughout all the experiments. Sorting 
1Gb of data took about 7500 ms with all the sizes of the memory. 
Concerning CPU time of sorting 10Gb of data, it was about 78000 
ms and did not significantly change with all the memory sizes. 
Similarly, sorting 20Gb of data was stable at around 199000 ms. 
Also, the CPU time corresponding to sorting 30Gb of data was 
constant at around 300000 ms and was not impacted by the 
memory size. This mainly due to the nature of Hadoop and its 
technologies: they are disk-based and not memory-based. Unlike 
Spark, Hadoop does not work in memory, which somehow 
explains the delay that it presents compared to Spark platform.  

c. Energy Consumption  

Since we are concerned by the energy efficiency as a primary 
matter, we measured the energy consumed by the singe-node 
cluster for the same benchmark using 1Gb and 30Gb of input data. 
For the sake of this experiment, we used all 8 CPUs of the machine 
and unlimited memory resources.  

The energy consumption measured is shown in Figure 9 and 10.  

 
Figure 9: Tera-1GB Energy Consumption 

 
Figure 10: Tera-30Gb Energy Consumption 

From the graphs above, we can notice that the energy 
consumption during the execution time of the Terasort benchmark 
with 1GB dataset went from 260 J/s to 290 J/s with an average of 
about 263 J/s. Running the same benchmark on a 30GB dataset 
size consumed an average of 295 J/s with the max being 296 J/s 
and the min 291 J/s.  

5.2. Multi Node Raspberry Pi Cluster  

a. Impact of the Number of Nodes 

In this section, we are exploring the impact of the number of 
nodes in a multi-node cluster on the performance of Hadoop. 

As described previously in the paper, we are dealing with a 
cluster of 5 Raspberry Pis that are connected together through 
ethernet. Each node has the same software architecture that is 
based on the same version of Hadoop.  

For the sake of comparison, we are using the same benchmark 
as the previous experiment with the same dataset input sizes.  

The result of running Terasort on Raspberry Pi is mentioned in 
the figure below.  

 
Figure 11: Number of Nodes Vs. Hadoop Performance 

As we can infer from Figure 11, sorting all datasets using one 
node takes always longer than sorting them with more nodes. The 
time taken by the job using 1 node to sort 1Gb was about 2100s, 
and to sort 10Gb was 6500s, 8000s to sort 20Gb, and around 9000s 
to sort 30Gb of data. While using 5 nodes, the CPU time decreased 
significantly as it took only 700s to sort 1Gb of data, around 3800s 
to sort 10Gb of data, 5400s to sort 20Gb, and 6900s to sort 30Gb 
of data.  

This means that adding Raspberry Pi nodes to the cluster 
increases the performance and reduces the CPU time taken by the 
jobs. Adding nodes means adding resources: memory size and 
CPUs. Knowing that each Raspberry Pi has 4 CPUs and 1Gb of 
RAM, working with 5 nodes implies working with 20 CPUs and 
5Gb of RAM. 

b. Impact of the Network 

It goes without saying that any system that is distributed over a 
number of physical machines requires a network connection 
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between the nodes. This connection brings an overhead that affects 
the response time of the cluster.  

In order to have a closer look at the impact of the network on the 
performance of Hadoop, we are connecting the 5 nodes of the 
cluster using two different types of switches with different 
throughputs: 100M and 1000M. Table 4 below describes both 
switches and presents their characteristics.   

Table 4: NetGear Switch Vs. Fujitech Switch 

 NetGear Fujitech 
Dimension 235.5x100.8x27 14.5x8.5x2.6 
Network 
Characteristics 

Gigabit Ethernet Megabit Ethernet 

Ports 8x10/100/1000 8x10/100 
Energy 
Consumption 

14W - 

Transfer Rate 1Gb/s 1Mbps 
Weight 760g - 

Similar to the previous experiments, we are using the same 
benchmark and the same dataset sizes. The results of running 
Terasort using the two switches are shown in Figure 12. 

 
Figure 12: 100M Switch Vs. 1000M Switch 

The results show the slight increase in the performance of the 
cluster as executing the same jobs using the 1000M switch takes 
less time than the other switch. The network clearly impacts the 
response time of the cluster. Hence, improving the network quality 
and equipment would result in a better performance. 

c. Energy Consumption 

Similar to the previous setup, we also looking at the energy 
consumption of the entire cluster.  

Using the method described previously, we were able to measure 
the energy consumption of the cluster when sorting 1Gb of data 
and 30Gb of data. We used the same sensor for each of the slaves 
and we noticed that the power varies between 4W when jobs are 
being performed and 11W in an idle state. Regarding the master, 
the sensor showed a max of 6.7W and a min of 13W and that is 
because of the different external devices that are connected to it 
(i.e. mouse, keyboard, monitor, in addition to the external hard disk 
drive).  

The sum of the values given by the sensors is shown in Figure 
13 below.  

 
Figure 13: Raspberry Pi Cluster Energy Consumption - 1Gb 

 As we can notice, the entire 5-node cluster consumes between 
17J/s and 70J/s. This is considered relatively low; we are looking 
into a detailed comparison later in this paper.  

The energy consumed when sorting 30Gb of data using the same 
setup is shown in Figure 14. 

 
Figure 14: Raspberry Pi Cluster Energy Consumption - 30Gb 

The energy consumed during the job is varying between 60J/s 
and 100J/s. 

6. Comparison and Discussion  

6.1. Performance Comparison: Single-node Vs. Multi-node 
Clusters 

In order to have a general look over the difference between 
the two clusters, we are comparing the results given by all CPUs 
and full memory in the single-node cluster, and all nodes in the 
multi-node clusters. 
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The graph below shows the CPU time taken to sort all dataset 
sizes using both clusters.  

 
Figure 15: Single-Node vs. Multi-Node Cluster 

Figure 15 above shows the clear difference between sorting 
the same dataset using the two different clusters. As the job 
becomes heavier (i.e. more data to be processed), the difference 
between the CPU times becomes more significant. 

This implies that the 5-node cluster that we have is not 
enough to provide the same performance given by the single node 
cluster. 

6.2. Energy Consumption Comparison: Single-node vs. Multi-
node Clusters 

As mentioned previously in this paper, our approach is 
supposed to be energy efficient as it tackles that concept of green 
computing. Thus, we are comparing the energy consumed by both 
clusters during the execution of the same job. We are comparing 
the first 100 seconds of sorting 1Gb of data using all CPUs and 
full memory for the single-node cluster, and all 5 nodes for the 
multi-node cluster. The result is shown in Figure 16. 

 
Figure 16: Raspberry Pi Cluster Vs. Single-Node Energy Consumption  

The graph above shows the difference in the energy 
consumed by the two setups when sorting 1Gb and 30Gb of data 

using Hadoop. The results show that, not only the single machine 
consumes more energy, but also the RP cluster has a consumption 
that varies a lot compared to the single machine.  

6.3. Discussion  

The different experiments conducted in this paper were for 
the sake of determining how performant the Raspberry Pi green 
cluster can be.  

According to the study conducted in [13] where the authors 
compared a commodity hardware cluster with a Raspberry Pi 
cluster using two different Hadoop benchmarks: Terasort and 
TestDFSIO. The results showed that the commodity hardware 
cluster outperformed the Raspberry Pi cluster. This was mainly 
due to the low computing power of the Raspberry Pi. The work 
performed in this paper sustains these results; In addition to that, 
since we are only using a single machine vs. a multi-node cluster, 
the network overhead is added and the performance is eventually 
decreased.  

Another research has been done to test a Raspberry Pi 
Hadoop cluster against an image analysis in a cloud robotics 
environment [19]. Their research has proven that the Hadoop 
cluster lacks in performance compared to a Hadoop cluster that is 
based on virtual machines running on top of commodity 
computers.    

Authors in [20] investigated the use of Raspberry Pi 
computers to implement an efficient solution for augmented 
computing performance. They used Hadoop along with 
benchmarks and compared the outcome to the one of a single 
commodity computer. The results showed that the single machine 
outperforms the clusters in almost all the operations. However, 
the low-cost and the light weight of the Raspberry Pi based 
solution makes it more suitable.  

For the sake of our experiment, we are using the Amdahl’s 
law to predict the performance of the Raspberry Pi cluster and 
decide on when the cluster will reach the performance of the 
single machine we are using.  

According to the paralleled and serialized sections of the 
algorithm used, based on the Amdahl’s law formula, the speedup 
is supposed to be as presented in Figure 17.  

 
Figure 17: Speedup Terasort for Terasort Benchmark 
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We applied the formula for the number of cores from 1 to 
2000 cores. Based on the speedup found, the performance is 
expected to increase according to the graph shown in Figure 18. 

 
Figure 17: Performance of cluster using Speedup vs Performance of a Single 

Machine 

Although we worked with 2000 cores (knowing that each RP 
has 4 cores, we are dealing with 500 Raspberry Pi nodes), we 
could not get the same performance as the single machine 
performance.  

The best CPU time we achieved is 700 seconds using the 
Raspberry Pi cluster while the single machine performs the exact 
same job in 300 seconds.  

At this level, we need to keep in mind that this study is 
theoretical, the real-world speedup can be given by the real 
measurements that we conducted and presented earlier in this 
paper. Also, the real-world measurements are affected by a 
number of other parameters and features: the network 
communication between the nodes that is, itself affected by the 
quality of the equipment used (i.e. switches as presented earlier).  

The difference between the real-world and the theoretical 
results are shown in Figure 19. 

 
Figure 19: Theoretical vs. Measured CPU Time 

Based on the theoretical approach that is built on Amdahl’s 
law, the 500-node cluster will consume a minimum of 2000 W 
and 5000 W. In addition to that, the cluster will cost a minimum 
of $10000. Table 5 below summarizes the comparison between 
the single-node commodity computer and the Raspberry Pi 500-
node cluster.  

Table 5: Single-Node Vs. 500-Node RP Cluster 

 Single-Node  500-node RP 
cluster 

Price $900 $10000 
Max Energy 
Consumption 

292W Around 5000W 

Min Energy 
Consumption 

261W Around 2000W 

Scalability Medium Easy 
Maintenance  Medium Medium 
Ease of use Medium Easy 
Reliability High Medium 

Oracle has been working on the world’s largest Pi cluster 
where they used 1060 Raspberry Pi nodes to create a 
supercomputer.  

According to [21], the cluster has 4240 cores for processing 
and it costs around $37100 without counting the external storage 
devices, the cables, 3D printed holders, etc. 

7. Conclusion and Future Work 

In this paper, we investigated the use of a Raspberry Pi 
clusters to provide High Performance Computing. The cluster 
performance was benchmarked against the Terasort algorithm and 
compared to a single legacy server machine. Both experimental 
setups run Hadoop. The experiments investigated the impact of 
the number of nodes and the network bandwidth on the 
performance of the Raspberry Pi cluster. Besides, we also tracked 
the impact of the number of cores and the RAM memory size on 
the performance of the single-node setup. We measured the 
energy consumed by both setups while performing the same 
operations.  

The results of the experiments showed that the single-node 
cluster outperforms the Raspberry Pi cluster when sorting 1G, 
10G, 20G, and 30G of data, but consumes less energy. However, 
and based on the Amdahl’s law formula, the Raspberry Pi delivers 
a performance that is closer to the one of the single-node cluster 
when the number of cores reaches 2000. This implies having a 
cluster of 500 nodes that would cost around $10000 with a max 
energy consumption of 5000W. These results present a decent 
ground for researchers to base their choices on. If the performance 
is not a priority but the cost-effectiveness and the energy 
efficiency are, then the Raspberry Pi cluster is suitable. However, 
when the response time is essential, the most adequate solution is 
to opt for a more stable and performant solution.  

As a future work, we are performing more projections on the 
number of CPUs used in a Raspberry Pi cluster, in order to 
determine (using prediction methods) the most suitable 
configuration according to the criteria/need of each application. 
Furthermore, we are examining more big data analytics solutions 
and investigating the possibility of putting in place a private cloud 
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that is based on Raspberry Pi. This will fall under the realm of 
green private clouds.  
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COVID-19 is a viral disease that became a pandemic representing a very great challenge
worldwide. The purpose of this article is to analyze COVID-19 patients’ data based on time-
to-event analysis and identify the factors that affect the recovery time from COVID-19. The
datasets that are used in this study are for cases that are clinically diagnosed and confirmed
where the date of onset is recorded in Wuhan and elsewhere in China from Jan 1 to Feb 11, 2020.
We used the regression imputation technique to replace the missing dates in the onset-symptoms
based on the dates of the report. We fitted the Kaplan-Meier estimator and Cox regression
model to our data. The predictor variables (factors) that we used are age, sex, and onset time to
hospitalization. The results show that the young age group is better than the old age group in
recovering from COVID-19 (the p-value of the log-rank is 0.00012) and at any time 1.9 as many
patients in the young age group are having an event (recovery) proportionally to the old age
group. Also, the results show that there is a non-significant difference between male and female
groups in recovering from COVID-19 (the p-value of the log-rank is 0.63). The results also show
that the early time to hospitalization group can recover from COVID-19 better than the late
time to hospitalization group (the p-value of the log-rank is 0.0052). This study demonstrates
the association of recovery time from COVID-19 with age, sex, and time to hospitalization.

1 Introduction

The novel coronavirus disease also known as COVID-19 is a viral
disease that became a pandemic and turn out to be a great challenge
that the world faced since world war two. This virus is originated
in Wuhan city, which located in the Hubei province of China and
it is spreading at a fast rate around the globe. The diseases caused
by viral infection continue to emerge and raise a serious issue in
public health worldwide. Several viral epidemics appeared in the
last twenty years [1]. In 2002 the severe acute respiratory syndrome
coronavirus, which is known as SARS-CoV, which is still circulat-
ing in China [2]–[4] has appeared followed by H1N1 influenza in
2009. Most recently in 2012, the Middle East respiratory syndrome
coronavirus, which is known as MERS-CoV have been recorded.
The main component of the viral genome is a positive-stranded
RNA and it has a different structure [5]. There are four genera of
Coronavirinae family: α, β, γ, and δ. it is believed that there is a

viral gene in wild animals since it has been isolated from bats and
other animals [6]. The novel COVID-19 causes mild to moderate
respiratory illness, but some people and people with health problems
can develop serious illness. Worldwide this disease affected more
than five billion people and the number of people who died due
to the infection with it exceeds five hundred thousand according
to the World Health Organization (WHO) report on the time of
writing this research. According to WHO the mild or asymptomatic
COVID-19 infections represent 80% of the cases while the severe
infections, which require oxygen and critical infections, which re-
quire ventilation represents 15% and 5% of the cases respectively.
So far, the mortality for COVID-19, which is the total number of
deaths divided by the total cases is 5% (this percentage is calculated
according to figures that are taken from the WHO web site on 09
July 2020, which shows a total infection of (12,196,982) and total
deaths of (552,781)). This mortality is higher than that of seasonal
influenza, which is below 1% according to WHO.
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Normally, data mining and machine learning methods can be
used to analyze datasets of biomedical data [7]. When data include
survival data, it requires a different analysis approach. This ap-
proach or the study of the time from the entry of a study until a
subsequent event occurs is known as survival analysis. Survival
analysis is applied in different disciplines such as medicine, engi-
neering, social sciences or behavioral sciences and biology [8]–[16].
When it is applied to medicine, survival analysis is used to study
people at risk of experiencing a negative event such as death, where
the name survival analysis comes from. Survival analysis is also
applicable to areas other than mortality such as analyzing the time
taken to recover from certain diseases or the time taken to practice
certain exercises to maximum tolerance [17]–[20]. Normally we
compare two or more groups of patients with respect to the time of
event. More than one event can be considered in the same analysis,
but we normally take one event at a time as the event of interest in
the study and it can be death or recovery [21].

Many methods can be used for survival analysis, these methods
include Kaplan-Meier method which is an estimator of survival
probabilities [19, 22] and the Cox regression model, which is now
known as the Cox Proportional Hazard Model (CPHM) [23]. These
two methods are considered among the methods that contribute
significantly to the development of the survival analysis field.

Many studies were conducted to model the survival time and
to predict the mortality risk for COVID-19. Guillermo Salinas-
Escudero et al. applied survival analysis to study the effect of
COVID-19 in the Mexican [24]. The factors they used include age,
sex, comorbidities, hospitalization, and admission to the intensive
care unit. They applied the Kaplan-Meier and Cox regression mod-
els to their data. Their results show that men and older people have
higher mortality than women and young people respectively. Monira
Mollazehi et al. modeled survival time to recover from COVID-19
[25]. They used data from Singapore in the period between January
23 and March 13, 2020. Their purpose is to identify the factors af-
fecting the recovery time from COVID-19. They used patient’s age
and nationality as predictors and they found that younger patients
can recover from COVID-19 faster than old patients and Singa-
porean patients can recover faster than non- Singaporean. They
compared the results of different models and they found that the
Weibull model is the best in fitting their data. Using the Weibull
model, they obtained a Hazard rate of 1.01 and 0.76 for age and na-
tionality respectively. Qinxia Wang et al. used survival-convolution
models to model the duration of the patient remaining infectious to
others [26]. Noam Barda et al proposed a hybrid methodology to
construct a multivariable prediction model. In their hybrid method,
they used a baseline model which they trained on population data to
discriminate the risk then they used a multicalibration algorithm for
the risk predation [27]

Different factors may have an influence on the mortality or
the recovery time from COVID-19. These factors can be used
to divide the patients into two or more groups and they include
age, gender, and time from acquiring the illness to hospitaliza-
tion. This study aims to investigate whether these factors affect
recovery time. The datasets that are used in this study are down-
loaded from Github (https://github.com/mrc-ide/COVID19_
CFR_submission). From these datasets, we used two datasets. The
first one is for cases that died from COVID-19 in Hubei and the sec-

ond dataset is for patients returning to their home, which obtained
from six flights that departed between Jan 30 and Feb 1, 2020.

The rest of the paper is organized as follows: The next section
describes the materials and methods. The material and methods
section starts by showing how we prepared the dataset that we used
followed by describing the imputation technique we used to replace
the missing data. Kaplan–Meier survival curve, Log-rank test, and
Cox proportional hazards (PH) model also are explained in the mate-
rials and methods section. we present the results and the discussion
in the third section and the conclusion in the last section.

2 Material and Methods

2.1 Dataset

The datasets that we used in this study are for cases that are clini-
cally diagnosed and confirmed where the date of onset is recorded
in Wuhan and elsewhere in China from Jan 1 to Feb 11, 2020.
From these datasets, we used two datasets. The first one is for
cases that died from COVID-19 in Hubei. It contains the features:
sex, age, date of symptom onset, date of hospitalization, and date
of death or recovery from COVID-19. Some of the data for the
date of symptom onset are not available for some cases so used
imputation based on regression to replace the missing data. The
second dataset is for patients returning to their home, which ob-
tained from six flights that departed between Jan 30 and Feb 1,
2020. Also, the cases with incomplete date of symptom onset were
replaced using regression imputation and then we merged the two
datasets. We removed the cases where the sex or the age or date
of hospitalization are not available and we end up with 693 cases,
which represent recovered and died patients. The used datasets
were downloaded from Github (https://github.com/mrc-ide/
COVID19_CFR_submission). They were used by [28], which ex-
tracted it from WHO–China Joint Mission report to estimates the
severity of COVID-19 based on the model-based analysis.

2.2 Regression imputation

The datasets that we downloaded has missing data on the date on-
set symptoms, therefore, instead of deleting all the cases that have
missing data, we need imputation to replace these missing data with
estimated values, because it is important to have the timing of the
onset-symptoms to study the recovery time. We used regression
imputation to preserves all cases by replacing the missing date onset
symptoms with a probable value estimated by the date of the report
because it is clear from Figure 1 that there is a strong correlation
between these two dates. In Figure 2, the scatter plot shows the
relationship between these two dates, and the value of R2 (0.7266)
emphasizes the strength of this relationship. The model that is
used to estimate the missing data in the date onset symptoms is
y = 0.8227x − 0.5428 also shown in Figure 2, where x and y repre-
sent the report date and the onset symptoms respectively. Preserving
the cases with missing data using regression imputation has several
advantages. In addition to avoiding the deletion of the cases with
missing data that can alter the variance of the shape distribution,
it can also substitute the missing value based on another variable
and no novel information will be added therefore we will be having
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an increased sample size and therefore a reduced standard error
[29]–[31].

Figure 1: The correlation between date report and date onset symptoms.

Figure 2: Regression prediction for date onset symptoms.

2.3 Kaplan–Meier survival curve

In Kaplan–Meier survival curve, the survival times that include the
censored data (the observation that does not get the event) is as-
sumed to be t1, t2, ..., tn. These times are entered to the study ordered
by increasing duration of a group of n subjects, We can estimate
the proportion (survival rate) of subjects S (t) surviving beyond any
follow-up time tp as [17]:

S (t) =
(r1 − d1)

r1
×

(r2 − d2)
r2

... × ...
(rp − dp)

rp
(1)

Here ri represents the number of subjects alive just before time
ti given that tp is the largest survival time and i is any value between
1 and p, di represents the number of subjects who died at the time ti,
therefore di = 0 for censored observations. Before the occurrence
of the first event all the patients are alive, therefore, S (t) = 1. Con-
sidering time ti, where the number of events(deaths) is di and the
number of alive is ri just before ti then S (ti) can be calculated as:

S (ti) =
(ri − di)

ri
× S (ti−1) (2)

In the censored data we will not have information about the
survival time, therefore, S (ti) will not be calculated for censored
observations since the survival curve will not change at the time of
a censored observation. At the next event, the number of patients at
risk is reduced by the number of censored observations between the
two events [32].

2.4 Log-rank test

Normally, we need to compare two survival curves of two groups.
For this sake, we use Log-rank test, which is related to a test that
uses the logarithms of the ranks of the data and it is used under the
assumptions: i) the survival times are continuous or ordinal, ii) one
group’s risk of an event relative to the other does not change with
time. When the death event occurs at time ti then we will consider
the total number alive (ri) and the total number still alive up to the
time ti in a specific group (say group A) rAi. Consider that di is the
total number of deaths i.e event at the time ti. Then the expected
number of deaths in group A at time ti can be calculated as

EAi =
rAi

ri
× di (3)

Then the total number of expected deaths for group A can be
calculated as:

EA =
∑

EAi (4)

The total number of the expected deaths in group B can be cal-
culated based on the total number of expected deaths for group A
given that the total number of events is n as follows:

EB = n − EA (5)

In the Log-rank test, the data for the two groups combined are
ordered and then each event, in turn, is considered starting at time
t = 0. Then the log-rank statistics is calculated for two groups based
on the summed observed minus expected score for a given group
and its variance estimate and it is given as follows:

χ2 =
(OA − EA)2

EA
+

(OB − EB)2

EB
(6)

Here OA and OB represent the total number of events in groups
A and B respectively and EA and EB represent the total number of
expected events in group A and group B respectively. This statistic
is compared with χ2 statistics to decide whether there is a significant
difference between the two groups or not using a specific confidence
interval or level of significance.

2.5 Cox regression model

The Cox regression model also known as the Cox proportional haz-
ards model (CPHM) is used to investigate the association between
the survival time of patients and one or more predictor variables.
CPHM is a regression model that has a dependent variable and
independent variables and it is used to know the effect of specific
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variables on the event. Its formula is written as shown in the follow-
ing equation:

h(t, X) = h0(t)e(
∑p

i=1 Bi xi) (7)

where h0(t) is the baseline hazard, X′s here are time-
independent, and Bi are the regression coefficients. It is important to
note that Kaplan-Meier curves and log-rank tests work with categor-
ical predictor variable and they can describe the survival according
to only one factor under investigation. CPHM model can work
for quantitative predictor variables as well as categorical predictor
variables and it can assess at the same time the effect of several
factors on the survival time of patients.

Figure 3: Histogram shows the distribution of age values.

3 Results and discussion
To analyze COVID-19 data, we used survival and survminer func-
tions under R software. In this COVID-19 patients’ data, the event
of interest is the recovery of the patients and the outcome is time in
days until the recovery. We must consider an important analytical
problem called censoring, which occurs when we have sick people
at risk who have died or the recovery time for them is not known due
to losing their follow up, therefore the patients’ exact recovery time
will not be known at least in the period of the study so the patient
survival time is considered censored. In other words, in this study,
we will consider censoring if the patient is died or lost follow-up
in the determined period given that the period of the study is from
Jan 1 to Feb 11, 2020, as shown in the dataset subsection. After
extracting the data and preparing it we read it in R software. We
consider three predictive variables (patient gender, age, and time to
hospitalization). The gender variable is a categorical variable and
it can be easily analyzed using Kaplan–Meier survival curve and
log-rank since we have two groups male and female. The patient
age is a continuous variable, therefore, we need to convert it into
categorical to be able to use it as a predictive variable. To do so we
need to use a cutoff, where we will consider the age greater than this
cutoff as old and the age less than the cutoff as young. To determine
the cutoff, we should look at the overall distribution of age values
using the histogram shown in Figure 3, where the cutoff of 50 is

obviously suggested to be used. Also, we converted time to hospi-
talization to a categorical variable by considering hospitalization
within 6 days as ‘Early’ and hospitalization in a time greater than 6
days as ‘Late’.

Table 1: summary of the Kaplan-Meier estimates for the age groups up to day 16.

Old age group

time
n.
risk

n.
event

non-recovery
probability

std.
err.

Lower.
95% CI

Upper.
95% CI

4 343 1 0.997 0.003 0.991 1.000
5 321 1 0.994 0.004 0.986 1.000
6 302 1 0.991 0.005 0.980 1.000
7 280 4 0.977 0.009 0.959 0.994
9 261 1 0.973 0.010 0.954 0.992
10 250 1 0.969 0.010 0.949 0.989
11 240 5 0.949 0.013 0.923 0.975
13 216 3 0.936 0.015 0.906 0.966
14 205 2 0.926 0.016 0.895 0.959
15 197 4 0.908 0.019 0.872 0.945
16 183 4 0.888 0.021 0.848 0.929

Young age group
4 270 1 0.996 0.004 0.989 1.000
5 240 1 0.992 0.006 0.981 1.000
6 219 2 0.983 0.008 0.967 1.000
7 207 3 0.969 0.012 0.946 0.992
8 198 2 0.959 0.013 0.933 0.986
9 195 5 0.934 0.017 0.902 0.968
10 185 3 0.919 0.019 0.883 0.957
11 177 4 0.899 0.021 0.858 0.941
12 169 1 0.893 0.022 0.852 0.937
13 167 3 0.877 0.023 0.833 0.924
14 158 1 0.872 0.024 0.826 0.919
15 156 5 0.844 0.026 0.794 0.896
16 148 12 0.775 0.030 0.718 0.837

To analyze the data based on the age group, we created a survival
object and we fit the Kaplan-Meier curves by passing the created
survival object to survfit function. We obtained the results given
in Table 1. Normally, the results obtained from the survfit func-
tion are the probability of non-recovery as shown in the 4th column
of Table 1 i.e. death or negative event (Table 1 shows the results
up to day 16). In this study, we are looking for a positive event
(recovery) therefore we can calculate the recovery rate as (1- the
probability of non-recovery). The results show that in the old age
group over the four days period 1 recovered out of 343, therefore,
the probability of non-recovery is (343-1)/343=0.997 (see Table 1
the first row) so the recovery rate is (1- 0.997) =0.003. Over the
five days period as shown in the table (see Table 1 the second row),
21 patients of the remaining 342 patients lost follow-up (censored)
so the number of remaining patients on the 5th day is 321. One
of the remaining patients is recovered in the 5th day therefore, the
proportion not recovered is 0.994. We could calculate the survival
at a specific time t as the product of the observed survival rates
until t i.e S (t) = p.1 ∗ p.2 ∗ . . . . ∗ p.t, where p.1 is the rate of the
surviving patients who past the first time point and p.2 is the rate of
the surviving patients who past the second time point, and so forth.
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It is very important to take into account that starting from p.2 we
should consider only those patients who survived past the previous
time point to calculate the survival rate for the following time point,
in other words, p.2, p.3. . . , p.t are survival rates that are conditional
on the previous survival rates. Given the assumption of independent
and random censoring, we assume that the 21 patients who were
censored were similar to the 321 who remain at risk regarding their
survival experience. Since 1 of the 321 who remained and survived
on the 5th day recovered and we have 1 recovered on the 4th day
then the total number of patients who recovered on the course of 5
days is 2. Subtracting 2 from the original number, which is 343 will
yield 341. Then the recovery rate in the 5th day will be (1-341/343)
= 0.006. The same analysis for the old age group is applied to the
young age group (the results up to day 16 out of 30 days are shown
in Table 1). The lower 95% confidence interval and upper 95%
confidence interval tell us how accurate the estimate of the mean
is [33]. In the first row in Table 1 the lower 95%CI and the upper
95%CI show us that we are 95% confident that the interval (0.991,
1.000) contains the true value of the parameter. Also, we can see
that this interval is very narrow, which means that the certainty of
the results is very high. In other words, we are 95% certain about
the results. This narrow interval is associated with a very small
standard error (0.003).

The corresponding survival curve can be obtained using the
function ggsurvplot on the survival object. The obtained curves (see
Figure 4) are step functions that allow us to compare the survival
time of two age groups. Typically, the curve starts at 1 representing
the fact that all of the patients are not having the event at entry
into the study (see Figure 4 A). Over time the curve represents
the probability of remaining non-recovered patients. Since we are
interested in the probability of the recovered patients, we drew the
survival curve starting from 0 to represent the portion of the re-
covered patients as shown in Figure 4 B. It is clear from Figure 4
B that the survival function of the young age group consistently
lies above that for the old age group. This indicates that the young
age group is better in recovering from COVID-19 than the old age
group. We note that the two functions are somewhat close to each
other in the first few days. This indicates that the young age group
can survive COVID-19 later after infection than its early one. The
estimate of the median recovery time for the young age group can
be obtained from Figure 4 by selecting the value in the time axis
that corresponds to the survival probability of 0.5. From the figure,
it is clear that the median recovery time is greater than 20 days.
The p-value of the log-rank is 0.00012, which indicates that the
results are significant considering p < 0.05 indicates statistical sig-
nificance, in other words the results show that there is a significant
difference between young and old patients regarding the recovery
from COVID-19.

To analyze the data based on the gender (Male, Female), we
directly created a survival object since we don’t need to convert the
gender of the patient to a categorical variable (it is already a categor-
ical variable). Then we fit the Kaplan-Meier curves by passing the
created survival object to survfit function. We obtained the results
given in Table 2 (we showed the results for the first 15 days). The
results show that in the Female group over the four days period 1
recovered out of 295 therefore the probability of non-recovery is
294/295=0.997 (see the first row). Then the recovery rate in the 4th

day will be (1-0.997) = 0.003. The rest of the Female group results
and the male group results can be described as we did with the age
group results that are given in Table 1.

Table 2: summary of the Kaplan-Meier estimates for the sex groups up to day 15.

Female group

time
n.
risk

n.
event

non-recovery
probability

std.
err.

Lower.
95% CI

Upper.
95% CI

4 295 1 0.997 0.003 0.990 1.000
5 261 3 0.985 0.007 0.971 1.000
6 234 1 0.981 0.008 0.964 0.998
7 216 4 0.963 0.012 0.939 0.987
8 210 1 0.958 0.013 0.933 0.984
9 202 5 0.934 0.016 0.903 0.967
10 193 3 0.920 0.018 0.885 0.956
11 184 5 0.895 0.021 0.855 0.937
13 169 2 0.884 0.022 0.842 0.928
15 160 1 0.879 0.022 0.836 0.924

Male group
4 346 2 0.994 0.004 0.986 1.000
5 325 1 0.991 0.005 0.981 1.000
6 310 3 0.982 0.007 0.967 0.996
7 293 4 0.968 0.010 0.949 0.988
8 283 1 0.965 0.010 0.944 0.985
9 275 2 0.958 0.012 0.935 0.981
10 262 1 0.954 0.012 0.931 0.978
11 252 4 0.939 0.014 0.912 0.967
12 240 1 0.935 0.014 0.907 0.964
13 233 4 0.919 0.016 0.888 0.952
14 220 4 0.902 0.018 0.868 0.938
15 210 8 0.868 0.021 0.828 0.910

The corresponding survival curve for the sex is shown in Figure
5, where the step functions allow us to compare the survival time
of two sex groups. Figure 5 A is the probability of remaining un-
recovered patients based on gender. The survival function of the
Female group and that for the male group from the time 0 up to 40
follow similar paths, therefore the p-value (0.63) from the log-rank
test is not significant considering p < 0.05 indicates statistical sig-
nificance. Figure 5 B shows the survival curves starting from 0 and
they represent the proportion of the recovered patients based on sex.

We used Cox regression model to measure the effect of the dif-
ferent factors on the recovery from COVID-9. in Cox regression the
measure of the effect is hazard rate. The hazard is the instantaneous
event rate or the probability of a patient at time t has an event at
that time. Here the assumption is non-recovery if the event does not
occur up to time t [23, 34]. Hazard ratio of 1 means that event rates
are the same in the members of the same group. Figure 7 shows that
at any time 1.9 as many patients in the young age group are having
an event (recovery) proportionally to the old age group, which is
taken as a reference, and the value 0.001** shows that this result
is statistically significant. The result of the hazard ratios supports
the results that we obtained in the step functions that are depicted
in Figure 4 B. Regarding the sex group, the results in the figure
shows that the hazard ratio is 1 which indicate that three is no differ-
ence between male patients and female patients in recovery from
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Figure 4: Survival curves for days to recovery from COVID-19 (age groups). A) Proportion not recovered; B) Proportion recovered.

Figure 5: Survival curves for days to recovery from COVID-19 (sex groups). A) Proportion not recovered; B) Proportion recovered.

Figure 6: Survival curves for days to recovery from COVID-19 (time to hospitalization groups). A) Proportion not recovered; B) Proportion recovered.

www.astesj.com 1614

http://www.astesj.com


M.K. Elbashir et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1609-1617 (2020)

COVID-19. This result supports the results that we obtained in the
step functions. We note that the P-value is quite different from what
is shown with the Kaplan-Meier estimator and the log-rank test that
is because the hazard ratio calculates the hazard ratio and respective
risk of death whereas Kaplan-Meier estimator and the log-rank test
estimate the survival probability [35]. Therefore, we can see that
the results yielded by these different methods are different in terms
of significance.

Figure 7: Forest plot shows the hazard ratios of the age and sex groups.

Also, we analyzed the data based on the time to hospitalization
(early, late), we considered time to hospitalization as early if the
patient is hospitalized within 6 days from catching the disease and as
late if is hospitalized in a time greater than 6 days from catching the
disease. Since not all the COVID-19 patients are hospitalized, we
deleted the cases that have no hospitalization date. We then created
a survival object and fit the Kaplan-Meier curves by passing the
created survival object to survfit function. We obtained the results
given in Table 3, which shows the results for the first 20 days. The
results show that in the early time to hospitalization group over the
four days period 1 recovered out of 159, therefore, the proportion
not recovered rate is 158/159=0.994 (see Table 3 the first row), and
therefore the proportion recovered rate is 1-0.994=0.006. In the late
hospitalization group, the results show that over 12 days 1 recovered
out of 103 so the proportion not recovered is 102/103=0.990 and
hence the proportion recovered rate is 1-0.990=0.010. We note that
in the early to hospitalization group the recovery starts at day 4,
while in the late to hospitalization group the recovery starts at day
12.

The survival curve of the time to hospitalization groups is shown
in Figure 6. It is clear from Figure 6 B that the survival function
of the early time to hospitalization group consistently lies above
that for the late time to hospitalization group. This indicates that
the early time to hospitalization group is better recovering from
COVID-19 than the late time to hospitalization group. Also, we
note that the two functions are somewhat close to each other in

the first few days (up to day 4). This indicates that the early time
to hospitalization group can survive COVID-19 later after 4 days
from infection than its early one. The p-value of the log-rank is
0.0052, which indicates that the results are significant considering
p < 0.05 indicates statistical significance, in other words, the results
show that there is a significant difference between the early time to
hospitalization group and late time to hospitalization group.

Table 3: summary of the Kaplan-Meier estimates for the time to hospitalization
groups.

Early time to hospitalization group

time
n.
risk

n.
event

non-recovery
probability

std.
err.

Lower.
95% CI

Upper.
95% CI

4 159 1 0.994 0.006 0.981 1.000
5 157 1 0.987 0.009 0.970 1.000
7 147 4 0.961 0.016 0.930 0.992
9 133 3 0.939 0.020 0.901 0.978
10 124 3 0.916 0.023 0.872 0.963
11 118 4 0.885 0.027 0.833 0.940
13 110 2 0.869 0.029 0.814 0.928
14 103 2 0.852 0.031 0.794 0.915
15 100 4 0.818 0.034 0.754 0.887
16 92 5 0.774 0.037 0.704 0.851
17 85 2 0.755 0.039 0.683 0.835
18 81 2 0.737 0.040 0.662 0.819
19 77 4 0.698 0.042 0.620 0.786
20 70 7 0.629 0.046 0.545 0.724

Late time to hospitalization group
12 103 1 0.990 0.010 0.010 0.972
13 100 1 0.980 0.020 0.014 0.954
15 96 3 0.950 0.050 0.022 0.908
16 89 4 0.907 0.093 0.030 0.851
17 82 2 0.885 0.115 0.033 0.823
18 74 3 0.849 0.151 0.037 0.779
19 68 1 0.837 0.163 0.039 0.764
20 63 1 0.823 0.177 0.040 0.748

Cox regression model for time to hospitalization yielded the
hazard ratio, which represents relative that compares the early time
to hospitalization group with the late time to hospitalization group
as shown in Figure 8. A hazard ratio of 0.54 for the late hospital-
ization group tells us that patients who sent to hospital late have
less opportunity of recovering compared to patients who sent to the
hospital early, which served as a reference to calculate the hazard
ratio. As shown by the forest plot, the respective 95% confidence
interval is (0.35 – 0.84) and this result is significant (p-value=0.006).
Using this model, we can see that the time to hospitalization vari-
able significantly influences the patients’ recovery from COVID-19.
Also, We note that the obtained p-value is quite different from what
is shown with the Kaplan-Meier estimator and the log-rank test
and that is due to the same justification that we presented when
analyzing the sex and age groups.

Salinas-Escudero et al. study [24], which applied Kaplan-Meier
and Cox regression models to the Mexican found that the age factor
has a significant effect in recovering from COVID-19. This finding
agrees with our finding on the data we used. In another hand, their
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study found that sex group has significant effects, which disagrees
with our finding. Monira Mollazehi et al study [25] applied Weibull
model in Singapore. The factors they used are age and nationality.
Their finding agrees with ours regarding the age group.

The limitations that need to be declared in this research are:
First, the dataset is for a specific region and in a specific period.
Second, the dataset is relatively small compared to the total infected
cases.

Figure 8: Forest plot shows the hazard ratios of time to hospitalization group.

4 Conclusion
In this work, we used survival analysis to analyze COVID-19 data
that we obtained from the clinically diagnosed and confirmed cases
where the date of onset is recorded in Wuhan and elsewhere in China
from Jan 1 to Feb 11, 2020. We used the Kaplan-Meier method
which is an estimator of survival probabilities and the Cox regres-
sion model, which is known as the Proportional Hazard Model for
the analysis. The event of interest in our analysis is the recovery
of the patients from COVID-19 and the outcome is time in days
until the recovery. The predictor variables that we used are sex,
age, and time to hospitalization. The results show that the young
age group is better in recovering from COVID-19 than the old age
group with a significant difference (P-value = 0.00012) and at any
time 1.9 as many patients in the young age group is having an event
(recovery) proportionally to the old age group. The step functions of
the sex group show that the female and male groups are somewhat
close to each other in recovering from COVID-19 and the p-value
=0.63 indicates that there is a non-significant difference in the re-
sults between Male and Female considering p < 0.05 indicates
statistical significance. The results also show that early time to
hospitalization group can recover from COVID-19 better than late
time to hospitalization group (the p-value of the log-rank is 0.0052)
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 Day to day huge medical data have been accumulating for diabetic diseases. The  
complexity of storing, processing ,analyzing and predicting the data related to diabetics is 
not so easy for healthcare professionals .The prediction of accurate results also has the 
limitation due to  scale of data increasing worldwide for   patients, symptoms and test 
results .In this paper ,it has been tried to considered the diabetic related data storage on 
cloud and adopt integrated computational algorithms of datamining  for better prediction 
system to various  diabetic types(Type 1, Type 2 and Gestational).Though many 
computational prediction model and recommended system have been proposed by many 
researchers ,the proposed model has the novelty of considering the elasticity in data 
analysis due to frequent data changes of patients due to diabetic test time to time. In this 
work, Elasticity based Med-Cloud Recommendation System (EMCRS) is proposed for 
predicting the diabetic disease types and providing recommendations for the patients 
diagnosed with diabetes. Moreover, elastic resource allocation mechanism is proposed to 
provide cloud resources an on-demand basis to EMCRS.Various computational algorithms 
have been used for different proposed to make EMCRS to predict results as compared other 
existing system. The Adaptively Toggle Genetic Algorithm (ATGA) is applied for elastic 
resource allocation while increase in the number of data sets. ATGA has taken toggle 
genetic algorithm that shifts between Roulette Wheel Selection Operator. Hybrid 
Classification and Clustering Algorithm (HC2A) is used for classifying and clustering the 
diseased patients as Type 1, Type 2 and Gestational Diabetic patients. Fuzzy C Means 
clustering based attribute weighting (FCMAW) was used for classifying the diabetic data 
set. The accuracy of the system tested on Pima Indian Diabetic Dataset (PID) and US 
Diabetic Dataset (USD) from UCI website which is approximately 98% classification 
accuracy.   

Keywords:  
Diabetes 
Data Mining 
Cloud Computing 
Medical Cloud 
Prediction 
Fuzzy Clustering 
Neural Network 
Genetic Algorithm 
Recommendation System  

 

 

1. Introduction 

Diabetes is a chronic disease that begins with the failure of 
pancreas.  The pancreas fails to produce sufficient insulin required 
by the body [1]. The internal changes prompt to an increased 
concentration of glucose in the blood. It is a condition of high 
blood glucose level in diabetic patients.  It can cause either Type I 
or Type II diabetes. Type I is known as insulin dependent diabetes, 
which occurs when there is lack of insulin production. Type II 
diabetes is non-insulin dependent which is caused by the 
ineffective use of insulin by human body. This will result in excess 

body weight and physical inactivity.  An earlier prediction or 
recommendation system is needed to save the patients from the 
risk of diabetes.   In such a condition, Data Mining is suggested 
and found to be a better diagnostic tool which can be used by the 
medical practioners too.  

Data Mining is the process of selecting, exploring and 
modeling large amounts of data [2], [3]. This process has become 
an increasingly pervasive activity in all areas of medical science 
research. Data mining has resulted in the discovery of useful 
hidden patterns from massive databases. Consequently, data 
mining tools are now being used for clinical data. The bottle neck 

in data analysis is now raising the most appropriate clinical 
questions and using proper data and analysis techniques to obtain 
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clinically relevant answers [4].  But as the accumulated data is 
increasing abundantly, Data Mining algorithm alone is not enough 
to  retrieve  hidden pattern from the data.   

In order to improve the existing algorithm performance, the 
computing and storage resources are insufficient in traditional data 
mining environment.  In order to overcome the resource 
challenges, now day’s resources are utilized on-demand elastic 
manner with the development of Cloud Computing [5]. National 
Institute of Standards and Technology (NIST) defines [6] “Cloud 
Computing is a model for enabling convenient, on-demand 
network access to a shared pool of configurable computing 
resources (eg., networks, servers, storage, applications, and 
services) that can be rapidly provisioned and released with 
minimal management effort or service provider interaction”.  

The main features of cloud computing are on-demand self-
service, broad network access, resource pooling, rapid elasticity 
and measured service.  Cloud computing has three service models 
such as Infrastructure as a Service (IaaS), Platform as a Service 
(PaaS) and Software as a Service (SaaS).  It also has four 
deployment models such as public cloud, private cloud, hybrid 
cloud and community cloud. Elasticity is used to utilizing the cloud 
computing resources (Storage, Virtual machines, Servers, 
Platforms, network) in an elastic way based on the workload 
requirement. Elasticity manages the ability to increase or decrease 
the cloud system resources. Elasticity is defined by NIST [7], 
“Rapid elasticity: Capabilities can be elastically provisioned and 
released, in some cases automatically, to scale rapidly outward and 
inward commensurate with demand.  To the consumer, the 
capabilities available for provisioning often appear to be unlimited 
and can be appropriated in any quantity at any time.” 

Elastic resource allocation is completed with the help of proper 
workload prediction and scheduling which are used to improve the 
performance of the cloud system. There are no existing algorithms 
that focus on workload prediction with elasticity in cloud 
computing environment [8]-[10].  

In this research work, an Elastic Medical Cloud 
Recommendation System is proposed for diabetic classification, 
where Adaptively Toggle Genetic Algorithm is applied for the 
Elastic Resource Allocation.  HC2A is involved to classify the 
diabetes patients and in case of diseased patients, they are clustered 
into three types and the recommendation system is suggested based 
on the cluster.  

 The remaining work of the paper is formed as follows.  Related 
works are presented in section 2.  In section 3, the proposed 
algorithm is explained.  Results and discussions are presented in 
section 4.  Section 5 shows the conclusion and future directions of 
the work. 

2. Related Works 

One of the important feature in cloud computing is elasticity 
which provides resources in an on-demand elastic manner for 
cloud users and providers. In [11]the authors concentrated energy 
consumption in cloud computing resources with the support of 
elasticity. In [12] the authors designed a CBIHCS (Cloud Based 
Intelligent Health Care Service) for supervising user health data 
for diabetic detection and proposed simple heuristic for dynamic 
resource elasticity. 

 Resource scaling methods are explained by in [13] based on 
the queuing models. It contains database level, application level 
and storage level. Each levels were analyzed with the parameters 
such as throughput, resource utilization rate and response time. 
Based on the results to scale applications in cloud environment, 
they recommended the elastic cloud resource allocation algorithm.  
In [14] authors proposed an improvised genetic approach for 
effective cloud resource allocation by maintaining vertical 
elasticity in cloud IaaS environment. They concentrated on vertical 
elasticity which focuses virtual machines allocation on cloud 
servers based on the workloads to improve resource allocation. 
The Enhanced Genetic algorithm concentrated only on cloud IaaS 
environment.  

In [15], the scaling techniques of elastic resource management 
were classified as reactive or predictive imminent. Based on the 
workload requirements the system react without pre-planning in 
reactive imminent. In predictive imminent, the workload predicts 
the requirement of cloud servers that are allocated to handle the 
workload. In [16] it is proposed a cloud based framework with 
minimum resource setting for monitoring and diagnosis the PD 
(Parkinson’s Disease). The framework used cloud database, voice 
data and FBANN (Feedforward Backpropagation based Artificial 
Neural Network) classifier in cloud platform. 

The role played by evolutionary algorithms and Clustering 
algorithms in Medical Data Mining is incredible. K means 
algorithm was used in [17] to remove noisy data and Genetic 
Algorithm was applied to find the optimal set of features.  Finally 
Support Vector Machine (SVM) was used for classifying the 
diabetic patients.  The proposed method has obtained an accuracy 
of about 96.71%.  Fuzzy C Means Algorithm (FCM) [18] was used 
to determine the small clusters in Diabetic data set and Outlier 
detection method was applied for classification.  The accuracy was 
93%.  Attribute Weighting method [19] called Fuzzy C Means 
clustering based attribute weighting (FCMAW) was used for 
classifying the diabetic data set.  This method reduced the variance 
within the attributes and improves the classification accuracy.  It 
was done by transforming the non-linear separable datasets to 
linearly separable datasets.  FCM was applied to find the center of 
the attributes and the dataset is weighted according to the ratios of 
the means of attributes to centers of theirs attributes.  Then SVM 
and KNN classifiers were applied to classify the dataset.  The 
accuracy of the method was 84.38%.  

3. Proposed Work 

3.1. The system design 

In order to get maximum benefit from cloud computing, Cloud 
providers designed the architecture and deployment model. 
Various cloud architectures are designed by different cloud 
service providers. The conceptual diagram of cloud architecture 
is shown in Figure 1. Cloud service providers provide services to 
cloud users through internet and datacenter. Cloud servers 
contains memory utilization vector, processing unit and storage. 
Virtualization in cloud is to run multiple VMs on a single server 
and sharing these cloud resources among multiple cloud users. 
Based on the workloads, the VMs are allocated to process the data 
as per the command of elastic resource manager.
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Figure 1: Conceptual diagram of Cloud Computing Architecture

In this work, the task of the ERM (Elastic Resource Manager) 
has been concentrated with the goal of elastic resource allocation 
for improving the resource utilization. ERM is responsible for 
VMs scheduling, Monitoring VMs and Workloads.  Figure 2 
explains the proposed framework of EMCRS and Figure 3 
explains the flows of the proposed EMCRS for diabetic disease 
prediction.   

3.2. The Elastic Resource Manager 

The Elastic Load Manager task is to generate the schedule for 
the allotment of VM to the available cloud servers with the 
objective to improve the resource utilization. VM handler is 
responsible for handling VM queue which contains the user 
requests information. The scheduling algorithm brings the user 
request from VM queue and assigns it to the scheduler. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Framework for Elasticity based Med-Cloud Recommendation System 
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Figure 3: The EMCRS for predicting Diabetes 
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3.3. Pseudocode of ATGA (Adaptively Toggle Genetic 
Algorithm) 

Step 1:  Begin 

Step 2:  Generate initial population with randomly generated 
chromosomes 

Step 3: Calculate the objective Values for each chromosome in 
the current population 

Step 4: Observe the fitness distribution of current population 
based on the fitness variance  

Step 5: If the fitness variance is below 0.4 

Step 6:  Apply the Stochastic Universal Sampling Selection 
operator 

Step 7: Else 

Step 8: Apply the Roulette Wheel Selection operator 

Step 9:  End If 

Step 10: Store the parent chromosomes in mating pool 

Step 11: Store the best chromosomes from the current population 
as elite chromosomes 

Step 12: Apply the crossover operator for generating offspring 
chromosomes 

Step 13: Apply the Gaussian mutation operator to adaptively 
mutate genes   

Step 14: Update the current population with the offspring 
chromosomes 

Step 15: If termination condition is not reached 

Step 16: Go to Step 3 

Step 17: Else 

Step 18:  Output Best Chromosome 

Step 19: End If 

Step 20: End 

3.3.1. Flow chart Adaptively Toggle Genetic Algorithm  

The flow chart of adaptively toggle genetic algorithm is 
presented in figure 4. 

3.3.2. Working Principle of Adaptively Toggle Genetic Algorithm 

Even though it is a successful tool, many phenomena can 
affect the performance of Genetic Algorithm and such an 
important factor is the parameter settings of Genetic Algorithm. 
Most of the existing research works related to Genetic Algorithm 
were carried out with static parameter settings. But, inherently the 
Genetic Algorithm supports self-learning, parallelism and 
dynamism.  Hence, this research work got the insight to improve 
the Genetic Algorithm by utilizing the adaptive nature of genetic 
operators. The core idea behind the development of the proposed 
Adaptively Toggle Genetic (ATG) algorithm is that to 
intelligently manipulate the selector operator and to adaptively 
control the mutation operator in order to enhance the performance 

of the algorithm.  So, the two key operations of the proposed ATG 
algorithm are as follows. 

• Toggle the selection operator 
• Adaptively change the mutation probability 

3.3.2.1. Toggle the selection operator 

As selection operator is one of the crucial operators for the 
convergence of the Genetic Algorithm, the selector operator must 
be careful chosen and designed in order to make the best 
individuals to be survived in the successive generations.  Various 
selection operators are already available, but the before applying 
the selection operators, the characteristics and suitability of them 
must be analyzed.  In this research work, two selection operators 
are taken namely, roulette wheel selection and stochastic 
universal sampling selection operators. Though roulette wheel 
selection operator is the most commonly used selection operator 
in Genetic Algorithm, it fails when the fitness values of 
chromosomes in the population are highly scattered. This is due 
to the state that the high portion of the roulette wheel is assigned 
to the fittest chromosome where all the other chromosomes only 
obtain least sectors of the wheel. Therefore, the roulette wheel 
may provide biased output and it may lead to the premature 
convergence state. Hence, the proposed ATG algorithm calculates 
the fitness variance of the population at first and then it determines 
which selection operator to use at the current iteration of the 
algorithm. If the fitness variance is high the stochastic universal 
sampling selection is used, otherwise the roulette wheel selection 
is used. In this way, the proposed ATG algorithm intelligently 
toggles between the two selection operators and helps to conquer 
the premature convergence problem. 

3.3.2.2. Adaptively change the mutation probability 

The main task of the mutation operator is to provide 
exploitation in the search space. Further, it can also help to 
promote the gene diversity in the gene population. But, when the 
value of mutation probability is set as a constant, it may disturb 
the solutions in the global convergence state. Thus, the mutation 
probability value must be changed according to the convergence 
state of the algorithm. Hence, the mutation probability value in 
the proposed ATG algorithm is calculated based on the Gaussian 
curve as a function of the current iteration. In this way, the 
proposed ATG algorithm can escape from the local optima by 
adaptively changing the mutation probability value. 

Therefore, the two frequent problems associated with Genetic 
Algorithm namely the local optimum and premature convergence 
are eliminated by the proposed ATG algorithm through the 
dynamic switching between selection operators and adaptive 
control of mutation operator with additional benefits.  With help 
of ATG algorithm, the scheduler optimally allocates the virtual 
machines for processing the user requests.  The user queries are 
processed for performing the classification task using the 
proposed HC2A algorithm. 

3.4. Proposed Algorithm for Classification 

The HC2A is proposed to classify the diabetic patient data set.  
The Framework works in three phases as Pre-Processing Phase, 
Classification Phase and Clustering Phase. Figure 5 explains the 
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flow of the proposed HC2A, In the Pre-Processing Phase, the 
Genetic-Relative Reduct (G-RR) Algorithm is applied to remove 
the noisy data and eliminate the irrelevant data.  The output at this 
phase will be the reduced data set. The attributes are classified as 
Conditional and Decision Attributes.  At the initial state the 
variable R is initialized to null value.  And the variable γbest   is 
assigned to 0.  The γbest  value is stored temporarily in another 
variable γtmp  and R is stored in T.  

The consistency of the data set is checked after removing 
every attributes.  If the decision table is consistent, the attributes 
is removed and the reduced data set is stored.  If the classification 
accuracy of the Conditional Attributes obtained is greater than the 
classification accuracy of the Decision attributes (γRU(X) 
(C)>γX(D)), then the first Generation of Offspring is constructed.  
The obtained attributes are selected and then mutation and 
crossover operations taken place.   

Input: Diabetic Data Set 

Step 1 Start 

Step 2 Load Diabetic dataset 

Step 3 Initialize the parameters ( R,  )  ) 

Step 4 Call Genetic – Relative Reduct Algorithm 

Step 5 Check for Reduced Data set 

Step 6 If the data set is reduced  

             Go to Step 7 

              else  

             Go to step 3 

Step 7 Initialize the attributes 

Step 8 Apply Modified Particle Swarm Optimization – Neural 
Network Algorithm 

Step 9 Check for maximum number of epoch  

Step 10 Calculate error and accuracy 

Step 11 If the error is minimized  

                    Go to Step 12 

                     else       

                     Go to step 7 

Step 12 Apply Fuzzy C Means Clustering Algorithm 

Step 13 Check if the output is clustered and ready to suggest the 
recommendation system 

Step 14 If the clustered output is ready 

                  Go to step 15 

                  Else  

                  Go to step 12 

Step 15 Stop 

Output: Clustered output for the recommendation system 

The obtained Reduct set is stored in T. The Decision 
Attributes which are best are stored in the variable γbest . The 
obtained reduced set is stored in R.  The process goes on repeating 
until the optimal data set is obtained.  The obtained output is 
Reduct Set R.  After obtaining the optimal data set, the algorithm 
terminates. 

Step 1: Start 

Step 2: R= φ  

Step 3: γbest  = 0 

Step 4: do 

Step 5:  γtmp = γbest  

Step 6:   T=R 

Step 7:  for x in (C-R) 

Step 8:  If γRU(X) (C)>γX(D) 

Step 9:         Construct the First Generation 

Step 10:        Selection 

Step 11:        Crossover 

Step 12:        Mutation 

Step 13:         T=RU{X} 

Step 14:       γbest = γc(D) 

Step 15:       R=T 

Step 16: Until γbest == γtmp  

Step 17: Return R 

Step 18: end 

The next phase is classification phase.  In this phase, Modified 
Particle Swarm Optimization – Neural Network (MPSO-NN) 
Algorithm is employed to classify the dataset.  This phase 
optimizes the reduced data set and classifies it.  

Step 1: Initialize the population  

Step 2: Evaluate the fitness of the attribute 

Step 3: For each attribute, find the maximum fitness and 
compare it with the best found so far 

Step 4: Pbesti is equal to the location of maximum fitness 

function 

Step 5: Compare Fitness evaluation with population overall Pbest 

Step 6: If particle best is greater than gbest, then reset gbest(i) is 

equal to the current Pbest’s array index and value 

Step 7: Calculate Convergence factor 

Step 8: Calculate Inertia weight 
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Step 9: Update velocity and position and new population is 
generated 

Step 10: Adjust acceleration 

Step 11: If the data set is optimized 

                        Go to Step 12 

                        else   Go to Step 2. 

Step 12: Choose the initial weight 

Step 13: If the error is minimum  

                       Go to step 21  

                       else   

                       Go to Step 14 

Step 14: Apply the optimized dataset to the network 

Step 15:Calculate output for every neuron through hidden layer(s) 
to output layer 

Step 16: Calculate Error value at the output layer 

Step 17: Update the weight and bias at the output layer 

Step 18: Calculate the Error value at the hidden layer 

Step 19: Update the weight and bias at the hidden layer 

Step 20: Check if the maximum number of epochs 
reaches 

                If yes  

                Go to Step 21 

                else 

                Go to Step 14 

Step 21 Evaluate the network performance 

Step 22:  Classified output 

At the preliminary stage, the population is initialized and the 
fitness of the population is calculated.  The maximum fitness of 
each particles is compared with the best found so far as given in 
(1).   

 

best,i best,i 
,  

i best,i 

P ( )  P
{  

x ( )  P
i

best i
i

if f x
p

if f x
>

=
≤

  (1) 

The Pbesti obtained will be equal to the location of the 

maximum fitness function.  The fitness evaluation is then 

compared with the population’s overall best as in (2).   
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The convergence factor is calculated as  
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where C=C1-C2 

C1 is the cognitive learning parameter and C2 is the social 
collaboration parameter.  The C1 and C2 always lie between 0 and 
2.  Then the inertia value is calculated as given in (4).  The inertia 
value provides the balance between the exploration and 
exploitation.  Generally, the inertia value lies between 0.8 and 1.2.  
Lower value of inertia component speeds up the convergence of 
swarm to optima.  Higher values encourage the exploration of 
entire search space.   
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The velocity and position of the particle is updated using the 
(5). 
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Vid is the momentum of the particle and r1, r2 is random 
numbers (0, 1).  The acceleration of the particle is adjusted as 

max max

max max

(6)i
id

i

V if V V
V

V if V V
>= − <

 

After the reduced data set is optimized, then the optimized 
data set is fed as input to Multi-Layer Perceptron Network.  Back 
propagation learning is used to train the network.  The output for 
very neuron is calculated in the hidden unit and output unit.  It is 
calculated as  

1

( ) (7)

n

inj oj i ij
i

j inj

Z V x v

Z f Z
=

= +

=

∑  

Zinjinj e
Zfwhere λ−+

=
1

1)(  

The sigmoid activation function is applied in every layer.  The 
number of neurons in the hidden layer is fixed by  

(8)h i oN N N=  

where Nh is the number of hidden neurons in the hidden layer.  
Ni and No represent the number of neurons in the input layer and 
output layer. The error at the output layer is calculated using (9) 
and the weight and bias are updated using (10). 

( ) '( ) '( ) ( )[ ( )] (9)k k k ink ink ink inkwheret y f y f Y f Y f Yδ λ= − = −  
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jkjk zW αδ=∆ kokw αδ=∆   (10) 

If the maximum number of epochs is reached and the error is 
minimized the training process is stopped, and the classified 
output and results are taken.  The final output from this framework 
will be classified as binary output 0 or 1. 

In Clustering Phase, the data with value 0, that is the non-
diabetic patients are ignored and the diabetic patients with binary 
value 1 is again clustered using FCM to cluster the diabetes 
patients into three types as Type 1, Type 2 and Gestational 
Diabetes.   Fuzzy C-Means (FCM) is a clustering method that 
allows each data point to belong to multiple clusters with varying 
degrees of membership.  The objective function to minimize the 
FCM is: 

2

1 1

D N
m

m ij i j
i j

J x cµ
= =

= −∑∑  (11) 

where 

 D is the number of data points. 

 N is the number of clusters. 

 m is fuzzy partition matrix exponent for controlling the 
degree of fuzzy overlap, with m > 1. Fuzzy overlap refers to 
how fuzzy the boundaries between clusters are, that is the 
number of data points that have significant membership in 
more than one cluster. 

 xi is the ith data point. 

 cj is the center of the jth cluster. 

 μij is the degree of membership of xi in the jth cluster. For a 
given data point, xi, the sum of the membership values for all 
clusters is one. 

 

FCM performs the following steps during clustering: 

Step 1 Randomly initialize the cluster membership values, μij. 

Step 2 Calculate the cluster centers: 

1

1

D
m
ij i

i
j D

m
ij

i

x
c

µ

µ

=

=

=
∑

∑
  (12) 

Step 3 Update μij according to the following: 

2
1

1

1

( )
ij

N j j m

k k k

x c

x c

µ
−

=

=
−

−∑
  (13) 

Step 4 Calculate the objective function, Jm. 

Step 5 Repeat steps 2–4 until Jm improves by less than a 

specified minimum threshold or until after a specified maximum 

number of iterations.

Table 1: Confusion matrix for MPSO-ANN – PID 
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Table2: Confusion matrix for GA-RR+MPSO-ANN- PID 
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Figure 5: The work flow of HC2A 

4. Experimental Setup 

The proposed hybrid algorithm is implemented in Matrix 
Laboratory (MATLAB).  The source code developed are run on 
system with Inter ® i5 with 8 GB RAM.  The dataset required 
for experimentation is taken from the University of California 
(UCI) Website [20], [21].   

5. Results and Discussion 
The framework is implemented on Cloudsim and Matlab.  The 

metrics like Sensitivity, Specificity, Precision or Positive 

Predictive Value (PPV), Negative Predictive Value, False 
Positive Rate (FPR), False Negative Rate and Accuracy is used to 
evaluate the performance of the network with different number of 
neurons.  Sensitivity is also called as True Positive Rate which 
measures the proportions of positivies that are correctly identified. 
Specificity is defined as the measure of proportions of negatives 
that are correctly identified.  It is also denoted as True Negative 
Rate. 
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Table 3: Comparison of results obtained using different algorithms for PID 

Techniques Sensitivity Specificity Precision NPV FPR FNR Accuracy 

MPSO-ANN 0.90 0.47 0.87 0.54 0.53 0.09 0.81 

GA-
RR+MPSO-
ANN  

0.92 0.60 0.94 0.55 0.40 0.07 0.87 

GA-
RR+MPSO-
ANN+FKM  

0.99 0.51 0.93 0.88 0.49 0.01 0.92 

HC2A  0.99 0.94 0.99 0.94 0.06 0.005 0.98 

 

cesinsofnoTotal
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where, 

TP- True Positive 

FN- False Negative 

FP- False Positive 

TN- True Negative 

Pima Indian Diabetes (PID) Data Set is taken from UCI to 
evaluate the performance of the proposed algorithm.   It consists 
of a total of 8 attributes and one output class  A total of 768 
instances are taken for experimentation.  Table 1 depicts the 
results obtained using different algorithms.   The proposed 
algorithm after scheduling using the ATGA has given more 
accuracy when compared with other algorithms.  

The proposed HC2A  is compared with Modified Particle 
Swarm Optimization – Artificial Neural Network (MPSO-ANN) 
Algorithm [22], Genetic Algorithm-Relative Reduct Algorithm 
combined with MPSO-ANN GA-RR+MPSO-ANN) Algorithm 
[23], GA-RR and MPSO-ANN combined with Fuzzy K-Means 
Clustering (GA-RR+MPSO-ANN+FKM).  Table1, 2, 4 & 5 
explains the Confusion Matrix obtained for different algorithms.   

Below Table 3 shows the results that compares different 
algorithms for PID. Table 4  below shows the confusion matrix 
results. 

 
Table 4: Confusion matrix for GA-RR+MPSO-ANN+FKM – PID 
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The Table 5 below shows the results of Confusion Matrix for 
HC2A- PID. 

Table 5: Confusion Matrix for HC2A- PID 
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The sensitivity rate for PID is 0.99 with the proposed 

algorithm.  The sensitivity rate is increased since ATGA is applied 
for scheduling.  The prediction accuracy is increased to 98%.   The 
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other metrics which are used to measure the performane of the 
proposed framework also supports the algorithm in classifying the 
diabetes disease.  Figure 6 explains the results obtained by using 
the different algorithms.   

 
Figure 6: Performance of different algorithms  

Table 6: Confusion Matrix for MPSO-ANN – USD 
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Table 7: Confusion Matrix for GA-RR+ MPSO-ANN – USD 
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This algorithm is again experimented with US diabetes data 
set (USD) collected from UCI.  This data set consists of 10000 
instances, with 54 attributes and one output classes.  The 
promising results obtained supports the proposed framework in 

classifying the diabetes data set even when the number of data set 
increases, since the ATGA is applied for scheduling the Cloud 
Server.  The results obtained are tabulated in Table  10.  Confusion 
Matrix for MPSO-ANN, GA-RR+MPSO-ANN, GA-RR+MPSO-
ANN+FKM and HC2A is given in tables 6,7,8 and 9.  Figure 7 
gives the performance of different algorithms on USD.  Figure 8 
compares the performance of the algorithm on PID and USD 
based on Accuracy. It was observed and evident that the proposed 
Framework which comprises the ATGA and GA-RR+MPSO-
ANN+FCM is most suitable for diabetes prediction even with 
increase in the number of data set. 

Table 8: Confusion Matrix for GA-RR+ MPSO-ANN+FKM – USD 
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Table 9: Confusion Matrix for HC2A – USD 
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Figure 7: Performance comparison of different algorithms – USD Data set 

The below table 10 shows the Comparison of results that 
obtained using different algorithms for USD. 
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Table 10: Comparison of results obtained using different algorithms for USD 

Techniques Sensitivity Specificity Precision NPV FPR FNR Accuracy 

MPSO-ANN  0.82 0.70 0.94 0.39 0.30 0.20 0.80 

GA-
RR+MPSO-
ANN  

0.94 0.30 0.90 0.40 0.70 0.05 0.85 

GA-
RR+MPSO-
ANN+FKM  

0.96 0.4 0.93 0.55 0.60 0.04 0.90 

HC2A  0.99 0.87 0.99 0.91 0.10 0.008 0.98 

 

 
Figure 8: Comparison of performance of different algorithms in PID and USD 

Data sets based on Accuracy 

6. Conclusion 
Elasticity-based Med Cloud Recommendation 

System(EMCRS) is proposed for diagnosing the diabetes disease 
and providing recommendation for the diabetic patients. This 
framework is implemented on Cloud and hence the resource 
sharing is made more comfortable. Adaptively Toggle Genetic 
Algorithm is applied to allocate the cloud resources in elastic 
manner. In the proposed algorithm when huge spikes of data occur, 
the classification process and clustering is handed over to virtual 
manager to scale the data across virtual machines while 
maintaining the security features of medical data. The proposed 
algorithm focuses on workload prediction with elasticity in cloud 
environment, in case of scaling conditions which is a unique 
feature of the algorithm.  Hybrid Classification and Clustering 
algorithm is applied to classify and cluster the diabetic patients. 
The accuracy of about 98% is acquired for both PID and USD 
datasets. Performance metrics taken for evaluation also explores 
the effectiveness of EMCRS. Hence, it is evident that the 
proposed recommendation system is well suited for diabetic 
prediction. The limitation of the algorithm is the level of security 

on cloud data. The framework can be enhanced to predict and 
classify other types of financial and industrial data in future. 
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 Manufacturing industry is facing several challenges in power quality and energy 

consumptions that play a significant role in the cost of goods sold in addition to the 

operational efficiency of manufacturing plants. The current techniques are not enough to 

manage the manufacturing processes from power perspectives as it is focusing only on the 

monitoring of the power grids using smart meters connected to SCADA systems. In this 

paper, a novel technique is proposed that is based on energy-aware manufacturing process 

control model using internet of things technology. The model is applied on cabling industry 

use case in addition to implementation of a MATLAB model for this purpose whereas the 

IoT physical layer is collecting , analyzing and communicating the electric power 

parameters correlated with the manufacturing process parameters received from PLC IoT 

nodes. Accordingly, the effective power quality is enhanced using manufacturing process 

control rather than additional correction nodes in traditional techniques. On applying the 

model on cabling use case, the Total Harmonic Distortion (THD-current) is improved 10 

times to be 3.1% against 31.4% and the power factor is improved by 33% from 0.7 to 

0.93 without additional correction nodes. 
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1. Introduction  

This paper is an extension of work originally presented in 15th 

International Computer Engineering Conference (ICENCO) [1]. 

Power Quality ( PQ) has recently become a very important topic 

because of its effect on energy producers, equipment’s, 

manufacturers and consumers. There are so many industries 

nowadays that produce and use high technology for production 

thus high quality and high reliability are needed for these supplying 

strength [2]. The advantages of gathering real time monitoring is 

to develop the perception of awareness for power quality in 

factories. 

Despite these circumstances, the executions of energy quality 

steps in improving energy efficiency have not yet satisfied 

expectations. The reason for the deficits in energy efficiency 

realization include lack of time and clarity on energy consumption 

[3]. The widespread use of non-linear loads leads to a huge 

distortion of voltage and especially current waveforms that affect 

any power electronic system [4]. In power systems, harmonic 

distortion and power factor disturbance increase on daily basis due 

to an increase in the use of nonlinear loads such as system 

resonances, voltage distortion, interference with communications 

networks, transformers overloading, a negative impact on energy 

metering and a decrease in the overall system efficiency. Thus, 

these two factors are set to be a serious problem in terms of power 

quality and this may affect other pieces of equipment connected to 

a particular system. The optimal performance between increasing 

in energy demand without severe increases in energy costs come 

to be our challenge now days. Hence, according to IEEE and 

International Electro-technical Commission (IEC) standards, 

industries must devote a greater attention to keeping harmonics 

and Power Factor (PF) within permissible limits [5, 6]. 

Furthermore, (IoT) could have significant contribution on energy 

management, hence several (IoT) applications to reduce the energy 

consumption have been developed [7, 8].  

Power quality (PQ) monitoring methods that are recently 

produced have the capability to calculate and store data 
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automatically with a high sampling rate. Significant quantities of 

measured data, such as current signals, voltage signals, total 

harmonic distortion, and power factor, can be obtained by 

monitoring devices. Yet, they do not identify distortions 

automatically, and involve off-line analysis of the data recorded. 

Consequently, in order to identify the type of end-use equipment, 

harmonic variations, and power factor detection a real time 

technique study is provided in this paper to develop the perception 

of awareness for power quality in factories and examine the impact 

of energy efficiency in industries. In today's power systems 

connected to nonlinear loads, voltage and current waveform 

distortion are more prevalent. The prevalence and interaction of 

loads of this kind with the power supply system increases the need 

to use power monitoring equipment to assess the quality of electric 

power. This paper proposes a new architecture which makes use of 

real-time data to ensure prediction of machine failure, using power 

quality data and ways to improve the energy efficient process. The 

algorithm proposed can be used for automated correction of 

industrial energy profile using Internet of Things (IoT) technology. 

2. Literature review  

 Systematic approaches to eliminate the consumption of energy 

has been studied. Hence in order to explain the significance of 

problems with power quality, a detailed representation of any 

nonlinear system may be needed in the case of weak systems as 

interactions may occur between harmonics of different orders in 

such systems that are not predicted by linear time invariant models. 

Thus to identify and evaluate energy quality indices for various 

categories of electricity users, a fuzzy logic-based approach is 

suggested in [9]. Low energy quality is a serious concern for 

domestic, commercial and industrial users, in [10] issues of power 

quality in electrical systems is illustrated briefly.  

Harmonics in electricity networks have recently gained even 

more attention from the power industry as a key cause of PQ 

problems, in [11], the total harmonic and unbalance distortion is 

well-defined to help factories to reduce harmonic distortion. In 

[12], an index is determined to represent the thermal effects on 

three phase induction motors as a result of harmonic distortions. 

Researchers in [13,14] illustrate other methods of PQ disturbances 

such as inter harmonics and voltage fluctuations. Furthermore , a 

Harmonic Trap Filter in conjunction with a line reactor designed 

and implemented by [15], using Simulink to demonstrate the 

principle of harmonic analysis in a three-phase system.  

Additionally, the dramatic increase of electricity each year take 

the initiative on the aspect of energy efficiency in order to address 

the environmental issues. One of these aspects is the power factor 

correction. In [16], it is studied the importance of power factor 

which reflects how much the industries or organizations will 

consume the electricity efficiently. In [17], the authors investigate 

a system to carry out the effect of power factor on inductive loads 

using capacitor bank. Moreover, a system using a thyristor 

switching capacitor was proposed by [18], which helped to 

improve the quality of power and regulate the reactive power under 

the regularization of power factor. 

Decreasing energy consumption is important for increasing 

productivity thus the relationship between electricity and 

economic growth is vital .To conserve energy and enhance its 

efficiency, smart grids (SG) were developed to do that [19]. John 

S. In [20], it is highlighted and clarified the different demand 

response (DR) programs. A number of DR-based programs are 

offered to organization managers and consumers, in general, where 

they choose which program they want to follow in order to 

decrease the overall energy consumption. Likewise, as energy 

saving has been one of the critical problems in designing electronic 

devices, Smart home appliance control system was developed in 

the IoT environment, a smart control system based on the 

technologies of internet of things has been proposed in [21].  

3. Architecture for power quality management using IoT 

technology 

In this paper a new architecture is proposed to increase the 

levels of power efficiency in industries. A smart energy 

management technique is illustrated in Figure 1. Using this block 

diagram will help factories to reduce their energy consumption. 

This architecture depends on tracking different loads in the 

downstream zone.  

The architecture shown in Figure 1 is focused on monitoring 

the different loads attached in a Sensor Area Network (SAN), for 

the purpose of automated real-time monitoring of transient 

behaviour and accordingly the detection of anomalies related to 

power quality issues as voltage dwells, low power factor, and high 

order harmonics, that might happen as a result of grid’s load non-

linear behaviour. Most of this phenomenon is currently detected 

by capture of a measurement sample from the sub-system under 

test and that is usually reactive rather than proactive. 

The concept emphasized by the study is about converting the 

grid system into an autonomous grid that has the ability to auto 

detect the phenomenon using a transit-time domain analysis and 

thus paves the way for artificial intelligence techniques on board 

to automatically detect the abnormal phenomena even on odd 

occurrence based on the intra-load communication, source-load 

communication and load on board processing. The concept also 

states the edge of machine to machine communications that is the 

core base of the well-known IoT technology. 

According to Figure 1, the central processing server (CPS) is 

the node that is responsible for orchestration of the correction 

nodes on the correction plane according to the dynamicity of the 

load, and thus the CPS calculates and signals the configuration 

parameters to the corresponding correction nodes based on the 

measurements done by the IoT layer. The key difference between 

the existing techniques of correction and the proposed technique is 

mainly the holistic management of correction for the detected 

problem according to the multi-factor causal analysis.  

One example is the power factor transient’s detection that will 

be captured by IoT layer that is then escalated to CPS layer which 

in turn take the holistic decision to off –load the power factor 

capacitor bank and signal the synchronous power factor correction 

node to be in place in addition to active harmonic cancellation node 

in place of the passive one. The solution needs a level of 

intelligence as the classical capacitor bank response time to the 

change in loads will cause the failure of the classical technique. 

Moreover, the active cancellation will become effective due to the 

significant presence of several orders of harmonics rather than the 
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classical passive filter mode. The edge of the IoT layer in this 

example is in the consolidated view for the potential sources of 

problem with the decision of act on the optimum solution of 

correction. 

 

Figure 1: Schematic for the modules combining an intelligent energy 

management system in factories. 

Illustrated in Figure 2 the concept of IoT smart grid which adds 

intelligence at each step by using online monitoring of 

transmission lines for disaster prevention and efficient use of 

power in order to decrease the overall energy consumption inspired 

by the factory. The three-layer architecture provides a high level 

framework through which different approaches might be 

implemented. The first layer consists of Machine drives, which are 

pumps, electric motors, and fans, account for about half of the 

manufacturing sector's delivered electricity, layer two is the IoT 

layer which consists of IoT beacon which are used as linking 

bridge that helps to provide total tracking and the last layer is 

named by correction plane layer in which the power factor 

correction bank and the harmonic filter exists. 

The energy efficiency scheme is demonstrated by the flow 

chart in Figure 3, which begins by monitoring various production 

lines where each line has different load numbers, X is the order of 

each load, and N is the total number of loads. Two different 

parameters are evaluated on each load; power factor and 

harmonics. The CPS can detect if any of these parameters are not 

functioning effectively. A signal is sent to the CPS in the event of 

any errors. Where the problem can be overcome by the CPS, 

 

 

Figure 3: Flow Chart for energy saving analysis. 

4. Power Factor correction and Harmonics detection 

Matlab simulation model results and analysis 

A Matlab Model is designed to limit the voltage and current 

harmonics to be applicable with the IEC standards and to improve 

the power factor value. A Three-phase harmonic filters with power 

factor correction model for High-Voltage Direct Current (HVDC) 

is designed in Figure 4, using Matlab Simulink platform to reduce 

the voltage and current distortion in the power system. The model 

is designed using a frequency of 60 HZ and a firing angle = 19°. 

One capacitor bank C1 of 150 Mvar designed by a “Thee-Phase 

Series RLC Load”. Three types of different filters combination 

were also used including one C-type high pass filter tuned to the 

3rd  F1 of 150 Mvar ,one doubled –tuned filter 11/13th F2 of 150 

Mvar and one high pass filter tuned to the 24th F3 of 150 Mvar. 

The model used a switch control device for reducing the load 

imbalance and improving the efficiency of data processing. This 

 

 

Figure 2: IoT architecture for smart grid. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Schema for the modules composing an intelligent energy 

management system in factories 
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switch control is used to switch on or off when the CPS detect that 

the data received from the load is not achieving the threshold. The 

filter can be activated and deactivated using the breaker in the 

circuit. When the breaker (i.e. CPS) is closed, the filter is activated, 

the current and voltage will pass through the filter and will 

successively be filtered. Conversely when the breaker is opened 

the filter will be deactivated and will have no effect on the output 

waveforms of the system.  

After running the developed Simulink model with different 

values of  . A various responses are observed. The waveforms in 

Figure 5, 6 respectively illustrate that when the breaker is opened, 

the filter is deactivated, a highly distorted waveform was detected 

because of the nonlinear loads that can be existing in the system. 

Hence when the breaker is closed, the filter can remove the 

harmonics given the desired waveform which is free from 

distortion. 

 

Figure 4: Three Phase Harmonic Filter with aid of PF correction (Simulink 

Design). 

 

Figure 5: Output Waveforms when filter is disconnected. 

 
Figure 6: Output Waveforms when filter is connected. 

Table 1 and table 2 illustrate that by using a suitable harmonic 

filter with the aid of a suitable capacitor value, we can control the 

flow of these fluctuations. From theses measureable results, it can 

be inferred that the system has worked successfully. As for 

example, it is clear that with the assistance of the harmonic filters 

and a capacitor, the THD voltage has fallen dramatically from 17.1 

percent to 0.6 percent with an impedance of 407 Likewise, from 

7.4 % to 0.3 percent, the new THD has decreased. The PF has risen 

from 0.3 to almost 0.9, coming close to the ideal 1.0.0. The 

proposed technique is therefore highly effective. 1. 

Table 1: Comparison between voltage THDv and current THDi before and 

after adding the capacitor with the aid of the filter 

 

 

Z (Ω) 

THDv 
Without 
Filter 

(%) 

THDi 
Without 
Filter 

(%) 

 

Capacitor 

(F) 

THDv 
with 
Filter 

(%) 

 

THDi 
with 
Filter 

(%) 

407 17.1 7.4 6.2E-06 0.6 0.3 
400 16.2 7.1 8.0E-06 0.7 0.4 
301 17.0 7.8 9.3E-06 0.71 0.4 
261 17.01 7.12 1.0E-05 0.72 0.4 
224 17.04 7.11 1.1E-05 0.69 0.5 
193 17.08 7.14 1.2E-05 0.73 0.5 
169 18 7.51 1.2E-05 0.8 0.7 
151 17.53 7.19 1.1E-05 0.98 0.95 
338 17.98 7.18 8.4E-06 0.02 0.1 
488 16.82 7.00 6.1E-06 0.74 0.4 
319 16.80 7.20 9.5E-06 0.7 0.4 
335 17 7.31 9.1E-06 0.7 0.4 
242 17.01 7.08 1.1E-05 0.7 0.4 
187 17.2 7.16 1.3E-05 0.80 0.5 
279 17.52 7.3 1.0E-05 0.8 0.4 
156 17.69 7.4 1.9E-05 0.8 0.5 
138 17.03 7.5 1.39E-05 0.9 0.51 
152 17.7 7.22 1.40E-05 0.6 0.49 

131 18 7.20 1.41E-05 0.7 0.71 
 

Table 2: Comparison between PF before and after adding the capacitor 

     Z (Ω) Distorted P.F Capacitor (F) Corrected 

P.F 

406 0.30 6.2E-06 0.8 
359 0.34 8.0E-06 0.91 
300 0.4 9.4E-06 0.98 
260 0.47 1.0E-05 0.99 
223 0.55 1.1E-05 0.92 
192 0.64 1.2E-05 0.94 
168 0.7 1.2E-05 0.95 
150 0.82 1.1E-05 0.95 

338 0.36 8.5E-06 0.96 

487 0.25 6.1E-06 0.97 

318 0.15 9.5E-06 0.91 

334 0.14 9.1E-06 0.99 

241 0.41 1.1E-05 0.99 

186 0.53 1.4E-05 0.98 

279 0.17 1.0E-05 0.97 

156 0.32 1.9E-05 0.95 

137 0.72 1.5E-05 0.94 

152 0.65 1.5E-05 0.99 
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5. Existing and future power quality system model for 

different loads 

In the current technological transition scenario, power is very 

precious. A lot of researches need to improve the power quality 

system and find out the causes of power loss. In industries the huge 

increase in the use of inductive loads will leads to deficiency of the 

power system hence a routinely techniques have been used to 

detect the failures of their loads and correct it[22]. The classical 

approach shown in Figure 7 is to connect a direct act device with 

a current transformer (C.T) across the industrial input power lines. 

The C.T is directly installed at each load. In the classical scenarios, 

the technique of switching method (on/off) is used. Each load is 

supported by a controller device which is responsible for detection 

or cancellation to any failure on each line. 

For example, to correct the power factor, these old techniques 

make use of a microcontroller to control the switching phase of the 

linked capacitor bank at the end of the main power supply. Each 

load has its specific control device connected to the main power 

supply close to the variable load. The controller's job is to read the 

power factor, voltage and current of the device. Then the controller 

determines, according to a proven algorithm, to cut off the power 

for the specified load and decide how many capacitors should be 

added to raise the power factor to the value required. 

With this classical approach, there are two major problems: (1) 

the correction is a fixed one, so that if the industrial load differs , 

the correction becomes either less efficient or on the other hand, 

potentially overly efficient, resulting in an undesirable low leading 

power factor , (2) many industrial capacitor banks have inherently 

unpredictable maintenance problems. It would therefore be highly 

desirable to provide a device that would automatically correct the 

power factor of an induction motor in real time, so that as the 

applied mechanical load is varied, the motor runs at or near 

optimum efficiency continuously. 

 

Substantial energy savings could be achieved through the 

Building Energy Management System (BEMS) within the Smart 

Electric Grid setting. A new technique based on IoT real time data 

acquisition using Message Queuing Telemetry Transport (MQTT) 

protocol which is the most commonly used protocols in IoT 

projects. The proposed architecture make use of real-time data to 

ensure prediction of machine failure using power quality data and 

ways to improve energy efficient process. The development of an 

energy monitoring system with the ability to acquire, process and 

store data in real-time is required for improving energy efficiency 

operations of the manufacturing industries and to enable proactive 

maintenance .This architecture prove the concept of sense, infer 

and act. As shown in Figure 8, the IoT beacons can contact with 

each other through the MQTT protocol. Thus, they can agree 

together that for example load number (2) will be compensated 

only. Consequently, tune tone generated by centralized harmonic 

cancellation to connect central node to a specific load. 

 

 

Figure 9: The proposed model for energy management technique. 

6. Power factor and harmonics improvement: A Case study 

and Analysis of the processes of the production of a metals 

in Factories 

This work is a case study and review of the technological and 

energy aspects of the recommended design of the metal factory 

production lines in Egypt. The study provide the factory with some 

technologies which can be integrated into the factory production 

 

Figure 7: The classical power quality model for different load. 

 

 

Figure 8: Future power quality system model for different loads. 

 

http://www.astesj.com/


N.N. Gomaa et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1634-1642 (2020) 

www.astesj.com     1639 

processes in order to improve the product quality, minimize the 

need for electrical energy, reduce maintenance time and cost, and 

increase reliability and real-time data accuracy. 

This study reviewed the production line of metals in factories. 

The metal production line consists of four main process illustrated 

in Figure 9 which are drawing, stranding, insulation and assembly. 

In this power quality assessment, a power quality analysis of metal 

production process has been shown where power is given to 

different loads through transformer. Readings of power quality 

parameters such as voltage unbalance, current unbalance, power 

factor, harmonics and voltage fluctuation in each phase of the 

metal production have been studied. 

 The purpose of the electrical distribution system is to support 

proper operation of the loads. When any one of the loads fails to 

meet its purpose, it is time to investigate the problem, find the 

cause and initiate corrective action. When a load does not operate 

properly, the other loads agree together through the proposed 

architecture shown in Fig.9 that this load should be compensated 

only. Figure 10-13 show the average voltage distortion, average 

current distortion, average power factor and average harmonic in 

the drawing phase, stranding phase, insulation phase and assembly 

phase respectively from the metal factory. Finally all these 

parameters are measured at the main line, so that the power factor 

and the harmonics at the main line can be fixed directly. Thus, 

Figure 14 and Figure 15 illustrated the reading at the main line 

before and after correction correspondingly. 

 

(a) 

 

(b) 

  
(c) 

 

(d) 

Figure 10: (a) The average current distortion, (b) average voltage distortion, (c) 

average power factor and (d) average harmonic in the drawing phase respectively. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 11: The average current distortion, average voltage distortion, average 

power factor and average harmonic in the Stranding phase respectively. 
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(a) 

 

(b) 

 

(c) 

(d) 

Figure 12: (a) The average current distortion, (b) average voltage distortion, (c) 
average power factor and (d) average harmonic in the insulation phase 

respectively. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 13: The Assembly phase (a) The average current distortion, (b) average 

voltage distortion, (c) average power factor and (d) average harmonic in the 

assembly phase. 

 

(a) 

 

(b) 
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(c) 

 

(d) 

Figure 14: The average current distortion, average voltage distortion, average 
power factor and average harmonic readings respectively for the main line before 

correction. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 15: The average current distortion, average voltage distortion, average 
power factor and average harmonic readings respectively for the main line after 

correction. 

 The proposed system shown in Figure 9 will monitor the load 

current to detect the harmonics wave up to 49 th order and 

performs the computing process to analyse and calculate the power 

factor, then to transfer them to the high current capacity rectifier 

module along with the module processor in order to generate the 

compensation current in reverse direction, with overall response 

time less than 10ms and perform exceeding 97%.  

 Furthermore, Figure 16 illustrated the power consumption for 

one of the loads in four days. The measuring is taken by calculating 

the consumption of power for the three phases of one of the loads 

over time. Thus, it can be concluded that when using the proposed 

architecture a daily real time monitoring can be conducted which 

offers an understanding of energy usage and efficiency across 

different loads. 

 

Figure 16:  Energy consumption on one of the loads through four days  

7. Discussion and conclusion 

The manufacturing industry has been challenged 

with a lot of power quality problems in the overall 

including power factor, harmonics, unbalance ratios, 

power swells and dwells. Traditional techniques are 

moving towards correction steps as power factor 

correction using capacitor banks, synchronous power 

factor correction on individual loads, passive 

harmonic cancellations, active harmonic cancellations, 

soft switches to absorb spikes, voltage regulators, 

inverting technologies and others. However, those 

techniques are more focusing on correction of power 

rather than correction of manufacturing process that 

leads to the impact. 
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In the presented work , energy-aware process 

control model is proposed that is depended on IoT 

technology that enables the 

communication between PLC on machines and the energy 

management analytic platform on board to pinpoint the 

process 

that causes the phenomena to happen rather than the 

machine. For 

example, if two different machines working in 

parallel and doing 

the same operation type, machine x and machine y, that 

are 

installed in a factory. If the two machines are 

operating during 

three time shifts daily .Once the proposed model 

explore that 

machine x is doing wide spectrum of harmonic compared 

to 

machine y. The model will operate machine y for only 

two time 

shifts while machine x will operate for only one time 

shift. Hence 

the proposed model is able to stop the noisy machine 

and improve 

the overall power quality. 

The model is simulated using MATLAB and is applied 

on a use case in factory that is specialized in cable 

industry. The results 

shows that the model pinpoints key areas of 

improvement of 

reducing the operation hours of a specific 

malfunctioning 

machine by one shift (eight hours) and increasing on 

the other 

side of operation hours of other two healthy machines 

doing the 

same operation type by 3 hours each has led to 

significant improvement of the power factor by 33% to 

reaches 0.93 versus 

0.7 without impacting average OEE of the operation. 

On the other 

hand, the current total harmonic distortion is 

improved 10 times 

from 31.4% to 3.1% as shown in Figure 17 and 18 

respectively. 

The proposed model enables the cost-effective 

process 

management concept to achieve the same production 

results with 

better power quality and less energy consumption with 

minimum 

addition of correction nodes. 

 

Figure 17: The Total Harmonic distortion (THD) before applying the proposed 

technique. 

 

Figure 18: The Total Harmonic distortion (THD) after applying the proposed 

technique. 
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 Quantum computers are heterogeneous device. It consists of a main CPU and a quantum 
accelerator. True quantum accelerator (or coprocessor) is analog and probabilistic device. 
Qubits are the basic building blocks of quantum computers. But qubits can be digital. A digital 
qubit is similar to RISC processor pipeline and is an unique chain of digital gates. 
In this work, it is proposed to execute quantum routines in quantum computer not on the 
quantum chip but on the chip of a digital FPGA. This paper presents the architecture of such 
FPGA – an architecture of digital quantum coprocessor. The paper presents two types of digital 
quantum coprocessors - heterogeneous and homogeneous. The advantage of a homogeneous 
coprocessor is shown. 
The IP Core generator was developed to create VHDL descriptions of digital quantum elements 
and digital quantum coprocessors in general. 
In this paper heterogeneous quantum computer which consists of a main CPU and a FPGA-
based quantum accelerator (coprocessor) has been proposed. And these FPGA-based digital 
quantum coprocessors can have a homogenous or heterogeneous structure. Quantum 
coprocessors have up to 1024 qubits in one FPGA. A homogeneous quantum coprocessor 
performs better than a heterogeneous one. Also, its implementation is easier. 
The measured ratio of correct results for a 1024-qubit homogenous coprocessors is more then 
50 %. 
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Digital quantum coprocessor 
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Quantum Fourier transform 
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1. Introduction 

This paper is an extension of work originally presented in 
IEEE 11th International Conference on Dependable Systems, 
Services and Technologies (DESSERT) [1]. 

Quantum algorithms are a mixture of classical logic and 
quantum routines which can be executed on the quantum chip. In 
[2] a heterogeneous quantum computer architecture was presented. 
According to [2] a quantum computer consists of both a classical 
and quantum computing part. 

In this work, it is proposed to execute quantum routines in 
quantum computer not on the quantum chip but on the chip of a 
digital field programmable gate array, on a FPGA. This paper 
presents the architecture of such FPGA – an architecture of digital 
quantum coprocessor.  

As an extension of the results described in [1] heterogeneous 
and homogeneous digital quantum coprocessors are considered. It 
is important to note that a heterogeneous quantum computer and 
proposed heterogeneous quantum coprocessor are completely 
different concepts.  

Also, the number of digital qubits in the coprocessors under 
study was increased to 1024. 

Von Neumann architecture had for a long time a single 
processor. Then homogeneous multi-core processor dominated the 
processor development. In the era of microprocessors, the 
understanding came that heterogeneity is the best way forward to 
improve the compute power. System architecture with 
heterogeneous accelerators includes the main CPU and 
heterogeneous coprocessors such as floating-point math 
coprocessors, graphics and neural accelerators, FPGAs. In [2] and 
[3] heterogeneous quantum computer which consists of a main 
CPU and a quantum accelerator has been proposed. In this paper 
heterogeneous quantum computer which consists of a main CPU 
and a FPGA-based quantum accelerator (coprocessor) has been 
proposed. And these FPGA-based digital quantum coprocessors 
can have a homogenous or heterogeneous structure and can be used 
at the lowest level of full-stack quantum accelerators along with 
quantum chips and quantum simulators [3]. 

A quantum computer contains N qubits and a digital quantum 
coprocessor contains N digital qubits. In both cases as a result of 
any calculations they can produce any of 2N results. But the same 
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calculations can lead to different results. And every i-th result will 
be produced with probability pi. 

A qubit can be thought of as a device that has a group of inputs 
for data and instructions that control its behavior. Unlike a real 
qubit, a digital qubit can have an additional group of outputs. The 
exact qubit state code is generated on this group of outputs. An 
important element of the digital qubit is a pseudo random number 
generator (PRNG). Together with the qubit state code, the pseudo-
random code is used to generate a probabilistic result at the one-bit 
output of the qubit (Figure 1) [4].  

Quantum volume VQ is a metric that measures the 
performance of a quantum computer's capabilities and error rates 
[5]. In the simplest case, the quantum volume is d·N. Now the 
quantum volume of a real quantum computers is very small (at the 
level of milliseconds), but for digital quantum coprocessors it is 
practically unlimited. 

 
Figure 1: Digital qubit symbol  

The DiVincenzo [6] criteria are conditions necessary for 
constructing quantum computer. Not a single word about the 
physical nature of a quantum computer is included in this criterion. 
Therefore, you can try to create digital quantum computer. It can 
be created either as a software model or as a hardware device. 

“You can run a simulator on your phone that can run a 20-
qubit system. But once you get up close to 50, the amount of 
memory you need to run a simulator gets into the petabytes [of 
memory]. Over 50 and there is no way you can pretend to be a 
quantum computer. At that point you really need a true quantum 
computer” [7]. 

The number of qubits required for solving practical problems 
is now estimated at several thousand [8]. Creating a true quantum 
computer with so many qubits is a very difficult task, and a digital 
quantum coprocessor can already be created on one FPGA. 

The purpose of the article is to demonstrate the advantages of 
digital quantum computers over true ones. For this, it is necessary 
to develop a circuit for a digital qubit and a digital quantum 
coprocessor as part of a digital quantum computer. To compare 
different coprocessors, it is necessary to develop methods for their 
comparison. In this works digital quantum computers with 2n 

qubits (n = 5, 6, …, 10) have been used for research.  
Also, the purpose of the work is to determine the timing and 

hardware characteristics of the developed digital quantum 
coprocessors. 

An important task is the problem of the reliability of the results 
of modeling the operation of digital quantum coprocessors. In this 
work, it was successfully solved, it was shown that simulation 
results coincide with the results obtained during prototyping. 

2. Theoretical Foundations of Quantum Computing 

Along with measurement, the quantum superposition can be 
changed under external influence. 

 
Figure 2: A Bloch sphere (left) and a unit circle (right)  

A true quantum computer is an analog device and it has no 
memory. It has only gates. Therefore, there are no quantum 
programs. In the drawing of a true analog quantum computer, a 
sequence of quantum gates shows only the time sequence of qubit 
state changes. Software tool [14] allows to create circuits from 
quantum gates, simulate their work and manage it with C-like 
language instructions. This is very similar to the FPGA design. 

In the schema of a digital quantum computer, a sequence of 
digital quantum gates shows both the time sequence of qubit state 
changes and the relative physical position of the gates themselves 
in the space. 

A good illustration of a qubit can be an electron spin. An 
electron can change its spin in time from 1 to 20 nanoseconds [15]. 
This time can serve as a base operation time for compare the 
performance of true and digital quantum coprocessors. 

To compare the capabilities of true and digital quantum 
computers, one can calculate the quantum volume as a metric that 
measures the performance of a quantum computer's capabilities 
and probability that the qubit will work for some time t without 
failure: 

QV = N*p(t), 
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p(t) = e-t/MTBF is probability that the qubit will work for some 
time t without failure where (MTBF - Mean Time Between 
Failures); 

N is qubits number. 
For true qubits MTBF is microseconds and millisecond and 

p(t) run to 0 when t > 1 ms, QV << N. 
For digital qubits MTBF is practically unlimited (MTBF of 

modern FPGA is at level 50 years) and p(t) run to 1. So, for digital 
quantum coprocessor QV = N. 

The results of comparison of analog data processing methods, 
which are used in true quantum computers, and digital methods are 
summarized in the Table 1. All this speaks about the prospects of 
creating hardware digital quantum computers. 

3. The Structure of FPGA-based Digital Quantum 
Coprocessor 

A classical computer controls the operation of a quantum 
coprocessor (Figure 3) provides it with an input data, instructions 
and checks the result of its work [4]. This interaction is well 
described as a full-stack of the layers of an accelerator at [3]. 

A generalized functional diagram of full-stack hardware 
resources of quantum computer with realized in FPGA quantum 
coprocessor is given in Figure 4 [4].  

Table 1: Comparison of analog and digital data processing methods 

Characteristic Analog 
processing 
methods 

Digital 
processing 
methods 

Speed + - 
Versatility - + 
Microminiaturization - + 
Accuracy - + 
Zoom - + 
Transmission in space - + 

Transmission in time (memory) - + 
Immunity - + 
Reliability - + 
Testing, debugging, diagnostics - + 
Quantum volume  - + 

 
Figure 3: A classical computer with quantum coprocessor. 

 
Figure 4: A digital quantum coprocessor for classical computer. 

The top-level functionality of this stack is provided by the 
classic host computer. Functioning at the microarchitecture level is 
provided by embedded in FPGA microprocessor (AWP, control 
unit). 

And directly quantum computing is provided by a set of digital 
qubits and a switch matrix which connects the qubits to each other 
and transmits the final state code of all of them or only those 
required at the moment to the control unit.  

The connections between qubits can be static or dynamic. In 
this work static connections have been used. They do not change 
while the computer is running. 

A digital qubit consists of j series-connected digital quantum 
cells (Figure 5).  

 
Figure 5: RISC processor-like structure of a digital qubit DQBit. 

 
Figure 6: A digital quantum cell QCell. 
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A digital quantum gate transforms the input qubit state code 
into the output code under the influence of the instructions and 
their data, as well as under the influence of measured states of 
another qubits. 

Inverse functional transformation allows the creation and 
research of two types of digital quantum coprocessors: 

each quantum cell of the heterogeneous coprocessor has its 
own pseudo-random number generator and its own functional 
transformer; 

a homogeneous coprocessor contains only one pseudo-
random number generator and only one functional transformer for 
all quantum cells, for all quantum qubits (Figure 7). 

A simplified topology of a part of a FPGA chip with resources 
available to the user for design is shown in the Figure 8. These 
resources are sets of configurable logic blocks CLB, 
programmable switching machines PSW and I/O blocks IOB. The 
PSM and the wires laid on the chip between them and CLB make 
it possible to connect the CLB to each other. CLB can be 
programmed to act as a qubit (QB) or quantum cell (QC). This 
allows many digital qubits to be placed on one chip. The 
interaction of qubits and the control of qubits is carried out by 
digital methods using PSM. The use of COTS FPGAs makes it 
possible to create digital quantum coprocessors with a large 
number of qubits, which can operate for a long time under normal 
conditions. 

 
Figure 8: Simplified topology of digital quantum coprocessor FPGA chip  

Recently, other developers have also tried to connect digital 
technologies with true quantum computers:  

place true qubits on the crystal (similar to the Figure 8 shown) 
and organize interaction between them using digital methods [16]. 
It uses a custom crystal that can operate at ultra-low temperatures 
(near 4° K); 

carry out optical control of true qubits embedded in the chip 
[17]; 

use a pseudo-random number generator in true quantum 
computers [18]. 

In this study digital quantum coprocessors were implemented 
for the case of wave function real amplitudes (Figure 2) and for 
polar coordinate system to represent the movement of the vector 
(Figure 13) [12]. 

Algorithm design steps for digital quantum computer design 
on FPGA are standard for FPGA design: 

to create or to find an algorithm for solving the problem; 
to find or to create a mathematical description of the solution 

to the problem; 
for FPGA-based circuits to create graphic symbols of library 

elements and their descriptions in hardware description language; 
• to create a schema from library elements; 
• to simulate the created schema; 
• to implement the project; 
• to verify the project; 
• to make a prototype project. 

The IP Core generator was developed to create VHDL 
descriptions of digital quantum elements and schema of digital 
quantum coprocessors in general. 

4. Testing Digital Quantum Coprocessors 

The quantum Fourier transform (QFT) as a part of Shor’s 
algorithm [19] (Figure 9) for factorization [11] was chosen to 
compare different variants of quantum coprocessors. 

The QFT is defined as 
 

Only 2 types of digital quantum gates are required during QFT 
(Figure 10, Figure 11):  

• Hadamard transform H  

, . 
 

When implementing a digital qubit in the form of a chain of 
digital quantum gates and implementing only a QFT circuit on 
FPGA, there is no need to change the functions of the quantum 
gates. Therefore, the functions of each gate are determined only by 
their circuit. And there is no need for instructions that change the 
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function of the gates. Therefore, they are not shown in the 
Figure 12, but are shown in the general diagram Figure 4. And the 
data path in the Figure 12 is a chain of links named Q*, along 
which the changing qubit state code goes from one gate to another. 
The measured states of a qubit, which are called q*, are transferred 
from one gate to another as required by the algorithm for solving 
the problem. QFT determines spectrum of qubits states. 

 
Figure 9: Quantum factorization by Shor's algorithm 

 
Figure 10: QFT drawing  

 
Figure 11: Simplified drawing of QFT (5-qubits) 

The diagram for FPGAs corresponding to the Figure 11 is 
shown in the Figure 12. 

The QFT results were obtained as described in [12] and [13].  

5. Simulation and Verification of FPGA-based Digital 
Quantum Coprocessor 

For analysis the input state of qubits, which can conditionally 
be described as |XXX..X0>, where X corresponds to the neutral 
position of the vector in the unit circle - at angle of π/4, was 

selected. The probability of measuring the input state with odd 
code is podd=0, and with even codes is peven = 100/2n-1 %, where n 
is qubits quantity and the spectrum of qubit states at the QFT input 
will look like in Figure 14 (for 4 qubits). 

QFT simulation results for this case are shown in Figure 15. 
The 4 qubit digital quantum coprocessor determines the period of 
the input states spectrum with probability 38,5 %, so it correctly 
executes a QFT. 

Also digital quantum coprocessors with up to 1024 qubits, 
have been investigated [13], [20]. Similar studies were performed 
for other periods in input states spectrum (for 0, 1, 2, 4, …, 2n-1 

periods) [13]. 
Implementation results are summarized in Table 2. 
 

Table 2: Implementation Results of Heterogonous Digital Quantum Co-Processors 
(2n-1 periods) 

 

Qubit 
number, 

n 

 CLK 
period 
(ns) 

LUT 
number 

RAM 
number 

FPGA 
resoirces, 

% R 

FPGA 
7z 

type 
[21]. 

128 2.353 32352  14 045 
64 4.289 16043  15 010 
32 3.874 7983   010 
16 3.606 4000   010 
10 3.976 2522   010 
10 4.180 4307  24 010 
10 5.137 3754   010 
10 5.281 3650 20  16 010 

 
32-qubit digital quantum coprocessor (Figure 18) was 

implemented on ZedBoard Zynq-7000 ARM_FPGA SoC 
Development Board (Digilent, Figure 17) for verification. 

Verification and simulation results are almost the same (Table 
3). This indicates the creation of both a high-quality model of a 
digital quantum coprocessor and its prototype, which can be used 
in further research. Each experiment was repeated 4000 times to 
determine the probability of getting the correct result (Figure 19). 
The average level of correct results during the verification of a 
heterogeneous coprocessor is 9%, during the simulation of a 
homogeneous processor is 61%, during the verification of a 
homogeneous processor is 58%. 

 
Figure 12: FPGA schema of QFT (4-qubits) 
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Figure 13: A polar coordinate system (angle θ codes) 

 
Figure 14: Input state spectrum 

A homogeneous digital quantum coprocessor has shown 
better results than a heterogeneous one. Therefore, further research 
was carried out on a homogeneous digital quantum coprocessor. 

The probabilities of obtaining correct results during the 
verification for the operation of multi-qubit homogeneous digital 
quantum coprocessors are shown in the Figure 21. The work of 
coprocessors with 32, 64, 128, 256, 512 and 1024 qubits were 
investigated. 

 

 

 
Figure 16: Digital quantum computer 

 
Figure 17: FPGA Development Board 

 
Figure 18: Schema of digital quantum coprocessor for FPGA 

Table 3: Simulation vs verification 

Qubits 
 

number 
 N 

Qubits 
 width 

W, 
bits 

True 
results 

probability 
% H 

Cycle 
 
 

 T, ns Process 
32 3 61 3.874 Simulation 
32 3 58 8.0 Verification 

 
FPGA resources for 32-qubit heterogeneous and 

homogeneous coprocessors are presented in the Table 4.  
FPGA topology of 32-qubit digital quantum coprocessor is 

presented in Figure 20. 
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Figure 19: Probability of true results in digital quantum coprocessors 

 
Figure 20: 32-qubit digital quantum coprocessor topology 

This result indicates the creation of both a high-quality model 
of a digital quantum coprocessor and its prototype, which both can 
be used in further research.  

 
Figure 21: Probability of true results in homogenous digital quantum 

coprocessors 

Table 4: FPGA resources for 32 qubit coprocessors 

  Homo Homo Hetero Hetero 

  Used  Util % Used  Util % 

Slice LUTs 5831  10.96  7669  14.42  

# of logical 
nets 

21575    28147    

6. Conclusion 

The paper shows the advantage of digital quantum computers 
over true computers in terms of quantum volume. The paper 
presents heterogeneous quantum computer which consists of a 
main CPU and a FPGA-based quantum accelerator (coprocessor). 
This FPGA-based digital quantum coprocessors can have a 
homogenous or heterogeneous structure. Structures of digital 
quantum qubits and cells are also presented.  

The IP Core generator was developed to create VHDL 
descriptions of digital quantum elements and digital quantum 
coprocessors in general. 

32 qubits homogeneous digital quantum coprocessor 
generates correct quantum Fourier transform results with a 
probability of 61% during simulation and 58% during prototyping. 

1024 qubits homogeneous digital quantum coprocessor 
generates correct quantum Fourier transform results with a 
probability more than 50 % during simulation. 

Homogeneous digital quantum computer generates the correct 
results of the quantum Fourier transform 7 times more often than 
heterogeneous one. 

The hardware cost of homogeneous digital quantum 
coprocessors is 20% less than that of heterogeneous coprocessors.  

The number of logical nets in homogeneous digital quantum 
coprocessors is 20% less than in heterogeneous coprocessors. 

Digital quantum coprocessors verification results are 
practically the same as simulation results. This indicates the 
creation of both a high-quality model of a digital quantum 
coprocessor and its prototype, which both can be used in further 
research. 
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 Diabetes Mellitus Type 2 is a chronic disorder that affects the way the body metabolizes 
sugar (glucose) in the blood and depends on a combination of risk factors, such as genes 
and lifestyle. Although certain risk factors such as family history, age, or ethnicity cannot 
be changed, those related to diet, physical activity, and weight can be changed. These 
lifestyle changes can affect the probability of developing type 2 diabetes and its 
complications. In this research work, the prevention of the patient to develop type 2 diabetes 
with the option of leading a healthy lifestyle is proposed and reinforcing the population of 
each establishment with health education. It is a quantitative approach, a non-
experimental, descriptive, and correlational study, with a population of 300 outpatients 
from a district of North Lima, who answered a questionnaire with sociodemographic data 
and the instruments of the level of physical activity IPAQ and risk of FINDRISK type 2 
diabetes mellitus. In the results with respect to the level of physical activity, low 125 
(41.7%) predominated and at risk of type 2 diabetes mellitus, 113 (27.7%) predominated. 
In conclusion, the population should be educated to have an adequate lifestyle by improving 
physical activity to prevent the risk of contracting diabetes. 

Keywords:  
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1. Introduction  

Type 2 diabetes is currently considered one of the non-
communicable diseases with the greatest negative impact and 
projection on the quality of life of the world population and 
represents a world health problem [1]; it is diagnosed in 85-95% 
of all those who suffer from it, with a higher percentage in less 
developed regions (one in 14 adults will have diabetes mellitus). It 
is estimated that nearly four million deaths a year are directly 
related to this condition, based on changes in the lifestyle of the 
population, associated with sedentary lifestyle, obesity, high blood 
pressure and other cardiovascular risk factors [2]. For these 
reasons, it is the fourth cause of death in the entire universe [3].  

Globally, the number of patients diagnosed with type 2 
diabetes mellitus has exceeded the references by more than 100% 
increase in the last 20 years [4]. In its development, it is related to 
lifestyle, age, sex, ethnicity/race and family history of Diabetes 
Mellitus Type 2 (DMT2) [5]. The Body Mass Index (BMI) 
increased means the probability of developing DMT2, to a greater 

extent in individuals with a Normal BMI compared to the obese, 
identified physical activity as a fundamental strategy in its 
prevention [6]. 

In Peru, the number of people with diabetes mellitus is 
increasing very rapidly and the main cause of its rapid increase is 
the important change in the lifestyle of the Peruvian population, 
whose current characteristics represent an excessive intake of 
high-calorie foods (junk food and sugary drinks), and what is 
equally worrisome: a reduction in physical activity that directly 
leads to a high morbidity of overweight and obesity [7]. 

Regular physical activity is essential for disease prevention, 
particularly chronic non-communicable diseases; Health 
promotion; quality of life; and reduction of mortality [8]. 

In [9], the study prevalence and incidence of type 2 diabetes 
mellitus in the general adult population of Peru, they define the 
prevalence of type 2 diabetes mellitus nationwide according to the 
National Survey of Nutritional, Biochemical, Socioeconomic and 
Cultural Indicators study was 5.1% in 2004-2005, and it increased 
to 7.0% in 2010-12, Perú Diabetes (PERUDIAB,  national study). 
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The Risk Factors of Non-communicable Diseases study in Lima 
and Callao reported a prevalence of 3.9% in 2006, and in 2010-
2012 the Centre of Excellence in Chronic Diseases (CRONICAS) 
study also in Lima found this indicator at 5.5%. Regarding the 
incidence, three of the nine studies analyzed PERUDIAB 
estimated the incidence of diabetes in 19.5 new cases per 1,000 
person-years. The CRONICAS study, in selected populations of 
Lima, Puno and Tumbes, found the same result. The Perú’s Rural 
to Urban Migrants (PERU MIGRANT) study estimated a 50% 
lower incidence than the previous two studies, although more than 
half of the population in this study lived in rural areas or were 
migrants from rural to urban areas. 

In [10], the author studied physical activity in outpatients with 
diabetes mellitus type 2 concluded that 88% of diabetic patients 
had inactivity or minimal physical activity, estimating that patients 
with diabetes have a higher level of inactivity than the general 
population. 

In [11], the author indicates that leading a healthy lifestyle 
pattern could lead to a lower risk of diabetes mellitus type 2, which 
identifies 142 associations related to the risk of developing DMT2. 
In which, they pointed out that Eleven associations (8%) presented 
evidence for the risk of DMT2 (low consumption of whole grains, 
metabolically healthy obesity, increased sedentary time). Thirty-
four associations (24%) were associated with an increased risk of 
DMT2 and presented highly suggestive evidence, they were the 
following: high BMI, low educational level, gestational diabetes, 
increased consumption of processed meat, high level of total 
physical activity. Twenty-nine associations had suggestive 
evidence (20%), and 42 associations had weak evidence (30%) of 
DMT2 risk. All but six associations with convincing or highly 
suggestive evidence were based exclusively on prospective cohort 
studies.  

The main objective of the study is to determine the risk of 
developing diabetes mellitus type 2 in relation to its level of 
physical activity in adults treated in health centers in a district of 
North Lima. It is important the need to modify the lifestyles of the 
population, associated with sedentary lifestyle, obesity, high blood 
pressure and other cardiovascular risk factors and thus identify 
physical activity as a fundamental strategy in its prevention. 

Diabetes mellitus risk is understood as the probability of 
presenting or suffering from type 2 diabetes in adults attended in 
District-Rímac health centers, which can be evaluated by the 
presence of indicators such as age, body mass index, 
anthropometry waist, physical activity, consumption of vegetables 
or fruits, blood pressure medication, diagnosis of high glucose 
values and a history of diabetes mellitus [12].  

The technique to be used in the research work will be the 
survey, which a significant amount of data will be obtained 
optimally and effectively. To measure the risk of type 2 diabetes 
mellitus, the data collection instrument will be used, the Finnish 
Diabetes Risk Score (FINDRISK) test that considers eight items 
grouped into eight dimensions and the level of physical activity 
will also be evaluated using the International Physical Activity 
Questionnaire (IPAQ), which considers 27 items grouped into 
three dimensions. 

The data collection process will be carried out during the 
month of June through surveys, after the data will initially be 
entered into a data matrix designed in the Microsoft Excel 2013 
program, then will be exported to the IBM SPSS Statistics version 
24.0 program. It will apply descriptive statistical tests such as 
absolute frequencies, relative frequencies, and measures of central 
tendency, determining the risk of developing diabetes and the level 
of physical activity. 

The following research work is structured as follows: In section 
II, the methodology that will determine the research work will be 
presented, with emphasis on the instrument, techniques to be used, 
scope of the study, valid inclusion, and exclusion criteria for the 
estimated population, among others. In section III, the results will 
show the tables and graphs obtained after data processing with an 
emphasis on determining the risk of developing type 2 diabetes 
mellitus and the level of physical activity of the studied population. 
In section IV, it will present the discussions of the research work 
and finally in section V, the conclusions obtained through the 
present research work, as well as the future work that leads to the 
timely detection of type 2 diabetes mellitus and the adoption of 
healthy styles. 

2. Methods 

 The steps to carry out the survey as the population and sample 
were obtained, type of study, inclusion and exclusion criteria, 
analysis of the variables, data collection, location and application 
of the IPAQ and Finnish Diabetes Risk Score (FINDRISK) 
instruments. The paper before its application went through an 
ethics committee in which it was approved.  

2.1. Population and Sample 

It was applied to 300 outpatients at risk of developing diabetes, 
in the nine Health Centers of the Rimac district, considering the 
total distribution of patients who participated in the study, the 
sample corresponds to 35 participants from each center: H.C. 
Rímac, H.C. Caquetá and H.C. Flor de Amancaes. Likewise, 34 
participants from Leoncio Prado, San Juan de Amancaes, Mariscal 
Castilla, Ciudad y Campo and Villa Los Ángeles. 

2.2. Inclusion and Exclusion Criteria 

Inclusion criterion is that all patients who receive regular care 
and wish to collaborate voluntarily in being evaluated to obtain a 
risk diagnosis participate and exclusion criteria; Patients who did 
not wish to participate in the study are excluded. 

2.3. Type of study 

The present work, due to its data collection characteristics and 
the measurement of the variables, has a quantitative approach, a 
non-experimental, descriptive and correlational study. 

2.4. Analysis of the variables 

The present study presents a main variable that is the risk of 
diabetes, the data collection instrument was used, the FINDRISK 
test that comprises eight items grouped into eight dimensions and 
also can be evaluated through the presence of indicators such as 
age, body mass index, anthropometry of the waist, physical 
activity, consumption of vegetables or fruits, medication for blood 
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pressure, diagnosis of high glucose values and a history of diabetes 
mellitus [13].  

The level of physical activity will be evaluated using the IPAQ 
questionnaire. The short version evaluates three specific 
characteristics of activity: intensity (mild, moderate or vigorous), 
frequency (measured in days per week) and duration (time per 
day). Activity of moderate intensity is considered as which 
produces a moderate increase in respiration, heart rate and 
sweating for at least 10 continuous minutes, and vigorous activity, 
such as which produces a greater increase in the same variables, 
for 10 minutes or more [14].  

2.5. Instruments  

The data collection technique was the survey and the selected 
instruments were the FINDRISK test and the short version IPAQ 
questionnaire to measure the level of physical activity. 

The data collection process will be carried out during the 
month of June through the surveys, later the data will be initially 
entered into a data matrix designed in the Microsoft Excel 2013 
program, and then they will be exported to the IBM SPSS Statistics 
version 24.0 program. And the data analysis will apply descriptive 
statistical tests such as absolute frequencies, relative frequencies 
and measures of central tendency, determining the risk of 
developing diabetes and the level of physical activity. 

The instrument was applied in the nine establishments of the 
Rímac district. The respective permission was requested from 
Directorate of Integrated Health Networks (DIRIS) Lima Norte, to 
have access to health centers, for this purpose an enrollment was 
made in the ethics committee to approve the instrument to apply; 
After approval, it was presented to the head of each establishment 
and permission was given to the triage health personnel in charge 
of the area to develop the questionnaire. 

Figure 1: The patient is triage taking anthropometric measurements, before going 
to the external office to be evaluated 

As shown in Figure 1, the instructions on how to carry out the 
respective filling in of the questionnaires are explained to the 
patients, they were informed to mark a single alternative in the 
questions avoiding smearing, and the patients were also consulted 
to ask before any doubt that they would not understand, to obtain 
real data. 

Figure 2 considers the distribution according to sex of the total 
number of people who participated in the study, segmented by each 
health center in the Rímac district, an analysis that considers 35 
HC respondents: Rímac, Caquetá and Flor de Amancaes; the 
second block considers the HC with 34 respondents: Leoncio 
Prado, San Juan de Amancaes, Mariscal Castilla, Ciudad y Campo 

and Villa Los Angeles; and finally the block of 25 respondents the 
HC Piedra Liza, an activity that was carried out according to 
schedule and considered the minimum established quota. 

 
Figure 2: Filling out the survey of outpatients treated in the health center of a 

district of North Lima - 2019 (N = 300) 

2.6. Developing the surveys 

The patients were interested in reading the questionnaire; some 
patients were hesitant to answer because of their advanced age they 
did not understand the questions, they did not interpret it in the 
health field. 

Based on good data collection in most of the patients with good 
attitude and with consent, they collaborated in the survey. In some 
patients, they did not give their consent because of the time or they 
had another meeting, the discomfort of the patient and/or relatives 
when waiting for care was also observed, so they arrived before 
the mentioned time and were not treated, since that this has an 
impact on answering the survey. 

It is important in the data collection, the technical staff of the 
triage service since their function is to take the anthropometric 
measurements (weight, height) and the abdominal perimeter of all 
the patients before entering the medical office and thus be 
diagnosed and evaluated. 

3. Result 

After collecting the data, graphic tables were generated where 
it will synthesize the information and graphics so that the results 
obtained are easier to understand. 

Table 1: Sociodemographic data on the risk of type 2 diabetes and physical 
activity in outpatients treated at health centers in a district of North Lima, 2019 

(n=300) 

Sex of hospitalized 
patient 

Frequency 
(f) 

Percentage 
(%) 

Female 214 71.3 
Male 86 28.7 

Health Center Frequency 
(f) 

Percentage 
(%) 

CMI Rímac 35 11.7 
Caquetá 35 11.7 
Flor de Amancaes 35 11.7 
Leoncio Prado 34 11.3 
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San Juan de Amancaes 34 11.3 
Mariscal Castilla 34 11.3 
Ciudad y Campo 34 11.3 
Villa los Ángeles 34 11.3 
Piedra Liza 25 8.3 

Degree of Study Frequency 
(f) 

Percentage 
(%) 

No studies 2 0.7 
Primary Incomplete 2 0.7 
Primary Complete 4 1.3 
High School 
Incomplete 18 6.0 

High School Complete 91 30.3 
University study 
Incomplete 41 13.7 

University study 
Complete 142 47.3 

Marital Status Frequency 
(f) 

Percentage 
(%) 

Single 121 40.3 
Cohabitant 87 29.0 
Married 65 21.7 
Separated 7 2.3 
Divorced 6 2.0 
Widowed 14 4.7 

Type of Family Frequency 
(f) 

Percentage 
(%) 

Nuclear 111 37.0 
Single parent 36 12.0 
Extended 71 23.7 
Expanded 40 13.3 
Reconstituted 7 2.3 
Equivalent 9 3.0 
Single Person 26 8.7 
Mental health 
disorder 

Frequency 
(f) 

Percentage 
(%) 

Depression 3 1.0 
Family violence 3 1.0 
Not have 294 98.0 

 
Table 1 considers the socio-demographic data regarding the 

sex of the participants, most of the surveyed sample, equivalent to 
71.3%, is female. There are nine health centers in North Lima that 
were part of the study, which between 34 and 35 patients (11.7% 
and 11.3% respectively) for each health center made up the study 
sample, except for Piedra Liza Center, which had 25 patients 
(8.3%). Likewise, the data of the surveyed sample (47.3%) has 
completed higher education, followed as a percentage of those 
with complete secondary education (30.3%). Regarding marital 
status, most respondents (40.3%) were “single”. In a similar way, 
37% of the surveyed patients denied having a mental health 
disorder. 

Figure 3 considers the history of diabetes, which the risk is 
considered considering direct affinity, in which 108 patients are 
observed, representing 36% have no history, that is, relatives with 

a diagnosis of diabetes, followed by 104 patients representing 
34.7% consider that there is a history of diabetes (grandparents, 
aunt, uncle, cousin, brother) and lastly 88 patients representing 
29.3% consider that there is a history of diabetes (parents, siblings, 
children), they consider the line Transmissible with higher 
prevalence. 

 
Figure 3: History of diabetes mellitus in outpatients attended in different health 

centers of a district of North Lima - 2019 (N = 300) 

 
Figure 4: Patients surveyed who perform physical activity, cared for in the 

establishments of a District of North Lima - 2019 (n=300) 

In Figure 4 regarding the level of physical activity, it is 
observed that 92 (30,7%) of the patients present a high level of 
physical activity, 83 (27,7%) a medium level of physical activity 
and 125 (41,7%) low level of physical activity. 

In Figure 5 regarding the risk of type 2 diabetes mellitus, it is 
observed that 79 (26,3%) of the patients present a low risk, 113 
(27,7%) present a slightly high risk, 46 (15,3%) present a moderate 
risk, 52 (17,3%) present a high risk and 10 (3,3%) of the patients 
present an extremely high risk. 

125(41,7%)

83(27,7%)

92(30,7%)

Level of Physical Activity

Low Medium High
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Table 2: Relationship between the Risk of type 2 diabetes mellitus and Level of physical activity in outpatients attended in health centers of a district of North Lima, 2019 
(n = 300) based on the Pearson's Chi-square statistical test (X2) 

 Level of physical activity 
Total 

Low Moderate High 

R
is

k 
of

 ty
pe

 2
 d

ia
be

te
s m

el
lit

us
 

Low 
Count 30 27 22 79 
% of total 10,0% 9,0% 7,3% 26,3% 

Slightly high 
Count 55 28 30 113 
% of total 18,3% 9,3% 10,0% 37,7% 

Moderate 
Count 17 10 19 46 
% of total 5,7% 3,3% 6,3% 15,3% 

High 
Count 19 17 16 52 
% of total 6,3% 5,7% 5,3% 17,3% 

Very High 
Count 4 1 5 10 
% of total 1,3% 0,3% 1,7% 3,3% 

Total 
Count 125 83 92 300 
% of total 41,7% 27,7% 30,7% 100,0% 

Chi-square tests 
 

Value 
 

gl 
 

Sig. (p) 
9,653 8 0,290 

 

 
Figure 5: Risk of type 2 diabetes mellitus in patients treated in establishments in 

a District of North Lima - 2019 (n = 300) 

Table 2 shows the relationship between risk of type 2 diabetes 
mellitus and level of physical activity in outpatients treated in 
health centers in a district of North Lima, where the significance 
value of the chi-square test is of 0,290 (p> 0.05) (X2 = 9,653; g.l. 
= 8), therefore, there is insufficient evidence to deny the 
dissociation hypothesis. Given the above, it is concluded that there 
is no significant relationship between the risk of type 2 diabetes 
and physical activity in outpatients in health facilities in a district 
of northern Lima, 2019 with a confidence level of 0,05 (95%). 

The importance of obtaining data allows us to identify the 
relationship between physical activity and the risk of T2DM and 
which factors are risk factors, which we can carry out prevention 

strategies that allow maintaining the well-being of the person, also 
serves for future research with studies that allow evaluating the 
relationship between physical activity and risk of T2DM in which 
they can look for the effectiveness of the strategies applied in this 
research work. 

4. Discussion 

For the present research work, the focus was given to the 
patient on their physical health, although we can affirm that the 
risk of having type 2 diabetes mellitus today is one of the problems 
in our country due to the sedentary lifestyle that people present due 
to physical inactivity. 

In the results on the level of physical activity, the patients 
present a low level of physical activity 125 (41,7%), this is since 
the patients have an inappropriate lifestyle, where sedentary 
lifestyle is the first factor present when physical activities are not 
performed, therefore patients tend to have an increased risk of non-
communicable diseases that can compromise their health 
throughout their lives. In [15], the author argues that sedentary 
lifestyle is a predisposing factor for metabolic diseases where long 
hours spent at a computer, being on the phone and the eating of 
fast-food foods that provides a high caloric index, that is not waste 
by not performing any physical activity, compromises the health 
of the person generating health problems. 

In the risk results for T2DM, patients present a slight risk of 
having this disease 113 (27,7%), this is since the prevalence of 
morbidity for contracting T2DM is increasingly considered higher, 
because people nowadays they manage an inadequate lifestyle, a 
poor diet, diminished family activities, also family history, where 
the person who has a relative with this disease if it does not have 
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an adequate lifestyle can develop the disease. Therefore, adopting 
prevention and control strategies will reduce the risk of 
contracting T2DM. In [16], the author argue that family history of 
diabetes risk tends to increase the degree of susceptibility to the 
disease and that it is not possible to modify it, but also changes in 
the lifestyle of the person as a preventive measure by modifying 
food consumption, increasing physical activity and reducing body 
weight, are actions that allow the person to increase the benefits 
in their own health, ensuring well-being and trying to maintain a 
healthy life. Likewise, in [17], they argue that the self-care that 
patients with diabetes mellitus should exercise in themselves is 
important because it is related to the actions that each person take 
for their own benefit of their health including physical activity, 
proper nutrition, and self-control. 

5. Conclusion 

It is concluded that the population should be educated about 
the importance of increasing physical activity and of a healthy 
lifestyle where the well-being of health in the person is balanced. 

It is concluded that nutritional counseling should be provided 
when making home visits to patients with diabetes mellitus. 

It is concluded that the strengthening and control of prevention 
programs in primary care related to chronic diseases, including 
type 2 diabetes mellitus, should be considered. 

It is concluded that preventive actions should be taken in the 
patient with diabetes mellitus such as a healthy lifestyle, a diet 
program that suits the patient and physical activity. 

The main limitations in this research is the understanding that 
patients had about filling out the surveys, also, the time they had 
to fill out the surveys was also limited because the patients were 
waiting to be attended in the health centers and some did not want 
to fill out the survey; most of the patients voluntarily agreed to 
participate in the research work to find out if they had any risk of 
contracting T2DM. 
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 Automatic Dependent Surveillance-Broadcast (ADS-B) is the future of aviation. It is a vast 

system that provides situational awareness for the aviator and regulator at a very low cost 

and does so with the aid of multiple disparate systems working closely together and 

communicating with one another. ADS-B uses the Global Navigation Satellite System 

(GNSS/ GPS) to locate elements. Weather information and ground-based information is also 

transmitted wirelessly. The system is designed to be open, unencrypted, and accessible to 

actors throughout the world. However, this leaves it open to attacks. The use of GNSS and 

other wireless technologies also carries over their security vulnerabilities into ADS-B. 

Certain issues have arisen due to both component-system failures and malicious attacks. 

Most obvious solutions impinge on the openness and transparency of the system. Past 

research has indicated that security must be built into a system design itself and cannot be 

retrofitted.  We want to showcase such a design process for ADS-B. Our pathway to do so is 

to first create Universal Modeling Language (UML) diagrams to showcase security and 

safety issues and responses.  These UML diagrams will then help us to model state and 

sequence diagrams. These will then be used to create a TLA+ model of one selected security 

methodology. We then run the TLC model checking on it to find loopholes and plug gaps in 

our scheme. We managed to create such models and prove deadlock-free running using only 

software tools. Our eventual goal is to develop a comprehensive formal specification for 

ADS-B model-creation and checking. 

Keywords:  
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1. Introduction  

This paper is an extension of work originally presented at the 

2019 IEEE 62nd International Midwest Symposium on Circuits 

and Systems (MWSCAS), Dallas, TX, USA [1]. 

Under the 2020 ADS-B mandate [2, 3], the FAA has 

designated that all commercial traffic and most private traffic 

must make itself compatible with ADS-B by hardware and 

software upgrades by the date of January 1. 2020.  

ADS-B will replace ‘hard’ sites like primary/secondary 

surveillance radar (PSR/SSR) stations with satellite-based GNSS. 

The onus to report position is now on the aircraft. Frequencies of 

1090 MHz and 978 MHz will be used for the actual information 

transmission. Aircraft will also beam down velocity, altitude, and 

a host of other data. In exchange, weather data will be beamed up 

to them. Aircraft will share position information with each other 

as well, to prevent conflicts. 

ADS-B is a lot more economical than the current system. In 

2007 the cost to monitor 200 nautical miles of air space was 

estimated to be $10-14 million using PSR, $6 million using SSR, 

and $380,000 for ADS-B [4]. Cost savings occur due to not 

having to set up and maintain expensive PSR/SSR RADAR 

stations plus increased coverage of formerly ‘RADAR-dark’ 

areas, resulting in more safety dividends, among other 

advantages.  

The cost factor makes the choice look easy, but the security 

and safety weaknesses of ADS-B present a conundrum. Security 

issues are noted in [5-7], and an example of a deliberate system 

shutdown is given in [8].  

Any attempts to gatekeep ADS-B go against its ethos. Security 

thus becomes a challenge. Attempts are now being made to 

introduce security measures into an already deployed ADS-B. But 

in [9], the authors have postulated that security must be 

considered at the design phase itself and any attempts to fit it in 

later will result in underestimation of the system capacity required 

to run security.   

The scope of ADS-B is not restricted to 1090/978 MHz. In 

[10], the authors talk about a future where the Internet Protocol is 

the communications backbone for this system, even for voice 
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communication for aircraft flying. The radio has not been the sole 

point of communication for an aircraft for a long time. Now 

component subsystems of an aircraft independently ‘talk’ to 

maintenance and route planning departments of the operator via 

Aircraft Communications Addressing and Reporting System [11]. 

IP is also slated to take this communication load.   

Following [9], the goal of this research is to rethink the ADS-

B system design from a security viewpoint. We want to show what 

models such a hypothetical design process could have made, and 

what tools they could have used. A similar methodology is 

adopted by the authors in [12]. Here we are not recommending 

specific solutions for the numerous safety and security problems, 

nor are we devising a way to ‘fix’ ADS-B as it exists. We want to 

model how the different subsystems that makeup ADS-B interact 

with each other when under attack.  

Our methodology is to pick a particular attack, pick specific 

solutions to that attack, and then first model the attack and 

response using use case diagrams. These will be used to create 

state and sequence diagrams to give a step-by-step description of 

the security response process to that attack. Once the sequence of 

events is clear, we can develop a TLA+ model of our system and 

run it through the TLC model checker to see if there are any 

deadlocks or failure points. 

The specific attack scenarios and response tools are not ours, 

nor do we want to create any. We just want to observe how these 

response tools would look if they were all designed into the 

system, rather than retrofitted and to see if their in-built design 

into the system will cause any problems with any other system. 

To put it simply, we do not want a situation where, for 

example, a cyberattack is successfully stopped by the security 

system but with an unintended result that airplanes are left without 

GNSS coverage. This could happen if the inter-relationships of 

competing cybersecurity tools are not well- understood at design 

time.  We want to showcase that our methodology can be followed 

to model all of ADS-B, and perhaps other large systems in this 

manner at a low cost to spot deadlocks and bugs early in the design 

process. 

So why do we want to use UML? 

In [13], the author has used UML, the Unified Modeling 

Language [14], to model the Controller Area Network Bus 

(CANBUS). It has also been used to create security parameters 

[15,16]. UML focuses on whole ‘objects’ and each component 

may be a whole system unto itself. Thus hardware, software, and 

cyber-physical systems can all be modeled in UML.   

Looking from a very high level, we can visualize the ADS-B 

as similar to the CANBUS. Both are unencrypted, both have 

various ‘nodes’ in the system, both rely on messages, both use 

broadcast protocols and both have no ‘central brain.’ Finally, 

security was not a consideration in the original design of either.  

In ADS-B, the ‘nodes’ are the aircraft, the GNSS is a ‘sensor’ 

and the bus itself could be the pathways of the 978/1080 MHz 

frequencies. This is quite an interesting comparison and can be 

made between ADS-B and many other systems of various sizes 

and scales.  

 If ADS-B analogies can be found with the CANBUS, then 

methodologies to secure the CANBUS can theoretically also be 

proposed for ADS-B. As in [13], we will begin by modeling 

selected security techniques in UML and create use case 

diagrams. 

Aviation is a heavily regulated sector and the basic 

requirement in all these systems operational and security is 

that they all work well together. Thus, the early introduction of 

security into the design is necessary because a late addition may 

introduce unintended security flaws. That is exactly the model we 

suggest in this paper- a redesigned system that does not stray too 

much from the current design and does not require major changes 

in protocol or infrastructure.  

Our inspiration to use TLA+ is to get a workable model of how 

a potential ‘built-in security’ ADS-B system will look and behave. 

If successful, we will also be able to spot any failure points or 

illegal states in our models.  

We envision that our paper can be used as a guidebook to 

model any discrete distributed system and test it for security 

loopholes at a very low cost. This will lead to the introduction of 

formal methods in civil aviation cybersecurity.  

Formal methods have been used for many years in modeling 

localized systems [17], and we believe large systems consisting 

of geographically discrete subsystems can also be modeled this 

way. ADS-B uses independent systems for position, weather, and 

collision avoidanceand each one of these is important to 

ensuring security and safety. 

Our end goal is to create an overall super-design of the ADS-

B system incorporating all the different security measures we 

talked about. In the future, we will attempt to create state and 

sequence charts for all of ADS-B. We will seek to validate the 

TLA+ based model checking and formal methods for complete 

ADS-B design. 

In section 2, we discuss some weaknesses of ADS-B security 

and some well-known attacks. We then do the same for its largest 

sub-system, GNSS in section 3. In section 4 we create UML use-

case diagrams to show how some selected methods can protect us 

from a cyberattack, and we also look at many other methods 

specified in the literature and select some for the next stage. In 

Section 5, we create a state diagram and sequence diagram of how 

ADS-B could respond to an attack using tools described in section 

4. This is not a general view just a specific attack scenario and 

it feeds into the next section. In section 6, we will finally convert 

the state diagram to an actual TLA+ text specification/model. We 

will run it through the TLC model checker in section 6.1 to look 

for deadlocks and failures. We will then suggest how to apply our 

method more broadly to deal with the safety and security issues 

we have identified for the ADS-B system in the concluding 

remarks and the future work described in section 7.  

2. Major Weaknesses of ADS-B 

Because of its accessible design, ADS-B is missing even 

minimal security features [5]. This makes attacking easy and 

defense complicated. Some overarching vulnerabilities are: 
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• Physical layer: The 1090 MHz channel used for commercial 

aircraft ADS-B is severely congested, with up to 50% 

message loss rate measured at 174 miles [5].   This will only 

get worse with time, and we are in a very early phase yet. 
• Unencrypted: Because ADS-B is unencrypted, the positions 

of aircraft can be tracked by anyone with homemade 

equipment and a free open-source application like 

flightradar24.com (FR24). Eavesdropping is the first step for 

many attacks [5]. FR24 details a step-by-step guide to making 

an ADS-B ‘snooper’ and getting real-time aircraft 

identification, position, and performance data. 
• Unauthenticated: ADS-B has no authentication on 

messagesno signatures, no handshake protocol. Aircraft 

identifiers, like the 24-bit ICAO code, are publicly available 

in a platform like FR24.  Thus, there is no way to identify the 

source of a message [3]. If the constraint of powerful 

transmission equipment is fulfilled, a well-funded actor can 

theoretically beam fake data about an existing contact, or a 

fake contact itself, to air traffic control. Even worse, it can 

remove data as well.  

Some common attacks that can happen in the above environment 

are: 

• Ghost contacts: Two works on cybersecurity [18,19] mention 

the possibility of fake, or ‘ghost’ targets in the system. An 

attacker could use the openness of the system to download 

authentic aircraft data and then broadcast it over the 

frequency with sufficient power. This would appear as a 

legitimate contact on the ATCS screen. Without confirmation 

of GPS position, it would be impossible to catch such an 

attack.  An example that combined eavesdropping with ghost 

injection is described. The appearance of multiple ghost 

aircraft can cause system and sensory overload and can cause 

pilots and ATC to make dangerous decisions [6]. 
• Hybrid attacks: Hybrids of various attacks can be made. In 

[6], the authors talk about an attack that ‘deletes’ legitimate 

data from the system and injects false data in its place. 
• Legacy systems: It is not uncommon to find aircraft flying 

today that are 20-30 years old or more. This is especially true 

in developing countries, cargo airlines, and various armed 

forces. Legacy aircraft systems were not designed with an 

interconnected super system like the ADS-B in mind. In the 

past, each aircraft was an independent entity. Legacy systems 

have always been a security challenge when hooked up to 

large networks. A determined adversary with ample 

supportlike a state-backed actorcan overcome all 

compatibility and air gap barriers to infect an ‘old’ system 

with a ‘new’ bug, as was seen in [20]. 
• Physical access: Physical isolation or ‘air- gapping’ that 

ensured the protection of many systems before will cease to 

exist. In the past, the output of a PSR/SSR was inaccessible 

to the public. Now, the detection system, position system, and 

the results therein are all readable on a home computer in 

real-time. Physical isolation of infrastructure has given way 

to an open, unencrypted, unauthenticated setup. 

Risks of GNSS Use in Aviation 

• Survivability: As of today, four nations possess the capability 

to destroy satellites in orbit the USA, Russia, the PRC, and 

India [21]. These 4 nations have also all developed their own 

global or regional GNSS (GPS, GLONASS, BEIDOU, 

NAVIC respectively). All these nations have also militarized 

their GNSS systemsto guide bombs, missiles, warplanes, 

naval vessels [22] and even to plan large-formation land 

maneuversas was seen in the 1990 gulf war. Law 

enforcement and coast guarding also use GNSS. However, 

this also makes the GNSS a ripe target in the event of great 

power warfare. Knocking out GNSS satellites using anti-

satellite (ASAT) missiles could lead to a mass blackout of 

ADS-B position reporting for all countries. This could have 

disastrous unintended consequences for civil aviation within 

seconds. In a future PSR/SSR-less world, this could mean 

crippling the global flight infrastructure. Although the 

probability of this is low, the authors find this to be one of the 

most disturbing eventualities.   
• Deliberate shutdown: Like any other large system, GNSS 

may be on reduced performance from time to time, as noted, 

e.g., in [23]. Besides, deliberate shutdowns may be conducted 

for various purposes, like military training. The degraded 

signal quality sent an aircraft into high-speed oscillations in 

2016 [24].  As the dependence of aircraft on GNSS grows, 

any shutdown or breakdown will become a safety issue for 

civilian aircraft. Dependence of autopilot systems on GNSS 

to navigate means aircraft could go into abnormal flight 

regimes without even alerting the crew if a sudden ‘quiet 

death’ of GNSS occurred locally during normal flight.   
• Jamming and spoofing: GNSS is a satellite-based wireless 

system, and like every wireless system ever made, GNSS is 

susceptible to jamming of signals and spoofingincorrect 

location reporting. The Russian Federation has already 

demonstrated a GNSS spoofing/ jamming capability precise 

enough to make a single human difficult to locate [25]. It can 

be devastating for unsuspecting civilian aircraft in an ADS-B 

based system and could very well be the model of a terror 

attack.  

3. Use Case Diagrams for ADS-B Security 

For such a large and distributed system as ADS-B, it must be 

understood that no single solution exists. In [7], the authors tested 

the viability of many solutions and found none without a loophole. 

This is a glaring after-effect of not keeping security paramount in 

the design process. Of course, we cannot talk about a 

cybersecurity model without talking about the actual ‘weapons’ 

that will make it possible. We will now make UML diagrams of 

how the various cybersecurity tools we are familiar with could be 

deployed, in isolation or in combination, to ensure protection. 

Figure 1 provides the convention we use in the use case diagrams 

that follow.  

 

Figure 1: Convention for use case diagrams 

In Figure 2, multilateration uses the time delay of signal 

arrival at multiple (>2) points to estimate the location of the 

transmitter [7]. Time Delay of Arrival (TDOA) of the signal is 

http://www.astesj.com/


P. Bhardwaj et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1657-1665 (2020) 

www.astesj.com     1660 

calculated with the use of time stamps stamped on any message. 

Comparison of timestamps of transmission and reception gives a 

rough idea of the travel time, from which a rough distance can be 

calculated. If used at 3 receivers, a close X-Y-Z coordinate can be 

back-calculated. This is not very different from the SONAR 

equation. 

 If this back-calculated position is reasonably close to the 

reported GNSS coordinate of the transmitter, the allegiance of the 

message sender can be confirmed. Multilateration can be used to 

combat ghost aircraft, message modification, and man-in-the-

middle attacks, and can provide a backup to GNSS breakdown in 

the absence of PSR. 

Figure 3 is the most important here as it was the most 

complex one in our original paper. We have thus chosen to extend 

this diagram to the state diagram, sequence diagram, and later, to 

the TLA+ specification.   

 

Figure 2: Multilateration and group verification can protect against ghost aircraft 

injections by matching the physical source of the signal to its reported one. 

One of the weaknesses of using static ground posts as 

receivers for multilateration is that the system may be fooled by 

the attacker. If the location of these ground antennas is known, the 

attacker can tailor his transmission time stamps to present a ‘false 

but accurate’ picture to the multilateration-systems. A solution to 

this is to use dynamic receiver postsmake the other, trusted 

aircraft in the airspace as multilateration, or triangulation points 

themselves!  

Figure 3 shows multi-point multilateration. Group 

verification [7] is a kind of multilateration performed in the air.  

Aircraft already multilaterate each other using TDOAit is 

exactly how the Traffic Collision Avoidance System (TCAS) 

works. The equipment and algorithms are thus available on board 

already, and this is in line with our philosophy to cause minimal 

modification. 

Each aircraft locates each member using TDOA of received 

ADS-B IN signals and estimates the others’ positions. If the 

calculated position differs from the reported one, a ‘suspect’ 

airframe is identified, and group members move away from it.  

This can be successful only when 100% implementation of ADS-

B is achieved. Location fixes from different sources are 

independent of GNSS.  The fusion of this data can be an alternate 

method to locate aircraft. This will counter GNSS spoofing and 

GNSS jamming attacks.  

 

Figure 3: Multilateration may help with GNSS spoofing and unreliable position 

reports.  

Other issues and solutions we will use in our overall model: 

• Authentication of messages can be used to identify which 

messages are from what source. Authentication just confirms 

that the message is from who you think it to be. This directly 

allows us to trust or not trust it.  Authentication of messages 

is the closest we come to a silver bullet solution for ADS-B 

as a single tool protects us from multiple issuesDenial-of-

Service (DOS) attacks and ghost aircraft attacks, just for 

starters.  DOS attacks on airport or airline infrastructure are 

of concern as these are cheap to wage. 
• Kalman filtering has many applicationsthe ADS-B system 

can be ‘taught’ the typically correct values of airplane 

parameters [7]. According to their capabilities, scheduling, 

and operators, most aircraft will fly within a certain envelope 

of speed, heading, and locations usually. The Kalman filter 

can be rewarded whenever correct values are noticed, and not 

when unusual values are noticed.  This will protect against 

ghost injection attacks and false data messages. The system 

will sense the departure from usual data trends and raise an 

alarm. If data trends change, it can be fed the new data trend 

and ‘taught’ any updates to the system this way. The only 

disadvantage is that the system is equally likely to be taught 

the ‘wrong’ way and thus become a ‘bad child.’ 
• Hardware and software fingerprinting [26] have great 

potential to introduce economical authentication capability 
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without making major hardware or software changes. The 

authors in [26] provide a simple solution to ‘fingerprint’ the 

transmitters themselves. Every transmitter in the world is 

unique, just as every crystal is unique.  Individual aircraft-

borne ADS-B transmitters can be ‘fingerprinted’ either via 

unique hardware or through software properties. This can 

positively identify the transmitter and provide authentication. 
• ADS-B as RADAR? A unique solution of using the ADS-B 

signal itself like a radar signal, by adding a random bi-phase 

modulation is proposed in [27]. This system can track other 

aircraft even with no GNSS. It can provide the much-needed 

reliability of radar at the low cost of ADS-B. This can counter 

issues of the survivability of GNSS. This agrees with [4], 

which talks of a fusion of GNSS and non- GNSS sources for 

locating aircraft. However, this will require changes to ADS-

B transmitting recruitment and is thus low on our list of 

options. 
• Weather RADAR for aircraft tracking: Weather RADAR is 

ubiquitous and big and small weather radar stations exist all 

over a developed country like the US. Since this RADAR can 

track small cloud formation, moisture, and bird/ locust flocks, 

can it be used to detect hard-skinned objects like airplane 

skin? Some research has been conducted in the use of weather 

RADAR to track aircraft and we believe that if it is properly 

developed, it can act as an emergency backup in the case of a 

major GNSS failure. For small general aviation (GA) aircraft 

at least, a method is suggested in [28]. This method can 

distinguish between small aircraft and large birds based on 

pressure waves created by aircraft propellers. In [29], the 

authors managed to detect aircraft with weather RADAR 

using some signal processing. More than 90% of aircraft in 

the USA are GA and most of these are propeller equipped 

[30].  Thus, a solution for GA aircraft as presented in [28] 

solves a huge chunk of aircraft tracking issues in case of 

GNSS blackout. 
• Identification can be achieved by building a small ADS-B 

receiver like the ones FR24 uses, to receive aircraft data. 

Thus, in the event of a GNSS failure, weather RADAR can 

track the physical location of GA aircraft while an ADS-B 

receiver can identify them. One only must ignore the ADS-B 

location data in such a case. The use of a non-ADS-B source 

as a redundant backup is in the spirit of [7]. 
• TESLA protocol for encryption: In [31], the authors suggest 

a method that encrypts only the 24-bit ICAO aircraft 

identifier. It uses Timed Efficient Stream Loss-tolerant 

Authentication (TESLA) for authentication. It has performed 

well under testing without reducing security, performance, or 

affecting any major changes to ADS-B philosophy.  

4. TLA+ conversion 

TLA+ stands for ‘Temporal Logic of Actions’ [32].  It is a 

logical system or toolbox, developed by Leslie Lamport. which 

allows one to write formal specifications and to include scalable 

security protocols. The TLA+ specification can then serve as a 

formal ‘model- checker’ for any future realization of the ADS-B 

system and its components. It is not a classical programming 

‘language.’ TLA+ is based on mathematics and uses set theory to 

model systems.  Each system has states, and each state can be 

defined by a set of certain values. When these values change, so 

does the state. Any transition (step) is the change of one state to 

another or a change of one set of values to another set of values.  

An entire system can be modeled as a superset of all possible 

state sets. We do not go too deep into the specifics of each 

statewe are more concerned with the what rather than the how. 

Thus, abstraction and conciseness are a very important skill to 

master before modeling the system in TLA+. While economics 

and computer overhead would be major factors in practical 

systems design, we drop them when dealing with TLA+. 

As a testimonial of its effectiveness, the application of TLA+ 

by Amazon revealed it to be excellent for bug detection [33,34]. 

Microsoft also used it to verify the design of a subsystem of the 

Alpha 21364 Microprocessor [17]. 

Our work here can be viewed as a guide on how to design large 

systems in the futureby comparative analysis and extensive 

model-driven design.  

ADS-B has many subsystems that make up the whole. GNSS 

is responsible for position reporting to aircraft. Aircraft then 

report their position to air traffic control. 

Aircraft get weather and aerodrome information, and share 

position reposts with each other for collision avoidance. All this 

communication happens over the 978/1090 MHz spectrum. So not 

only are there several independent operations but also there are 

independent failure points. All these systems must be a part of any 

formal method examination of the ADS-B system. The specific 

solutions for responding to attack are not our ownthey are 

specified in section 4. What we are doing is modeling a security 

solution for the ADS-B system that will have safety and security 

included by design, and suggesting a procedure to design such a 

system and simulate it. 

Several works on smart systems in TLA+ have been 

researched. In [35], the authors design a smart school system in 

TLA+. In [36], the authors model a sewerage system in UML and 

TLA+.  

The authors in [35] start by making a UML specification, a 

sequence diagram, and a state diagram. These diagrams aid in 

making the sequence of events clear. The system’s pathways, 

legal and illegal actions, and outcomes are modeled. 

4.1. Why do we make sequence and state diagrams? 

TLA+ defines every system as a sum of all the states it can 

exist in. A system can have multiple states, and there will be a 

defined ‘step’, or a sequence of events, to go from one state to 

another. Thus, we first develop a sequence diagram, which shows 

all the steps between states, and a state diagram which shows the 

states themselves. Only then can we draw a true TLA+ model.  

Let us take the below example of applying methodologies of 

[35] and [36] to the ghost aircraft and GNSS spoofing issues as 

noted in Figure 3.  

4.2. ADS-B response to Ghost aircraft and GNSS spoofing 

In sections 2 and 4, we talked about security issues caused if 

an aircraft is either a fake contact or is reporting untruthful 

position information about itself to ADS-B, via GNSS spoofing. 

Since ADS-B envisions doing away with PSR/SSR, we had 
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examined some other backup systems that can physically locate 

an aircraft if GNSS reports are unreliable. The UML diagram for 

this was Figure 3. Let us now look at a sequence diagram for the 

situation, in Figure 4.   
 

 
 

Figure 4: Sequence diagram: Reverse calculation of the aircraft’s true position 
can be done using time-delay analysis of transmitted signals 

GNSS reports aircraft position to airplanes, which includes 

both the ‘good’ and ‘bad’ airplane. All aircraft will then report 

their position to ATCS. A time delay analysis of the signals from 

all aircraft will be performed, and this will be used to get a 

location fix of the aircraft in physical space. Aircraft will also be 

able to perform multilateration and triangulation on each other in 

airspacewithin a ‘4-ship-cell’ for exampleand get location 

fixes for each other’s locations. 

A comparison of the back-calculated position data with the 

GNSS reported position data will point out which contacts are 

reporting true data and which are not. Thus, aircraft can be labeled 

‘SAFE’ or ‘UNSAFE.’ This information can then be provided to 

other aircraft in the area, and ATCS. Note here that ‘ADS-B’ 

stands for the system, but practically it may mean a supervisory 

body, like the FAA Technical Operations Services, or any other 

service which needs to be notified of security incidents. Let us 

now look at a state diagram of the same function in Figure 5. 

This specifies an interval of 1 minute after which the whole 

cycle is repeated. This is arbitrary and will practically be a 

decision governed by radio traffic and economic factors. Since 

aircraft move fast and move in all 3 dimensions, this interval 

cannot be too long. Also, when we say ‘ATCS’, we mean a local 

or regional airspace manager. We do not envision a global central 

ATCS system in this paper.  

Let us now use the 3 inputs, Figures 3,4, and 5 to start making 

the TLA+ formal specification for the above response.  

 

Figure 5: State Diagram of the system under Figure 4 conditions. 

5. TLA+ Specification 

We present now, the TLA+ specification for the attack 

response model sequenced in Figure 4 and stated in Figure 5. A 

block by block explanation follows. 

 
Figure 6: TLA+ model specification in literal form. 

In the module, the keyword “VARIABLES” represents the 

variables in this module where “vars” is the tuple of variables:  

<objects, sender1, receiver1, sender2, receiver2, ATCS, 

Calculations, Report, pc >  
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In every TLA+ module, there is an “Init” and a “Next” state. 

In the Init state, the variables get their initial values, while the next 

state represents all possible states that come next. In this module, 

the Next state represents: 

 

Next == checking \/ Timestamp \/ Report_ATCS \/ Verification\/ 

Terminating 

 

This includes 5 different states. The ‘Checking’ state occurs 

when the GNSS sends positioning data to all the airplanes, and 

then all the airplanes report their locations to ATCS. 

 In the group verification strategy noted in Figure 3, airplanes 

were using timestamps on exchanged signals to triangulate each 

other using time delay of transmission.  The ‘Timestamp’ state 

represents this communication between airplanes. When a new 

airplane that possibly might be an attacker appears, it must 

communicate with other authentic airplanes (even if just for 

TCAS) and exchange timestamps.  

In the ‘Report_ATCS’ state, all airplanes also report to ATCS 

with timestamps for routine operationsand these can be used for 

position verification from a ground point of view.  

The system must then enter the ‘verification’ state when 

ATCS does the time delay and radio directional calculations on 

these signals and compares them to the first GNSS location 

reports received from all airplanes. Based on these calculations 

the ATCS will identify which airplanes are reporting their 

position faithfully and which are not. It will then broadcast the 

result with a safe/unsafe report to everyone in the airspace.  

The termination state allows infinite stuttering to prevent 

deadlock on the termination (when pc = “Done”). 

The statement: 

  Spec == Init /\ [][Next]_vars 

 

represents the specification of the whole system, where Init means 

the starting state and []Next_vars means Next state must be true 

for the entire behavior with the option of keeping all variables 

unchanged.   

 

5.1. TLC Result 

The TLC model checker is a tool to validate the TLA+ module 

and check it for any errors. We run the TLC model checker for 

our TLA+ ADS-B module and it shows that the module is valid 

with no errors as well as no deadlock. Also, as appears in the 

figure below, the TLC model checker shows how many times 

each state was visited in the module, and what values changed to 

arrive at the next state. 

 
Figure 7: TLC Model check for validity of TLA+ spec in Figure 6. 

6. Conclusion and Future Work 

At this stage, our model for Figure 3 for verifying physical aircraft 

locations to combat ghost aircraft and incorrect position reporting 

issues shows no deadlock. We see that a security system using 

multilateration and time delay of arrival can identify which 

aircraft are ghosts and which are not, without getting into a 

deadlock for resources with the ADS-B system itself.  

What this leads us to conclude is that this multi-level modeling of 

use case-> state diagram-> sequence diagram-> TLA+ 

specification-> TLC model check can be used to model a large 

and discrete system like ADS-B to see how it would function and 

what it would fail at. This is what TLC does it goes through 

iterations and finds failure points. It throws different numbers at 

the problem and sees what ‘sticks to the wall,’ what causes the 

system to break. We can conclude, at least on this level, that our 

procedure to model the ADS-B this way and the ability to test the 

model is valid.  

It is always advisable to design security into a system from the 

beginning of the design process. We hope our method of using 

UML + state diagrams + sequence diagrams + TLA+ can not only 

provide the reader with a stable, practical ADS-B model that is 

secure and realistic but also act as a model of how to design 

security into other discrete systems in the future.  

At the beginning of this paper, we compared the vast ADS-B 

to a small CANBUS. The roadmap we used here has already been 

used to formally model smart schools and sewerage systems. 

When a certain method is successfully used to design various 

systems of different sizes and scope successfully, it has the 

potential to develop into a standard. We hope other authors can 

expand on our work.  Our diagrams can be used as an example of 

how to do this.  They also provide a means to examine multiple 

solutions for strengths, weaknesses, and costs, before any detailed 

design or implementation takes place.  

6.1. Future work- An Overall ADS-B Model in TLA+ 

The only weakness of our model is that it is not detailed 

enough. A true ADS-B system model with all subsystems and 

security systems and multiple attackers will be much larger in 

scope. While we model only one attack above, a real-world model 

will have all attacks and all security systems integrated and will 

run them in different ways and see when and where two security 

systems ‘collide.’ 

And that is our future goal.  

Following our methodology, the first step towards envisioning 

the entirety of ADS-B in TLA+ would start with a diagrammatic 

representation of what we want, as in Figure 8. We believe this 

will be an extensive task requiring more hands and time than we 

have right now.  We can, however, think about what such a system 

would look like.  

We make some basic assumptions. 

No true communication can take place as long as the lines of 

communication remain unverified. We must find a way to secure 

the ADS-B physical layer without compromising on openness.  
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A lot of solutions impinge on trusting information systems like 

GNSS. Before we trust any data, we must know it came from the 

right source. Thus, a periodic ‘wellness check’ on vital 

infrastructures like transmission systems, radio frequencies, and 

GNSS should be the second step.  

The third step will utilize the data gleaned from steps 1 and 2 

to create a model of the system. We would get an idea of how safe 

or unsafe it is and would be able to deploy mitigation measures 

accordingly.  

 
Figure 8: What an overall security solution for ADS-B might look like. 

Once again, this would most probably happen on a local level. 

However, in the spirit of TLA+, we concern ourselves more with 

the ‘what’ than the ‘how’ and do not get too deep into details.  

On a higher level, an overall ADS-B specification will consist 

of multiple figures like Figures 3,4,5, and 6, created for each 

security challenge, coming together and coalescing into one 

super-state diagram. This is why we see this paper as a stepping 

stone to achieving a formally designed ADS-B specification and 

showing the proper steps to carry out this process.  
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 Environmental monitoring has gained significant importance in outdoor air quality 
measurement and assessment for fundamental survival as well as ambient assisted living. 
In real-time outdoor urban scale, instantaneous air quality index estimation, the 
electrochemical sensors warm-up time, cross-sensitivity computation-error, geo-location 
typography, instantaneous capacity or back up time; and energy efficiency are the six major 
challenges. These challenges lead to real-time gradient anomalies that effect the accuracy 
and pro-longed lags in air quality index mapping campaigns for state and 
environmental/meteorological agencies. In this work, a gradient-aware, multi-variable air 
quality sensing node is proposed with event-triggered sensing based on position, gas 
magnitudes, and cross-sensitivity interpolation. In this approach, temperature, humidity, 
pressure, geo-position, photovoltaic power, volatile organic compounds, particulate matter 
(2.5), ozone, Carbon mono-oxide, Nitrogen dioxide, and Sulphur dioxide are the principle 
variables. Results have shown that the proposed system optimized the real-time air quality 
monitoring for the chosen geo-spatial cluster (Qatar University). 
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1. Introduction  

Living conditions or probability of life forms are dependent on 
environmental conditions, i.e. combination of gases, temperature, 
humidity, pressure, and light [1]. The quality of respiratory life 
processes is directly related to air quality at a particular geo-
location [2]. Gradual deterioration in urban air quality is ambient 
each year due to the increasing population, chemical emissions 
from machinery, and depreciation in green ecology [3]. Air quality 
sustainability is a major concern in the age of imperialism [4] due 
to exponential development and construction density in the urban 
landscape.   

An increase of 41% in the design and development of gas and 
pollutant sensing systems was observed in the environmental 
market since 2001 [5]. The top contributions AirNut, PA-I and PA-
II, Egg, PATS+, and S-500, CairClip, Portable ASLUNG, 
AirSensEUR, Met One, AQY v0.5, Vaisala AQT410, 2B Tech, and 
AQMesh V3.0 systems had measurement capabilities in specific 

pollutants and gases presented in [6–8]. FIS SP-61 by FIS, O3-
3E1F by CityTechnology, AirSensEUR v.2 by LiberaIntentio, and 
S-500 by Aeroqual, and AirSensEUR used a built-in AlphaSense 
OX-A431 limited to O3 [9–11]. The PMS1003 and PMS3003 by 
Plantower; DC1100 PRO and DC1700 by Dylos; OPC-N2 by 
AlphaSense had only sensing support for particulate matter (PM) 
[11–13]. The CO-3E300 by City Technology; CO-B4 by 
Alphasense, MICS-4515 by and SGX Sensortech, Smart Citizen 
Kit by Acrobotic and the RAMP had only abilities to measure 
carbon mono-oxide [4]. It illuminated the requirement of structure 
real-time sensor data processing framework for multiple gases 
sensing nodes with warm-up times below 5mins at ambient outdoor 
environmental conditions.  

The top 10 environmental protection agencies (EPAs) 
unanimously agreed on the standard of four core gases for outdoor 
air quality [14] i.e. Ozone, Nitrogen Dioxide, Sulphur Dioxide, 
Carbon Monoxide, and two prime pollutants particulate matter 
PM2.5 and PM10. The concentration or ratio of four critical gases 
and air particles part per million (ppm) constitutes air quality index 
(AQI) is the fundamental design using Smart Rig [15]. The ratio of 
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Ozone (O3), Sulphur Dioxide (SO2), Carbon Monoxide (CO), and 
Nitrogen Dioxide (NO2) are the standard gases discussed in major 
environmental standards for AQI [4,14,15]. A standard outdoor air 
quality node (O-AQN) was needed to measure discrete and 
cumulative AQI with minimum data processing and power 
consumption.  

Related Works 

 The existing O-AQNs, Urban AirQ, Smart Citizen Kit, 
SeReNo V1, AirQ Mesh needed improvement in energy efficiency, 
GPS, time-series vector structuring, and remote data transmission 
to ensure dynamic air quality mapping [16–20].  

1.1. Urban AirQ 

The AirQ platform [17] by Vishal et al was a smart and cost-
effective solution for air quality monitoring. It supported wireless 
data communication technologies including WiFi, 4G, Bluetooth, 
LoRa, etc. It was supported by non-embedded data management 
and the implementation of smart data analytics algorithms 
exhibited at an AirQ Dashboard and Smartphone App. It had a 
dependency on external hardware and software with more 
processing needs with only air quality sensors.  

1.2. Smart Citizen Kit 

 The Smart Citizen Kit [18]  by Gullien et al was dependent on 
an additional resource named “Smart Citizen Station”. Needed 
improvement in multi-variable time-series measurements and 
location accuracy, energy efficiency, and reduced data processing. 
Multi-variable sensing with simultaneous measurement of gases 
and environmental variables.  

1.3. SeReNo V1 

The Sensor Node (SeReNo) V1 [19] by Farid et al was the first 
node developed with indoor air quality monitoring and energy 
harvesting capabilities. SeReNo V2 presented in this work [20] is 
the improvement of [19] that needed to be upgraded with GSM and 
GPS, more Flash to perform AQI data processing needed for 
optimized energy efficiency, electrochemical gas sensors warm-up 
times, and outdoor air quality.  

1.4. AirQ Mesh 

The networked AirQ Mesh [21] by Nuria et al focused on the 
review and performance of existing AirQ platforms and their 
maximum utilization leading to credible results by EPA and Air 
Quality Directive (AQD). Data payloads were very high due to 
response time estimation errors leading to high storage 
requirements with energy challenges in the field were the gaps in 
the Nuria et al contribution.   

Furthermore, the improvement potential in context-aware data 
processing model and thresholding for detection was discussed by 
Hasan et al in [22,23] for multi-sensor single-board node. The 
energy efficiency schemes were one major gap highlighted by [24]. 
The works Lebilium Waspmote [21] was Zigbee but needed 
GSM/GPRS support for outdoor sensing and have been more 
contributory if equipped with geo-spatial traces or cadastral layouts 
support for all the measured variables like AirBox [22]. An 
infrastructure embedded system was needed to accommodate the 

maximum sensing, minimum data processing, AQI estimation, and 
long-haul deployability [19–23]. 

2. Materials and Methods 

This work proposed a smart AQM IoT system with three major 
components:  

• The Real-time Gradient Aware Multi-Variable Sensing Model 
(GAM) 

• The SeReNo V2 AQM Sensing Platform 

• Real-time AQI Estimation Engine (AQM-EE)   

First, we proposed the GAM and then the pillars of GAM led to 
the design and fabrication SeReNo V2 node. 

3. The Real-time Gradient Aware Multi-Variable Sensing 
Model (GAM) 

A real-time structured multi-variable structured data time-series 
vector was needed to proceed with AM. Let us consider an EPA 
standard outdoor air quality index (O-AQI) real-time variables as 
temperature T in centigrade, pressure P in pascals, humidity H in 
%, volatile organic compounds as VoC (ppm), particulate matter as 
PM (ug/m3), Ozone as O3 (ppm), Nitrogen Dioxide as NO2 (ppm), 
Carbon Monoxide as CO2 (ppm), and Sulphur Dioxide as SO2 
(ppm). The real-time O-AQI data was proposed as a commutative 
time series multi-variable vector VO-AQI of two non-linear time-
series with t1 and t2 of environmental E and gas G sensors data at a 
particular geo-location L given as: 

VO-AQI (t) = [E(t1), G(t2)] : L(t) 

where t = (0, 1, 2, 3, …} 

(1) 

The practicality of response time of heterogeneous sensors was 
taken in account for non-linear time-series decomposition t, gas 
sensor response time t2 is greater than the response time of 
environmental sensors t1 with relationship t2 > t1 given as: 

t2 = 3t1            where [t1, t2] ϵ t (2) 

The environmental sensor variables function E for sensor array 
AE(T, P, H, VoC, PM) as E(AE, t1); and for gas sensors array AG(O3, 
NO2, SO2, CO) as G(AG, t2) and position vector L as reference 
function GPS using GSM network cell locations (using 
AT+CIPGSMLOC=1,1) for LGPRS and GPS module as LGPS (using 
AT+CGPSINF). For precise AQM the LGPS must belong to the 
slope of LGPRS1 and LGPRS2 in a particular slope format by NEMEA 
specifier for consecutive cells is given as:  

LGPS (X, Y) ϵ [LGPRS1(X2, Y2), LGPRS2(X1, Y1)] (3) 

The agreed LGPS was termed as L(t) where condition (3) was 
satisfied. From equations (1), (2), and (3) the finalized AQM vector 
of VO-AQI was derived as: 

VO-AQI (t) = [E(AE(T, P, H, VoC, PM),t1), G(AG(O3, 
NO2, SO2, CO), t2)] : L(t) 

(4) 
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The transmission of this structured AQM vector can be power 
leeching. Here we introduce a gradient impact vector as a function 
of warm-up time tW, cross-sensitivity classifier CS, geo-location 
L(t), and energy efficiency EE. Three bounded value conditions we 
applied on GAM programmed in the SeReNo V2 firmware:  

a) The mandatory system unit to stay on is the power is the 
micro-controller with power consumption PM and at sleep 
mode, it has PM-SLEEP power with all the critical sensors 
active only.  

b) For EE the system has to have instantaneous power Pi 
varying between PM-SLEEP < Pi < PM.  

c) The tW had to be in the lower section of the curve of Pi. 
Likewise, at the constant magnitude of vector AE at tn and 
tn+1, the difference cross-sensitivities had to stay constant at 
a particular L(t). 

4. The SeReNo V2 AQM Sensing Platform 

A generic multi-variable AQM node consists of an EPA 
recommended sensors for VO-AQI based on equation (4), 
application-specific signal conditioning, power, and 
communication sections. The block diagram of a generic AQM 
node is given below in figure 1.  

 
Figure 1: A Generic Multi-Variable AQM Sensing 

In our previous works [14,15,19,20], we had filled the design 
gaps in indoor air quality monitoring and developed a multi-sensor 
AQM node called Sensors V1 revision 1 and revision 2 presented 
in figure 1. In this work, work proposed a novel O-AQM node by 
improving the system architecture of SeReNo V1 as SeReNo V2. 
In our recent work [24] we had developed SeReNo V2 nodes tested 
for long-haul autonomous operations of 1.5 years that were 
improved in this work. The existing SeReNoV2 node was 
improved with GAM and AQI-EE to meet the state of the art needs.  

  
a. Top View b. Bottom View 

Figure 2: Two 3D Layouts of SeReNo V1 AQM Node 

For outdoor AQM SeReNo V1 was improved to V2 as per 
global EPAs standards recommended sensors, energy harvesting 
long-range communication support. The comparison of major 
capabilities of SeReNo V1 and V2 is exhibited in the table below. 

Table 1: SeReNo V1 and V2 Characteristics 

Blocks SeReNo V1 SeReNo V2 

Energy 
Block 

PV and Manual 
Charging + LiPo 

Battery 3.7V / 
1200mAh 

+ 6 Thermo-
Electric 

Generators 

Dual PV + 
Manual Charging 

Communication 
Block RF 433Mhz GSM/GPRS 

Sensors 
Block 

6 Indoor Sensors 
Only interfaced 

with Analog Input 

10 Outdoor 
Sensors 

Networked with 
I2C 

(4 Gas Sensors 
+ 2 Pollutant 
Sensors 

+ 4 
Environmental 

Sensors) 
Environmental 
Sensors Block Absent 4 Sensors 

Controller Block RFC200 ATMega328P 
Location 

Block NIL GPS 

Local Display NIL Present 
Energy 

Optimization Partial Full 

Sensors Control NIL Present 
Outdoor Cross 

Sensitivity NIL Present 

GAM was a core engine driving the multi-sensor O-AQM IoT 
system. Mathematically modeled design and equations (1~4) 
parameters are addressed in the hardware blocks. A 1-1 
correspondence electronics and instrumentation system was 
designed SeReNo V2 presented in figure 3 presented below.  

 
Figure 3: Block Diagram of  SeReNo V2 AQM Node 
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Fig 3 contains three sets of sensors The PCB design and 
completely assemble functional O-AQM node is presented in 
figure 4 given below.  

  
a. Top View b. Bottom View 

Figure 4: Two 3D Layouts of SeReNo V2 AQM Node 

Three SeReNo V2 nodes with GAM and AQI-EE as improved 
firmware were deployed in QU for outdoor testing. The 
deployment was focused on the resolution of six key improvements 
mentioned in the abstract and literature review through proposed 
GAM and AQI-EE for six months, i.e. QU Greenhouse exhibited 
in figure 5 below.  

 
Figure 5:  SeReNo V2 Deployment in QU to utilize the GAM 

This deployment was for six months and all the data was 
collected from Ubidots IoT platform as CSV files for further 
processing. The first month was stability assessment of GAM and 
AQI-EE firmware and the remaining 5 months were the 
measurement campaign. 

5. Real-time AQI Estimation Engine (AQM-EE) 

An AQI magnitude is estimated from 5 critical air variables or 
termed as pollutants, i.e. PM2.5, O3, NO2, SO2, and CO. The 
critical variable with the maximum AQI magnitude is termed as the 
“principle pollutant" and entire computation revolves around its 
significant figures among all the critical air variables. Let Ip be the 
index of the principal pollutant; Cp as the rounded-off concentration 
of pollutant p; BP-high as the breakpoint greater or equal to Cp; BP-low 
as the breakpoint less than or equal to Cp; Ihigh is the AQI 
corresponding to BP-high; Ilow is the AQI corresponding to BP-low. The 
AQI is generically estimated as: 

𝐼𝐼𝑃𝑃= [(𝐼𝐼ℎ𝑖𝑖𝑖𝑖ℎ − 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙)/(𝐵𝐵𝑃𝑃−ℎ𝑖𝑖𝑖𝑖ℎ − 𝐵𝐵𝑃𝑃−𝑙𝑙𝑙𝑙𝑙𝑙)] × (𝐶𝐶𝑃𝑃 −
 𝐵𝐵𝑃𝑃−𝑙𝑙𝑙𝑙𝑙𝑙) + 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙  

(5) 

Every pollutant was formulated in using equation (5) and given 
by in equations (6 to 10).  

   𝐼𝐼𝑂𝑂3= [(𝐼𝐼ℎ𝑖𝑖𝑖𝑖ℎ − 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙)/(𝐵𝐵𝑂𝑂3−ℎ𝑖𝑖𝑖𝑖ℎ − 𝐵𝐵𝑂𝑂3−𝑙𝑙𝑙𝑙𝑙𝑙)] × (𝐶𝐶𝑂𝑂3 −
 𝐵𝐵𝑂𝑂3−𝑙𝑙𝑙𝑙𝑙𝑙) + 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙  

(6) 

   𝐼𝐼𝑆𝑆𝑂𝑂2= [(𝐼𝐼ℎ𝑖𝑖𝑖𝑖ℎ − 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙)/(𝐵𝐵𝑆𝑆𝑂𝑂2−ℎ𝑖𝑖𝑖𝑖ℎ − 𝐵𝐵𝑆𝑆𝑂𝑂2−𝑙𝑙𝑙𝑙𝑙𝑙)] × (𝐶𝐶𝑆𝑆𝑂𝑂2 −
𝐵𝐵𝑆𝑆𝑂𝑂2−𝑙𝑙𝑙𝑙𝑙𝑙) + 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙  

(7) 

   𝐼𝐼𝐶𝐶𝑂𝑂= [(𝐼𝐼ℎ𝑖𝑖𝑖𝑖ℎ − 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙)/(𝐵𝐵𝐶𝐶𝑂𝑂−ℎ𝑖𝑖𝑖𝑖ℎ − 𝐵𝐵𝐶𝐶𝑂𝑂−𝑙𝑙𝑙𝑙𝑙𝑙)] × (𝐶𝐶𝐶𝐶𝑂𝑂 −
 𝐵𝐵𝑂𝑂3−𝑙𝑙𝑙𝑙𝑙𝑙) + 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙  

(8) 

𝐼𝐼𝑁𝑁𝑂𝑂2= [(𝐼𝐼ℎ𝑖𝑖𝑖𝑖ℎ − 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙)/(𝐵𝐵𝑁𝑁𝑂𝑂2−ℎ𝑖𝑖𝑖𝑖ℎ − 𝐵𝐵𝑁𝑁𝑂𝑂2−𝑙𝑙𝑙𝑙𝑙𝑙)] × (𝐶𝐶𝑁𝑁𝑂𝑂2 −
𝐵𝐵𝑁𝑁𝑂𝑂2−𝑙𝑙𝑙𝑙𝑙𝑙) + 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙  

(9) 

𝐼𝐼𝑃𝑃𝑃𝑃= [(𝐼𝐼ℎ𝑖𝑖𝑖𝑖ℎ − 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙)/(𝐵𝐵𝑃𝑃𝑃𝑃−ℎ𝑖𝑖𝑖𝑖ℎ − 𝐵𝐵𝑃𝑃𝑃𝑃−𝑙𝑙𝑙𝑙𝑙𝑙)] × (𝐶𝐶𝑃𝑃𝑃𝑃 −
 𝐵𝐵𝑃𝑃𝑃𝑃−𝑙𝑙𝑙𝑙𝑙𝑙) + 𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙  

(10) 

Furthermore, the standard AQI evaluation template for a specific 
region provided by EEA as Common Air Quality Index (CAQI) 
and US EPA as AQI were adapted in this AQM-EE and given as a 
cumulative state chart given below in figure 6 and 7. 

 
Figure 6: CAQI EEA AQI Cumulative State Chart 

The SeReNo V2 was successfully able to give real-time AQI-
EE estimations that have plenty of environmental, metrological, 
and health applications and significance.  

 
Figure 7: US EPA AQI Cumulative State Chart 

The EPA rated sensors produced the results in thresholds of the 
chart in figure 6.  

The AQM-EE uses 5 KPIs to evaluate the performance of GAM 
given as: 

5.1. Energy Efficiency: 
 The instantaneous energy consumed by node EN for a minute 

is the sum of 60 secs for the product of supply voltage VDC, 
instantaneous current Ii, and time Ti given in equation 11.  
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EN = ∑ VDC𝑛𝑛
𝑖𝑖=0 ∗ Ii ∗ Ti (11) 

The difference between the maximum rated power 
consumption of node and minimum instantaneous power 
consumption in terms of watt-hour is termed as energy efficiency 
or E-Efficiency symbolized as Ee and given by: 

Ee (Wh) ≈ (𝑁𝑁−𝑃𝑃
𝑁𝑁

)(EN) (12) 

5.2. Cross-Sensitivity Computation Error: 
 The cross-sensitivity computation error is the average of the 

total difference in a sensor's reaction to other gases being measured.  

Cs (%) ≈ (� 𝛥𝛥𝛥𝛥𝑖𝑖)/𝑛𝑛𝑛𝑛
𝑖𝑖=0  (13) 

It is used as the correction factor and must be in the range 
defined by the vendor.  

5.3. Typo-graphic Error: 

 The difference in the GPS coordinates by GPS and AGPS was 
termed as typo-graphic or GPS error, presented in equation below:  

TE = |LGPS(X, Y) - LAGPS(X, Y)| (14) 

The acceptable value for this error was marked as 20 meters for 
precise AQM.   

5.4. The ratio of Magnitude EBAT/EN or Instantaneous Capacity: 

The ratio of instantaneous system battery energy EBAT in watt-
hour (Wh) and instantaneous node energy EN in watt-hour (Wh) 
was termed the instantaneous capacity magnitude CMAG of the node 
with current operations given as: 

CMAG = EBAT / EN (15) 

For long haul AQM, the CMAG must be greater than 1 to ensure 
at least 1-hour autonomous operation.   

5.5. Improved Warm-Up Time of Gas Sensors: 

The start-up warm-up time is mandatory for the gas sensors to 
acquire chemical equilibrium with the atmosphere in which they 
are used. The warm-up time was improved by putting all the micro-
controller, GPS, and GSM modules to sleep and then get active 
based on the gradient as mentioned in section 3.  

6. Results and Discussion 
After the long haul deployment of six months, the data results 

obtained were displayed on the Ubidots IoT platform as exhibited 
in figure 7.  

The eleven real-time variables were exhibited in Figure 8 
sending data through GSM model QuecTel M10. The application 
of GAM enabled only meaningful data to be sent to the cloud that 

made time-series more non-linear as only gradients impacted 
values were being transmitted. The following plots of individual 
variables give more insights of GAM in SeReNo V2.  

 
Figure 8: The SeReNo2 IoT Dashboard at Ubidots IoT 

 
Figure 9: Illustration of Particulate Matter data due to GAM 

Figure 9 explained the real-time measurement of PM from 
December 22, 2019, to January 22, 2020. The max of 74.15 µg/m3 
was observed on January 17, 2020, and a minimum of 1.67 µg/m3 
on December 27, 2019.  

 
Figure 10: Illustration of VoC and Impact of GAM at 12:00 PM 

 

Figure 11: Illustration of Nitrogen Dioxide data due to GAM 
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In figure 10, it is ambient that amount of VoCs increased 
significantly due to day time traffic and air pollution in the 
atmosphere.  This the special behavior common in all the days for 
6 months.    

In figure 11, it is eloquent that NO2 being extremely hazardous 
stayed zero and was transmitted to cloud whenever there was a 
signature of cross-sensitivity and time-series for NO2 was also non-
linear.  

 

Figure 12: Illustration of Carbon Monoxide data due to GAM 
In figure 12, it was observed that CO being hazardous was also 

observed as a non-linear time-series and the same as NO2 had 
cross-sensitivity signatures.  

 
Figure 13: Sulphur Dioxide Signatures in Atmosphere 

In figure 13, nominal magnitudes of SO2 were observed in the 
atmosphere due to plenty of gas processing plants that flare H2S 
and rest is preserved by Sulphur recovery units (SRUs).  

 
Figure 14: Presence of Oxygen Traces in Air 

The SeReNo V2 node was initially equipped with an O2 sensor 
that was later on replaced by the O3 sensor for 2 years. The 
breathing conditions were favorable due to the measured average 
of 19.3 O2 in the air as obvious from figure 14.  

 

Figure 15: SeReNoV2 Total Deployment Data for EPAs recommended 
measurement 

The first deployment of the SeReNoV2 node was 1.5 years to 
validate the autonomous operational capabilities as presented in 
figure 15 at the maximum sampling rate for pollutants and outdoor 
gases. This deployment was from June 1, 2018, to January 1, 2020.  

 
Figure 16: SeReNoV2 Total Deployment Data for EPAs Environmental Variables  

http://www.astesj.com/


H. Tariq et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1666-1673 (2020) 

www.astesj.com     1672 

In figure 16, the core 5 environmental variables, VoC, CO2, 
temperature, humidity, and pressure can be observed during the 
entire deployment tenure.  

 
Figure 17: SeReNoV2 Estimation of real-time Discrete and Cumulative AQI  

The AQI-EE key performance indicators (KPIs) were estimated 
for the programmed GAM on SeReNo V2 were the major 
contributions that enabled all the outcomes presented in figures 17 
to 19. 80 meters typographic error can be observed in figure 18.   

 
Figure 18: The GAM without AQI-EE KPIs for 5 months 

The warm-up time of 18 minutes of electrochemical gas sensors 
was due to the average humidity of 63%. The warm-up time of 
electrochemical gas sensors is ideally 2 to 7. The cross-sensitivity 
error of 5% is normal. The Ee is near 0.8~1% is due to the extremely 
low power design on SeReNoV2.  

The AQI-EE KPIs for GAM efficiency on SeReNo V2 can be 
observed in these recent 6 months deployment with 5 months of 
KPI assessment. The correlation of GPS and AGPS minimized 
typographic error to 3.5 meters. The cross-sensitivities error was 
also reduced to 2.7~4.8%. The Ee is aligned with the 
electrochemical gas sensors' operational instances. The capacity 

has improved to 1.4%. A significant reduction in warm-up times 
was observed due to the PM-SLEEP variable. Lastly, the measure data 
size with respect to power energy efficiency was mapped and 
significant amounts of data were observed even at very low power 
consumption as a landmark for future research. 

 
Figure 19: The GAM KPIs for SeReNo V2 

7. Conclusion 

A gradient-ware urban air quality index estimation multi-
variable sensing IoT system was developed. The existing 
SeReNoV2 nodes were improved with the proposed system. The 
gradient-aware model and air quality estimation engine contributed 
to a significant and noticeable reduction in data processing for real-
time AQI computation, electrochemical sensors warm-up times, 
cross-sensitivity errors, geo-location typographic-errors, and 
improved energy efficiency. The results can be summarized in four 
key milestones for accurate estimation of urban AQI estimation: 1) 
implemented gradient-aware sensing model as non-linear time 
series vector compensating the commutative anomalies in gases 
and environmental variables measurements; 2) the energy 
efficiency mechanism was able to keep the node up for 1.5 years 
constantly without any external charging source; 3) reduced warm 
times due to the proposed instantaneous power condition, and 4) 
precise estimation of AQI recommended air quality chart principal 
parameters. These novel air quality system results demonstrated the 
potential to handle redundancy in sensing time-triggers and non-
linear timers as well. 
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In this study, we developed and evaluated an automatic abstractive summarization algorithm
in Japanese using a neural network. We used a sequence-to-sequence encoder-decoder
model for practical purposes. The encoder obtained a feature-based input vector of sentences
using the bidirectional encoder representations from transformers (BERT) technique. A
transformer-based decoder returned the summary sentence from the output as generated
by the encoder. This experiment was conducted using the Livedoor news corpus with the
above model. However, two problems were revealed. One is the repetition of a specific
phrase while the model is generating text. The other is that the model can not handle
out-of-vocabulary words. As solutions, we use repeat block in n-gram words and WordPiece.
In addition, to evaluate the performance of the model, we compared the summarization
accuracy between our model and a long short term memory based pointer-generator network.
As revealed by the results, our model comprehends the meanings of sentences better than a
pointer-generator network but makes more word-based mistakes.

1 Introduction

This paper is an extension of work originally presented in 2019 Inter-
national Conference on Technologies and Applications of Artificial
Intelligence (TAAI) [1].

Societies with a highly developed information system make it
easy for citizens to obtain the information they need. However, for
this reason, the information obtained often has redundancy. There-
fore, skills are needed to extract only the necessary information.
In other words, a summarization skill is important. Thus, we need
a system that automatically takes the necessary points of a text
and applies deep learning with a neural network. At the present
time, models using bidirectional encoder representations from trans-
formers (BERT) [2] have achieved the highest scores in abstractive
summarization tasks [3]. Although there are already many mod-
els using BERT in English and some other languages, a model in
Japanese has yet to be found. We therefore developed models using
BERT in Japanese and evaluated them through a comparison with
another model. The code is available at https://github.com/
IwasakiYuuki/Bert-abstractive-text-summarization.

Text summarization is one of the natural language processing
that effectively summarizing long sentences. The Algorithms of
text summarization used in machine learning are mainly divided
into two types: extractive and abstractive summaries. In the ex-

tractive text summarization, a summary sentence is generated by
combining important sentences in the source text. On the other
hand, the latter, abstract type, understands the input sentences and
generates the corresponding summary sentences by itself. Although
both types are similar in that they summarize the main points of
input sentences, they are more flexible in this respect because ab-
stract abstract summarization generates the corresponding summary
sentence by itself, while extractive summarization can only process
sentences collected from input sentences. In this study, we focused
on abstract summarization.

In recent years, various models have been proposed for abstrac-
tive summarization. An author proposed an abstractive summa-
rization model using Bidirectional Encoder Representations from
Transformers (BERT) [3]. Experimentation results as reported in [3]
revealed that the developed model achieved a new state-of-the-
art performance on both CNN/Daily Mail and New York Times
datasets. Viswani et al. proposed an abstractive summarization
model called a pointer-generator network based CopyNet [4]. This
pointer-generator network model has advantages in terms of both
abstractive and extractive summarizations.

The model developed in this study was built with reference to a
text summarization model using BERT and has two stages. In the
first stage, the input text was encoded into a contextual representa-
tion using BERT, and after processing the input text with BERT, a
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summary draft was generated using a transformer-based decoder.
In the second stage, the draft summary text was re-validated using
BERT to generate a crisper summary text, which was then processed
with BERT. In this experiment, only the first stage was employed.

In section 2, we introduce the several well-know neural network
models and layers used in this study, i.e., BERT and multi-head at-
tention (the layers in BERT), and pointer-generator network used for
comparison with our model. In section 3, we describe an overview
of the proposed model along with its structure. In section 4, we
detail the settings and dataset applied while training our model.
In section 5, the results of the experiments described in section 4,
are evaluated, along with those of another model, i.e., a pointer-
generator network. Based on the evaluations, we compare our model
with a pointer-generator network based on scores from the Extracted
places and ROUGE-N [5]. In section 6, we provide some conclud-
ing remarks regarding our experiments and discuss areas of future
study.

2 Related Studies

2.1 Pointer-Generator Networks

A pointer-generator network [6] is an LSTM-based model for an
abstractive summarization. Long short term memory(LSTM) [7]
is a neural network model that is often used for natural language
processing. Figure 1 shows a model overview of a pointer-generator
network. The most significant differences between this model and
our approach are the structures, i.e., the “copy mechanism” and
“coverage mechanism”. A pointer-generator network can-not com-
pute in parallel owing to the structure of the model. In addition, it
requires a long time and a large amount of data for training to obtain
the meanings of both words and sentences at the same time.

Figure 1: Overview of pointer-generator network. As shown on the left side of the
figure, an ’Attention Distribution’ helps handle out-of-vocabulary words. In addition,
as shown on the right side, the ’Vocabulary Distribution’ resolves the repeating
problem. Referred to [6]

Copy mechanism A neural network outputs the probability of a
predetermined group of words when generating them. Therefore,
it cannot output proper nouns. However in sentence summaries,
proper nouns are often important. Thus, a pointer-generator network
dynamically allocates the words in the input text to the IDs using a

copy mechanism and thus the model can handle out-of-vocabulary
words.

Coverage mechanism Sentence summarization tasks occasion-
ally have a problem of generating the same words repeatedly. A
pointer-generator network incorporates a mechanism called a cov-
erage mechanism to solve this problem. The coverage mechanism
keeps the distribution of the words generated up to the t-step, and
then penalizes them for producing the same word. The penalty is
achieved by adding a new term to the loss function.

2.2 BERT

In recent years, pre-training models, such as BERT, have been
widely incorporated into neural network models. In particular, mod-
els trained with BERT have achieved state-of-the-art performance
in natural language processing tasks; BERT has been pre-trained
with a large unlabeled corpus and can be fine-tuned with another
corpus to achieve better performance. Figure 2 shows the process
of pre-training and fine-tuning.

Figure 2: BERT pre-training and fine-tuning processes. A pre-training of the model
is shown on the left side of this figure, and a fine-tuning is shown on the right side.

We briefly describe the structure of the BERT model with refer-
ence to [2]. BERT has several layers; each layer has a Multi-Head
Attention and a linear affine with a residual connection. In our
experiment, we utilize the BERT-based model which has 12-layers
and 768-hidden sizes.

Pre-training In a general neural network model, the model is
trained at once for the tasks. Then, the model is trained for each
task at the same time as the meanings of the words and sentences
are obtained. For this reason, a large amount of data is needed to
train the model. However, there are two processes applied during
BERT training, pre-training and fine-tuning. Pre-training tasks of
BERT are called masked language model (MLM) and next sentence
prediction (NSP). An MLM is a task for predicting masked words in
an input text, and an NSP is a task for predicting the next sentence
of an input sentence. Through a pre-training, the model obtains the
meanings of the words and sentences, as well as the coherence of
the texts.

Fine-turning After pre-training of the model, we re-train the
model for a specified task, in this case, a summarization. A pre-
trained model already has the obtained meanings of words and
sentences, and thus we simply tune the model toward our task. This
means it can be trained with a low data quantity. At the fine-tuning
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stage, we use the pre-trained BERT model and some layers, as
shown in Figure 2.

2.3 Multi-Head Attention

BERT and a transformer primarily comprise multi-head attention
layers. The multi-head attention divides the attention input into
multiple parts and concatenates them with multiple outputs. Multi-
head attention is more accurate than attention and can be calculated
through (1), (2), and (3) as described in reference [4].

Attention (Q,K,V) = so f tmax
(

QKT

√
dk

)
(1)

headi = Attention
(
QWQ

i ,KWK
i ,VWV

i

)
(2)

MultiHead (Q,K,V) = Concat (headi, . . . , headn) ·WO (3)

Equation (1) represents a formula for a single input query in
multi-head attention, in which the input is split into units of a head
as shown in (2), and each output is concatenated as shown in (3) to
generate the overall output. In practice, we compute the attention
function on a set of queries simultaneously, packed together into a
matrix Q. The keys and values are also packed together into matri-
ces K and V , and WQ

i , and WK
i , and WV

i are the parameter matrices.
Here, dk used in (1) is the number of dimensions of key K.

Figure 3: Overview of our text summarization model. Our model includes BERT in
the encoder and a transformer in the decoder. During the training phase, we set the
article body and summary into the encoder and decoder inputs, respectively.

3 Model
Figure 3 shows an overview of the model used in our experiment.

3.1 Encoder

Several pre-learning models, such as BERT, have been widely uti-
lized in encoder-decoder models. Because BERT is efficient for

fast training with high precision, it ensures a higher accuracy in
existing models. In a study conducted by Zhang et al. [3], BERT is
used as the encoder to achieve state-of-the-art performance for an
abstract text summarization task. In this experiment we applied a
pre-learning model BERT as the encoder.

3.2 Decoder

In our model, we configured a transformer-based decoder as an
encoder. It was not the proposed decoder choice for BERT to send
the output generated by the encoder to the input of the decoder at
the same time.

Furthermore, we opted for a transformer-based decoder as op-
posed to a recurrent neural network (RNN) such as an LSTM [7]
and GRU [8] for the following reasons: (1) Time for training -
Transformer-based decoders are built using multi-head attention,
which can perform parallel computations, and are, hence, faster.
(2) Accuracy - Transformers are far more accurate than RNNs on
machine translation tasks. (3) Long-range dependency - The atten-
tion used in the transformers makes it easier to learn long-range
dependencies compared to RNNs such as an LSTM.

3.3 Abstractive summarization model

The input is denoted as X = {x1, x2, . . . , xn}, sequence representing
sentence breaks is denoted as S = {s1, s2, . . . , sn}, and the corre-
sponding summary is denoted as A = {a1, a2, . . . , an}. We started by
entering X and S into BERT.

If fsen (x) is assumed to be the number of sentence of x, sequence
S is computed as S = fsen (X) mod 2. The resulting BERT encoder
output is denoted as H. Next, we input H and the output of the
decoder at the t-th time step.

The probability of the vocabulary at the t-th time step can be
obtained as shown in (4). This probability was conditioned on the
decoder output until the t-th time step and the output of the encoder
H.

Pt (w) = fdecoder (w | H,Y<t) (4)

The loss of training L, is calculated as shown in (4) using the
probability of vocabulary Pt (w).

L = −

n∑
i=0

log P (yt | H, at−1) (5)

4 Experiments

4.1 Setting

During this experiment, we used a pre-trained model with BERT
that was developed at the Kurohara and Kawahara laboratories of
Kyoto College [9]. Most of the BERT hyperparameters were same
as those of BERT-Base (i.e., 12-layers, 768-hidden, and 12heads) in
[2]. The model was trained for 30 epochs with 1.8 billion Japanese
Wikipedia corpuses. The input text was divided into sub-words with
byte pair encoding (BPE [10]) using the morphological analysis
system Juman++ [11].
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The vocabulary size stood at 32,000 words. The decoder in our
model comprises eight multi-head attention layers; the division of
hidden size as 3,072; and the embedding vector as 768, similar to
the encoder.

We used Adam as the model optimizer, and set the parameters
as β1 = 0.9, β2 = 0.999, andε = 1.0 × 10−9. The maximum learning
rate was set at 1.0 × 10−9. In addition, the dynamic learning rate
was adopted as the model learning rate in [4].

The learning rate is computed as shown in (6),

lr = max learning rate ∗
min

(
cs−0.5,ws−1.5 ∗ cs

)
ws−0.5 (6)

In principle, the learning rate increases linearly up to the warmup
step (ws). If the current step (cs) exceeds the warmup step, the
learning rate gradually decreases. The learning rate peaks when the
current step and warmup step are equal. At this point, the learning
rate is denoted as lr = max learning rate. For our experiment, we
set warmup step (ws) = 4000 and max learning rate = 0.0001 for
training. The model includes BERT with 12 multi-head attention
layers. The batch size is set to 4 for GPU memory because the
maximum input sequence was set to 512.

Figure 4: An example of Livedoor news corpus. Every article has three sections, a
title, a summary and an article body. Each section is labeled in the above figure.

4.2 Dataset

The Livedoor News corpus contains 130,000 Japanese news articles
from Livedoor News, each news article is accompanied by a three-
line summary. The article text and summary are set as input and
output of the experiment, respectively. From the dataset, 100,000
data points were used for training and 30,000 data points were used
for validation. The maximum length of the input sequence was set
to 512 tokens, but some data values exceeded this limit. In such
cases, only the first 512 tokens were entered into the model.

Every article on the Livedoor news website has text and a three-
line summary. Figure 4 shows an example of an article body and
summary. In this example, the article body at the bottom of the
figure is input into the model, and the summary at the middle of the
figure is output to the model.

4.3 Training

If 100,000 live news corpus data points in 1 epoch were trained
in 15 epochs, the loss of each lexicon in the validation data was
about 6.5 words, and the accuracy of identifying the correct lexicon
was about 67%. The graphics card used for training was a Titan X
(Pascal) with 12 GB of memory. The training took about three days.

Figure 5: Outputs of loss function for every training step. A gradual decrease in the
numbers of loss function outputs is implied in this figure.

5 Results and Discussions
In this section, we can see the evaluations of the generated sum-
maries with two models, i.e., our model (BERT+Transformer) and
a pointer-generator network. From the generated summaries, we
evaluated the models on the following criteria:

• Grammatical Accuracy

• Vocabulary mistake

• importance level

To check the validity of the generated sentences, we focused on
grammatical and vocabulary errors. We also extracted and checked
which parts of the original text were important for the generation of
the summary text. The above three points are evaluated subjectively.
In addition, we calculated and compared their respective ROUGE-N
scores.

5.1 Generated summaries

The texts in the appendix are the article bodies and their summaries
that generated by the two trained models, our model and the pointer-
generator network (translated from Japanese into English). The texts
under “Input” are article bodies in the Livedoor news corpus, and the
texts under “Output” are summaries generated by our model and the
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pointer-generator network from each article body. In the appendix,
we provide three article bodies and generated their summaries as
examples. When generating the text, a beam search with a width of
4 was used. Prior to the training process, WordPiece [12] was used
to further divide out-of-vocabulary words into multiple words. For
example, the word “smoke” which is not in the vocabulary of the
model, is able to represent the combination of “smo” and “ke” in
the vocabulary. For the quantitative effect of WordPiece, refer to an
ablation study [13].

One problem that arises during the summary sentence generation
is the “repetition problem”. This means that an arbitrary phrase will
repeatedly appear in the summary sentence. We used a REPEAT
block to get around this. The repeat block detects the repetition
of a sentence in n-grams increments and returns to the (n-1)-steps
before the repetition and reapplies the word generation. In this
experiment, we used the repeat block of the tri-gram that had the
highest ROUGE-N score.

For example, you can see the t-th step generated summaries by
the model as follows:� �

summary : It is going to rain in the(1) the(2) the(3)� �
In the above example, the same three words are generated from

the end of the word, and thus the approach returns to the two steps
prior to “the(1)” and regenerates words other than the those previ-
ously generated.� �

summary : It is going to rain in the(1) evening� �
Input 1 in the appendix demonstrates that both models were

able to learn correctly as, it can be seen, to some extent, that the
summary text retained the key points of the input text. In addition,
there are no errors in grammar or vocabulary. However, if we look
at the summary of a pointer-generator network, the sentence “The
Berlin International Film Festival Silver Bear Award is one of the
three biggest film festivals in the world for “smoke”. ” is not ex-
tremely important. Therefore, in the above example, we thought
the summary generated by our model was better than that of the
pointer-generator network owing to the importance.

Input 2 in the appendix is regarding the risks to the human body
from sitting for long periods of time. At first glance, both sum-
maries appear to be correct, but the word ”skillfully” is included
in the summary of our model. This is not the word that should be
used. Therefore, we felt that the pointer-generator network was
able to produce a more accurate summary in this example than our
approach.

Input 3 in the appendix deals with the response of a real estate
company when a house is an accidental property. No erroneous
words appear in either summary. However, the sentence “It is said
that the building should be disliked because it is a place to live
continuously.” in the summary of our model, is not grammatically
correct. In terms of content, however, we believe that our model is
able to extract the more important parts. For example, the content
regarding payment is fairly important but is not included in the

summary of the pointer-generator network.
In the present example, our model extracts the more important

parts, but the grammar was correct for the pointer-generator net-
work. From the three examples provided in the appendix, it appears
that the pointer-generator network has fewer vocabulary and gram-
matical errors, although our model is able to extract more of the
important content. In addition, you can see that the locations that
the pointer-generator network extract is mostly in the first half of the
input text. By contrast, our model extracts from all throughout the
input text. In other words, our model is more expressive, whereas
the pointer-generator network is less prone to grammatical and vo-
cabulary errors. In addition, because the pointer-generator network
has a copy mechanism, we thought it might be related to the fact
that the model is somewhere between abstract and extractive text.

5.2 Extracted places

We will now see which parts of the input text are extracted by the
summary statement generated in the previous section. Figure 6, 7
and 8 shows the places that the model extracts from the input texts.
Each horizontal axis represents the number of words, and the bar
graph shows the word positions referenced by the models.

Figures 6, 7 and 8, indicate that the locations extracted
by the pointer-generator network are mostly in the first half
of the input texts. By contrast, those extracted by our
model(BERT+Trasnformer) are scattered throughout the input text.
This leads us to believe that our model may be able to understand
the entire content of the input text better than the pointer-generator
network.

Figure 6: Input 1 highlighting the extracted locations

Figure 7: Input 2 highlighting the extracted locations

Figure 8: Input 3 highlighting the extracted locations
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5.3 ROUGE-N socre

Next, we compare the pointer-generator network with our model
using the ROUGE-N [5], which is an index frequently used in the
evaluation of summary sentences, which represents the percentage
of agreement between words in N-gram units.

As an example, let us try to calculate the ROUGE-N score of
the following sentence.� �

summary : It is going to rain in the evening today
references : It is going to rain today� �
Referring to [5], the equation for obtaining the ROUGE-N score

is shown below.

ROUGEN =

∑
C∈Re f erence

∑
Gramn∈C Countmatch(Gramn)∑

C∈Re f erence
∑

Gramn∈C Count(Gramn)
(7)

Considering the above example, we have the same six pairs on
uni-gram, and four pairs on a bi-gram. From this, the ROUGE-1,2
score of the example could be derived as follows:

ROUGE1 =
6
9

= 0.667

ROUGE2 =
4
8

; 0.500

In our experiment, we calculated the ROUGE-1,2 scores with
1,000 Japanese news articles (sample size n = 1, 000) chosen at
random from the verification datasets. The standard error, SE, calcu-
lated using the unbiased standard deviation, u, and the sample size,
n, is expressed as follows:

S E =
u
√

n
(8)

Using the above equation, the margin of error, e, for the 95%
confidence interval (95% CI) is expressed as in Equation 9.

e = ±1.96 × S E (9)

The ROUGE-1,2 scores, the standard errors, SE, and the unbi-
ased standard deviations, u, for both the models are presented in
Table 1.

Table 1: ROUGE-1, 2 scores for pointer-generator networks and our model (BERT +

transformer)

Model Score u e

Pointer-Generator Networks
ROUGE-1 0.463 0.123 ±0.008
ROUGE-2 0.221 0.142 ±0.009

BERT + Transformer
ROUGE-1 0.470 0.107 ±0.007
ROUGE-2 0.215 0.126 ±0.008

Table 1 indicates that the ROUGE-1,2 scores of our model
and the pointer-generator network were similar. However, our

model’s structure was designed for multiple tasks, whereas the
pointer-generator network was a model designed for text summa-
rization tasks because of the copy mechanism. In addition, our
model generated all the words in the output sentences. Thus, we
hypothesized that our model achieved a better comprehension of the
text.

5.4 Word Mover’s Distance

Next, we compared the pointer-generator network with our model
using word mover’s distance (WMD) [14] to evaluate their semantic
similarity. The WMD is a novel distance function between text
documents. The ROUGE scores are based on literal word overlap;
hence, it is necessary to evaluate a score that is not based on literal
word overlap. Among a number of recently proposed semantic
similarity metrics, WMD is shown to be the most reasonable so-
lution to measure semantic similarity in reformulated texts [15].
We evaluated the WMD for both models with 1,000 Japanese news
articles chosen at random from the verification datasets and used
the Japanese word embedding vectors [16] to calculate the WMD.
Table 2 presents the WMD scores, unbiased standard deviation, and
margin of error for the pointer-generator networks and our model.

Table 2: WMD of pointer-generator networks and our model (BERT + transformer)

Model WMD u e
Pointer-Generator Networks 0.533 0.122 ±0.008
BERT + Transformer 0.521 0.106 ±0.007

As shown in Table 2, our model has a slightly lower WMD score
than the pointer-generator network. This implies that the summaries
generated by our model were more similar to the article’s summaries
than those generated by the pointer-generator network. Thus, the
hypothecate that our model achieved a better comprehension of the
text than the pointer-generator network was strengthened.

6 Conclusion and Future works

We conducted an experiment to demonstrate an abstractive summa-
rization of Japanese text with a neural network model using BERT.
In addition, we conducted a comparison between the qualitative and
quantitative aspects of our model and a model frequently used for
text summarization, i.e., a pointer-generator network. Our model is
composed of a BERT encoder and a transformer-based decoder. The
dataset used in this paper was the Livedoor news corpus consisting
of 130,000 datapoints, of which 100,000 were used for training.

The results of the experiment revealed that the model was able
to learn correctly as the summary sentence captured the key points
of the text to a certain extent. However, the contents of the summary
sentence were repeated, and the model could not handle unknown
words. As a solution, we applied two mechanisms, a repeat block
and WordPiece. The repeat block detects repeated n-grams in the
generated summaries and regenerates summaries at the (t-n-1)-th
step excluding the repeat word. To handle this, WordPiece further
divides the out-of-vocabulary words into sub-words.
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The results of evaluations of our model and the pointer-generator
network revealed that their ROUGE-1,2 scores were similar. How-
ever, our model’s structure was designed for multiple tasks, whereas
the pointer-generator network was a model designed for text sum-
marization tasks because of the copy mechanism. Therefore, we
hypothesized that our model achieved a better comprehension of the
text. In addition, the comparison of the two models to evaluate their
semantic similarity, that is, the WMD, strengthened our hypothecate.
While extracting phrases, the pointer-generator network extracted
phrases from the first half of the input text, whereas our model
extracted phrases from throughout the text. However, a qualitative
evaluation of our model revealed that it made numerous grammati-
cal and vocabulary mistakes. We believe that this problem can be
solved by improving the model.

In the future, we will explore these recommendations through
additional experiments and compare the results.
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Appendix
The following are three articles from Livedoor news and a summary
of our model and the pointer-generator network generated as exam-
ples. The examples below were used for the discussions provided
in section 5.

Input 1 Director Wayne Wang from Hong Kong, who has won
the Silver Bear Award at the Berlin International Film Festival,
one of the three biggest film festivals in the world in the movie
“Smoke” (1995), and Japan’s world-famous Beat Takeshi and Nishi-
jima Hidetoshi. The movie ”When a Woman Sleeps” (published
on February 27). It was the first time in 12 years since ”Blood and
Bone” starring in a film other than his own work in 2004, and said
”I was so worried about my acting that I held my head,” he said
unexpectedly. Is it because of the mysterious style that the bound-
aries between dreams and delusions and reality are vague? Three
people talked to each other. This film is a movie based on a short
story by Javier Marias, a Spanish writer, and is set in a quiet resort
hotel, and a mysterious couple (Takeshi and Shiori Nana Shiori),
two years older than their parents and children. It is a mystery of
love and hate that stares at a writer (Nishijima) who is obsessed
with a relationship that has become obsessed with and has run out
of curiosity. “I thought that the main character was Nishijima,” said
the smiling Takeshi, and read the script, “I thought I was foolish. A
normal script would tell the story and the ending.” He said that he
had a hard time understanding a complicated story. Nishijima, who
praises himself for being more acquainted with movie expressions,
relieved, ”If I say ”good”, I’m sure there will be no mistake.” I
watched all the acting all the time. When I finished watching, I
didn’t even remember what kind of movie it was,” said an unknown
side of Takeshi called ”Kitano of the World.” Nishijima, who imme-
diately decided to appear, ”Wayne Wang is a work that shoots Beat
Takeshi, so it will come out (laughs),” said ”This time especially
Beat Takeshi is obsessed with love, even at the shooting site. I was
shocked a lot and was really moved. It was wonderful.” Director
Wang, who worked on Japanese movies for the first time, also said,
“I wanted to work with Takeshi rather than want to shoot in Japan.”
Takeshi played an unusual role in keeping a video recording of a
young beautiful woman (Kana) sleeping. When asked, ”What do
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you want to leave your dear ones?”, ”I’ve been in the entertainment
world for a long time, so I thought, ”I thought that the gag of Takeshi
at that time, that laugh was amazing.” It’s okay if you can leave
one,” he said. (Interview and text: Megumi Shibata)

Output 1 (Pointer-generator network) The Berlin International
Film Festival Silver Bear Award is one of the three biggest film
festivals in the world for ”smoke.” For the first time in 12 years,
Takeshi said, ”I was so worried about my performance that I held my
head.” ”The boundaries between dreams and delusions and reality
are vague and mysterious.

Output 1 (BERT+Transformer) A movie ”When a Woman
Sleeps”, in which Takeshi Beat and Hidetoshi Nishijima formed
a tag. Beat Takeshi was said to have been attached to love. ”I’m
worried about my performance, and I’m worried about the finished
product, too,” he said.

Input 2 “Mentai Wide-Fukuoka Broadcasting” At the corner of
“Special News THE Slide Show” broadcasted on February 9, 2016,
we covered the risks to your body from sitting for a long time. The
image is an image (taken by Andrea Arbogast, from Flickr). A
study of 220,000 men and women over the age of 45 in Australia
found that the risk of death was 1.4 times higher for people sitting
11 hours or more a day than for those sitting less than 4 hours a day
I got the result. It seems that the risk of obesity, diabetes, cancer,
etc. increased, causing death. The detailed cause is unknown, but
it is also said that ”myokine” that suppresses heart disease is not
secreted unless the muscles are contracted. This excessive sitting
puts a heavy burden on the lower back, with 1.4 times being nor-
mally seated and 1.85 times being leaned forward. Even in Fukuoka,
more and more offices are incorporating ”sometimes standing work”.
More than 90% of the desks sold in Sweden and Denmark are of the
type that can be moved up and down, and by using this you can do
”occasionally standing work”. Even in Japan, Rakuten has changed
the desks of all employees so that they can be moved up and down,
to avoid sitting down. Even in Fukuoka, some companies are mak-
ing their desks movable up and down and changing the height of
the desks themselves. When I asked when to change the height of
the desk, this was the most common opinion. Because I may feel
drowsy after lunch, switch to standing work at such times. When
you are tired from working on a computer or lose your concentra-
tion, start a standing job. Stand up when your shoulders, waist, or
neck hurts. It seemed that it was good to stand up, and there were
interesting opinions. I have less stiff shoulders, lower back pain,
and neck pain. Increased communication from the surroundings.
When I sat down, I was staring at my computer, but by standing up,
I was able to see my surroundings better and start talking. Since I
also work as a deskwork worker, I sometimes feel pain in my lower
back and shoulders after sitting for a long time. For this reason, I
stand up and relax once every hour, but I found it useful to have
a desk like this. If you keep sitting down, you may not be able to
see the surroundings because you are staring at a desk or a personal
computer, so I would like you to incorporate such desks in various
offices. (Writer: Piyoko).

Output 2 (Pointer-generator network) At the “Special News
THE Slide Show” on the 9th, I heard about the risks to the body
from sitting for a long time. It is said that “myokine” that suppresses
heart disease is not secreted unless the muscles are contracted. It
is said that more and more offices in Fukuoka have adopted ”some-
times standing work”.

Output 2 (BERT+Transformer) In the program on the 9th, we
discussed the risks to the body from sitting for a long time. The risk
of obesity, diabetes, cancer, etc. is high, and the risk of death is 14
times higher. In addition, he changed the man’s desk to something
that can be skillfully moved up and down to avoid sitting.

Input 3 Last year, an incident that involved the illegal construc-
tion of a large-scale condominium construction project in Yokohama
City reminded me of the difficulty of choosing a property, but I fi-
nally got the feeling that I could get a house. If it’s a so-called
”accident property”, can you ask the real estate agent for a refund?
Lawyer Masami Takeshita answers. (Consultation). At the end of
last year, I bought a second-hand house, but when I looked up the
reason because the neighborhood was strange, the previous owner
was at home It seems that he tried to hang himself. The real estate
company that introduced this property did not tell me that it was
an accident property. In this case, is it possible to request the real
estate agent to refund the purchase price in full? (Answer). The
fact that a building purchased for residential use commits suicide
and lacks ”comfortable living” means that ”a building is a place
to live continuously, so there are also psychological flaws due to
the historical background of the building that should be disliked.
(Defect)” is understood. If the buyer makes a contract without
knowing that there is a defect, the seller will be liable for the defect
guarantee, and if the defect does not meet the contract purpose, the
contract will be canceled, and if it does not reach that level, You
are obliged to compensate the buyer for damages. In addition, there
are court cases that the contract can be canceled if there is suicide
and it is judged that it is reasonable to feel that it is not suitable
for living because it lacks comfort to live in. .. It is the case that
the cancellation of the sale of condominiums, which was found to
have committed suicide six years ago when the deposit was paid,
was approved. On the other hand, there are some cases in which
the suicide was canceled 7 years ago, and there are also cases in
the sale and purchase of a plan to demolish an old house in which
the degree of dislike of suicide two years ago due to the removal
of a building was not a defect. In your case, depending on the time
of suicide and the degree of topicality, you may be able to cancel
the contract and request a full refund of the price, and even if you
do not go that far, the objective evaluation of the suicide building
and the purchase price You can consider the difference claim for
damages. The important things that the Homebuilding Act requires
an intermediary to explain are not the history of the building, such as
suicide, but if the trader knows suicide, which is an important factor
in determining the buyer’s contract decision, There is a statutory
obligation to explain and if you remain silent, you will be liable.
However, it is questionable to impose accountability forever, and
there seems to be a guidance that sales are 5 years and rent is 3
years. In any case, when you buy a used building, you should ask
about its provenance, etc., and you can pursue the default liability
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of breach of accountability to the lying seller. (Attorney Profile).
Masami Takeshita: Born in Osaka in 1946. Graduated from the
Faculty of Law, the University of Tokyo. Registered as a lawyer in
1971. * Weekly post February 26, 2016 issue.

Output 3 (Pointer-generator network) Attorney Masami
Takeshita explained why a real estate company can request a refund
if the property is an ”accident.” It seems that the building purchased
for residential use may lack ”comfortable living” due to suicide.

”There are also psychological flaws due to the disgusting historical
background of buildings.

Output 3 (BERT+Transformer) A lawyer explains whether you
can request a refund when you purchase the accident property in
2017. It is said that the building should be disliked because it is a
place to live continuously. Regarding loans, it seems that there is a
possibility that you can cancel the contract and request full refund.
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 The growing popularity of social media sites has generated a massive amount of data that 
attracted researchers, decision-makers, and companies to investigate people's opinions and 
thoughts in various fields. Sentiment analysis is considered an emerging topic recently. 
Decision-makers, companies, and service providers as well-considered sentiment analysis 
as a valuable tool for improvement. This research paper aims to obtain a dataset of tweets 
and apply different machine learning algorithms to analyze and classify texts. This research 
paper explored text classification accuracy while using different classifiers for classifying 
balanced and unbalanced datasets. It was found that the performance of different classifiers 
varied depending on the size of the dataset. The results also revealed that the Naive Byes 
and ID3 gave a better accuracy level than other classifiers, and the performance was better 
with the balanced datasets. The different classifiers (K-NN, Decision Tree, Random Forest, 
and Random Tree) gave a better performance with the unbalanced datasets.  
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1. Introduction 

The recent widening expansion of social media has changed 
communication, sharing, and obtaining information [1–4]. In 
addition to this, many companies use social media to evaluate their 
business performance by analysing the conversations' contents [5]. 
This includes collecting customers' opinions about services, 
facilities, and products. Exploring this data plays a vital role in 
consumer retention by improving the quality of services [6,7]. 
Social media sites such as Instagram, Facebook, and Twitter offer 
valuable data that can be used by business owners not only to track 
and analyse customers' opinions about their businesses but also 
that of their competitors [8–11]. Moreover, these valuable data 
attracted decision-makers who seek to improve the services 
provided [8,9,12]. 

In this research paper, several research papers that studied 
Twitter's data classification and analysis for different purposes 
were surveyed to investigate the methodologies and approaches 
utilized for text classification. The authors of this research paper 
aim to obtain open-source datasets then conduct text classification 
experiments using machine learning approaches by applying 

different classification algorithms, i.e., classifiers. The authors 
utilized several classifiers to classify texts of two versions of 
datasets. The first version is unbalanced datasets, and the second 
is balanced datasets. The authors then compared the classification 
accuracy for each used classifier on classifying texts of both 
datasets. 

2. Literature Review 

As social media websites have attracted millions of users, 
these websites store a massive number of texts generated by users 
of these websites [13–20]. Researchers were interested in 
investigating these metadata for search purposes [16,17,21–24]. In 
this section, a number of research papers that explored the analysis 
and classification of Twitter metadata were surveyed to investigate 
different text classification approaches [25] and the text 
classification results.  

Researchers of [26] investigated the user's gender of Twitter. 
Authors noticed that many Twitter users use the URL section of 
the profile to point to their blogs, and the blogs provided valuable 
demographic information about the users. Using this method, the 
authors created a corpus of about 184000 Twitter users labeled 
with their gender. Then authors arranged the dataset for 
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experiments as following: for each user; they specify four fields; 
the first field contains the text of the tweets and the remaining three 
fields from the user's profile on Twitter, i.e., full name, screen 
name, and description. After that, the authors conducted the 
experiments and found that using all of the dataset fields while 
classifying Twitter user's gender provides the best accuracy of 
92%. Using tweets text only for classifying Twitter user's gender 
provides an accuracy of 76%. In [27], the authors used Machine 
Learning approaches for Sentiment Analysis. Authors constructed 
a dataset consisting of more than 151000 Arabic tweets labeled as 
"75,774 positive tweets and 75,774 negative tweets". Several 
Machine Learning Algorithms were applied, such as Naive Bayes 
(NB), AdaBoost, Support vector machine (SVM), ME, and Round 
Robin (RR). The authors found that RR provided the most accurate 
results on classifying texts, while AdaBoost classifier results were 
the least accurate results. A study by [28] interested as well in 
Sentiment Analysis of Arabic texts. The authors constructed the 
Arabic Sentiment Tweets Dataset ASTD, which consists of 84,000 
Arabic tweets. The number of tweets remaining after annotation 
was around 10,000 tweets. The authors applied machine learning 
approaches using classifiers on the collected dataset. They reported 
the following: (1) The best classifier applied on the dataset is SVM, 
(2) Classifying a balanced set is challenging compared to the 
unbalanced set. The balanced set has fewer tweets than the 
unbalanced set, which may negatively affect the classification's 
reliability. In [29], the author investigated the effects of applying 
preprocessing methods before the sentiment classification of the 
text. The authors used classifiers and five datasets to evaluate the 
preprocessing method's effects on the classification. Experiments 
were conducted, and researchers reported the following findings: 
Removing URL has no much effect, Removing stop words have a 
slight effect, Removing Numbers have no effect, Expanding 
Acronym improved the classification performance, and the same 
preprocessing methods have the same effects on the classifier's 
performance, NB and RF classifiers showed more sensitivity than 
LR and SVM classifiers. In conclusion, the classifier's 
performance for sentiment analysis was improved after applying 
preprocessing methods. A study by [30] investigated Twitter 
geotagged data to construct a national database of people's health 
behavior. The authors compared indicators generated by machine 
learning algorithms to indicators generated by a human. The 
authors collected around 80 million geotagged tweets. Then 
Spatial Join procedures were applied, and 99.8% of tweets were 
successfully linked. Then tweets were processed. After that, 
machine learning approaches were used and successfully applied 
in classifying tweets into happy and not happy with high accuracy. 
In [31] explored classifying sentiments in movie reviews. The 
authors constructed a dataset of 21,000 tweets of movie reviews. 
Dataset split into train set and test set. Preprocessing methods 
applied, then two classifiers, i.e., NB and SVM, were used to 
classify tweets text into positive or negative sentiment. The authors 
found that better accuracy achieved using SVM of 75% while NB 
has 65% accuracy. Researchers of [32] used Machine Learning 
methods and Semantic Analysis for analyzing tweet's sentiments. 
Authors labeled tweets in a dataset that consists of 19340 sentences 
into positive or negative. They applied preprocessing methods 
after that features were extracted; authors applied Machine 
Learning approaches, i.e., Naïve Bayes, Maximum Entropy, and 
Support Vector Machine (SVM) classifiers after that Semantic 
Analysis were applied. The authors found that Naïve Bayes 

provided the best accuracy of 88.2, the next SVM of 85.5, and the 
last is Maximum entropy of 83.8. The authors reported as well that 
after applying Semantic Analysis, the accuracy increased to reach 
89.9. In [33], the authors analyzed sentiments by utilizing games. 
Authors introduced TSentiment, which is a web-based game. 
TSentiment used for emotion identification in Italian tweets. 
TSentiment is an online game in which the users compete to 
classify tweets in the dataset consists of 59,446 tweets. Users first 
must evaluate the tweet's polarity, i.e., positive, negative, and 
neutral, then users have to select the tweet's sentiment from a pre-
defined list of 9 sentiments in which 3 sentiments identified for the 
positive polarity, 3 sentiments identified for negative polarity. 
Neutral polarity is used for tweets that have no sentiment 
expressions. This approach for classifying tweets was effective.  

A study by [34] examined the possibility of enhancing the 
accuracy of predictions of stock market indicators using Twitter 
data sentiment analysis. The authors used a lexicon-based 
approach to determine eight specific emotions in over 755 million 
tweets. The authors applied algorithms to predict DJIA and 
S&P500 indicators using Support Vectors Machine (SVM) and 
Neural Networks (NN). Using the SVM algorithm in DJIA 
indication, the best average precision rate of 64.10 percent was 
achieved. The authors indicated that the accuracy could be 
increased by increasing the straining period and by improving the 
algorithms for sentiment analysis. authors conclude that adding 
Twitter details does not improve accuracy significantly. In [35], 
the authors applied sentiment analysis on around 4,432 tweets to 
collect opinions on Oman tourism, they build a domain-specific 
ontology for Oman tourism using Concept Net. Researchers 
constructed a sentiment lexicon based on three existing lexicons, 
SentiStrength, SentWordNet, and Opinion lexicon. The authors 
randomly divide 80% of the data for the training set and 20% for 
testing. The researcher used two types of semantic sentiment, 
Contextual Semantic Sentiment Analysis, and Conceptual 
Semantic Sentiment Analysis. Authors applied Naïve Base 
supervised machine learning classifier and found that using 
conceptual semantic sentiment analysis expressively improves the 
sentiment analysis's performance. A study by [36] used sentiment 
analysis and subjectivity analysis methods to analyze French 
tweets and predict the French CAC40 stock market. The author 
used a French dataset that consists of 1000 positive and negative 
book reviews. The author trained the neural network by using three 
input features on 3/4 of the data, and he tested on the remaining 
quarter. The achieved accuracy 80% and a mean absolute 
percentage error (MAPE) of 2.97%, which is less than the work 
reported by Johan Bollen. The author suggested adding more 
features as input to improve the performance. In [37], the authors 
examined the relationship between Twitter's social emotion and 
the stock market. Researchers collected millions of tweets by 
Twitter API. Researchers retrieved the NASDAQ market closing 
price in the same period. The authors applied the correlation 
coefficient. Authors conclude that emotion-related terms have 
some degree of influence on the stock market overall trend, but it 
did not meet standards that can be used as a guide to stock-market 
prediction. While at the same time, there was a fairly close 
association between positive, negative, and angry mood-words. 
Particularly sad language tends to have a far greater influence on 
the stock market than other groups. In [38], the authors 
investigated telecommunications companies' conversation on 
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social media Twitter ('indihome,' in Indonesia ). The authors 
collected 10,839 raw data for segmentation. The authors collected 
data: over 5 periods of time in the same year. Authors found that 
most of the tweets (7,253) do not contain customers' perception 
toward Indihome. Only 3,586 tweets are containing the perception 
of customers toward Indihome. Most of the data contained 
perception reveal that the customers have the negative perception 
(3,119) on Indihome and only 467 tweets contain positive 
perceptions; the biggest number of negative perceptions relate to 
the first product, the second relates to a process, third relate to 
people, and fourth relate to pricing. Researchers of [39] examined 
prevalence and geographic variations for opinion polarities about 
e-cigarettes on Twitter. Researchers collected data from Twitter by 
pre-defined seven keywords. They classified the tweets into four 
categories: Irrelevant to e-cigarettes, Commercial tweets, organic 
tweets with attitudes (supporting or against or neutral) the use of 
e-cigarettes, and the geographic locations information city and 
state. Researchers selected six socio-economic variables from 
Census data 2014 that are associated with smoking and health 
disparities. Researchers classified the tweets based on a 
combination of human judgment and machine-learning 
algorithms, and two coders classified a random sample of 2000 
tweets into five categories. The researcher applied a multilabel 
Naïve Bayes classifier algorithm; the model achieved an accuracy 
of 93.6% on the training data. Then the researcher applied the 
machine learning algorithm to a full set of collected tweets and 
found the accuracy of the validation data was 83.4%. To evaluate 
the socio-economic impact related to public perception regarding 
e-cigarette use in the USA, researchers calculated the Pearson 
correlation between prevalence and percentage of opinion 
polarities and selected ACS variants for 50 states and the District 
of Columbia. In [40], the authors Investigated the link between any 
updates on certain brands and their reaction. Researchers gathered 
geographic locations based on the data to see consumer 
distribution. Researchers collected Twitter data by using the REST 
API. In total, 3,200, from ten different profiles, then used 
sentiment analysis to differentiate between clustered data 
expressed positively or negatively then resampled the result in an 
object model and cluster. For every answer, the researcher has been 
evaluated for the textual sentiment analysis from the object model. 
Researchers used AFINN based word list and Sentiments of 
Emojis to run comprehensive sentiment analysis; for the data that 
not existed in the word list, researcher added a separated layer to 
an analysis by using emoji analysis on top of sentiment analysis, 
and authors did not see any difference in the level of accuracy 
when applying this extra layer. The researcher found some 
Sentiment Analysis weaknesses related to the misuse of emoji, the 
use of abbreviated words or terms of slang, and the use of sarcasm. 
In [41], the authors proposed an application that can classify a 
Twitter content into spam or legitimate . Auhtors used an integrated 
approach, from URL analysis, Natural Language Processing, and 
Machine Learning techniques. Auhtors analyzed the URL that 
derived from the tweets, then convert URLs to their long-form,  
then compare URLs with Blacklisted URLs, then compare them 
with a set pre-defined expressions list as spam; the presence of any 
of these expressions can conclude that the URL is spam. After 
cleaning data, the stemmed keywords are compared with the per 
set of identified spam words and, if a pre-defined expressions list 
are found in the tweet, then the user is classified as spam. Six 
features were used for classification. The training set has 100 

instances with six features and a label. The author used Naïve-
Bayes algorithm. Authors manually examined 100 users and found 
(60 were legitimate and 40 were spam) then the sampled checked 
by the application and the result presented that 98 were classified 
correctly.  

3. Proposed Approach 

In this work, the authors implemented and evaluated different 
classifiers in classifying the sentiment of the tweets. It’s by 
utilizing RapidMiner software. Classifiers were applied on both 
balanced and unbalanced datasets. Classifiers used are Decision 
Tree, Naïve Bayes, Random Forest, K-NN, ID3, and Random 
Tree. 

4. Experiment Setup  

In this section, the dataset is described as well as the settings 
and evaluation techniques are used in the experiments have been 
discussed. The prediction for the tweet category is tested twice—
the first time on an unbalanced data set and the second time on a 
balanced dataset as below. 

• Experiments on the unbalanced dataset: Decision Tree, 
Naïve Bayes, Random Forest, K-NN, ID3, and Random Tree 
classifiers were applied on six unbalanced datasets.  

• Experiments on the balanced dataset: In this experiment, 
the challenges related to unbalanced datasets were tackled by 
manual procedures to avoid biased predictions and misleading 
accuracy. The majority class in each dataset almost equalized 
with the minority classes, i.e., many positive, negative, and 
neutral, practically the same in the balanced dataset as 
represented in Table 3. 

4.1. Dataset Description  

We obtained a dataset from Kaggle, one of the largest online 
data science communities in this work. It consists of more than 
14000 tweets, labeled either (positive, negative, or neutral). The 
dataset was also split into six datasets; each dataset includes tweets 
about one of six American airline companies (United, Delta, 
Southwest, Virgin America, US Airways, and American). Firstly, 
we summarized the details about the obtained datasets, as 
illustrated in Table 1 below. 

Table 1: Summary of obtained Dataset 

  
American Airline Companies 

 
Virgin 
Americ

a 

Unite
d 

Delt
a 

Southwes
t 

US 
Airway

s 

America
n 

Number 
of 

Tweets 

504 3822 2222 2420 2913 2759 

Positive 
Tweets 

152 492 544 570 269 336 

Negativ
e 

Tweets 

181 2633 955 1186 2263 1960 

Neutral 
Tweets 

171 697 723 664 381 463 
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4.2. Dataset Cleansing 

In this section, the authors described the followed procedure 
in the dataset preparation. The authors utilized RapidMinor 
software for tweet classification. Authors followed the methods 
described below: 

1) Splitting the dataset into a training set and test set. 

2) Loading the dataset, i.e., excel file into RapidMinor software 
using Read Excel operator. 

3) Applying preprocessing by utilizing the below operators.  

• Transform Cases operator to transform text to lowercase. 

• Tokenize operator to split the text into a sequence of tokens. 

• Filter Stop words operator to remove stop words such as: is, 
the, at, etc. 

• Filter Tokens (by length) operator: to remove token based on 
the length, in this model, minimum characters are 3, and 
maximum characters are 20 any other tokens that don't match 
the rule will be removed. 

•  Stem operator: to convert words into base form. 

4.3. Dataset Training  

Each of the datasets was divided into two-part. The first part 
contains 66% of the total number of tweets of the data set, and it is 
used to train the machine to classify the data under one attribute, 
which is used to classify the tweets to either (positive or Negative 
or Neutral). The remaining 34% of tweets were used to classify 
tweets' attribute to (positive or Negative or Neutral), i.e., test set.  

 

Figure 1:  Summarization of the Process Model 

4.4. Dataset Classifying 

In this section, the authors described the steps in the tweet’s 
classification techniques. 

• Set Role operator is used to allow the system to identify 
sentiment as the target variable,  

• Select Attributes operator is used to removing any attribute 
which has any missing values. 

• Then in the validation operator, the dataset is divided into two 
parts (training and test). We used Two-thirds of the dataset to 
train the dataset and the last one-third to evaluate the model. 

• Different machine learning algorithms are used for training 
the dataset (Decision Tree, Naïve Bayes, Random Forest, K-
NN, ID3, and Random Tree). 

• For testing the model, the Performance operator utilized to 
measure the performance of the model.  

5. Experiment Results and Discussion   

This section presented the experiment results in terms of 
accuracy level of prediction for each classifier on both types of 
datasets (balanced, unbalanced) and a comparison between the two 
experiments. 

5.1. Experiment results for an unbalanced dataset 

Figure 2 and Table 2 present the accuracy results of the 
utilized classifiers on the datasets. 

Table 2: Accuracy results on unbalanced dataset 

  Accuracy 

 

Virgin 
Americ

a 
United Delta Southw

est 

US 
Airway

s 

Americ
an 

Dataset 504 3822 2222 2420 2913 2759 

Training 
set 333 2523 1467 1597 1923 1821 

Test set 171 1299 755 823 990 938 

Decision 
Tree 31.86% 72.03% 42.08% 50.46% 82.72% 68.98% 

Naïve 
Bayes 32.74% 72.38% 42.28% 51.01% 82.72% 72.21% 

Random 
Forest 31.86% 72.03% 42.08% 50.46% 82.72% 68.98% 

 K-NN 39.82% 11.66% 35.27% 50.46% 82.72% 69.43% 

 ID3 32.74% 72.38% 42.28% 51.01% 82.72% 72.21% 

 Random 
Tree 31.86% 72.03% 42.08% 50.46% 82.72% 68.98% 

 

 
Figure 2:  Accuracy results on unbalanced airline datasets using different 

classifiers 

In some datasets, the classifier's accuracy results were very 
high, while it was low in others. All classifier's performance on the 
US airways dataset and United dataset provided the best accuracy 
due to the dataset's size, which was the largest. Naïve Bayes 
classifier, Decision Tree, and ID3 were mostly better than other 
classifiers and were given almost the same accuracy level. The 
classifiers with Virgin America dataset reported the lowest 
accuracy level due to the dataset's size, which is very small.    
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5.2. Experiment results for a balanced dataset 

Decision Tree, Naïve Bayes, Random Forest, K-NN, ID3, and 
Random Tree classifiers were applied on the five obtained 
balanced datasets. (United, Delta, Southwest, and US Airways). 
The dataset for each was divided into two parts. The first part 
contains 66% of the total number of tweets of the data set, and it is 
used to train the machine to classify the data under one attribute, 
which is used to classify the tweets as either positive, Negative, or 
Neutral. The remaining 34% of tweets were used to classify tweets' 
attributes into (positive, Negative, or Neutral), i.e., test set.  

Table 3: Number of tweets before and after balancing. 

 Number of instances Percentage 
Total 
tweets 
before 

balancing 

Total 
tweets 
after 

balancing 

Positive Negative Neutral 

United 3822 8276 33% 33% 34% 
Delta 2222 2635 33% 33% 34% 
Southwest 2420 5518 33% 33% 33% 
US Airways 2913 6608 33% 33% 33% 
American 2759 5924 34% 34% 33% 

 
After applying different algorithms on the five balanced 

datasets, the performance, i.e., accuracy results, were reported in 
Table 4 and Figure 3 below: 

Table 4: Accuracy results on the balanced dataset 

  Accuracy 

 

Virgin 
Americ

a 
United Delta Southw

est 

US 
Airway

s 

Americ
an 

Dataset 8276 2635 5518 6608 5924 8276 

Training 
set 

5464 1743 3642 4363 3911 5464 

Test set 2812 892 1876 2245 2013 2812 

Decision 
Tree 

35.06% 34.63% 34.35% 35.06% 33.98% 35.06% 

Naïve 
Bayes 

97.65% 36.99% 65.48% 97.65% 61.20% 97.65% 

Random 
Forest 

35.06% 34.63% 34.35% 35.06% 33.98% 35.06% 

 K-NN 38.79% 32.77% 35.32% 38.79% 39.47% 38.79% 

 ID3 97.65% 36.99% 65.48% 97.65% 61.20% 97.65% 

 Random 
Tree 

35.06% 34.63% 34.35% 35.06% 33.98% 35.06% 

 

 
Figure 3:  Accuracy results on balanced airline datasets using different classifiers 

5.3. Comparison between two experiments results for each 
classifier 

While comparing results between the performance of the 
classifiers on balanced and unbalanced datasets, it was found the 
following as seen in Figure 4 below: 

5.3.1. Naive Byes and ID3 

Gave the best accuracy than other classifiers in the two 
experiments. The accuracy level with the balanced datasets higher 
than unbalanced ones. In the unbalanced datasets, the maximum 
accuracy for both classifiers was 82.7%. In the balanced dataset, 
the accuracy reached 97.6%; these results confirm that these two 
classifiers are the best compared to the other selected classifiers in 
the two experiments: 

5.3.2. K-NN and Decision Tree  

Show better performance with the unbalanced datasets, and 
the difference is so apparent. The maximum accuracy with the 
balanced datasets is 39.4%, while it reached 82.7 % with the 
unbalanced datasets.  

5.3.3. Random forest and Random Tree 

It shows better performance with the unbalanced datasets, and 
the difference is so apparent. The maximum accuracy with the 
balanced datasets around 35%, while it reached 82.7% with the 
unbalanced datasets. 

In conclusion, Naive Bayes and ID3 gave a better accuracy 
level than other classifiers, and the performance was better with 
the balanced datasets. The different classifiers (K-NN, Decision 
Tree, Random Forest, and Random Tree) gave a better 
understanding of the unbalanced datasets. 

 
Figure 4:  Accuracy results of classifiers on balanced and unbalanced datasets 

6. Conclusions  

Social media websites are gaining very big popularity among 
people of different ages. Platforms such as Twitter, Facebook, 
Instagram, and Snapchat allowed people to express their ideas, 
opinions, comments, and thoughts. Therefore, a huge amount of 
data is generated daily, and the written text is one of the most 
common forms of the generated data. Business owners, decision-
makers, and researchers are increasingly attracted by the valuable 
and massive amounts of data generated and stored on social media 
websites. Sentiment Analysis is a Natural Language Processing 
field that increasingly attracted researchers, government 
authorities, business owners, services providers, and companies to 
improve products, services, and research. In this research paper, 
the authors aimed to survey sentiment analysis approaches. 
Therefore, 16 research papers that studied Twitter's text 
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classification and analysis were surveyed. The authors also aimed 
to evaluate different machine learning algorithms used to classify 
sentiment to either positive or negative, or neutral. This experiment 
aims to compare the efficiency and performance of different 
classifiers that have been used in the sixteen papers that are 
surveyed. These classifiers are (Decision Tree, Naïve Bayes, 
Random Forest, K-NN, ID3, and Random Tree).  Besides, the 
authors investigated the balanced dataset factor by applying the 
same classifiers twice on the dataset, one on the unbalanced and 
the other, after balancing the dataset. The targeted dataset included 
six datasets about six American airline companies (United, Delta, 
Southwest, Virgin America, US Airways, and American); it 
consists of about 14000 tweets. The authors reported that the 
classifier's accuracy results were very high in some datasets while 
low in others. The authors indicated that the dataset size was the 
reason for that. On the balanced dataset, the Naïve Bayes classifier, 
Decision Tree, and ID3 were mostly better than other classifiers 
and have given the almost same level of accuracy. The classifiers 
with Virgin America dataset reported the lowest level of accuracy 
due to its small size. On the unbalanced dataset, results show that 
the Naive Byes and ID3 gave a better level of accuracy than other 
classifiers when it’s applied on the balanced datasets. While (K-
NN, Decision Tree, Random Forest, and Random Tree) gave a 
better understanding of the unbalanced datasets. 
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 Tourism is relatively high profit, low-cost and high work opportunity industry. Medical 
tourism is special kind of business type in tourism industry. The characteristic of medical 
tourism is high threshold and high profit for hospital and government. But, fewer literatures 
research about competitiveness of medical tourism industry until now. Especially, medical 
tourism industry faces big challenge when COVID-19 occurs which stop patient to go 
abroad for treating in the world. This research arranges relative literatures and invite some 
expert’s opinion to design criteria for evaluating competitiveness of medical tourism 
industry in each area. After that, linguistic VIKOR and Entropy will be integrated to analyze 
and evaluate performance of medical tourism industry among China, Taiwan, Japan and 
South Korea. Finally, some reasonable suggestion will be provided for Taiwan government 
and hospital. 
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1. Introduction  

Compare with other area in Asia, medical service in Taiwan is 
relatively good whose price–performance ratio is high in the 
world. Based on health care index from CEOWORLD magazine, 
the rank of Taiwan is in top levels among eighty regions in the 
world (Please refer to Figure 1). This magazine investigates and 
believe that Taiwan's health care standard ranks first in medical 
equipment, medical personnel technology and medical expenses 
fields. Based on this information, Taiwan government can consider 
to apply this strength of Taiwan medical service to develop 
economics. 

Business volume of tourism relative industry such as 
accommodation industry, transportation industry, catering 
industry and amusement industry will increase when government 
develop tourism industry [2]. Besides, a huge amount of work 
opportunity can be generated by tourism industry.  Based on above 
reason, medical tourism become the main development business 
activity in Taiwan. However, medical tourism industry faces big 
challenge when COVID-19 occurs which stop tourist to travel in 
the world and foreign patient can’t go to Taiwan for treatment [3]. 
It needs a novel criteria and framework to evaluate 
competitiveness of medical tourism industry for satisfying the 
sustainable development goal. The goal (research objectives) of 
this research is to develop a framework to evaluate and understand 

competitiveness of medical tourism industry under the 
sustainability development condition in Taiwan.  

The content of this research is organized as follows. Some 
literatures about medical tourism evaluation will be arranged and 
discussed in chapter 2. After that, some operation content about 
linguistic variable and proposed method will be explained in 
chapter 3. The competitiveness of medical tourism industry among 
China, Taiwan, Japan and South Korea will be analyzed and 
evaluated based on proposed method and SWOT analysis about 
Taiwan medical tourism industry will be executed in chapter 4. 
Some management implementation will be token over in chapter 
5.  Finally, conclusion and future research will be discussed as 
ending. 

 
Figure 1: Rank of medical service in the world [1] 
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2. Literature Review 

In 2005, the business volume of global medical market and 
healthcare market reached US$200-300 billion. In the same time 
point, the tourist volume of the global medical tourism industry 
market exceeds 19 million person per year and business volume of 
medical tourism industry approaches US$20 billion [4]. Enterprise 
in medical tourism industry should manage and evaluate its 
performance. So, there are various literatures research about 
medical tourism evaluation has been executed under this 
development trend. Below literatures are relative research about 
medical tourism evaluation.  

In [5], the author collected relative literatures and surveyed 
relative experts’ opinions to build 33 evaluation criteria. And then, 
fuzzy VIKOR were applied to evaluate service quality of public 
medical tourism hospital. In [6], the author developed a 
comprehensive framework to assess the factors affecting health 
tourism development in Yazd province in China. Their method 
integrated interpretive structural modeling (ISM) with fuzzy 
TOPSIS to evaluate medical tourism competitive ability. Research 
result showed that patient satisfaction is the most important factors 
for developing medical tourism. In [7], the author tried to validate 
the measurement model for medical tourism research. In their 
research, the research dimension about human capital, physical 
infrastructure and patient satisfaction had been validated by 
confirmatory factor analysis (CFA). Future scholar can use their 
questionnaire to test performance of medical tourism industry. In 
[8], the author used strengths, weaknesses, opportunities and 
threats (SWOT) analysis to evaluate business status of medical 
tourism industry in Turkey. After that, analytical hierarchy process 
(AHP) were applied to analyze and rank the importance of each 
factor which will influence the development of tourism industry in 
Turkey.  

In [9], the author took Indian medical tourism hospital as 
research target. This scholar applied SWOT analysis to evaluate 
the development status of each organization. And then, technique 
for order preference by similarity to ideal solution (TOPSIS) were 
combined with AHP to rank the performance of each hospital. In 
[10], author considered that medical tourism industry is normal 
business phenomenon because some country face long waiting 
queues, high treatment costs or lack of insurance in some country. 
They applied SWOT model and best-worst techniques to develop 
and analyze medical tourism industry development strategy in 
Yazd province of Iran. In [11], the author collected relative 
information of different city in India and used rough number to 
integrate experts’  opinions. Analytic hierarchy process was 
applied to evaluate weigh of each medical tourism criteria and 
multi‐attributive border approximation area comparison methods 
were used to rank performance of medical tourism site. According 
to analysis result, we can know that “quality of infrastructure of 
healthcare institutions”, “supply of skilled human resources” and 
“new job creations” were three most important factor to select 
medical tourism destination. In [12], the author collected relative 
information to build medical tourism evaluation criteria and 
investigated fuzzy TOPSIS with decision making trial and 
evaluation laboratory (DEMATEL) to analyze the key factor for 
developing medical tourism industry in Malaysia. According to 
their research result, human and technological factors are most 

important key factors for medical tourism industry. In [13], author 
used SERVQUAL methodology to evaluate service quality of 
hospital and designed twenty-eight criteria to build hospital service 
quality. Fuzzy AHP and Elimination and Choice Translating 
Reality (ELECTRE-I) were employed to evaluate and rank 
performance of each hospitals. According to experiment result, 
trustworthiness and empathy were the most important dimension 
for patient to select hospital. 

According to above information, we can know that a lot of 
literatures discuss about medical tourism in each dimension. They 
used each kind of multi criteria decision making technology to 
handle each kind medical tourism evaluation problem (such as 
importance factor analysis, medical service evaluation, hospital 
performance evaluation and hospital destination decision etc). 
However, past literatures investigative about medical tourism 
evaluation problem who usually lack to consider the dimension 
about sustainable development of medical tourism industry when 
some special event will stop development of medical tourism such 
as COVID-19. This study will fill this research gap. 

3. Preliminary and Entropy-VIKOR Method 

In this study, we will introduce the research tool – SWOT 
analysis, linguistic variable, entropy method and Entropy-VIKOR 
Method. 

3.1. SWOT analysis 

Strengths, Weaknesses, Opportunities and Threats Analysis 
(SWOT Analysis) are the most useful analysis tool. This tool has 
been applied in each kind of fields such as hospitality industry 
evaluation [14], tourism development strategy [15], medical 
tourism assessment [8] etc. SWOT is the comprehensive analysis 
tool which think over relative conditions of relevant competitors 
and external environmental conditions of research target. This 
method allows research target to analyze, examine and investigate 
external opportunities and potential threats. After that, research 
target will understand and recognize their own advantages and 
disadvantages for analyzing its competitiveness (Refer to Table 1).   

Table 1:  SWOT analysis concept 

 Impact on Research Target 
Good for 
Research 
Target 

Harmful to 
Research 
Target 

Sources of 
Influencing 
Factors 

Within the 
Research 
Target 

Strengths  Weaknesses 

External 
Environment 

Opportunities Threats 

3.2. Linguistic Variable 

Linguistic variable is useful tool. This tool can let expert to 
express their opinion under the same evaluation scale and integrate 
experts’ opinion easily [16]. Below content are the definition, 
notation and operation about linguistic variable. 

Definition 1. The η scale linguistic term set S is the set of 
linguistic variables. S can be described by following equation [17] 
and [18]. 
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S=�𝑠𝑠0
𝜂𝜂, 𝑠𝑠1

η, … , 𝑠𝑠η−1
η � (1) 

where 𝑠𝑠ʇ
η (ʇ = 0,1, … , η − 1) is η scale linguistic variable and η is 

the total volume of linguistic variable in S. 
Definition 2. △ is the linguistic transfer function. This function 
can transfer linguistic variable into crisp value n (n is between 0 
and 1). This function can be described by following equation [17] 
and [18]. 

∆�𝑠𝑠𝑧𝑧
η� = 𝑧𝑧

η−1
=n (2) 

Definition 3. △−1 is the linguistic transfer inverse function. This 
function can transfer crisp value n (n is between 0 and 1) into 
linguistic variable. This function can be described by following 
equation [17] and [18]. 

△−1 (𝑛𝑛)=𝑠𝑠𝑛𝑛∗(η−1)
η  (3) 

3.3. Entropy Method 

Entropy Method is one kind of weight evaluation technology. 
Under this method, importance of each criterion will be decided 
according to information volume in each criterion. So, multi 
criteria decision making (MCDM) technology integrated with 
entropy method can distinguish the performance of each 
alternative easily [19]. Below content are notation and operation 
about entropy method. 
Definition 4. Suppose that 𝜑𝜑𝑞𝑞 is entropy value for criterion q. If 
information in criterion q is low, then  𝜑𝜑𝑞𝑞 is low. Entropy function 
should be described by following equation  [20] and [21]. 
 

𝜑𝜑𝑞𝑞=-1 ∗ 1
𝑙𝑙𝑛𝑛𝑙𝑙

∑ 𝑓𝑓𝑖𝑖𝑞𝑞𝑙𝑙𝑛𝑛�𝑓𝑓𝑖𝑖𝑞𝑞�𝑙𝑙
𝑖𝑖=1  (4) 

where 𝑓𝑓𝑔𝑔𝑞𝑞=
𝑥𝑥𝑔𝑔𝑔𝑔

∑ 𝑥𝑥𝑖𝑖𝑔𝑔𝑀𝑀
𝑖𝑖=1

.  

Definition 5. Weight (importance) of each criterion should be 
decided by entropy value. The weight of criterion q will be 
acquired by following equation [20] and [21]. 

𝑤𝑤𝑞𝑞= 1−𝜑𝜑𝑔𝑔
∑ (1−𝜑𝜑𝑧𝑧)𝑁𝑁
𝑧𝑧=1

 (5) 

where N is the total volume of criteria. 

3.3. Entropy-VIKOR Method 

In this research, Entropy-VIKOR Method are selected to cope 
with medical tourism competitiveness evaluation problem. In 
Entropy-VIKOR Method, some notation will be applied and can 
be described as Table 2. 

Table 2: Notation in Entropy-VIKOR Method 

Set Notation Detail 
Description 

Research 
target 

T={𝑇𝑇1,𝑇𝑇2, … ,𝑇𝑇𝑚𝑚} m represents 
volume of 
research target 

Criteria C={𝐶𝐶1,𝐶𝐶2, … ,𝐶𝐶𝑛𝑛} n represents 
volume of 
criteria 

Weight 
criteria 

W={𝑤𝑤1,𝑤𝑤2, … ,𝑤𝑤𝑛𝑛} n represents 
volume of 
criteria 

Decision 
matrix 

X = 
𝐶𝐶1 𝐶𝐶2 … 𝐶𝐶𝑛𝑛

𝑇𝑇1
𝑇𝑇2…
𝑇𝑇𝑚𝑚

�
𝑥𝑥�11 𝑥𝑥�12
𝑥𝑥�21 𝑥𝑥�22

… 𝑥𝑥�1𝑛𝑛
… 𝑥𝑥�2𝑛𝑛… …

𝑥𝑥�𝑚𝑚1 𝑥𝑥�𝑚𝑚2
… …
… 𝑥𝑥�𝑚𝑚𝑛𝑛

� 

𝑥𝑥�𝑖𝑖𝑖𝑖  represents 
performance of 
research target 
𝑇𝑇𝑖𝑖  with respect 
to 𝐶𝐶𝑖𝑖. 

Expert E={𝐸𝐸1,𝐸𝐸2, … ,𝐸𝐸𝐾𝐾} K represents 
volume of 
experts 

At first, research targets should be decided by organization. 
Organization should organize the evaluation project team. After 
that, some experts will be invited into this team. After experts 
discuss with each other, criteria for evaluating competitiveness of 
medical tourism industry can be arranged and selected. And then, 
experts’ opinion will be gathered for evaluating performance of 
each research target respect to each criterion. At last, Entropy-
VIKOR method will be used to evaluate competitiveness of 
medical tourism industry among each research target in Asia. 
SWOT analysis will be executed for detailly evaluating 
competitiveness of medical tourism industry among each research 
target. Research result will be provided to organization for 
reference. Relative execution process can refer to Figure 2. 

 
Figure 2: Execution process of proposed method 

Let 𝑥𝑥�𝑖𝑖𝑖𝑖𝑖𝑖  be expert k’s opinion for performance of region i 
with respect to criterion j. Experts’ opinion will be integrated by 
following equation. 

𝑥𝑥�𝑖𝑖𝑖𝑖=△−1 �∑
∆�𝑥𝑥�𝑖𝑖𝑖𝑖𝑖𝑖�

𝐾𝐾
𝐾𝐾
𝑖𝑖=1 � (6) 

In this research, weight of criteria will be calculated and 
acquired by entropy method. Weight evaluation function can be 
describing according to following equation. 

𝑤𝑤𝑞𝑞= 1−𝜑𝜑𝑔𝑔
∑ (1−𝜑𝜑𝑧𝑧)𝑛𝑛
𝑧𝑧=1

 (7) 

where 𝐿𝐿𝑖𝑖𝑞𝑞=
∆�𝑥𝑥�𝑖𝑖𝑔𝑔�

∑ ∆�𝑥𝑥�𝑖𝑖𝑔𝑔�
𝑚𝑚
𝑖𝑖=1

, 𝜑𝜑𝑞𝑞=-1 ∗ 1
ln (𝑚𝑚)

∑ 𝐿𝐿𝑖𝑖𝑞𝑞𝑙𝑙𝑛𝑛�𝐿𝐿𝑖𝑖𝑞𝑞�𝑚𝑚
𝑖𝑖=1 . 

The advantage of using entropy method to acquire the weight 
of each criteria is that entropy method can decide the weight of 
each criteria automatically for reducing the evaluation burden of 
experts.  
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Below content is relative execution step in VIKOR method. 

Positive ideal solution (PIS) is the importance index in 
VIKOR method. PIS represents the ideal performance of virtual 
best research target (alternative). PIS can be calculated according 
to following equation. 

𝑓𝑓𝑖𝑖∗=𝑚𝑚𝑚𝑚𝑥𝑥𝑖𝑖 △−1 �𝑥𝑥�𝑖𝑖𝑖𝑖� (8) 
 
Negative ideal solution (NIS) is another importance index in 

VIKOR. NIS represents the poorest performance of virtual worst 
research target (alternative). NIS can be calculated according to 
following equation. 

 
𝑓𝑓𝑖𝑖−=𝑚𝑚𝑚𝑚𝑛𝑛𝑖𝑖 △−1 �𝑥𝑥�𝑖𝑖𝑖𝑖� (9) 

 
Total performance of research target (the largest group 

utility) 𝑆𝑆𝑖𝑖  represents the overall performance of research target 𝑇𝑇𝑖𝑖 .  
𝑆𝑆𝑖𝑖 can be calculated according to following equation. 

 

𝑆𝑆𝑖𝑖=∑ 𝑤𝑤𝑖𝑖 ∗
𝑓𝑓𝑖𝑖
∗−△−1�𝑥𝑥�𝑖𝑖𝑖𝑖�

𝑓𝑓𝑖𝑖
∗−𝑓𝑓𝑖𝑖

−
𝑛𝑛
𝑖𝑖=1  (10) 

 
The individual regret value of research target (the smallest 

individual regret) 𝑅𝑅𝑖𝑖  represents the maximum regret degree of 
decision maker if he/she select research target 𝑇𝑇𝑖𝑖  . 𝑅𝑅𝑖𝑖  can be 
calculated according to following equation. 

 

𝑅𝑅𝑖𝑖=𝑚𝑚𝑚𝑚𝑥𝑥𝑖𝑖 �𝑤𝑤𝑖𝑖 ∗
𝑓𝑓𝑖𝑖
∗−△−1�𝑥𝑥�𝑖𝑖𝑖𝑖�

𝑓𝑓𝑖𝑖
∗−𝑓𝑓𝑖𝑖

− � (11) 

 
Total performance of research target  𝑆𝑆𝑖𝑖 and individual regret 

value of research target  𝑅𝑅𝑖𝑖  respectively means different 
consideration for making decision. So, expert can rank the 
performance of research target according to largest group utility 
𝑆𝑆𝑖𝑖 and smallest individual regret 𝑅𝑅𝑖𝑖 simultaneously. Based above 
view point, it generates the compromise result 𝑄𝑄𝑖𝑖 . 𝑄𝑄𝑖𝑖  should be 
calculated for ranking performance of each research target based 
on following equation. 

 
𝑄𝑄𝑖𝑖=v*𝑆𝑆𝑖𝑖−𝑆𝑆

∗

𝑆𝑆−−𝑆𝑆∗
+(1-v)*𝑅𝑅𝑖𝑖−𝑅𝑅

∗

𝑅𝑅−−𝑅𝑅∗
 (12) 

 
where v represents decision parameter.  This parameter is used to 
make decision for adjusting the importance between 𝑆𝑆𝑖𝑖  and 𝑅𝑅𝑖𝑖 . 
𝑆𝑆∗=𝑚𝑚𝑚𝑚𝑛𝑛𝑖𝑖𝑆𝑆𝑖𝑖, 𝑆𝑆−=𝑚𝑚𝑚𝑚𝑥𝑥𝑖𝑖𝑆𝑆𝑖𝑖, 𝑅𝑅∗=𝑚𝑚𝑚𝑚𝑛𝑛𝑖𝑖𝑅𝑅𝑖𝑖, 𝑅𝑅−=𝑚𝑚𝑚𝑚𝑥𝑥𝑖𝑖𝑅𝑅𝑖𝑖. 
Research target 𝑇𝑇𝑖𝑖  will be better if 𝑄𝑄𝑖𝑖  is fewer. 
 
4. Competitiveness Analysis of Medical Tourism Industry 

Among Asia Region 

Competitiveness of medical tourism industry in Taiwan will 
be evaluated by an organization. After discussing and considering, 
four regions have been chosen as research target to evaluate their 
competitiveness. Those research targets are South Korea (𝑇𝑇1 ), 
Japan (𝑇𝑇2), Taiwan (𝑇𝑇3), China (𝑇𝑇4). Above research target are 
regions in Asia which are main medical tourism competitor for 
Taiwan. 

The execution process of proposed method is as follows: 
Step 1. Organize evaluation project team 

In the beginning, Taiwan government organize evaluation 
project team and invite nine experts to execute this evaluation 
project. Experts in this team include government officer, 
employees in traditional hotel, employees in travel agency, nurse 
leader, doctor (hospital dean) and university professors. The 
investigation target covered already include tourism industry, 
medical industry, government and university. So, respondents in 
this survey are representative (Refer to Table 3). 

Table 3: Interviewee related information 

no attribute Content 
1 Industry Hospital dean 
2 Industry Nurse leader 
3 Industry High level employees in travel agency 
4 Industry High level employees in hotel 
5 Government Staff in the Ministry of Economy 
6 Government Staff in Tourism Bureau 
7 Government Staff in the Ministry of Health and 

Welfare 
8 Academia Professor in department of business 

management 
9 Academia Professor in department of nursing 

management 
 
Step 2. Execute evaluation criteria decision 

After collecting literatures and experts discuss with each 
other, eight criteria are employed to evaluate performance of 
research target. The criteria include medical industry image (𝐶𝐶1), 
medical ability (𝐶𝐶2), telemedicine ability (𝐶𝐶3), medical cost (𝐶𝐶4), 
financial status in hospital and travel agency (𝐶𝐶5),  volume of 
medical tourism traveler per year (𝐶𝐶6), medical service speed in 
hospital (𝐶𝐶7)  and maximum service volume in region (𝐶𝐶8). Above 
criteria are suitable to evaluate competitiveness of medical 
tourism industry because of below reason. 
(a) medical industry image  

Patient’s medical industry image in this region will influence 
his/her intention to go to the region [22] and [23], foreign hospital 
does not have opportunity to service this patient if he/her do not 
go to this region. 
(b) medical ability 

Some patients want to receive high quality medical service, so 
medical ability of medical industry in this region is the main 
consideration when patients select medical tourism destination 
region [24] and [25]. 
(c) telemedicine ability   
     Hospitals need to treat their foreign patients and maintain 
relationship with those patients. However, COVID-19 causes that 
medical tourism patient cannot go abroad to receive face-to -face 
medical service. So, telemedicine ability is more and more 
important for region to develop medical tourism industry in order 
to maintain relationship with foreign patients and continuously 
treat those patients. 
(d) medical cost  

In some region, medical cost is very expensive for citizen [26] 
and [27]. So, patient has the intention to cure his/her disease in 
foreign region. Medical cost is the main consideration for 
choosing medical tourism destination region. 
(e) financial status in hospital and travel agency  
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Some hospital’s business volume decreases because COVID-
19 occurs and foreign patient cannot go abroad to receive medical 
service. So, robust financial status in hospital and travel agency is 
key factor if medical tourism industry wants to sustainable 
development.   
(f) volume of medical tourism traveler per year 

Volume of medical tourism traveler in this region is the 
important index to evaluate medical tourism development in this 
region. High volume of medical tourism traveler not only can 
reduce medical cost but also can increase potential foreign patient 
because medical tourism traveler will execute “buzz marketing” 
if this traveler satisfies medical service in this region. 
(g) medical service speed in hospital  
     Foreign patients go abroad for receiving medical service will 
request service quality. In some literatures, it justified that 
medical service time will negative influence patient safety and 
service quality perception [28]. So, controlling medical service 
speed in the reasonable range is the important competitiveness of 
hospital and it will influence the development of medical tourism 
industry in this region. 
 (h) maximum service volume in the region  

The maximum medical service volume in the region is 
important index because this index will decide maximum business 
volume of medical tourism industry in this region. According to 
scale economics view point, high business volume of medical 
tourism industry can reduce medical cost in this region because 
hospital can purchase a huge amount of medicine and medicine 
price will reduce by bulk purchase [29]. 

Step 3. Collect information  

    In this study, nine scale linguistic variables are employed for 
experts to express their opinions [30] and [31]. Expert’s opinion 
about competitiveness of each research target (region) in medical 
tourism industry respect to each criterion can refer to Table 4. 

Table 4: Performance of each research target 

 
Expert 1’s opinion Expert 2’s opinion 
South 
Korea  

Japan 
 

Taiwan 
 

China South 
Korea  

Japan Taiwan 
 

China 

𝐶𝐶1 EG EG P MG MG F EG VG 
𝐶𝐶2 MP MG MP EG MG EG EG EG 
𝐶𝐶3 MP MG MG EG MG F EP EG 
𝐶𝐶4 G EG EG MG MP MG VG MG 
𝐶𝐶5 MG F MP P F MG EG EP 
𝐶𝐶6 EG F MP EP EG F EP EP 
𝐶𝐶7 EG F VG F G MP MP EG 
𝐶𝐶8 MG G MG MP MG EG EG EP 

 Expert 3’s opinion Expert 4’s opinion 
South 
Korea  

Japan 
 

Taiwan 
 

China South 
Korea  

Japan 
 

Taiwan 
 

China 

𝐶𝐶1 VG MP F EP MP F VG F 
𝐶𝐶2 EG MG MG EP F G VG EP 
𝐶𝐶3 MG MG G G MP G VG MG 
𝐶𝐶4 EP MG G MG F G G F 
𝐶𝐶5 MG MP EP F MG MP EG VG 
𝐶𝐶6 VG F VP MP G MG F MP 
𝐶𝐶7 MP EG MG VG EP VG F P 
𝐶𝐶8 EG MG F MG G G MG G 

 Expert 5’s opinion Expert 6’s opinion 

South 
Korea  

Japan 
 

Taiwan 
 

China South 
Korea  

Japan 
 

Taiwan 
 

China 

𝐶𝐶1 F MG F MP P VG VG F 
𝐶𝐶2 EG VG MP F EG EG MP EG 
𝐶𝐶3 MG F F MG MP MG EP MG 
𝐶𝐶4 EP P EG VG VG VG MP MG 
𝐶𝐶5 EG VG EP EP MP P MP EG 
𝐶𝐶6 MG MG P EP EP MG P EP 
𝐶𝐶7 F EG MG F F MP F P 
𝐶𝐶8 MP F MG VG VG F P MG 

 Expert 7’s opinion Expert 8’s opinion 
South 
Korea  

Japan 
 

Taiwan 
 

China South 
Korea  

Japan 
 

Taiwan 
 

China 

𝐶𝐶1 MP F VG P VG G P MP 
𝐶𝐶2 MG VG MP MP F EG MG MP 
𝐶𝐶3 EG F MG EG MG VG MG VG 
𝐶𝐶4 EP P F F F F EG VG 
𝐶𝐶5 EG MG MP EP MG EG F VG 
𝐶𝐶6 EP F EP P VG MG EP MP 
𝐶𝐶7 EP MP EG P MP EG VG MG 
𝐶𝐶8 EP VG P VG P VG F P 

 Expert 9’s opinion     
South 
Korea  

Japan 
 

Taiwan 
 

China     

𝐶𝐶1 EG G MG MG     
𝐶𝐶2 F EG MP MP     
𝐶𝐶3 F MG F VG     
𝐶𝐶4 MP MP VP MG     
𝐶𝐶5 G MP MP P     
𝐶𝐶6 VG EG EP EP     
𝐶𝐶7 P P F F     
𝐶𝐶8 MG VG VG EG     

 
Step 4. Calculate weight (importance) of each criterion 

In this work, we use entropy method (Refer to equation 7) to 
calculated weight of each criteria. Analysis result can refer to 
Table 5. 

Table 5: Weight of each criterion 
Criteria 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 

Weight 0.1246 0.1902 0.1600 0.1190 
Criteria 𝐶𝐶5 𝐶𝐶6 𝐶𝐶7 𝐶𝐶8 
Weight 0.0656 0.1043 0.0906 0.1457 

In this study, the rank of each research target (region) in 
medical tourism industry is decided by VIKOR method. The 
advantage of VIKOR is that VIKOR can solve decision problems 
with conflicting criteria. In this research, medical ability (𝐶𝐶2) and 
medical service speed in hospital (𝐶𝐶7 ) are conflicting criteria. 
Industry image (𝐶𝐶1) and medical cost (𝐶𝐶4) are conflicting criteria. 

Step 5. Calculate PIS and NIS 

Positive ideal solution (PIS) is the ideal status for medical 
tourism industry in Asia. On the opposite direction, negative ideal 
solution the worst status for medical tourism industry in Asia. PIS 
and NIS are reference points used to evaluate performance of each 
medical tourism industry (research target). Equation 8 and 
equation 9 are employed to calculate PIS and NIS. Analysis result 
can refer to Table 6. 
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Table 6: PIS and NIS 

PIS 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 
0.7344 0.9688 0.9219 0.7969 
𝐶𝐶5 𝐶𝐶6 𝐶𝐶7 𝐶𝐶8 

0.7656 0.7500 0.7344 0.8438 
NIS 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 

0.5156 0.5781 0.5625 0.4219 
𝐶𝐶5 𝐶𝐶6 𝐶𝐶7 𝐶𝐶8 

0.4688 0.1719 0.4688 0.6406 
 
Step 6. Calculate total performance of research target 𝑆𝑆𝑖𝑖 and the 
individual regret value of research target 𝑅𝑅𝑖𝑖 . 

Total performance of research target 𝑆𝑆𝑖𝑖  means the entire 
performance of research target 𝑇𝑇𝑖𝑖 . Individual regret value of 
research target 𝑅𝑅𝑖𝑖  means the maximum regret degree of experts 
if he/she select research target 𝑇𝑇𝑖𝑖 .   𝑆𝑆𝑖𝑖 and 𝑅𝑅𝑖𝑖 separately represents 
performance analysis result of research target based on different 
analysis direction. Equation 10 and equation 11 are employed to 
calculate  𝑆𝑆𝑖𝑖 and 𝑅𝑅𝑖𝑖. Analysis result can refer to Table 7. 

Step 7. Calculate Q value 

 In this research, decision parameter v is set up as 0.5. We 
consider that the evaluation index  𝑆𝑆𝑖𝑖 and 𝑅𝑅𝑖𝑖 is important equally. 
Equation 12 are employed to calculated Q value. Analysis result 
can refer to Table 7. According to analysis result, the rank of each 
region is 𝑇𝑇2>𝑇𝑇1>𝑇𝑇3>𝑇𝑇4 . The competitiveness rank sequence of 
medical tourism industry in Asia is Japan, South Korea, Taiwan 
and China. 
 

Table 7: Total performance, individual regret value, Q value and rank among 
each medical tourism industry in Asia 

 South 
Korea 
(𝑇𝑇1) 

Japan 
(𝑇𝑇2) 

Taiwan 
(𝑇𝑇3) 

China 
(𝑇𝑇4) 

Total 
performance 
of research 
target 𝑆𝑆𝑖𝑖 

0.5795 0.1897 0.6310 0.6758 

Individual 
regret value of 
research target 
𝑅𝑅𝑖𝑖 

0.1457 0.0974 0.1674 0.1902 

Q value 0.6612 0.0000 0.8310 1.0000 
Rank 2 1 3 4 

 
Step 8. SWOT Analysis 

 According to experts’ opinion (Refer to Figure 3), Taiwan 
medical industry possesses some strength is the dimension of 
medical cost (𝐶𝐶4 ) and medical service speed in hospital (𝐶𝐶7 ). 
However, Taiwan medical industry should take effort in the 
dimension of medical industry image (𝐶𝐶1), medical ability (𝐶𝐶2) 
and telemedicine ability (𝐶𝐶3). Medical ability and telemedicine 
ability of Taiwan medical industry will influence foreigners’ 
medical industry image for Taiwan. Because volume of medical 
tourism traveler per year (𝐶𝐶6 ) in Taiwan is relatively small, 
Taiwan possesses high growth space to develop in the medical 
tourism market. Compare with south Korea, Japan and China, 

Taiwan lack scale economics in medical industry because 
financial status in hospital and travel agency (𝐶𝐶5 ), maximum 
service volume in region ( 𝐶𝐶8 ) is relatively small. The 
disadvantage of scale economics in Taiwan will cause that it is 
hard to reduce Taiwan’s overall medical costs and is not easy to 
enhance Taiwan’s overall medical industry image (Refer to Table 
8). 
 

 
Figure 3: Rank of each region among different dimension 

Table 8: SWOT analysis for Taiwan medical tourism industry 

Strengths  
(1) Medical cost is relatively 
cheap. 
(2) Medical service speed is 
relatively fast. 

Weaknesses  
(1) Taiwan medical industry 
image from tourism traveler 
is relatively less well-
known. 
(2) Medical ability is weak. 
(3) Telemedicine ability is 
weak. 

Opportunities 
(1) Volume of medical tourism 
traveler is relatively small. 
 

Threats 
(1) Financial status in 
hospital and travel agency is 
relatively small 
(2) Maximum service 
volume in region is 
relatively small 

5. Management Implementation 

According to experts’ opinion, Taiwan possesses high growth 
space to develop in the medical tourism market because medical 
cost in Taiwan is relatively cheap which can attract some 
foreigner whose economics ability is not good enough to receive 
high price medical service in Japan or South Korea. There are 
some policies which can promote the competitiveness for Taiwan 
tourism medical industry. 

5.1. Increase volume of medical students each year 

There are only 1,300 new students who can enter to study 
department of medicine in Taiwan each year. Under this total 
control policy, although Taiwan can maintain high medical 
standards, it cannot improve Taiwan's medical energy to meet the 
needs of additional medical services for foreign patients. 

5.2. Build overseas medical zone 

Taiwan has implemented universal health insurance. Therefore, 
Taiwan citizen can use low-cost medical services. However, the 
purpose of developing medical tourism industry is to increase 
Taiwan’s overall GDP. It is unfair to Taiwan citizens if charging 
standards for foreign patients and Taiwan citizens are the same. 
Doctor and nurse should use English to serve foreign patients. 
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This is also a language threshold to develop medical tourism 
industry.  

In order to compete with foreign medical institutions, this study 
suggests that Taiwan should set up an overseas medical zone. The 
hospitals in the zone are dedicated to treating foreign patients. It 
is beneficial to the development for Taiwan's medical tourism 
industry. 

5.3. Development of telemedicine technology 

The occurrence of COVID-19 in 2019 has caused the 
stagnation of the tourism industry in various countries around the 
world. This event has also affected the development of medical 
tourism. The medical tourism industry needs to maintain 
relationship with foreign patients. Telemedicine technology is an 
important means for hospitals to maintain relationship with 
foreign patients when international tourism activity cannot be 
implemented during 2019-2020. Taiwan's medical tourism 
industry should strengthen and improve telemedicine technology. 

5.4. Develop overseas free clinic activities 

Taiwan’s medical industry is less well-known than south Korea 
and Japan. Taiwan should go to various countries in southeast 
Asia and central Asia for free consultations. This will not only 
enhance Taiwan’s medical industry image but also increase the 
potential patience source for Taiwan’s medical tourism industry. 
The world's low-end industrial manufacturing order may move 
from China to various countries in southeast Asia and central Asia. 
Therefore, people from countries in southeast asia and central asia 
will gradually have the ability to travel to Taiwan for receiving 
medical service. 

6. Conclusion 

     Medical tourism is very important industry in many countries. 
A novel framework for evaluating competitiveness of medical 
tourism industry has been designed in this research. South Korea, 
Japan, Taiwan and China are selected as research target to 
evaluate their competitive ability. According to analysis result, we 
find out that Taiwan’s medical tourism competitiveness falls in 
backward group. So, Taiwan government should provide more 
resource to improve its medical tourism competitive ability for 
developing medical tourism industry especially some citizen in 
other country such as America has high motivation to go abroad 
for medical treatment because medical expenses is too expensive 
in America. So, this research provides four suggestion to Taiwan 
government. 

In the future, relative scholar can use this model to evaluate 
competitiveness of medical tourism industry among Asian 
countries and European countries. Scholar can analyze how the 
cultural difference can influence the rank of medical tourism 
competitiveness. 
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 Blockchain is a solution to improve data integrity and minimize data manipulation. 
Blockchain technology can be used in student examination management in universities. The 
process of managing student examination produces some information that can be stored in 
a blockchain database such as information about the lecturer as the exam creator, exam 
proctor, student attendance, student exam scores, and the student study continuity status. 
Blockchain technology ensures student data is valid and reliable, therefore, the company's 
or organizational trust the teaching and learning process in higher education. This 
research was conducted using a qualitative approach, which is user center design (UCD) 
the goal is building a blockchain technology model that can be used by universities in the 
process of managing student examination, grading, and evaluation. This process will be 
repeated every semester until students graduate from the university. The propose of this 
research is to create a business process model based on blockchain technology that can 
improve data integrity in universities. 
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1. Introduction  

In teaching and learning process in higher education, students 
will pass through midterm exams, final exams, lab exams, and 
certification exams [1]. This examination is carried out to measure 
the student comprehension during the teaching and learning 
process. Lecturer can also measure how far learning objectives 
achieved during the process [2]. 

After examination, students will get the score according to 
the criteria determined by the department or university. All grade 
will be recorded in Student Academic Transcript. This Academic 
Transcript is a reference for company to hired new graduate 
working in their company [3]. The company will filter the grade 
and choose the relevant position according to the student ability 
[4].   

Valid and reliable grade will increase the company or 
organizational confidence and trust in the teaching and learning 
process that occurs in higher education [5]. However, in 2019 
until now, there have been several cases of diploma certificate 
forgery. As the impact, the company or organization doubts about 

the data originality stated on the academic transcript and they need 
to crosscheck back the data to the university [6]. 

This is challenge by the university to keep the data integrity 
and security from any manipulation. According to the case happen 
in 2019, employee working in the company can also be a threat 
who manipulate the data [7]. 

This problem requires universities to updates the technology 
used, especially those concerning the data integrity and security. 
Blockchain technology is immutable, unchangeable. It also peer 
to peer, distributed (transparent), validated, and secured, which 
are very suitable for solving data integrity and security issues [7], 
[8].  

One of the main processes in producing student grades is 
student examinations management process. This process has 
several sub processes, they are examination creation process, 
exam proctor attendance recapitulation, Student attendance 
recapitulation, the grading process (collecting exam answer and 
grading from lecture, and the evaluation process (to determine the 
student status for next semester). 

All of the processes will produce data and information in 
academic transcript which are very important for students, the 
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validity of data and information is a top priority for universities to 
For this reason, blockchain solutions are needed in managing 
student value data [9].  

Based on the phenomena, the research question for this 
research is how to build an education value chain model in student 
exam management process based on blockchain technology in 
universities? The goal is to build an education value chain model 
for exam management process to ensure the data integrity. 

2. Literature Review 

2.1. Education Value Chain 

This section discusses the Education value chain in general, 
starting from prospective students applying to the university, pass 
the test, and accepted as students. Students follow two types of 
activities during their study at higher education, they are intra-
curricular and extra-curricular activities. 

 
Figure 1: Education Value Chain 

The intra-curricular activity starts from course registration 
for each semester. Then students will follow the teaching and 
learning process, students will take mid and final exams in each 
semester. For each exam, lecturer will give the score to students. 
Based on the results, students will be evaluated by the department 
and academic advisory unit so student status can be known every 
semester. In the final semester, students will take a final project 
or thesis, and thesis defense will be carried out at the end. Apart 
from following intra-curricular activities, students also take part 
in extra-curricular activities. Students will register to student 
organizations and participate in the organization activity. As a 
result of participating in the activities, students will get points. 
The points are collected into Student Activity Transcript (SAT). 
This SAT points is a pre-requisite for thesis defense [7]. 

2.2. Examination 

In general, in one semester there are two exams, mid exam 
and final exam. With examination, the department or university 
can find out how far students can understand the overall material 
delivered and how far the learning objectives achieved. In 
addition, exam answers can provide feedback for lecturers, 
departments, and universities [10].  

2.3. Grading 

After the student takes the exam, the lecturer will give a score 
in accordance with the assessment measurement set by the 
university. Grading is the starting point for students to get a 
cumulative achievement index measured from the cognitive side 
of students during the teaching and learning process. Assessment 

may vary according to the type of exam being performed. The 
theory exam can be assessed based on the answers written by 
students. Oral exams or presentations are assessed directly based 
on the results of student presentations. Meanwhile, practical lab 
exams can be assessed based on the results of the practicum work 
made [11].  

2.4. Evaluation of Study Progress 

After students finish their semester, the department and 
academic supervisor unit will evaluate the learning progress. If 
students get the satisfactory results, the student may be got 
appreciation. However, if the evaluation process result is not good, 
Student will follow various coaching and guidance determined 
based on student cases and discussions between departments and 
student advisory units. On the other hand, if students get poor 
grades and less motivation, then the department and student 
advisory unit will try to provide solutions according to student 
interests [12]. 

2.5. Blockchain in Education 

Blockchain research in education can provide new insights to 
education practitioners. Blockchain technology can be used to 
improve data integrity to minimize crimes such as diploma 
certificate forgery. In addition, previous research related to 
blockchain implementation is the application of smart contracts to 
business processes in universities [9][13]. 

3. Research Methodology 

Research methodhology used in this research is user-centered 
design (UCD) [14]. In UCD methodology, research begins with 
an understanding of the context of use, at this stage a literature 
study is carried out related to the implementation of blockchain 
technology in universities. The next stage is to specify user 
requirements by conducting observations, interviews, and focus 
group discussions (FGD) to determine the teaching and learning 
process, especially in examination, grading, and evaluation. 

Then a design solution was carried out by creating an 
education value chain model for the examination, grading and 
evaluation processes that apply to universities based on 
blockchain technology. At this stage, it is also described in detail 
the business processes and identify which activities need to store 
data and information to the blockchain database. The next stage is 
evaluate the requirements, FGD is conducted to see whether the 
model can be accepted and implemented in each university. This 
evaluation becomes input for validation on the design solution, 
specify user requirements and understand context of use. If there 
are things that are still not suitable, then it becomes feedback for 
the improvement of each stage in this research methodology. 

 
Figure 2: Research Methodology 
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4. Result and Discussion 

The teaching and learning process in higher education which 
is discussed in this study is the examination, grading and 
evaluation process as shown in Figure 3.  

These three processes are focused on the process of student 
examination management and evaluations starting from the 
preparation, execution, and evaluation of student study. All data 
generated in this process will be stored in a blockchain database 
so that universities can guarantee the data they have cannot be 
manipulated and have a good integrity. 

 
Figure 3: Focus of Research 

The examination process begins with exam schedule by the 
student scheduling department. From the exam schedule, the 
department will determine the lecturer as the exam question 
creator. The lecturer will fill out an Exam Agreement Form that 
contains the topic of the questions and the learning outcomes that 
will be achieved by students after completing the exam. This form 
is filled to get the standardized exam questions and approval from 
the department. The data of the lecturer will be recorded on the 
blockchain database for honorarium. 

The questions that have been completed will be examined by 
the department and given to the academic operations section to be 
distributed according to the exam schedule to students. 

The exam scheduling section will also schedule the lecturers 
as exam proctor and the attendance realization data will be stored 
in a blockchain database as proof of payment of exam proctor fees. 

Students take the exam twice per semester (mid exam and 
final exam). For a practicum course, students take a practicum 
exam. In each exam, the attendance will be recorded, and this data 
is stored in a blockchain database as proof of student attendance 
in the exam.  

If the student is absent or cannot attend the exam, student can 
apply for a make-up exam in accordance with the applicable terms 
and conditions.  

The exam answers are collected by the exam proctor to 
academic operations section. The academic operational section 
will validate the answer and distribute it to the lecturer. The 
lecturer will check the answers and gives score to each student. 
The score is entered by the lecturer through the system and will 
be validated by the department in the score judiciary. Student 
scores consist of several components, such as assignment scores, 
mid-test scores and final exam scores. This score is stored in the 
blockchain database. Lecturers will receive the examiner's 
honorarium according to the number of exam files corrected and 
proof of payment of this honorarium is stored in the blockchain 
database. 

All grades entered in one semester will be evaluated by the 
academic supervisor and department. The results of the evaluation 
will determine the status of students in the continuity of the 
studies. The status will be stored in the blockchain database. 

Figure 4 shows the transactions illustration from the 
education value chain model for the examination, grading and 
evaluation processes based on blockchain technology. Users who 
play a role in the examination, grading, and evaluation processes 
are students, lecturers, academic operations, scheduling units, 
student advisory units, and faculty / departments. 

 

Figure 4: Transaction Illustration of Education Value Chain Model for 
Examination, Grading, and Evaluation for Higher Education based on 

Blockchain Technology 

Figure 5 (a and b) shows the college's business process in 
teaching and learning activities focusing on the examination, 
grading, and evaluation processes. From the business process 
described in Figure 4 above, the data storage in the blockchain 
database is important in connection to the financial audit and 
payment process. The data are: 

• Record name of lecturer as the exam creator 
o This data contains the semester period, lecturer code, course 

code, class code, exam date, and honorarium amount. 
• Record name of Exam Proctor 
o This data contains the semester period, lecturer code, course 

code, class code, exam date, exam room. 
• Record the attendance list of students and exam proctor 
o This data contains the semester period, lecturer code, course 

code, class code, exam date, exam room, student code, and 
the amount of the exam proctor fee.  

• Record a score of students and Record the new score. 
o This data contains the semester period, course code, class 

code, exam date, exam room, student code, exam component 
code, and student scores. 

• Record a payment of scoring honorarium to lecturer 
o This data contains the semester period, lecturer code, course 

code, class code, exam date, exam room, number of students 
and the amount of honorarium 

• Record the student’s evaluation for each semester 
o This data contains the semester period, course code, student 

code, component code grades, grades, social studies, and 
GPA  
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Figure 5: (a) Business Process of of Education Value Chain Model for Examination, Grading, and Evaluation for Higher Education based on Blockchain Technology 
(b) Business Process of of Education Value Chain Model for Examination, Grading, and Evaluation for Higher Education based on Blockchain Technology 
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5. Conclusions 

By using blockchain technology, it can be concluded that data 
integrity will be guaranteed, and data storage is more secure 
because the data has been validated and cannot be changed. Data 
changes can still occur by making new transactions without 
eliminating previous transactions, for example when students 
protest the score which causes the previous score to change. The 
Both scores are stored in the blockchain database. 

Following the research methodology, we have conducted a 
focus group discussion to validate the model that has been made 
and the results are that all participants agree with this model and 
they think this study can be easily applied in universities in 
recording the academic transcript. 

The process of examination, grading, and evaluation is very 
appropriate using blockchain technology, because this process is 
very crucial and requires data validity to produce the academic 
transcript for students. 

In the current condition of the Covid-19 pandemic, using 
blockchain technology is more needed because the process input 
and evaluation are done digitally. With blockchain technology, 
universities make a digital transformation in the education sector 
and make education technology more effective, especially during 
the Covid-19 pandemic. 

The limitations of this study are the process of interviewing 
and focus group discussion using virtual conferencing to get 
answers from the speakers and there is limited time in digging 
deeper into the information needed. So it is necessary to do the 
validity of the resulting model several times. Future research will 
build an integrated overall model to produce a value chain with 
data integrity starting from students entering higher education 
until students graduate and get diplomas, transcripts, diploma 
companion documents, and student activity transcripts. 
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 The learning difficulties of Object-Oriented Programming can be one of the causes of 
failure in college students, which can even lead to student dropout. This article has the 
purpose of analyzing the main learning difficulties of object-oriented programming using 
the Java programming language in Systems Engineering students of the Universidad 
Nacional Tecnológica de Lima Sur (UNTELS), research that arises because the students 
reflect low academic performance in the subject of Programming Language I (object-
oriented programming) that is developed in the fourth academic cycle with six hours of 
practice and zero hours of theory, because this is determined by the study curriculum. To 
collect data, first, the possible causes associated with learning difficulties have been 
identified through direct dialogue with the students of the second academic semester of 
2019, then with these causes a questionnaire has been prepared to apply the survey 
technique. establishing indicators classified in the dimensions Teaching methodology, 
Previous knowledge of programming courses, reading materials, learning concepts and 
Process of learning to program. This research yielded as a result that students perceive 
with greater difficulty the indicators corresponding to the dimension "Learning concepts", 
in second place, the dimension Process of learning to program is presented, in third place 
the dimension Teaching methodology, in fourth place the Reading materials dimension and 
fifthly the dimension Previous knowledge of programming courses, the results of which will 
serve as a basis for the teachers of the subject to improve the strategies in the teaching / 
learning process in the students of the professional career of Engineering Systems. 
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1. Introduction   

In [1], the author expresses due to the generalized use of the 
object-oriented programming paradigm, teaching is not without 
difficulties, since it is based on a solid base of elementary concepts 
on which to add experiences of design of applications oriented to 
objects. Currently, one of the most widely used paradigms in 
software development is Object Oriented Programming (OOP), it 
implements programs in terms of objects, includes concepts of 
inheritance, cohesion, abstraction, polymorphism, coupling and 
encapsulation. 

In [2], the author indicates, the academic programs of 
Engineering in Systems, the learning of the programming oriented 
to objects is seen in relation to the scene of the life of their 
professional tasks. Students are very concerned that their learning 
is an element that allows them to act effectively and efficiently 

outside the university environment. Likewise, in [3] the author 
points out that it is necessary for the student to learn OOP and not 
the peculiarities of the chosen language, to present the theoretical 
contents in a way that facilitates their understanding and 
progressive learning.  

In [4], the author points out, many times, even using languages 
that support OOP, the mistake is made of not programming in this 
methodology, because there are no clear concepts in this regard. 
Also in [5], the author indicates that, for many years, the emphasis 
in teaching was to transmit concepts and procedures whose 
meaning was often not understood. Also in [6], the author 
expresses the object-oriented paradigm includes a large number of 
concepts that allow the development of robust applications. 

In [7], the author points out that currently there is a variety of 
programming languages, learning generally requires knowledge of 
flow diagrams, pseudo-code and the syntax of the programming 
language itself to build programs under the structured approach, 
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that is, , using sequential, conditional and repetitive structures. 
Thus, learning to program at a professional level, regardless of the 
language used, is not a one-day task. There are students who fail 
to acquire the necessary programming skills, even after completing 
a Computer Science Programming Fundamentals course. 

For many students, learning difficulty occurs as they move 
from structured programming to object-oriented programming and 
integrate various software development technologies. Thus, in [8], 
the author points out that the problem of learning object-oriented 
programming is manifested since it is a complex issue that 
involves the integration of many elements such as the object-
oriented paradigm, the programming language, the environment 
development, development methodology, modeling language, 
development patterns. and programming logic. Therefore, students 
are faced with an overwhelming number of concepts in a short 
period of time, which makes it difficult to assimilate and develop 
skills to generate lines of code. 

When studying complex courses such as computer 
programming, one should begin by understanding the fundamental 
concepts of programming, in this sense, in [9], the author indicates 
the search for strategies that allow improving the teaching and 
learning of programming. an indispensable task. Among the causes 
of failure, it has been concluded that they do not reside in the 
student's difficulty in translating the solution of a problem into the 
phrases of a programming language, but rather have to do with a 
lack of methodology, habit and skill. to solve problems. 

In [10], the author explains that the learning of the disciplines 
of Algorithmic and Algorithmic Programming presents, perhaps, 
one of the highest levels of difficulty in the careers of Computer 
Science and Computer Science. Historically, students have faced 
problems assimilating abstract mathematical notions, particularly 
when these include the dynamics of how algorithms manipulate 
data (Acm and Ieee-Cs, 2009). Object-oriented programming 
courses require prior knowledge of programming logic that is 
generally learned in algorithm courses, however, this is where 
students already have learning difficulties. 

In [11], the author points out that the problem of university 
dropouts is complex and includes various causes; Institutional 
characteristics would be the first dropout factor, followed by 
vocational, academic and, finally, economic interests. Likewise in 
[12], the authors point out that dropout is associated with academic 
capital, the perception of performance, skills gaps to face studies, 
time management and the incorporation of learning techniques and 
habits that affect the decision to drop out of students. 

At the Universidad Nacional Tecnológica de Lima Sur 
(UNTELS) the Programming Language I subject refers to Object-
Oriented Programming with Java programming language, it is 
dictated in the fourth cycle of the Professional Career of Systems 
Engineering, which is develops in six (6) hours of practice and zero 
(0) hours of theory; After having taken two structured 
programming subjects, the academic performance of the students 
is not optimal, in the first academic semester of 2019 of 28 students 
enrolled 64% failed the course and in the second academic 
semester of 2019 of 25 students enrolled 40%. 

In this context, the present research aims to describe the 
factors that hinder the learning of Object-Oriented Programming 

with Java Language, since the student goes from studying 
programming with a structured approach to object-oriented and 
with little theory about the different topics addressed during its 
development. For this, a direct dialogue was established on the 
possible problems associated with learning difficulties, which have 
been ordered and reflected in a physical questionnaire regarding 
the teaching methodology, previous knowledge of programming 
courses, reading materials, learning concepts. and the process of 
learning to program with the purpose of improving the teaching 
and learning strategies in the students of the Programming I 
language course in the professional career of Systems Engineering 
at the National Technological University of Lima Sur. 

2. Methodology  

2.1. Research level 

The research level of this article is descriptive / correlational. 
Descriptive because it specifies the characteristics of a group of 
students with respect to the learning difficulties of Object-Oriented 
Programming and is correlational since it seeks to know the degree 
of association between the dimensions Teaching methodology, 
Reading materials, Previous knowledge of courses Programming, 
Learning Concepts and Learning Process for Programming. In 
[13], the author describes the purpose of this type of study is to 
know the relationship or degree of association that exists between 
two or more concepts, categories or variables in a particular 
context. 

To achieve these results, the following objectives have been 
set: to describe the main difficulties in learning object-oriented 
programming. Determine the dimension with the greatest learning 
difficulty of Object Oriented Programming.  

2.2. Population and sample 

The population is made up of 25 students of the Programming 
Language I subject of the second academic semester of 2019 of the 
Systems Engineering professional career of the National 
Technological University of Lima Sur. 

The sample is equal to the population, because it was only 
considered to apply the questionnaire to students in the second 
academic semester of 2019, which corresponds to a number of 25 
and who take the subject of Programming Language I (Object-
Oriented Programming). 

In [14], the authors in their article "The Proportionality of 
Women Graduated from the Professional Career of Mechanical 
and Electrical Engineering at UNTELS: Analysis of their 
Academic Performance and Field of Labor Action", point out that 
the sample will be equal to the population; Because the sample is 
less than 50, that is, the weighted average and the weighted average 
by specialty (Mechanical Subjects and Electrical Subjects) of the 
38 women graduated from the Faculty of Mechanics and Electrical 
Engineering, until 2018 II. In this sense, in this research, the 
sample is equal to the population, since there is no other group of 
students studying the same Programming Language I subject in the 
second academic semester of 2019 that constitute a greater number 
in the population and therefore the sample is larger. Likewise, in 
[15], the authors highlight that the UNTELS University is an 
institution with a few years of operation, specifically it was 
founded in 2007, and its first promotion of graduates is registered 
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in 2011, to date the University does not have any report or 
information that allows relevant actions to be taken to improve the 
teaching and learning process of the subject Programming 
Language I. 

2.3. Instrument used in data collection 

The instrument used in data collection is the “survey”, with 
questions about difficulties associated with learning object-
oriented programming at UNTELS, considering the dimensions 
Teaching methodology, Reading materials, Previous knowledge of 
programming courses, Learning of concepts and Process of 
learning to program. 

3. Result 

Next, we proceed to describe the results obtained from the 
processing of the data collected in the survey "Learning difficulties 
of the Programming Language I course", of the second semester of 
2019. 

In Figure 1, the graphical representation of the results obtained 
with respect to the indicators that hinder the learning of object-
oriented programming of the dimension "Teaching methodology" 
is shown. 

 
Figure 1: Higher indicators of the Teaching Methodology dimension that hinder 

the learning of OOP 

 
Figure 2: Indicator of the dimension Previous knowledge of programming courses 

that hinder the learning of OOP 

As can be seen in the previous figure, the indicators that show 
the highest percentage are "The teacher shows enthusiasm for the 
subject he teaches", "The teacher promotes participation in class", 
"The teacher communicates in a clear and easy way understand 
”equivalent to 16% of the dimension“ Teaching methodology 
”where students consider that it hinders learning OOP. 

In Figure 2, the graphical representation of the result obtained 
with respect to the indicator that hinders the learning of object-
oriented programming of the dimension "Previous knowledge of 
programming courses" is shown. 

As can be seen in the previous figure, the indicator that shows 
the highest percentage is “Does not have basic knowledge of 
object-oriented programming”, equivalent to 52% of the 
dimension “Previous knowledge of programming courses” where 
students consider it difficult to learn of the OOP. 

Figure 3 shows the graphical representation of the results 
obtained with respect to the indicators that hinder the learning of 
object-oriented programming of the dimension "Reading 
materials". 

 
Figure 3: Higher indicators of the Reading Materials dimension that hinder the 

learning of OOP 

As can be seen in the previous figure, the indicators that show 
the highest percentage are "The theory or reading of the topics 
needs to be translated in simple terms", "There is no commitment 
by the student to investigate through reading" equivalent to 76% 
of the dimension "Reading materials" where students consider that 
it hinders the learning of OOP. 

Figure 4 shows the graphic representation of the results 
obtained with respect to the indicators that hinder the learning of 
object-oriented programming of the "Concept learning" 
dimension. 

As can be seen in the previous figure, the indicator that shows 
the highest percentage is “Collections: Java Collection 
Framework, List and Array List, Map and Hash Map, Set and Hash 
Set, Iterator” equivalent to 60% of the dimension “Learning of 
concepts ”where students consider it difficult to learn OOP. 

Figure 5 shows the graphic representation of the results 
obtained with respect to the indicators that hinder the learning of 
object-oriented programming of the dimension "Process of 
learning to program". 
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Figure 4: Highest indicator of the dimension "Learning concepts" that hinder the 

learning of OOP 

As can be seen in the previous figure, the indicator that shows 
the highest percentage is “Develop programs using class libraries 
to create graphical user interfaces: AWT and Swing” equivalent to 
48% of the dimension “Process of learning to program” where 
students consider it difficult to learn OOP. 

To determine the dimension with the highest level of learning 
difficulty in OOP, we obtain the average for each dimension. 

From the previous figure, we can determine that the highest 
percentage of difficulty associated with learning OOP is in the 
dimension "Learning concepts" equivalent to 8.20. 

For the correlational analysis, we will classify the dimensions 
into two groups: Teaching Process Dimension and Program 

Development Dimension. The following table shows this 
classification. 

 
Figure 5: Highest indicator of the dimension “Process of learning to program” that 

hinder the learning of OOP 

 
Figure 6: Average degree of difficulty for each dimension 

Table 1: Classification of dimensions. 

Teaching process Program development 
Teaching methodology Process of learning to code 
Reading materials 
Previous knowledge of 
programming courses 
Learning concepts 

In [16], the author points out to analyze the correlations, we 
have the interpretation of values expressed by various authors in 
scales, one of the most used being the Spearman rank correlation 
coefficient, which can score from -1.0 to +1.0 as detailed in table 
two 
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Table 2: Degree of relationship according to correlation coefficient. 

Rank Relationship 
-0.91 a -1.00  Perfect negative correlation 
-0.76 a -0.90 Very strong negative correlation 
-0.51 a -0.75  Considerable negative correlation 
-0.11 a -0.50  Mean negative correlation 
-0.01 a -0.10  Weak negative correlation 
0.00  There is no correlation 
+0.01 a +0.10  Weak positive correlation 
+0.11 a +0.50  Mean positive correlation 
+0.51 a +0.75 Considerable positive correlation 
+0.76 a +0.90  Very strong positive correlation 
+0.91 a +1.00  Perfect positive correlation 

In order to identify if there is a relationship or degree of 
association between the dimensions specified in Table 1, the 
Pearson Correlation coefficient is used, using the SPSS V25 
statistical software. 

Table 3: Pearson's correlation between the dimensions Learning concepts and 
Process of learning to program. 

  Learning 
concepts 

Process of 
learning to 

code 
Learning 
concepts 

Pearson 
correlation 

1 0,659** 

Sig. (bilateral)   0.000 
N 25 25 

Process of 
learning to 
code 

Pearson 
correlation 

0,659** 1 

Sig. (bilateral) 0.000   
N 25 25 

**. The correlation is significant at the 0.01 level (bilateral). 

In Table 3, we observe that the dimensions Learning concepts 
and Process of learning to program are directly related, that is, as 
there is more learning of the concepts of object-oriented 
programming with Java, there will be greater capacity in the 
process of learning to programming in Systems Engineering 
students, since a considerable positive correlation of 0.659 was 
obtained as a result. 
Table 4: Pearson correlation between the dimensions Teaching methodology and 

Process of learning to program 

 

Process of 
learning to 
code 

Teaching 
methodolog
y 

Process of learning 
to code 

Pearson 
correlation 

1 ,235 

Sig. (bilateral)  ,258 
N 25 25 

Teaching 
methodology 

Pearson 
correlation 

,235 1 

Sig. (bilateral) ,258  
N 25 25 

In Table 4, we observe that the dimensions Teaching 
methodology and Process of learning to program present a mean 
positive correlation of 0.235. 

Table 5: Pearson's correlation between the dimensions Reading materials and 
Process of learning to program. 

 Process of 
learning to 
code 

Reading 
Materials 

Process of 
learning to 
code 

Pearson 
correlation 

1 -,014 

Sig. (bilateral)  ,948 
N 25 25 

Reading 
Materials 

Pearson 
correlation 

-,014 1 

Sig. (bilateral) ,948  
N 25 25 

In Table 5, we observe that the dimensions Reading materials 
and Process of learning to program are inversely related by 
presenting a mean negative correlation of -0.014, this implies that 
the number of reading materials on object-oriented programming 
can be increased, however , does not necessarily lead to increase 
their capacity of the process of learning to program in the students 
of Systems Engineering. 

Table 6: Pearson correlation between the dimensions Previous knowledge of 
programming courses and Process of learning to program. 

 

Previous 
knowledge of 
programming 
courses 

Process of 
learning to code 

Previous 
knowledge of 
programming 
courses 

Pearson 
correlation 

1 0,036 

Sig. (bilateral)  0,863 
N 25 25 

Process of 
learning to code 

Pearson 
correlation 

,036 1 

Sig. (bilateral) 0,863  
N 25 25 

In Table 6, we observe that the dimensions Previous 
knowledge of programming courses and Process of learning to 
program present a mean positive correlation of 0.036. 

4. Discussion 

In relation to the results of the present investigation, the 
following discussions are held below: 

In [17], the author points out that starting in the world of 
object-oriented programming is a complex task for many students, 
the teacher plays an important role in student motivation, as 
evidenced by this research in its indicator "The teacher promotes 
participation in class ", where 16% of the students consider that it 
hinders their learning of OOP, it can be said that this result is 
consistent with the research entitled" Initiatives to motivate 
Programming students "in which it is concluded that motivation is 
low due to the novelty of the subject, the difficulty of students in 
learning abstract concepts and the lack of capacity for continuous 
work. 

In [1], the author describes regarding the indicator “The theory 
or reading of the topics needs to be translated into simple terms”, 
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76% of the students consider that it hinders the learning of Object-
Oriented Programming, coincides with the thesis doctoral degree 
entitled "Virtual environments based on active learning for the 
teaching of object orientation" in which he concludes that it is 
necessary for those who are starting in this paradigm to reach a 
clear understanding of its concepts, abstract in most cases, which 
represent in software development. 

Regarding the indicator that students "do not have basic 
knowledge of object-oriented programming" before taking the 
Programming Language I course, 52% indicate that it makes 
learning difficult for them, this evidence agrees with the study 
entitled "Methodology of teaching by learning object-oriented 
programming logic ”pointed out in [18] by the author, in which he 
concludes that there is a tendency to use Java as the first language 
directly with the object-oriented concept, without deepening the 
development of the bases logic of programming, this can be very 
harmful, because we are going to generate good programmers to 
code using languages, but without logical bases, that is, 
programmers who do not know how to program. 

Regarding the indicator "Collections: Java Collection 
Framework, List and Array List, Map and Hash Map, Set and Hash 
Set, Iterator", 60% of the students consider a difficult topic to 
understand since it is related to classes, interfaces, inheritance, 
polymorphism for its understanding can be considered consistent 
since it coincides with the study entitled "Learning object-oriented 
programming: Experiences in technical and upper secondary 
education" indicated in [19] by the author, in which it is concluded 
that the subject of greater difficulty of understanding for the 
control groups is inheritance, while for experimental groups it is 
polymorphism.  

5. Conclusions 

It has been possible to determine the main difficulties 
associated with the learning of object-oriented programming 
(Programming Language I) in the students of the School of 
Systems Engineering of the National Technological University of 
Lima Sur, which are “The teacher shows enthusiasm for the subject 
he teaches”, “The teacher promotes participation in class”, “The 
teacher communicates in a clear and easy to understand way” with 
16% indicators related to the teaching methodology”. The 
indicators "Lack of translating the theory or reading of the topics 
into simple terms", "There is no commitment by the student to 
investigate through reading" with 76% related to the reading 
materials. The indicators "Does not have basic knowledge of 
object-oriented programming" with 52% related to Have prior 
knowledge. The indicator "Collections: Java Collection 
Framework, List and Array List, Map and Hash Map, Set and Hash 
Set, Iterator" with 60% in relation to Learning concepts. The 
indicator "Develop programs using class libraries to create 
graphical user interfaces: AWT and Swing" with 48% related to 
the Learn to program process. 

It has been possible to determine the dimension that has the 
greatest learning difficulty of Object-Oriented Programming, 
which is "Learning concepts" with an average of 8.20, we can 
mention that this expresses that currently the curricular plan related 
to programming courses at school Systems Engineering do not 
have hours of theory to help manage fundamental concepts of 
Object Oriented Programming. 

6. Recommendations 

While developing the Programming Language I (OOP) course 
in its entirety in a practical way using the Java language, it is 
recommended to develop manuals or self-instructional videos that 
help the student understand concepts of object-oriented 
programming. 

Since the curricular plans at the Universidad Nacional 
Tecnologicas de Lima Sur are updated every three years, it is 
recommended to include hours of theory in programming courses 
or, failing that, develop intelligent applications that help 
understand object-oriented programming concepts. 
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 IoT integrates and connects intelligent devices or objects with varied architectures and 
resources. The number of IoT devices is growing exponentially. Due to the massive wave of 
IoT objects, their diversity and heterogeneity among their architectures, the existing 
communication protocols for wireless networks become ineffective in the context of IoT. 
Wireless Sensor Network (WSN) has the potential to be integrated to the internet of things 
(IoT). The issues of the routing of WSNs impose nearly similar prerequisites for IoT routing 
technique. Most of the traditional routing protocols are not appropriate for WSNs and IoT 
because of resource constraints, computational overhead and environmental interference 
and do not take into account the different factors affecting energy parameter and do not 
accommodate node mobility. Routing algorithms must ensure the data transmission in an 
efficient way, having proper knowledge of the IoT system. For this reason, many intelligent 
systems have been utilized to design routing algorithms to handle the network’s dynamic 
state. In this paper, an ant colony optimization (ACO) based WSN routing algorithm for 
IoT has been proposed and analyzed to enhance scalability, to accommodate node mobility 
and to minimize initialization delay for time critical applications in the context of IoT to 
find the optimal path of data transmission, improvising efficient IoT communications. The 
proposed routing algorithm is simulated using MATLAB for performance evaluations. The 
evaluation results have recorded an improvement in conservation of energy, of almost 50% 
less consumed energy even with an increase in the number of nodes, by comparing with an 
existing routing technique based on ant system, a current routing protocol for IoT and the 
conventional ACO algorithm. 
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1. Introduction  

With the widespread use of IoT devices, the issue of designing 
efficient routing protocol has attracted more attention in 
networking research. This paper is an extension of work originally 
presented in ICOM'19 [1]. 

 According to the prediction of CiscoTM IBSG [2], by 2020, 50 
billion devices will be connected to the Internet. IoT provides 
network connectivity between these smart devices everywhere and 
all times. The emergence of a new ubiquitous computing era has 
been created due to the evolution of wireless networks and sensor 
technologies, allied to the increasing demand for new IoT 
applications for the provision of smart services [3]. In this context, 
WSNs play an essential role to the expansion of IoT while 

providing ubiquity of networks with smart and low-cost devices 
that are easy to deploy. In an IoT system, a large collection of 
autonomous and dynamic sensor nodes are used to gather 
information by detecting physical parameters, communicate and 
cooperate with their environment and send their data to the 
internet. Sensor nodes have the ability of self-organization and 
sensor networks function in a distributed way [4]. IoT with the 
integration of WSNs, have a wide range of applications spaces that 
shape human life and also have impact on economic benefits. The 
physical domain of IoT is presented through the connected 
networks of objects and nodes utilizing wireless sensors. A large 
number of small devices surround the environment help to manage 
the physical world by sensing, processing, communicating and 
analyzing the data in the IoT network system [5]. The development 
of new applications and technologies are drawing attention from 
the research perspective, such as smart home, environmental 
monitoring, healthcare, transport, agriculture, offices, buildings 
and smart cities etc.  
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 Designing efficient routing protocol is the key factor to 
improve the energy efficiency, data transmissions, scalability and 
prolong network lifetime in WSNs and IoT. However, several 
considerations are required for resource-constrained network 
system, such as energy efficiency, scalability, security, autonomy, 
computational complexity, environmental constraints for wireless 
link, node mobility, the QoS (quality of service) requirement for a 
particular application, during IoT routing. The sensed information 
ought to be sent to the base station for further operations in various 
IoT applications through the competent forwarding mechanism 
while keeping in consideration different functionalities of IoT 
objects states.  

 Until now, there is a large number of routing algorithms have 
been proposed by the research community, considering the energy 
parameter, yet its exploitation is not well thought-out [6]. The 
existing node energy and the distinctive components affecting this 
energy parameter need to be considered to spare node energy and 
enhance the communication quality of the network. The node’s 
lifetime relies upon the battery-life to a huge range, and the 
irrational energy utilization will effectuate the system to expire 
early and decrease the lifetime of the network [7]. Hence the key 
research issue is the designing of efficient route calculation 
algorithm that can ensure efficient information communication 
within IoT while maintaining scalability. Most of the traditional 
routing protocols are not adaptable other than energy efficient, if 
the varied difficulties in various applications are considered or due 
to the dense and complex conditions and a wide range of radio 
obstruction. Many intelligent systems including the working 
mechanism of the biological systems have been employed for 
designing routing algorithms to handle the network’s dynamic 
state while keeping pace with energy efficiency during information 
communication [8]. Ant colony optimization (ACO) based 
algorithms emphasize the design of routing protocols that are 
robust, adaptable and scalable [9]. The coordination of ants 
depends on the ability of self-organization that ant colony 
optimization based swarm intelligence techniques possess [10]. 
The probabilistic approach of ACO is used to determine the routes, 
and the pheromone update formulation is used for further updating 
of the pheromone trail [11].  

An ant colony based routing technique, named EICAntS, for 
effective communications within IoT is presented in [12]. This 
algorithm considers the energetic parameters. The pheromone 
estimations in the ant system is related here by the calculated 
global efficacy factor. An improvement with regard to network 
lifetime and conservation of energy is shown from the evaluation 
results. The algorithm does not include the heuristic information 
and pheromone update strategy consisting of pheromone 
evaporation rate and/or the amount of pheromone deposited. The 
energy effect precisely addresses the data class handled by the 
node and does not specify the different factors affecting energy 
parameter such as the energy consumption in free-space and multi-
path fading standard of wireless communication as well as no 
particulars are provided on how to compute the nodes’ energy 
level. The REL routing technique for IoT applications, which is 
focused on energy and link quality information, is proposed in 
[13]. Testbed experiments are used besides simulation for the 
evaluation where REL increases the system and network lifetime, 
reliability, energy-efficiency, QoS of IoT applications and reduces 
packet loss rate. In addition, it offers a path determination system 
which is basically an end to end route. For this purpose, it depends 

on cross-layer data with insignificant overhead. Furthermore, it 
permits information transmission with a reasonable appropriation 
of wireless and remote assets. A piggyback and on-demand system 
guides nodes to become energy proficient where the residual 
energy is sent to their neighboring nodes. Nonetheless, no 
enhancement system is utilized in contradiction of ant based 
protocol, which utilizes the ant colony system.  

In [14], LEACH-MA protocol is proposed which is based on 
modified ACO. The residual energy parameter is used along with 
LEACH (Low-energy adaptive cluster hierarchy routing) protocol 
for the selection of current cluster head. The measure of energy 
consumption is minimized by this algorithm. The energy and 
distances are combined in this approach for choosing the cluster 
head. But no facts have been provided on the threshold value for 
selecting the cluster head. In [15], a hybrid tree-based search 
approach, called ANT-BFS, is proposed to discover the optimum 
route for information communication. This scheme integrates 
breadth first search with ACO to minimize the amount of energy 
consumption. However, the memory and computational time 
requirements may arise some issues for this technique in case the 
cluster head and the sink are located far from each other, so it might 
not be suitable for large scale. Content based routing (CCR) 
protocol is presented in [16] that ensures reliability of information 
transmission for IoT applications. It utilizes the process of data 
aggregation and ensures good load balancing. This method 
transmits data based on the message content and incorporates link 
quality information. The traffic reduction gain is achieved by this 
technique, where an objective function is used by the nodes for 
routing of the heterogeneous sorts of content. Each node builds a 
distinct routing entry by using the content to select the next node 
for transferring the data via the certain reliable communication 
link. The energy consumption has been conserved by this method 
by forwarding aggregated data to selective nodes. However, no 
details were provided on the estimation of the reliability while 
taking into consideration of the parameters that are also 
unspecified for this reliability. 

In [17], an ant-based routing algorithm considering the energy 
supervision is presented. Reward and punishment technique are 
adopted with the pheromone update rules. The energetic parameter 
is considered and this technique increases network lifetime and 
energy-efficiency. However, various factors of energy utilization 
are required to be addressed. The node delay parameter is used 
here, but no details were found on the delay factor. An improvised 
energy saving ant colony based routing protocol for sensor 
networks is proposed in [18]. Three phases are introduced in this 
multipath protocol, such as discovery of neighbor through link 
information, transmission of packets through EWMA 
(exponentially weighted moving average) technique and efficient 
& reliable end to end delivery. The simulation results indicate that 
the proposed routing protocol for dynamic networks stands 
efficient in general performance, particularly regarding energy 
efficiency and throughput when contrasted with standard and other 
novel proposed routing algorithms. A multi-constrained technique 
that ensures QoS, known as IAMQER focused on ant colony, is 
proposed in [19]. The simulation results show that average energy 
consumption is minimized and packet delivery ratio is increased 
by utilizing this technique. Also, a route evaluating function is 
presented here. But IAMQER strategy might suffer longer 
processing delay as it is based on traditional ACO method. 
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This paper is an extension of work initially reported in [20], 
where the necessary parameters for communication process have 
been taken into account by the proposed method, such as mobility 
and energy parameters. Most of the proposed routing algorithms 
have addressed merely some communication parameters that are 
not adequate enough to enhance the communication quality needed 
by the energy constrained IoT applications. The important 
communication parameters must be considered by the mechanisms 
that mediate in the correspondence procedure, for instance routing, 
for resolving the issues of routing and for efficient 
communications in the IoT network system. The proposed 
protocol has utilized the advantages of the ant system to discover 
the optimum path for information communication and to improve 
communication quality within an IoT system. 

2.  System Model 

2.1. The Network Model 
The considered network model consists of M sensor nodes with 

random distribution in an L × L rectangular area. The proposed 
algorithm comprises the system model for IoT communications 
which is designed with several nodes or sensors Mi. The adopted 
graph G with the nodes and connecting links has constructed the 
network. It is assumed that the sensor nodes have the same 
computation and preliminary energy. The nodes can update the 
information about its neighbors. The received signal strength 
indication (RSSI) is used to compute the approximate distance of 
the senders by the nodes. For that calculation, the transmitted 
power of the objective is acknowledged. 

2.2. Proposed ACO Algorithm 
The most pheromone path is chosen as the shortest and optimal 

path in the traditional ACO algorithm [11] and the energy 
parameter is not considered. Hence the network’s node energy on 
that path reduces abruptly and lessens the entire network’s 
lifespan. Furthermore, novel routing protocols are required to 
manage the overhead of mobility. As the topological changes for 
the mobility of the sensor nodes and the sink nodes generate 
frequent updates in the network, which may drain the node energy 
extremely in an energy-constrained system. This paper expands 
our research works presented in [1] in terms of network 
performance to improve communications within IoT. The 
proposed system of ours [21] has been investigated more here to 
enhance scalability, to accommodate node mobility, and to 
minimize initialization and processing delay for time critical 
applications in the context of IoT. An improved network routing 
algorithm based on ACO is proposed here by analyzing the nodes’ 
balanced consumption of energy.  

At the place of node i and time t, each ant m will adhere to the 
following probabilistic formula to select the next node j being the 
forwarding node of the subsequent route for the enhancement that 
is proposed of the ACO algorithm of ours [20] for the next hop 
routing: 
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where 𝜏𝜏𝑖𝑖𝑖𝑖(𝑡𝑡)  and  𝜂𝜂𝑖𝑖𝑖𝑖(𝑡𝑡)  are the amount of pheromone and 
heuristic information on edge (i, j) respectively and  𝜂𝜂𝑖𝑖𝑖𝑖(𝑡𝑡)  is 
typically  1 𝑎𝑎𝑖𝑖𝑖𝑖⁄ . α and β are two parameters that control the 
influence of the pheromone intensity and heuristic information 
respectively. dij is the distance between i and j.  The average 
mobility parameter is used to calculate the stability factor, 𝜗𝜗𝑖𝑖𝑖𝑖(𝑡𝑡), 
where γ is the mobility constant. Ej is the node residual energy that 
ant m will visit.  

To avoid faster local convergence in case large amount of 
pheromone deposition happens on the routes, the pheromone 
update is required to improve as well.  So, the amount of 
pheromone is updated and limited by incorporating a threshold 
value and can be obtained as follows: 
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(4) 

where ρ is the pheromone coefficient for evaporation, ρ ∈ (0,1), 𝛵𝛵 
represents the threshold value used to limit excessive pheromone 
deposition, 𝛥𝛥𝜏𝜏𝑖𝑖𝑖𝑖(𝑡𝑡) is the increased pheromone concentration of 
edge (i, j), usually given by, 

𝛥𝛥𝜏𝜏𝑖𝑖𝑖𝑖𝑘𝑘 = �
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(5) 

 

where R represents strength of pheromone, Lk denotes the path 
length of the kth ant. 

2.3. Energy Model 
The energy model of wireless communications that is 

presented in [22] is incorporated by the proposed system.  The free-
space and multi-path fading model are utilized here depending 
upon the distance d in between the sending and receiving nodes 
and a threshold value, d0. The following equations for energy 
consumption for the transmission (𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) of an S-bit data by the 
sensors are used:  

𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑆𝑆,𝑎𝑎)

= �
𝑆𝑆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 +  𝑆𝑆𝑆𝑆𝑓𝑓𝑓𝑓𝑎𝑎2    𝑖𝑖𝑖𝑖 𝑎𝑎 < 𝑎𝑎0
𝑆𝑆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 +  𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑎𝑎4    𝑖𝑖𝑖𝑖 𝑎𝑎 ≥ 𝑎𝑎0   

               
 

(6) 

where 𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  indicates the energy dissipated to run electronic 
devise circuitry. The energy consumption in free-space and multi-
path fading model are given by 𝑆𝑆𝑓𝑓𝑓𝑓 and 𝑆𝑆𝑚𝑚𝑚𝑚 respectively. d denotes 
distance and d0 is the threshold value. The receiving energy, 
𝐸𝐸𝑅𝑅𝑥𝑥(𝑆𝑆), for an S-bit data for a node is provided as follows:  

𝐸𝐸𝑅𝑅𝑥𝑥(𝑆𝑆) = 𝑆𝑆𝐸𝐸𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  (7) 

To calculate the residual energy of a node 𝑎𝑎𝑖𝑖 , the following 
equation is used: 
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𝐸𝐸𝑡𝑡𝑒𝑒𝑓𝑓𝑖𝑖 = 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖 − 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖  (8) 

where 𝐸𝐸𝑡𝑡𝑒𝑒𝑓𝑓𝑖𝑖   is the residual energy, 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖  is the total initial energy 
and 𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖 is the transmission energy.  

2.4. Fitness Function 
A function for the evaluation of the routes, path assessing 

index, is provided here considering the current energy of the nodes, 
and the path of routing. If remaining energy is not assessed as in 
the conventional ACO algorithm, which causes early demise of 
some nodes and ultimately affects the whole network lifetime. The 
routing path is related to each particular ant after all the ants get to 
the destination node. The fitness value for the path can be 
computed as follows: 

𝑖𝑖(𝑓𝑓𝑖𝑖𝑡𝑡𝑡𝑡𝑒𝑒𝑓𝑓𝑓𝑓)𝑚𝑚
𝑘𝑘 =

𝐸𝐸𝑡𝑡𝑒𝑒𝑓𝑓𝑖𝑖
𝐿𝐿𝑚𝑚𝑘𝑘

 (9) 

where the residual energy level of a sensor node ni  is 𝐸𝐸𝑡𝑡𝑒𝑒𝑓𝑓𝑖𝑖 . 𝐿𝐿𝑚𝑚
𝑘𝑘  is 

the length of the route for mth ant and kth iteration. The pheromone 
is updated on the optimum path, having the highest fitness value.  

2.5. Planning of Route Phases 
Step 1. The route’s arrangement phase. At first an 

initialization signaling is broadcasted by the sink node. Each node 
acquires its own neighboring node, then updates and adds it to its 
own routing table. The adjacent node link pheromone value is set 
to 1. The current node's ant packet is generated by each node that 
contains the number of nodes and the routing table. 𝑁𝑁𝑚𝑚𝑡𝑡𝑥𝑥  is set to 
the maximum number of iterations, and the initial number of 
iterations is set to 1.  

Step 2. The route’s organization phase. The next node will 
be selected by the ant that locates in node i according to (1)-(2). 
Upon receiving the ant package, a node forwards ant package in 
accordance with the probability 𝑃𝑃𝑖𝑖𝑖𝑖

𝑚𝑚 . 
Step 3. The route’s optimization phase. Once all ants get to 

the destination node, i.e. the sink node, the fitness function is used 
for optimal route selection where the fitness value is computed for 
the route according to (9) and the route with highest fitness value 
is chosen for optimal route for data transmission. The 
concentration of pheromones on this path is then updated 
according to (3)-(5).  

In this route’s optimization phase, once the ant package is 
received by the sink node, it will count how many ants packets 
each node sends. Let’s assume that the total node number is n and 
the number of ants package sent by, for instance, node i is                   
Xi (i =1,……., n). 

Then the total sum of the network ant package can be expressed 
by means of: 

𝑇𝑇 = �𝑋𝑋𝑖𝑖

𝑡𝑡

𝑖𝑖=1

 
(10) 

Back ant package is generated by each node. When back ant 
package is received by the nodes, the back ant package’s adjacency 
linkage information is updated by (3)-(5). The node is selected as 
the next hop which resides in the back ant package. Following the 
information in the back ant packets, it is determined whether to 

send a new packet of ants at that same instance. When new ant 
package need to be sent, the route is established. 

2.6. Proposed Improvement 
Forming clusters associated with the group of nodes is 

deliberated on achieving scalability and robustness. For this 
reason, the routing protocol presented in [20] can be integrated 
with a clustering routing technique, such as LEACH (Low-energy 
adaptive clustering hierarchy) protocol [22]. It improves the 
selection strategy of optimal cluster head (CH), which is based on 
probability, node residual energy, and the distance of a node from 
the base station (BS). For selecting the cluster head node j, if it is 
assumed that node i is the current cluster head and next node is j, 
an ant m will use the probability calculation given by: 

 (11) 

Where 𝑃𝑃𝑒𝑒𝑎𝑎𝑃𝑃𝑖𝑖  provides the probability of each node to be 
selected as a CH (cluster head), 𝑎𝑎𝑖𝑖𝑖𝑖𝑡𝑡𝑖𝑖  is the distance of node, α and 
β are two control parameters and 𝑁𝑁𝑖𝑖  denotes the set of cluster 
nodes. 𝑃𝑃𝑖𝑖𝑖𝑖

𝑚𝑚 is found from (1). Figure 1 shows the flow diagram of 
this suggested enhancement. 

Using the proposed ACO based routing algorithm and the 
proposed improvement given above the initial optimal CH (cluster 
head) is selected. Then the final optimal CH is elected using the 
maximum fitness function value provided in (9). The optimal 
initial cluster head sends data to the optimal final cluster head. The 
optimal final cluster head transmitted data to the sink node. 

 

 

Figure 1: The flow diagram of the proposed improvement 

Figure 2 shows the flow diagram of the proposed routing 
protocol operation. 

3. Result and Discussion 

The simulation is performed utilizing MATLAB where the 
proposed routing protocol is evaluated according to some 
important parameters, i.e., the consumed energy, the lifetimes of 
nodes, best cost, end-to-end delay, throughput and packet delivery 

𝑃𝑃𝑒𝑒𝑎𝑎𝑃𝑃𝑖𝑖(t)=
𝑑𝑑𝑖𝑖𝑓𝑓𝑡𝑡𝑖𝑖∗𝛼𝛼+[𝑃𝑃𝑖𝑖𝑖𝑖

𝑚𝑚(𝑡𝑡)]∗𝛽𝛽

∑ 𝑑𝑑𝑖𝑖𝑓𝑓𝑡𝑡𝑖𝑖∗𝛼𝛼+[𝑃𝑃𝑖𝑖𝑖𝑖
𝑚𝑚(𝑡𝑡)]∗𝛽𝛽

𝑁𝑁𝑖𝑖
1

 

Start 

Selection of initial optimal CH using proposed 
routing protocol and proposed improvement 

Election of final optimum CH using the highest 
fitness value  

Initial and final optimal CH node  
data transmission 

Final optimal CH to BS  
data transmission  

End 
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rate. The method represented here is evaluated against the 
conventional ACO, a current routing protocol for IoT, e.g., RPL 
(routing protocol for low power lossy network) [23] and an 
existing ant colony based algorithm, EICAntS algorithm [12] as 
benchmark protocols.  

 
Figure 2: Overview Block Diagram demonstrating the Proposed ACO based 

Routing Algorithm Operation 

The simulation parameters are based on the repeated tests and 
on the basis of simulation analysis of various parameters and set 
as: α = 1, β =1, γ =1, ρ = 0.05. More parameters are provided in 
the Table 1.  

The proposed system is supporting a mechanism permitting the 
selection of the best cost route for information communication 
from the source node to the destination, the base station. The 
network’s parameters are dynamically adjusted to the network 
evolution, the growing number of nodes, the changed environment 
issues due to mobility, and outstanding node energy. 

Table 1: Simulation Parameters 

Parameters Values 
Simulation Region 100m×100m 
Number of Nodes 40,50,60,70,80,90,100 
Τ 100 
No. of ants  40 
Initial energy per node  0.5 joule 
Node speed  2 m/s ⁓ 5 m/s 
Message bits transmitted  4000 bits   
Transmission distance  50 m 

In Figure 3, for the proposed ACO based routing protocol and 
for the traditional ACO based protocol, the comparison of the node 
energy consumption per transmission is shown. The considerable 
improvement is shown for the proposed method. For majority of 
the nodes, contrasted with the conventional protocol, the proposed 
method has smaller energy consumption, almost 50% less. The 
proposed calculation has presented noticeable refinement for the 
total energy consumed of each node for individual discovery for 
the routes, contrasted with the benchmark protocol. 

 

 

Figure 3: Comparison of node energy consumption per transmission 

 
Figure 4: Comparison of node energy consumption per transmission 

From Figure 4, we can see the node energy consumption per 
transmission based on improved method proposed here and other 
benchmark protocols, based on original ACO, RPL and EICAntS 
protocol. It is demonstrated from the evaluation results that 
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compared with the other two algorithms, the proposed ACO 
algorithm has attained a refinement, a much smaller energy 
consumption, almost 50% less. 

The average energy consumption for the increasing quantity 
of nodes is represented in Figure 5 and Table 2. Figure 5 shows 
that the system using the proposed ACO based routing protocol as 
a resolution has minimized the average energy consumption, 
almost 50% less, by comparing with the original ant colony-based 
system, RPL and EICAntS technique. Since the proposed solution 
allows the determination of the optimal path for packet 
transmissions, and the retransmissions are avoided as well. Also, 
this presented method optimizes path selection strategy and 
minimizes updating phases. The scalability is maintained by the 
proposed system that has attained lower energy utilization 
contrasted with the benchmark protocols even when the number of 
nodes increases in the network.  

Table 2: Average Energy Consumption (mj) with the Number of Nodes for 150 
transmissions 

No. of 
Nodes 

Proposed 
ACO based 

routing 
protocol 

 

Traditional 
ACO based 

protocol 
 

EICAntS 
 

RPL 

40 270.49 545.89 
 

516.65 532.65 

50 281.67 
 

570.07 
 

566.42 
 

574.78 

60 303.76 
 

620.61 
 

606.97 
 

632.29 

70 330.97 
 

650.51 
 

660.42 
 

679.46 

80 350.65 
 

686.47 
 

695.87 
 

692.01 

90 372.42 739.92 744.55 735.55 

100 401.21 791.33 799.01 768.49 

  

 

Figure 5: Comparison of the average energy consumption 

The effective use of energy lead to increase of network 
lifetime. The percentage of survival nodes based on improved 
protocol proposed here and the traditional ACO based protocol are 
shown in Figure 6 and 7. The issues of ineffectiveness and 
uncertainty of the routes are alleviated as the protocol proposed 
here takes into account the energetic parameters. The energy 
utilization needs to be balanced and the present node energy needs 
to be deliberated; otherwise, the node energy is depleted and some 
nodes expire. The network lifetime is affected by this. The 
proposed approach deliberates the existing energy of the nodes 
besides the route path. Employing the suggested enhancement 
according to (11), the longevity, i.e. the nodes’ lifetime and 
lifetime of the network, is increased by the offered ACO based 
technique.  

 
Figure 6: The percentage of survival nodes for the proposed method 

 
Figure 7: The percentage of survival nodes for the traditional ACO based 

protocol 

We can see from the Table 3 and in the Figure 8 that the 
average end-to-end delay increases with an increase in the number 
of nodes. Route discovery and path selection stages affect this 
parameter, which are instated all the more regularly with an 
imperative number of nodes and with the topology evolution 
because of mobility of the nodes. Using the proposed algorithm the 
route discovery and selection stages are improved and the 
repetition problem is minimized when many packets should be 
resent to the destination in case the route might not be the best 
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always. The proposed system achieved better results with regard 
to average end to end delay, almost 40% reduced end to end delay, 
compared to the other benchmark techniques. 

Table 3: Average End-to-End Delay (ms) with the Number of Nodes using Fitness 
Function 

No. of 
Nodes 

Proposed 
ACO based 

routing 
protocol 

 

Traditional 
ACO based 

protocol 
 

EICAntS 
 

RPL 

40 159.78 367.41 
 

364.42 370.67 

50 203.59 397.57 394.64 382.81 

60 250.81 
 

413.22 412.96 410.75 

70 263.37 427.28 414.09 425.13 

80 299.25 464.68 460.82 
 

455.42 

90 312.43 478.52 465.4 466.35 

100 327.46 485.86 479.72 488.96 

 

 
 

Figure 8: Evolution of average end to end delay with the number of nodes using 
fitness function 

Throughput results are presented in Table 4 and depicted in 
Figure 9. The quantity of digital data, over a physical or logical 
connection per time unit, is the measure of the throughput in sensor 
networks. It is measured in bits/s or bps (bits per second), 
occasionally in per-second data packets or in per time-slot data 
packets. It can be defined mathematically, as the total number of 
packets delivered over the total simulation time: 

Throughput = N / Total simulation time            (12) 

where N is the number of bits received successfully by all 
destinations. 

We can clearly see from the contrast that the results obtained 
are better than the results recorded by the other network. 

Table 4: Throughput with the Number of Nodes over the Total Simulation Time 

No. of 
Nodes 

Simulation 
Time 

(Proposed 
Algorithm) 

Simulation 
Time 

(EICAntS) 

Proposed 
Algorithm 

EICAntS 

40 42 sec. 42 sec. 3809.52 
(bps) 

975.24 
(bps) 

50 45 sec. 45 sec. 4445.45 
(bps) 

1137.78 
(bps) 

60 48 sec. 49 sec. 5000 (bps) 1253.88 
(bps) 

70 51 sec. 51 sec. 5490.196 
(bps) 

1405.49 
(bps) 

80 54 sec. 53 sec. 5925.93 
(bps) 

1545.66 
(bps) 

90 55 sec. 55 sec. 6545.45 
(bps) 

1675.63 
(bps) 

100 57 sec. 57 sec. 7017.54 
(bps) 

1796.49 
(bps) 

 

 
 

Figure 9: Throughput for the Proposed ACO and EICAntS algorithm 

The calculation of the proposed algorithm in accordance with 
the delivery rates of the packets is provided in the Figure 10. The 
good results found with the proposed approach, even with an 
imperative number of nodes because the system has the capability 
that let many packets to send to get to the destination node in short 
time. 

We can see from the comparison of the best cost as presented 
in Figure 11 that the network using proposed protocol has 
minimized initialization delay compared to the benchmark 
protocols. The network system achieved faster convergence for the 
initialization delay to discover the best cost route, which is about 
30% improvement in convergence. Current node energy, mobility, 
route path, and cost function including route assessment index are 
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considered by the proposed method, making it preferable as a 
solution for the network system to improve communication 
quality. Figure 12 shows that utilizing the route evaluation 
calculation, about 60% enhancement can be recorded to find the 
optimum path with faster convergence in initialization delay.    

 
Figure 10: Packet Delivery Rates with the Number of Nodes 

 
Figure 11: Comparison of the best cost with respect to the number of iterations 

(not utilizing fitness function) 

 
Figure 12: Comparison of the best cost with respect to the number of iterations 

using fitness function 

4. Conclusions 

The popularization of IoT-connected devices enabling 
development of IoT applications possess multiple and complex 

aspects of IoT while designing efficient communication protocols. 
The proposed system has utilized the beneficial features of an ant 
colony system to improve the route determination process and 
communication quality and mechanism in the context of IoT and 
to make IoT network system more scalable under varying load 
conditions. The parameters used in the selection of the routes are 
dynamically attuned to manage the network’s dynamic condition. 
Current node energy, mobility, route path, and cost function 
including route assessment index are considered by the proposed 
method to enable efficient information communications within 
IoT. In the probability formula of ACO algorithm, the energy 
factor and the average mobility of the nodes are incorporated as 
well. It is demonstrated from the evaluation results that the 
proposed ACO based routing algorithm attained faster 
convergence for the initialization delay, about 30% improvement 
to discover the optimum route, and reduced energy consumption, 
of almost 50% less consumed energy even with the increasing 
number of nodes, compared with the benchmark algorithms. The 
proposed system achieved better results in terms of average end to 
end delay, almost 40% reduced end to end delay, compared to the 
other standard protocols. Also, it is confirmed that the proposed 
protocol as energy efficient method even for scalable networks, 
where the performance does not deteriorate abruptly as the number 
of nodes increases. Rather, it maintained improved network 
performance comparing with the other algorithms from the 
benchmark papers. 

References 

[1] A. Sharmin, F. Anwar, S.M.A. Motakabber, “Energy-Efficient Scalable 
Routing Protocol Based on ACO for WSNs,” 2019 7th International 
Conference on Mechatronics Engineering, ICOM 2019, 1–6, 2019, 
doi:10.1109/ICOM47790.2019.8952053. 

[2] Cisco, How the Next Evolution of the Internet Is Changing Everything, 
White paper, 2011, CISCO White Paper, 2011. 

[3] Y.A. Malkani, L. Das Dhomeja, “Secure device association for ad hoc and 
ubiquitous computing environments,” in 2009 International Conference on 
Emerging Technologies, ICET 2009, 2009, 
doi:10.1109/ICET.2009.5353132. 

[4] I.F. Akyildiz, W. Su, Y. Sankarasubramaniam, E. Cayirci, “Wireless sensor 
networks: A survey,” Computer Networks, 2002, doi:10.1016/S1389-
1286(01)00302-4. 

[5] K. Sohraby, D. Minoli, T. Znati, Wireless Sensor Networks: Technology, 
Protocols, and Applications, 2006, doi:10.1002/047011276X. 

[6] G. Anastasi, M. Conti, M. Di Francesco, A. Passarella, “Energy conservation 
in wireless sensor networks: A survey,” Ad Hoc Networks, 2009, 
doi:10.1016/j.adhoc.2008.06.003. 

[7] W. Dargie, C. Poellabauer, Fundamentals of Wireless Sensor Networks: 
Theory and Practice, 2011, doi:10.1002/9780470666388. 

[8] M. Saleem, G.A. Di Caro, M. Farooq, “Swarm intelligence based routing 
protocol for wireless sensor networks: Survey and future directions,” 
Information Sciences, 2011, doi:10.1016/j.ins.2010.07.005. 

[9] T. Gui, C. Ma, F. Wang, D.E. Wilkins, “Survey on swarm intelligence based 
routing protocols for wireless sensor networks: An extensive study,” in 
Proceedings of the IEEE International Conference on Industrial Technology, 
2016, doi:10.1109/ICIT.2016.7475064. 

[10] R.A.L. Rabelo, J.V.V. Sobral, H.S. Araujo, R.A.R.S. Baluz, R.H. Filho, “An 
approach based on fuzzy inference system and ant colony optimization for 
improving the performance of routing protocols in Wireless Sensor 
Networks,” in 2013 IEEE Congress on Evolutionary Computation, CEC 
2013, 2013, doi:10.1109/CEC.2013.6557967. 

[11] M. Dorigo, V. Maniezzo, A. Colorni, “Ant system: Optimization by a colony 
of cooperating agents,” IEEE Transactions on Systems, Man, and 
Cybernetics, Part B: Cybernetics, 1996, doi:10.1109/3477.484436. 

[12] S. Hamrioui, P. Lorenz, “Bio inspired routing algorithm and efficient 
communications within IoT,” IEEE Network, 2017, 
doi:10.1109/MNET.2017.1600282. 

[13] K. Machado, D. Rosário, E. Cerqueira, A.A.F. Loureiro, A. Neto, J.N. de 

0

20

40

60

80

100

120

0 50 100 150

Av
er

ag
e 

Pa
ck

et
s D

el
iv

er
y 

ra
tio

 (%
)

No. of Nodes

Packet Delivery Ratio for the 
Proposed Algorithm

Proposed ACO
Algorithm

EICAntS

RPL

350
360
370
380
390
400
410
420

0 200 400

Be
st

 C
os

t

Iteration

Proposed ACO
algorithm

EICAntS

Traditional
ACO algorithm

http://www.astesj.com/


A. Sharmin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1710-1718 (2020) 

www.astesj.com     1718 

Souza, “A routing protocol based on energy and link quality for internet of 
things applications,” Sensors (Switzerland), 2013, doi:10.3390/s130201942. 

[14] V. Gupta, S.K. Sharma, “Cluster head selection using modified ACO,” 
Advances in Intelligent Systems and Computing, 2015, doi:10.1007/978-81-
322-2217-0_2. 

[15] R. Khoshkangini, S. Zaboli, “Efficient Routing Protocol via Ant Colony 
Optimization ( ACO ) and Breadth First Search ( BFS ),” International 
Conference on Internet of Things (IThings 2014), (March), 375–381, 2014, 
doi:10.1109/iThings.2014.69. 

[16] M.D. Devi, K. Geetha, K. Saranyadevi, “Content Based Routing Using 
Information Centric Network for IoT,” in Procedia Computer Science, 2017, 
doi:10.1016/j.procs.2017.09.145. 

[17] R. Bao, H. Pan, Q. Dong, L. Yu, L. Shao, “Ant colony-based routing 
algorithm for wireless sensor networks,” Chinese Journal of Sensors and 
Actuators, 24(11), 1644–1648, 2011, doi:10.3969/j.issn.1004-
1699.2011.11.025. 

[18] A. Nayyar, R. Singh, “IEEMARP- a novel energy efficient multipath routing 
protocol based on ant Colony optimization (ACO) for dynamic sensor 
networks,” Multimedia Tools and Applications, 2019, doi:10.1007/s11042-
019-7627-z. 

[19] Y.L. Wang, M. Song, Y.F. Wei, Y.H. Wang, X.J. Wang, “Improved ant 
colony-based multi-constrained QoS energy-saving routing and throughput 
optimization in wireless Ad-hoc networks,” Journal of China Universities of 
Posts and Telecommunications, 2014, doi:10.1016/S1005-8885(14)60267-3. 

[20] A. Sharmin, F. Anwar, S.M.A. Motakabber, “A Noble Approach of ACO 
Algorithm for WSN,” Proceedings of the 2018 7th International Conference 
on Computer and Communication Engineering, ICCCE 2018, 152–156, 
2018, doi:10.1109/ICCCE.2018.8539295. 

[21] A. Sharmin, F. Anwar, S.M.A. Motakabber, “A novel bio-inspired routing 
algorithm based on ACO for WSNs,” Bulletin of Electrical Engineering and 
Informatics, 2019, doi:10.11591/eei.v8i2.1492. 

[22] W.B. Heinzelman, A.P. Chandrakasan, H. Balakrishnan, “An application-
specific protocol architecture for wireless microsensor networks,” IEEE 
Transactions on Wireless Communications, 2002, 
doi:10.1109/TWC.2002.804190. 

[23] S.S. Solapure, H.H. Kenchannavar, “Design and analysis of RPL objective 
functions using variant routing metrics for IoT applications,” Wireless 
Networks, 26(6), 4637–4656, 2020, doi:10.1007/s11276-020-02348-6. 

 
 

 

 

http://www.astesj.com/


 

www.astesj.com     1719 

 

 

 
 

Design of Power Efficient Routing Protocol for Smart Livestock Farm Applications 

Shahenda S. Abou Emira1,2, Khaled Y. Youssef 3,*, Mohamed Abouelatta1 

1Faculty of Engineering, Electronics and Electrical Communication, Ain Shams University (ASU), Cairo, 39827, Egypt  

2Faculty of Engineering, Electronics and Electrical Communications, October University Modern Sciences and Arts (MSA), Cairo, 
39827, Egypt 

3Faculty of Navigation Science and Space Technology, Beni-Suef University (BSU), Beni-suef, 62521, Egypt 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 16 September, 2020 
Accepted: 27 December, 2020 
Online: 28 December, 2020 

 The demand on livestock as a source of protein is increasing with the dramatic increase of 
world population which approaches 8 billion. As a result, the monitoring of the 
performance of livestock breeding is becoming essential. The technique which could 
increase livestock production and improve the efficiency of operation is digitalization of 
livestock management .This could be achieved by models' realization that relates the rates 
of productivity and the parameters of operation which count on collecting big volume of 
data that results from digitalization process. In fact, the adoption of IoT technology in 
livestock environments is usually challenged by energy problems and power efficient 
communication technologies. In this paper a modified AODV protocol is proposed to 
enhance the traditional AODV protocol used in MANET networks that was mainly 
concerned with optimal route selection based on shortest path to send the data packets 
through it. The proposed technique models and simulates operational parameters of 
intermediate nodes as a factor to decide on the optimal path selection in IoT based MANET 
networks in addition to the shortest path that leads to transmission power gain of the source 
node. The results show a significant power performance enhancement that reaches average 
power saving of 33.3% compared to the traditional AODV protocol. 
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1. Introduction 

This paper is an extension of work originally presented in 14th 
International Conference on Computer Engineering and Systems 
(ICCES) [1]. The increase in world population that reaches 8 
billion increases the demand for livestock production. As a result, 
it is necessary to avoid livestock losses and protect it from diseases 
as this could threaten the countries' economy and food security. 
The process of observing livestock was difficult as it took a lot of 
time to detect if they had medical issues or not. Accordingly, 
researchers illustrated nowadays different advanced monitoring 
systems for livestock, these systems depend on remote sensors. 
Different types of sensors were used as: accelerometer, rumination, 
body temperature and humidity, and sound sensors. They were 
placed on the cattle to collect data and send it to the processing unit 
to take the appropriate action [2]. 

Today, Different technologies play an important role to 
increase livestock production and to save their losses as well as 
improving the operation efficiency in large farms. One of the 
recent technologies that offers the measure, actuate, sense and infer 
of physical and physiological parameters is the Internet of Things 
(IoT) technology. Livestock performance monitoring systems 
using IoT technology require special type of networks. Adhoc 
network is one of these special networks as it is energy efficient 
network and elongates the devices' lifetime. In the Adhoc network, 
different sensors are used to monitor behavior, stress, diseases and 
temperature. These sensors provide the IoT network with the 
collected data which allow the early detection of diseases. As a 
result, early treatment is offered which saves money and time. 

The main problem in IoT technology is the energy source as it 
needs to work for a long time to reduce the need for replacement 
of sources or human collaboration. This paper concentrates on the 
study of suitable network topology that provides sensor network 
operation using energy efficiently. Accordingly, different 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Khaled Y. Youssef, Khaled.youssef@nsst.bsu.edu.eg 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1719-1726 (2020) 

www.astesj.com   

Special Issue on Multidisciplinary Innovation in Engineering Science & Technology 

 

https://dx.doi.org/10.25046/aj0506205  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj0506205


S.S.A. Emira et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1719-1726 (2020) 

www.astesj.com     1720 

techniques against farms' environment are illustrated and 
simulated. Additionally, a Mobile Adhoc network (MANET) 
algorithm is introduced to decrease the source energy drainage and 
assure energy sustainability.  

2. Literature Review 

 Several literatures are presented in previous work that proved 
the significance of IoT and sensor technologies to improve the 
livestock farm performance especially the large animal farming. In 
[3], the author presented a group of micro-sensors which were non-
invasive sensors. They were mounted on the livestock using a 
collar that sent data via the internet wirelessly. As a result, a 
continuous connection between animals and veterinarian was 
established.  

In [2], the author proposed a system using various sensors 
which were mounted on the cattle body. These sensors were used 
to monitor different parameters which allowed to detect the cattle 
body issues constantly. In [4], the author developed a system using 
misting systems for heat stress reduction. It was also developed to 
monitor humidity and temperature ranges. The system assured the 
avoidance of cattle death and the increase of producing high 
quality milk by preserving the ranges of the monitored parameters 
constant. 

Although the literature above highlighted the use of 
rechargeable batteries as a main power source of the sensor nodes 
used in their studies, the researchers did not consider the battery 
recharging methodology especially for Adhoc wireless sensor 
networks. On the other side, the following literature developed 
techniques that enhance wireless sensor networks' performance. 

In [5], the author focused on wireless sensor networks and 
proposed a gateway based Geographical Energy Aware Routing 
(M-Gear) protocol. In the system, the sensor nodes were 
distributed according to their location into four regions. Outside 
the sensing area, the base station was placed and at the center of 
the sensing area, the gateway node was located. Their developed 
protocol performance was compared to the performance of Low 
Energy Adaptive Clustering Hierarchy (LEACH) protocol. The 
compared performance was in terms of energy consumption and 
network lifetime. The comparison proved that M-Gear protocol 
was better than LEACH protocol. 

In [6], the author developed a Modified Sensor Protocol for 
Information via Negotiation which is called M-SPIN. They made 
a comparison between the performance of M-SPIN and the 
traditional SPIN protocol using the broadcast communication. In 
the developed protocol, the hop distance between nodes and sink 
node was measured using a distance discovery phase. Additionally, 
the total number of transmitted packets was reduced as a result of 
transmitting data only to the sink node. As a result the consumption 
of total energy was minimized.  

In [7], the author proposed an algorithm to modify the Dynamic 
Source Routing (DSR) protocol. The number of Route Reply 
(RREP) packets was decreased using the proposed algorithm and 
it also decreased the size of the header for the data packets which 
resulted in decreasing the overhead. They also developed an 
algorithm to reduce the energy consumed in data transmission. 

In [8], the author presented a Dynamic MANET On-demand 
(DYMO) protocol and ant colony optimization algorithm which 
was capable of managing environmental changes. Graphs were 
used in ant colony optimization algorithm which was based on 
probabilities' method to find routes. Two factors were measured to 
evaluate the discovered routes. The measured factors were the 
route reliability and delay time. The software used to implement 
the algorithm was NS-2. 

Accordingly, the proposed modified AODV technique 
capitalize on extending the enhancements in the literature to 
develop IoT operation aware Adhoc wireless sensor network that 
is suitable for use in livestock farm applications. 

3. Overview on Energy-Efficient Routing Protocols 

Mobile Adhoc network (MANET) is a group of self -
configuring mobile nodes. These nodes can be used at the same 
time as router and end node, therefore a fail in the operation of 
some nodes affects the performance of the network. Energy 
deficiency of nodes is one of the main problems which affects the 
performance of network in MANET. As a result, it is important to 
use energy efficiently in MANET in order to increase the lifetime 
of node's battery [9]. There are several routing protocols in 
MANET such as Destination Sequenced Vector (DSDV), 
Dynamic Source Routing (DSR) and Adhoc On-demand Distance 
Vector (AODV). These protocols are used to select the optimal 
route between source and destination in order to send data through 
it. 

3.1. Destination Sequenced Distance Vector 

DSDV is one of the proactive routing protocols in MANET. It 
is a table driven routing protocol and it is based on Bellman-Ford 
algorithm. In this protocol, a routing table is used at each node to 
store all available destinations. Additionally, advertisements are 
made as a severe change may exist in the table's data. In this 
protocol, a sequence number is also sent to the destination in order 
to discriminate the old routes from the new ones which avoids the 
formation of loops. It isn't recommended for highly dynamic 
networks because it needs regular updates in its routing tables 
which lead to battery drainage [10]. 

3.2. Dynamic Source Routing  

DSR protocol creates routes only when requested, therefore it 
is one of the reactive routing protocols. It doesn't use routing tables 
at the intermediate nodes as it uses source routing. In this protocol, 
the intermediate nodes send a Route Request (RREQ) packet with 
its own address identifier. The available routes in the DSR protocol 
are being tracked by a route cache. Two main mechanisms are used 
in DSR: route discovery and route maintenance. They are used to 
discover routes and to notice if any change occurs in the network 
topology [11]. 

3.3. Adhoc On-demand Distance Vector  

AODV is one of the most known reactive routing protocols in 
MANET. It creates only a route when a source node needs to send 
data to a destination node therefore it is better than DSDV as it 
minimizes the number of broadcasts. It has a good performance in 
dealing with large number of mobile nodes as it creates 
dynamically at each intermediate node a routing table. It also has 
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a sequence number counter which prevents the formation of loops 
in its routing tables. This sequence number also keeps the nodes 
updated by comparing their routing tables to check how updated 
information they have about other nodes [12]. 

4. Performance Evaluation of Adhoc networks  

There are different parameters measured to assess the 
performance of MANET protocols as summarized in Table 1. 

4.1. Packet Delivery Fraction  

The ratio between the number of broadcasted packets by the 
source node and the number of received packets at the destination 
node is known as PDF. In case of low number of nodes, DSR 
performs better in this metric but the performance declines with 
the increase of the number of nodes. On the contrary, DSDV 
performs better in case of large number of nodes but AODV 
showed that its performance is uniform in both cases [13]. 

4.2. Average end to end delay 

It is the time it takes from the packet being created at the source 
node to the packet being delivered at the destination node. In this 
metric, DSDV performance declines with the increase of the 
number of nodes. However, the DSR and AODV performance is 
uniform [13]. 

4.3. Number of Packets Dropped  

It is the failed data packets that couldn’t reach the destination 
node. In case of large number of nodes, DSR and AODV have a 
good performance. On the other hand, DSDV has the worst 
performance as it declines with the increase of the number of nodes. 
The performance of AODV in this metric is the best as it exchanges 
information periodically between nodes which ensures connection 
[13].  

 

5. Proposed Architecture for Livestock monitoring IoT 
networks 

Figure 1 shows the architecture of a group of mobile nodes 
connected in MANET network. Each node in this network has 
different sensors such as accelerometer, skin temperature, 
humidity and ambient temperature, and respiratory rate. The data 
sensed from these sensors will be transmitted to a central 
processing server (CPS) to perform the proper action. In such a 
network, Power should be used efficiently to elongate the battery 
lifetime of each node. Accordingly, AODV protocol which is an 
energy efficient routing protocol is used to select the optimal route 
to send the collected data to the destination node. As a result, the 
total transmitted power of source node is reduced. 

 
Figure 2 shows the flowchart of how AODV protocol is 

implemented. When a source node starts to search for a route to 
send its data through it to the destination node, it searches its 
routing table. If there is a route in its routing table to destination, it 
sends its data packets through this route. If there is no route to the 
destination node, it broadcasts a Route Request (RREQ) packet to 
all the neighbor nodes. If the node that received the RREQ packet 
is the destination node or it has in its routing table a route to the 
destination node, it sends a Route Reply (RREP) packet to the 
source node. If the receiving node isn't the destination node or there 
is no route for the destination in its routing table, it broadcasts a 
RREQ packet to all its neighbors. When the source node receives 
a RREP packet, it transmits its data packets through the same route 
where it received the RREP packet. If several RREP packets are 
received by the source node, it selects the RREP packet received 
from the shortest route and discard other packets. As a result, the 
power for transmitting the data packets is reduced which increases 
the source node battery lifetime. 

A modified AODV protocol is proposed to enhance the 
overall network power performance. The optimal route in the 
modified protocol is selected depending on the index weight of the 
path rather than depending only on the shortest path. The index 
weight is a new factor measured to indicate the operation time of 
each node in a certain path. Each node is given a certain index 

Table 1: Performance of MANET Protocols 

Metrics AODV DSDV DSR     

Average 
end to end 

delay 

Uniform 
performance 

Performance 
declines 

when 
number of 

nodes 
increase 

Uniform 
Performance 

    

PDF Uniform 
Performance 

Good 
performance 

when 
number of 

nodes 
increase 

Performance 
declines 

when 
number of 

nodes 
increase 

    

Number 
of packets 
dropped 

Good 
performance 

when 
number of 

nodes 
increase 

Performance 
declines 

when 
number of 

nodes 
increase 

Good 
performance 

when 
number of 

nodes 
increase 

 

Figure 1: System Architecture for Monitoring livestock Performance 
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which represents its operation time. The index weight of the path 
is measured as the total index of nodes in a certain path divided by 
the number of nodes in this path. The path with the highest index 
weight has the lowest priority to be selected while the path with 
the lowest index weight has the highest priority to be selected. 

 

 

 The flowchart in Figure 3 shows how the modified AODV 
protocol is executed. When a source node starts to search for a 
route to send its data through it to the destination node, it searches 
its routing table. If there is a route in its routing table to destination, 
it checks its index weight. If it is low, it sends its data packets 
through this route. If there is no route in its routing table or the 
index weight of the available route is high, it broadcasts a Route 
Request (RREQ) packet to all the neighbor nodes.  

If the node that received the RREQ packet is the destination 
node or it has in its routing table a route to the destination node, it 
sends a Route Reply (RREP) packet to the source node. If the 
receiving node isn't the destination node or there is no route for the 
destination in its routing table, it broadcasts a RREQ packet to all 
its neighbors. When a RREP packet reaches the source node, it 
checks the index weight of the route. If it is high, it sends RREQ 
packet to all its neighbors searching for other routes with lower 
index weight. If it is low, it starts to send data packets to the 
destination through the same route where it received the RREP 
packet. If the source node receives more than one RREP packet. It 
selects the route with the lowest index weight to send data packets. 
As a result, it increases the lifetime of the serving nodes which 
enhances the overall network power performance. 

6. Simulation Model Results  

In this simulation, MATLAB software is used to simulate 
AODV protocol. In Figure 4, it is shown how the source node, 
destination node and the number of nodes are entered in this model. 
It is assumed in this simulation that the network has 20 mobile 
nodes randomly distributed in a farm size of 100 m2 and a 20 m 
transmission range between nodes. The source node and the 
destination node are assumed to be node 2 and node 10 
respectively. AODV protocol is implemented in this model to 
enable the source node to request different available paths to the 
destination node. The source node will receive RREP packet from 
the intermediate nodes if they have an available route to the 
destination node. In Figure 4, the available routes are shown.  

 
In our work, two main performance indicators are used to 

measure the impact of the proposed advanced AODV protocol on 
the IoT network performance mainly the energy consumption and 
network lifetime.  

i) Energy consumption is based on MATLAB model that is 
governed by the following equation  

 
Figure 2: AODV Flowchart 

 

 

Figure 3: Modified AODV Flowchart 

 
Figure 4: Simulation Model 
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Energy Consumption (Joule) = Energy Consumption Rate 
(Joule/bit) * Transmission rate (packets per sec) * Packet size 
(bits)                                                                                     (1) 

The multipath fading is also accounted in the simulator model 
given that the amount of Energy consumption rate considered in 
the model for the transmitter or receiver circuitry is 50 x 10-9 and 
amount of energy consumption for multipath fading is 0.0015 x 10-

12. 

ii) Network lifetime that is defined as the ratio between its residual 
energy and the energy consumed to transmit data packets (i.e. 
the time spent until the node run out of energy). It is the third 
parameter calculated at each route as shown in Figure 7. In this 
case, the route with the longest network lifetime is the optimal 
route as it has the lowest energy consumption and the shortest 
distance. As a result, route 12 is the optimal route in terms of 
distance, energy consumption, and network lifetime. 

 The simulation results for applying AODV protocol in cows’ 
performance monitoring system are shown in this section. The first 
parameter measured as shown in Figure 5 is the total distance 
between the source node and the destination node at each route. 
The optimal route is found based on this parameter as the optimal 
route is the shortest route which is selected to transmit data through 
it. In this case, the route with the shortest distance is route 12 so it 
is the optimal route. 

 

 

 
In this simulation, the energy consumption is the second 

parameter calculated at each route as shown in Figure 6. Equation 
1 represents the energy consumption model. The route with the 
shortest distance has the lowest energy consumption. In this case, 
route 12 is the optimal route in terms of energy consumption and 
distance. 

 
Figure 8:  Transmitted Power versus Distance between Source and Destination 

During Simulation 

 

Figure 9:  Power Saving versus Node Density in Mobile Adhoc Network 

The fourth parameter calculated in this simulation as shown in 
Figure 8 is the transmitted power at each route. The data are 
transmitted with minimum power when transmitted through the 
shortest optimal route to the destination node. In this case, route 12 
is the optimal route in terms of distance, energy consumption, 
network lifetime, and transmitted power. 

 
Figure 5: Total Distance versus The Number of Each Route Found 

During Simulation 

 

 
Figure 6: Energy Consumption versus The Number of Each Route Found 

During Simulation 

 
Figure 7: Network Life Time versus The Number of Each Route 

Found During Simulation 
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The fifth parameter measured is the power saving as shown in 
Figure 9. It indicates when selecting the shortest optimal route in 
MANET how much transmitted power is saved. It is measured at 
different number of nodes as shown in Figure 9 to indicate that 
when the node density increases the power saving decreases. 
Figure 10 shows the power saving which indicates how much 
transmitted power is saved when selecting the shortest route in 
MANET compared to the transmitted power in fixed network. It is 
measured at different number of nodes to indicate that when the 
node density increases the power saving decreases as shown in 
Figure 10. 

Table 2: Simulation Results 

Route 
Number 

Distance 
(meters) 

Transmitted 
Power (dBm) 

Power 
Gain 

1 46.84294241 89.78211633 

0.924 

2 52.58886799 91.79210254 
3 50.14213562 90.96446273 
4 57.192105 93.24979289 
5 49.60330529 90.7767743 
6 48.66124402 90.44367794 
7 47.90305917 90.1708796 
8 47.33955199 89.96531538 
9 46.97970233 89.83276007 

10 46.83013443 89.77736582 
11 46.894632 89.80127492 
12 

  Optimal Route                                     41.64331698 87.73816223 

13 42.60107524 88.13317207 
14 43.66889973 88.56323963 
15 44.83914468 89.02264243 
16 46.10374679 89.50579849 
17 47.45489265 90.00758945 
18 59.20525888 93.85076102 
19 

Worst Route                                              62.72062331 94.85276426 

 
Figure 11 shows different paths between source and destination 

which are path1 (P1), path2 (P2), path3 (P3), path4 (P4) and path5 
(P5). It is assumed for each path that the distance between nodes is 
equal and the total transmitted power of the source node is 30 dBm. 
It also shows the transmitted power of each intermediate node in 
each path. There are some nodes which are common in more than 
one path such as nodes: 3, 4, 7 and 9.  These nodes are called busy 
intermediate nodes as they could be used several times in the 
network which will lead to the drainage of their batteries. As a 
result, as mentioned earlier in section 5 a modified AODV protocol 
is proposed to save the battery of these busy nodes. There are 
different scenarios for node process shown in Table 3 as each 
intermediate node will have an index to indicate how busy this 
node in order to select the optimal path in terms of its index. In 
Table 4, it shows the transmitted power of each node and its index 
of processing. It also shows their index weight which is the total 
index of nodes divided by the number of nodes in each path. The 
selection of the optimal route will be based on its index weight, the 
route with lowest index weight is the optimal route to send data 
through it. 

 
Figure 10:  Power Saving versus Node Density in Fixed Network 

 
Figure 11: Different Paths Available to Send Data Packets from Source Node (S) 

to Destination Node (D) 

Table 3: Different Scenarios for Node Process and Its Index 

Node 
process 

Duration of not processing 
node (T in hours) Index(i) 

Event 
Based 

T >= 12 0 
6 =< T <12 1 
3 =< T < 6 2 
1 =< T < 3 3 
T < 1 hour 4 

Periodic 

Periodic Time (Tp in hours) Index(i) 
Tp >= 12 5 

6 =< Tp <12 4 
3 =< Tp< 6 3 
1 =< Tp < 3 2 
Tp< 1 hour 1 

Data size  (D in kilobyte(KB)) Index(i) 
D>=200 5 

100=<D<200 4 
50=<D<100 3 
10=<D<50 2 

D<10 1 
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Table 4: Parameters of Intermediate Nodes 

Path 
Intermediate 

Nodes Power(dBm) Index 
Index 

Weight 

P1 
2 10 1 

2.33 3 10 3 
4 10 3 

P2 
9 10 5 

3.67 3 10 3 
4 10 3 

P3 
9 15 5 

4 10 15 3 

P4 
5 10 1 

2 6 10 0 
7 10 5 

P5 8 15 2 3.5 7 15 5 

Figure 12 shows the index weight of each path which indicates 
the status of the intermediate nodes. If the index weight of a path 
is high, it indicates that its intermediate nodes were processing for 
long time therefore this path can't be selected to transmit data 
through it. As a result, this will save the lifetime of their batteries. 

 
Figure 12: Index Weight versus Path Number 

 Figure 13 shows the power gain of each path which indicates 
how much power is saved by selecting a certain path. The optimal 
path shown in Figure 13 is path 4 as it has the highest power gain.  

 Figure 14 shows the power gain versus the index weight to 
indicate how much power is saved when selecting the path with 

the lowest index weight. As shown in Figure 14, the path with the 
lowest index weight has the highest power gain. 

 
Figure 13: Power Gain versus Path Number 

 
Figure 14: Power Gain versus Index Weight 

7. Discussion and Conclusion 

The results from applying the AODV routing protocol to select 
the shortest route showed that when the total distance between 
source and destination decreases, the energy consumption 
decreases which increases the network lifetime. It also showed that 
a decrease in the transmitted power occurs when the total distance 
decreases. For MANET and classical fixed networks, the power 
saving is calculated for each route found at different node densities. 
It showed that when the node density increases, the power saving 
decreases.  

Table 5: Power Gain for Different Path Selection Scenarios 

Busy intermediate nodes 
Common in 

Path 
 Total Power(dBm) on busy 

node  Scenario  
Power gain 

(dBm) 

3 P1 20 1 (P1 selected) 10 
P2 2 (P2 selected) 10 

4 P1 20 3 (P1 selected) 10 
P2 4 (P2 selected) 10 

7 P4 25 5 (P4 selected) 15 
P5 6 (P5 selected) 10 

9 P2 25 7(P2 selected) 15 
P3 8 (P3 selected) 10 
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Table 6: Traditional AODV versus Proposed Modified AODV Protocol 

Routing Protocol Optimal Path Hop Count Optimal Path 
Selection 

Power Gain 
(dBm)   

Traditional AODV 3 3 Shortest Path 10 By comparing the traditional 
AODV and the proposed modified 

AODV, the results show a 
significant power performance 

enhancement that reaches average 
power saving of 33.3%  

Proposed 
Modified AODV 4 4 Lowest Index 

Weight 15 

 

The traditional AODV protocol focused only on how to 
enhance the battery lifetime of the source node depending on 
selecting shortest optimal route. It didn't highlight the importance 
of the intermediate nodes which are serving nodes and their 
batteries could be drained quickly due to their operation time in the 
network. As a result a modified AODV protocol is proposed, this 
protocol added a new feature to select the optimal route. The 
selection of the optimal route in the modified AODV protocol is 
depending on the operation time of each node in the path. Each 
node is given an index which specifies its operation time as shown 
in Table 3. An index weight which is the total index of the nodes 
in a certain path divided by the number of nodes in this path is 
measured for each path. This factor indicates if the available path 
could be used or not. The path with a high index weight has the 
lowest priority to be selected because it indicates that the operation 
time of the intermediate nodes in this path is very high and thus the 
probability to have lower battery state of charge is higher.  

Accordingly, the optimal path is the path that has the lowest index 
weight. 

By applying the modified AODV protocol to select the optimal 
route depending on the index weight of the route as a priority to 
selection of the shortest route (i.e. if two routes have the same 
index, then the shortest one is selected). The protocol supports to 
give the intermediate node with longer operation time the 
opportunity to focus on sensed data processing. The networking 
processing function is then off loaded from this intermediate node 
to other nodes with lower operational time and accordingly higher 
probability of battery charge lifetime. 

As observed in Table 5 the optimal path in terms of power gain 
is path2 and path4. It is also observed in Table 4 that the best path 
in terms of index weight is path 4. By comparing the power gain 
when selecting the shortest route (measured in hop counts) which 
is path 3 in Figure 11 to the power gain when selecting path4 which 
has the lowest index weight, it proved that the power is enhanced 
by 33.3% as shown in Table 6. 

As a summary, a convenient network topology is studied in this 
paper to provide a network of sensors which has an energy efficient 
operation. Accordingly, in order to decrease the source energy 
drainage which assures energy sustainability, MANET algorithm 
is proposed. In MANET, AODV is the most common known 
routing protocol as its performance is the best compared to other 
MANET protocols. In this simulation, AODV was applied to allow 
the selection of the optimal route between source node and 
destination node. The optimal route is selected as it has the shortest 
distance, the lowest energy consumption and the longest lifetime.  

A modified AODV algorithm is proposed in order to enhance 
the overall network power performance. The protocol depends on 

giving intermediate nodes with lower operation time a higher 
priority to share in the network routing even if the path could be 
longer which could lead to a power saving that reaches 33.3%. As 
a result, the paths in the modified AODV are selected based on the 
index weight of the path. The selected path is the path with the 
lowest index weight.  
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 Virtual reality is a technology that literally allows constructing of a new reality for its users. 
VR has huge potential, it is able to change social life, communications, and the academic 
sphere, but VR may also be applied by criminals. In the present paper properties of 
potentially committed crimes in VR are analyzed. It is concluded that VR provides criminals 
with some advantages. The first advantage is the multijurisdictional problem in prosecuting 
the offender that is usual for most of IT. The second advantage is that a virtual environment 
gives a realistic experience to the user and literally replaces the real world. The third 
advantage is an integration of virtual-world environments with haptic devices that may 
factually affect the user in the real world. All of these allow the commission of new kinds of 
crimes where properties of conventional and cybercrimes are combined. Among such kinds 
of crimes analyzed in the paper are cybercrimes that affect the body and mental state of 
victims. VR is researched as a first tool that in combination with haptic devices gives 
criminals the opportunity to commit crimes against sexual freedom and to cause physical 
harm. Thus, VR crimes need a special legal framework that will take into consideration this 
kind of crime. 
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1. Introduction 

This paper is an extension of work originally presented in 2019 
International Conference on Cybersecurity (ICoCSec) [1]. Virtual 
reality (VR) is one of the most promising breakthroughs. It literally 
replaces the real world. VR dips humans into an alternative reality 
where different aspects of human life are imitated. The tasks of 
introduction of any information technology may vary, for instance, 
technology could be applied to make the world around us better. 
At the time of the pandemic, it is the only way to visit new spaces 
that are so similar to the real world [2]. Virtual reality is not a single 
technology but a set of technologies that permit a developer to 
construct an environment that would be recognized by our body 
and mind as real. VR is a tool to create new realistic worlds. 
Sometimes this environment is used for work, very often for 
gaming and social interaction. There are some forecasts that soon 
people will prefer virtual worlds over reality. 

Virtual reality is a widely used technology. The market of VR 
is anticipated to grow from US$27 billion in 2018 to US$209.2 

billion in 2022 [3]. Some researchers noted that VR attracts a lot 
of investors’ attention and large companies invest in the 
technology [4]. 

Virtual reality is technology that literally allows constructing a 
new reality for its users. VR has great potential, it is able to change 
our everyday life, communications, and academic sphere. 
Nowadays virtual reality is actively applied in different spheres. 
The biggest driver is the entrainment and computer games. Also, a 
VR application is noticeably beneficial in teaching [5,6]. 
Sometimes virtual reality helps to simulate real situations [7]. VR 
is widely applied in medicine [8]. Some cases of rehabilitation of 
felons in VR exist [9,10]. In addition, a virtual world can be tuned 
in accordance with the needs of the user that makes it more 
attractive than real.  

Virtual reality technology is a variety of hardware and software 
tools, which help to imitate a real or fictional world for a user. It 
interacts with our senses (vision, hearing, touch, smell, sense of 
balance, etc.) and misleads the body and mind that they are in the 
real world [11]. Virtual reality is an environment that is imitated 
through technology. The main virtual reality device is a special 
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helmet, that may mimic the outside world through rendering video 
and audio. There are also numerous additional devices such as 
controllers, joysticks, steering wheels, haptic interfaces which 
increase a realism of VR illusion. All devices are designed to make 
an imitated world as real as possible.  

"Virtual reality" has a common-used definition of the term. It 
is considered that VR is an information technology with special 
characteristics. For example, the following definition is suitable for 
the goals of the research. Virtual reality term is interpreted as "a 
technically constructed interactive environment with the help of 
computer facilities; as the generation and operation of objects, real 
or imaginary, on the basis of their graphic representation, 
simulation of their physical properties and ability to influence and 
independent presence in space, as well as the creation of such 
objects by means of special computer equipment" [12]. 

Development and introduction of any technology depend on a 
legal framework that is applied. Investors, developers, and users 
have to understand current and future legal rules that concern 
application of technology. In terms of business, the legal expertise 
is necessary on the step of making the initial decision. Wrong 
assessment of legal risks could lead to a total misapplication of 
funds, time, and efforts. Thus, to understand development of VR it 
is necessary to understand the current and future legal frameworks 
in this sphere. 

The question is whether VR is another technology to which 
existing cyberspace laws apply or whether entirely new rules need 
to be developed. In order to form the correct legal framework, it is 
necessary to understand the conceptual differences between this 
technology and other technologies. 

The sufficient legal risk is to face criminal cases with new 
properties. Some technologies provide tremendous opportunities 
for commitment of crimes. If a developer understands which 
challenges would exist in terms of criminal application, he will 
design his products by taking into consideration potential risks. 
The key is understanding how VR could be used by criminals and 
how it could be treated from a legal point of view. 

The idea of this paper is not directly to enumerate possibilities 
of illegal use of VR but assess future prevalence and social 
consequences. To achieve this goal, it is necessary to utilize some 
assumptions that research will rely on. 

• If VR maintains to achieve the same illegal result as some 
other technology, this automation will be replaced by VR in 
case of higher effectiveness of VR. 

• If some property bolsters to spread VR use in society, this 
property will be the key characteristic that makes VR useful 
for criminals. 

• Enforcement is always behind leaders of the crime ‘industry’ 
since it is bound by strict regulation and bureaucracy. 

Thus, three aspects were carried out in the present paper. 
Properties of VR as a tool of crime were analyzed; challenges for 
the development of regulation that is caused by the characteristics 
of VR were reviewed. Some recommendations for the 
development of a legal framework were provided. 

 

2. Research methodology 

Research methodology for studying legal challenges of VR 
technology that goes beyond both dogmatic analysis has to be 
applied in the research. Analysis in the research follows positions 
developed within the philosophy of law and legal theory. Among 
relevant methodologies are the hermeneutic and argumentative 
approaches.  

As the research is interdisciplinary, there is a synergy between 
methodlogies of disciplines. Interdisciplinary research must extend 
beyond mere multiplication of disciplinary methods and 
perspectives, to incorporate some element of integration or, mutual 
dialogue between disciplines. Interdisciplinarity is absolutely 
essential for the research as its object lies on the intersection of 
disciplines. As fairly commented some authors “it is important to 
have a multidisciplinary approach inconstructing such a 
methodology as the tools analysed stem from different disciplines 
and domain of expertise” [13]. 

Factually the research is based on a comparison of current and 
future properties of VR technology with current and potential legal 
framework. The focus on the legal and societal impacts of VR use 
requires us to observe the results of researches in the sphere of 
influence of virtual environment on humans. It is clear that such an 
important question cannot be accepted only on the basis of one or 
several studies, therefore, it is necessary to use the results of a 
whole set of studies to draw conclusions about the characteristics 
of VR, important for the formation of legal norms for its 
regulation. 

The expected results of the study are directions where the legal 
framework applied to VR has to be upgraded. Recommendations 
with a high level of abstract should be developed. In future, de lege 
ferenda proposals could be based on our results. 

Despite analysis and conclusions of the paper could be applied 
in different legal systems, the study is mostly focused on legal 
practice and conceptions of the United States and EU states as 
leaders in introduction of VR. The reseacrh is less applicable to 
asian technological leaders due to sufficicent differences in legal 
frameworks. Some ways of VR applications that are usual in the 
United States and EU are prohibited in other countries. For 
instance, virtual sex or VR pornograhpy are illegal in China, 
Indonesia and Malaysia. 

Thus, the methodology can be shortly described as the 
application of a legal case study to the research of technology with 
an enormous social impact. The paper as some others [14] utilized 
a case study methodology. It is manifested in gathering and 
analyzing proven effects of VR on a user in terms of social, ethical, 
and legal risks. As the area of risk is quite wide, the paper focuses 
on risks related to the commission of criminal offences in VR.  

3. Legal challenges 

3.1. Increasing significance of VR 

The main purpose of VR is to provide an environment for 
spending time. The application of VR for gaming dominates 
nowadays but VR is also used for workshops and business 
meetings. It is actively applied for educational purposes and 
simulation of difficult tasks. The advantage of VR is clear: a 
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customized reality that provides a high level of similarity of human 
reactions with the real nature. It is effective for games where 
people pass through all spectrum of emotions as well as for training 
where people become ready for the stress of a real situation. Most 
VR applications in business communications or games imply 
audio and video information exchange in some virtual space that 
increases the level of participation.  

The level of realism could be even improved when real 
appearance is applied. In virtual reality, a user is frequently seen 
by others as an anthropomorphic avatar whose appearance may be 
similar to the user's appearance in the real world or may be 
completely different. Despite the voice and personal appearance of 
the virtual world can be altered, this does not exclude the 
possibility that voice and visual appearance of the user would be 
the same as in the real world. 

The big advantage of VR is that people are able to 
communicate in a realistic way even if they are separated in the 
real space. Thus, people, in the form of relatively realistic avatars, 
communicate as they would be face-to-face. VR provides the 
possibility to imitate eye contact and to manipulate virtual objects 
that participants see together. It is similar to a video call, but 
participants of VR meetings have a higher level of involvement.  

VR technology is far from perfection. Headsets cannot track 
eye movement with high accuracy. VR Graphics is far from a full 
imitation of the representation of the real world and is rather 
applied to construct some simple spaces with a low quantity of 
details. Facial expressions are still rendered in virtual reality quite 
poorly.  

Despite the above, virtual reality is a very popular environment 
for spending time and human interaction. Under different studies, 
the amount of VR's application for spending time and social 
interaction is fastly growing [15]. There are approximately 170 
million users of virtual reality worldwide. A double increase in the 
number of VR consumers is evidenced in recent years.  

The growth of legal applications of VR implies an increase in 
criminal use. It is anticipated that the number of virtual reality 
users should correlate with the number of crimes committed in VR, 
as this was observed with the growth of the number of Internet 
users. As more people use VR worldwide, there are more potential 
victims and criminals in VR. Some researchers found the 
proliferation of the use of the global network (the Internet) as a 
major factor in the growth of cybercrime. Thus, the number of 
criminal acts in VR is expected to increase due to the growth of the 
number of its users [16]. 

Wide use of VR leads to a classic dilemma. A legislator has to 
choose between the need for a free exchange of computer 
information, as a factor of digital economy growth and the need to 
defend state and social security by restrictions on IT use. To find 
the balance between public security and the necessary freedom of 
technology application for its development, a lot of different 
factors have to be taken into consideration. 

As with any technology, VR may facilitate criminal activity. 
Virtual environment may be a tool or instrument to commit a crime 
as well as an additional factor that facilitates it. Recently, the use 
of high technology to commit crimes increases, and it concerns 

virtual reality. An opportunity how criminal law is applicable in 
case of crime in virtual environment should be studied. 

3.2. VR as a potential tool to commit a crime 

VR is in some sense a unique technology that makes crimes 
with the application of that technology dissimilar with others. It 
may constitute difficulties for the investigations of such offences. 
VR as a tool confers crimes by new properties. Virtual reality is 
not simply another new technology, which requires to design 
technical standards. Rather VR application requires to introduce a 
new legal framework. There are several reasons why a traditional 
legal framework does not qualify. Basically, due to its special 
characteristics, VR requires fundamentally new legal frameworks 
and solutions. 

The first, commonly known problem is cross border 
jurisdiction. It is difficult to identify a person with whom the user 
interacts in VR. Virtual environment and its users are often in 
different jurisdictions. A world that is undivided in VR may exist 
regardless of borders of the concrete state in terms of its users. 
Millions VR users have no idea where the virtual reality platform 
is physically located, where their data are processed and stored. 
Thus, virtual space may be outside the jurisdiction of the state 
where the victim applies to law enforcement. 

Some authors commented that: “It will take a lot to get 
domestic police interested in investigating a crime where the 
criminal is in a foreign country. … Still, the greater difficulties of 
extradition are likely to exceed the greater ease of proof. And many 
VR street crimes might thus be practically ignored by traditional 
police departments” [17]. Thus, the multijurisdictional challenge 
is the multidimensional problem. There are a lot of questions as 
from legal assessment of committed offence as well from criminal 
procedure rules. 

Any digital cross border space poses a challenge to law 
enforcement and the legislator. People from states with different 
legal systems meet in a virtual environment. Cross border 
character of VR spaces creates a situation where the crime has 
anonymous, remote in space, and global character. When virtual 
reality is applied to commit a crime, deanonymization and 
pursuing criminals become very difficult and even impossible. 

The second feature of virtual reality as a place, tool, or 
instrument of crime is the capability of a virtual environment to 
create an illusion of reality. Sometimes this property forces real 
consequences for the potential victims of crime in VR.  

Studies demonstrate that people uploaded at VR may be afraid 
of walking across a wooden plank that is on the ground in the real 
world but placed in virtual reality between roofs of skyscrapers. 
The experimental environment forces similar psycho-emotional 
reactions of a probationer as if it happens in the real world [18]. 
Dizziness, nausea, stomachache, and shaking body are just a few 
of the reactions to virtual heights [17]. Thus, experience in a virtual 
environment, in turn, may bring real consequences for body and 
mind. The VR customer may be literally frightened to a state of 
heart attack by a game in which he (she) feels quite real [19]. In 
case of the absence of consequences for the body, it may be a 
difficult psychologically traumatic experience. Thus, a virtual 
experience could cause permanent physical or psychological harm.  

The realism of virtual environments has also positive effects, 
for example, VR is successfully applied for autism control [20] or 
in treatment of phobias [21]. But the side effect of VR realism is 
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that it is a perfect tool for hackers or other cybercriminals to "hack" 
into the victim's heads. Earlier, cybercriminals only had distant 
access to property, business reputation, and other values, but now 
they can literally get inside the brain. Harm also could be caused 
by the application of VR in medical treatment without direct 
intention [22].  

In comparison with the real world, VR provides certain 
advantages for criminals in terms of the range of psycho-emotional 
reactions that could be provoked. In the physical world, it is very 
difficult to place a victim into the "Grand Canyon" and is even 
impossible to organize a meeting with a monster from science 
fiction. Hence, it is possible to distantly manipulate consciousness 
and emotions through VR by imitating any real or fictional 
environment. [23]. The character of such intervention is limited 
only by the imagination of the criminals. Current studies 
demonstrate that with the help of VR any emotion for up to 8 
minutes could be forced [24]. 

Virtual worlds become more realistic due to the development 
of VR software and hardware. Objects are rendered with a higher 
degree of detail. More sophisticated models are applied to imitate 
interaction between objects in virtual reality. The link between 
events in VR and the body of the user gets more channels. Some 
researchers underline that higher realism implies a more 
significant psycho-emotional response of the customer on events 
in the computer environment [25]. 

As some researchers claim “Multimodal inputs will be 
combined in unprecedented patterns of stimulation that will 
ultimately make a VR experience more real than reality. Strong 
social emotions, in turn, will likely reinforce the sense of presence 
and make it easier to ascribe mental states to other virtual 
characters” [26]. Thus, intervention into human mental state is 
conceivably even more aggressive in future because new 
developments in sphere of VR technology. 

The next challenge is development of haptic devices or other 
devices that are capable to affect the customer in the reality. Haptic 
technology enhances, new ones appear each year [27]. For 
example, there are enough investments in technologies for remote 
sexual intercourse. In the case of virtual environment application, 
skin sensations are networked between the users. The widespread 
use of such technologies implies that a criminal is potentially able 
to commit illegal intimate contact. 

In some studies, conducted in the United States, it is underlined 
that hacker’s replacement of another user in a sexual act or 
unauthorized access to the user’s body in VR with the use of a 
haptic interface has similar characteristics with crimes against 
sexual freedom. In the legal research papers, such act committed 
with intention is considered to be either sexual harassment or rape 
[28]. Before haptic technology, it would be impossible to commit 
a rape distantly. Thus, haptic devices and similar equipment 
provide the capability to intervene in body inviolability. 

The opinion exists that the above challenge could be overcome 
by a technical solution. Some authors state that “the ability to 
define default consent in software can make VR safer than the real 
world—for instance, well-designed software may let me consent 
in advance to certain types of touching but not others, or touching 
by some people but not others, and touching that isn’t consented to 
won’t even be felt. The question that remains is to what extent, if 
at all, it should be viewed as the victim’s job to set software 
consent boundaries; more on that below” [17]. Thus, the questions 

here: who would be responsible for the introduction of defense 
from body encroachments, what would be the liability of the 
developer or the seller for negligent informing about such kind of 
risk? And the main question is whether it is still crime or not? 

All discussed above presuppose that VR allows to committing 
crimes which are impossible to commit with traditional IT. For 
instance, homicide could be committed on the Internet without VR, 
but not rape. A victim who has been raped in VR may not 
immediately realize what happens. Thus, a victim may be in a 
helpless state. As the victim is unable to understand that some 
illegal actions happen, he (she) is unable to take measures against 
the criminal. In some sense, it implies that rape or harassment in 
VR is probably even more dangerous because it is latent even for 
the victim. 

Moreover, software and hardware for distant sex have low 
security against cyberattacks [29]. Often developers in this sphere 
are focused on new user engagement than on fixing vulnerabilities. 
It indicates that such kind of products could be easily hacked. 
Potentially criminals even could provoke VR users to move 
outside their secure boundaries in the reality through application 
of malware [30].  

Due to the innovations in the VR sphere criminals are able to 
encroach not only on the mind but also on the body of victims. It 
is a complicated question whether the sexual assault in VR is 
comparable with real-world crime in terms of consequences for a 
victim. Of note, in the case of VR, there is a great number of 
difficulties in the prosecution of the offender. In addition, criminal 
significantly reduces the sum of risks related to the act (risk to be 
caught at the crime scene, risk of suffering if the victim resists, risk 
of public censure even if the guilt is not proven, and some others). 

Development of haptic suits with feedback poses a risk of 
increasing harm-related crimes. The suit by electrical impulses 
informs the body of what happens with it in VR. The haptic device 
stimulates skin when some object touches the user in virtual world. 
Currently, there are no regulations on the permissible power of 
impact on the body. It is not legally defined what the degree of pain 
and harm is possible in VR. Of note, such a rule has to depend on 
the individual characteristics and other parameters. Due to the 
absence of regulation a risk of inflicting real suffering from haptic 
suits in virtual reality exists. 

For instance, «new peripherals and technologies enter the 
market supporting a variety of interaction fidelities, such as data 
glove controllers, skeletal motion capture suits, tracking systems, 
and haptic devices» [31]. 

3.3. Immoral acts 

As described above some manifestations of VR are not covered 
by modern legal regulations but there are some difficulties in 
addressing the mentioned challenges even in terms of moral rules. 
As law and morality are both means of conducting control, they 
are strongly linked. It does not imply that both social regulators 
have to correlate each other, but at least legislator has to take into 
consideration the norms of molality. And if a gap in the legal 
framework exists, VR has to be assessed from a moral point of 
view. A moral system of norms is clearly often very dynamic and 
opaque, but it is often helpful to know what is good or what is bad 
from a moral point of view. Moreover, the last social initiative in 
countries of Western Europe and Northern America as MeToo and 
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BLM demonstrate that moral norms could have even bigger impact 
on society than legal rules. 

The first question is arising from identity flexibility in a virtual 
environment. In VR any user can choose any appearance that is 
provided by a software, risk exists that a person will apply the 
wrong appearance. At the same time, avatars and names influence 
on the perception of the user by other persons. These 
characteristics that are very significant for the attitude of other 
persons could be easily changed. It raises some ethical questions 
that are significant from ethical and sometimes legal point of view.  

Imagine a teenager who uses VR poses as an adult and engages 
in an intimate conversation or even virtual sexual contact with an 
adult person. Who would be liable for such actions? Who has to 
take precautionary measures? Who must be in charge of the 
customer’s appearance? What would the legal consequences of 
similar action be? Probably the legislator has to oblige VR 
developers to incorporate technical solutions for this kind of case. 
If one person misleads another person by his/her appearance in 
VR, how does it correspond with moral or even legal rules? 

Even if users represent themselves in VR without misleading 
other persons, appearance also could be an issue. A demonstrative 
example is an avatar that looks like a naked body. Public nudity is 
banned by ethical and legal norms in most of the states, but a video 
demonstration of a naked body is rather not. Whether the naked 
body in VR is regarded as pubic nudity or is it a demonstration of 
video content from an ethical and legal perspective? Does the 
legislator have to oblige the developer to add measures against the 
use of such avatars? 

A prosecution of public nudity in VR is harder from a legal and 
ethical point of view. What is a nature of this act? Factually it is a 
rendering of video content. However, a demonstration is 
accompanied by emulating personal presence. Thus, nudity in VR 
is not the same as nudity in games or movies. At the same time in 
terms of the intent of a person, it could be considered as public 
nudity. Virtual avatar is able to be real human size, with real human 
movements, seemingly standing close to other users. Mentioned 
avatars are perceived much more like a real person than a picture 
on a screen. Such actions may offend someone's feelings or cause 
psychological trauma in a demonstration for minors. 

The issue of a proper avatar in VR is not limited to the nudity 
problem. For instance, an avatar may offend someone's feelings in 
other ways. It may be intolerant of gender, race, religion, political 
beliefs. More ways to offend or to cause suffering exist in VR. 
Imagine that someone’s deceased relative's face is used in VR. 
Some users are able to use Hitler or famous serial killer’s face for 
their avatars. 

It is able to harm, disgust, or provoke users which see the avatar 
in VR. Appearance could be chosen as intentionally as well as 
recklessly. Developers can clearly provide technical measures to 
filter or block graphical representation of a user in virtual reality. 
But as it is linked with additional costs of software development, 
special regulation obliging VR companies has to be enacted.  

Another problem is compliance with ethical norms applied in 
reality. As users all come to VR from the real world, some 
expectation exists on the conduct of the user in a virtual 
environment. There is an enormous temptation to transpose the 
moral norms of the ordinary world into the virtual world. Is it 
appropriate from a moral point of view to scream, create a mess, 
etc. in the VR art gallery? 

There is a suggestion that “VR environment operators can 
easily implement code that can deal with the screamers. The 
operator could, for instance, allow each user to control the 
perceived volume, for that user, of any other user. That is good not 
just to silence the screamers, but also to quiet down acquaintances 
who are a bit too loud, or to amplify acquaintances who mutter. 
And this should be technically trivial to code” [17]. But it provokes 
the same question who will oblige the operator or the developer of 
the application to bear additional expenses on the implementation 
of these rules. Any state that implements such rules will 
automatically decrease chances in the race for technological 
dominance in the sphere of VR. 

Of note, the issue of content filtering in VR is within the scope 
of the free speech agenda. When the legislator imposes additional 
legal requirements on VR developers, it implies reducing–or 
elimination–of the ability of individuals to speak freely in VR [32]. 
It is difficult to differentiate harmful behavior from an expression 
of someone’s freedom of speech right on the level of development, 
as any case depends on context, viewer, or environment. Thus, a 
restriction for the developer or the operator is a threat to the 
freedom of speech in a virtual environment.  

Another issue related to legal restrictions in VR is enforcement. 
The developer that designs or supports VR software or hardware 
is able to incorporate restrictions in its products; however, it is 
inevitably linked with real-time tracking of the user’s conduct. It 
is presumably a high price for secure VR. 

Development of restrictive measures will face also technical 
issues. Experience of companies which control and process of big 
data shows that “training moderators to overcome cultural biases 
or emotional reactions in the application of rules to facts can be 
analogized to training lawyers or judges. Regardless of the label, 
training content moderators involves a repetitive process to 
override cultural or emotional reactions and replace them with 
rational valid resolutions” [33]. So, an automatic realization of 
rules could produce unjust decisions, discriminative ruling, and 
other negative effects. It is probably more difficult to automatically 
make just decisions about the character of VR scenes than to create 
a transparent judicial system. This part of companies’ work is not 
limited by the assertion that technical decisions have to be 
developed, the company has to create a division to manage 
disputes with customers which are not enjoyed by rule application.  

Big IT companies are often criticized for a lot of power, but the 
capabilities of a virtual environment will allow private companies 
to have almost unlimited power over customers and their data. 
Factually, companies get control over all channels of human 
perception in different spheres from gaming to sexual relations. 
“VR settings mimicking as close as possible the multisensory 
nature of real-world human interactions would be a welcome and 
powerful addition to the field. Experiments aligning auditory, 
vestibular, and tactile signals with the visual domain are already 
improving VR immersion and realism” [26]. Thus, some private 
companies will control our reality, minds, and bodies. 

4. Discussion 

The study is just the beginning. This paper describes the key 
challenges related to managing risks of virtual environment use. 
VR is in the spotlight of social attention and attracts more attention 
from researchers. The study could be developed in different 
directions. There are several topics for further research. First of all, 
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it is necessary to systematize theoretical and practical legal 
knowledge related to the regulation of VR. It could include but not 
be limited to the research literature, legal practice, and 
international public agreements, as well as case-study.  

Also, it is necessary to define the term “VR” and differentiate 
its categories and types, depending on the depth of immersion. It 
is helpful in terms of systematization and unification of results of 
current and future studies. It is necessary to categorize types of 
crimes that could be committed in VR. As some authors fairly 
comment on significance of legal definition and categorization of 
VR “it will serve as a basis for choosing the optimum regime of 
their legal protection” [34]. 

In terms of multidisciplinary dialogue, it is necessary to find 
out categories of the permissible technical parameters of VR 
functioning. It is very supportive in terms of preventing the 
destructive impact of technology on the psychophysiological state 
of the subject. For instance, there is a need to regulate the frame 
rate to avoid: headache, nausea, dizziness, epilepsy, and other 
disorders. It is especially critical for the application of VR by 
minors and juveniles.  

Some authors claim that it is necessary “to add additional 
investigation and analysis testing stages to the development of 
virtual reality technologies in efforts to protect the public. These 
tests might not focus on physical health and safety concerns, but 
rather on physiological and social influences” [35]. However, in 
accordance with the analysis, the main concerns are mental and 
physical health. Moreover, any measures that take into 
consideration social influences would be very local and depend on 
the volatile social environment. 

There is a need to define and regulate the allowable limits of 
the subject's functional permissibility in virtual reality (virtual 
ethical standard). Moreover, it is necessary to study the potential 
consequences of non-compliance with the prescribed rules of 
conduct, in order to prevent the direct projection of actions in VR 
in real life, such as the loss of boundaries of objective reality and 
the unconscious killing of a person in the real world. 

In some papers, authors conclude that current law is very 
flexible and could be also applied to VR [22]. These studies do not 
take into consideration the dual nature of VR, i.e. this 
cybertechnology is rapidly merged with real world. The question 
arises in this study that current law is not applicable in cases where 
VR manifests itself in cyberspace and space of the real world. For 
instance, illegal access to haptic devices is not the same as usual 
“hacking”.  

There is research on restrictions of speech in VR in terms of 
US legislation. However, there is no conclusion how it corresponds 
to the First amendment and leaves a lot of space for further 
discussion [36]. In accordance with the analysis of current research 
in the sphere of medicine and psychology, it is difficult to conclude 
whether it is appropriate to apply the law of real world or virtual 
worlds for VR. The main reason is that virtual space and behavior 
of users there are often perceived as reality by other users. 

In addition, there are several problems related to VR 
regulation that have to fall within the scope of criminal law. For 
instance, rules for the regulation of rendering in VR, application 

of real-world standards in VR, total control of users’ conduct by 
IT giants, and appearance that misleads other users. 

5. Conclusion 

In summary, our study demonstrates that the offender gets new 
opportunities in VR. It literally helps criminals to hack the head 
or body of the victim. VR allows to provoke the emotions and to 
manipulate the consciousness of the victim at a completely new 
level. It is proved in the research that VR use could not be 
regulated as any other IT technology as the effect of perception 
by the victim is comparable in strength with the effect of events 
in the real world. In the paper characteristics of the virtual 
environment that have to be taken into consideration during a 
process of VR, regulation development is underlined. 

Moreover, VR combined with haptic devices requires even 
more sophisticated regulation as such environment merges with 
the real world. Due to the integration of skin-feedback devices 
into the virtual environment, the consequences of VR's actions 
also have an influence on the user in the real world that could not 
be considered as just illegal manipulation with computer 
information. As many types of  criminal acts with harm to the 
victim’s body can now be committed remotely, a new kind of 
crime with dual nature is originated.  

The article shows that there are not enough criminal law 
measures to combat crimes in VR. First of all, the legislation 
should provide for the obligations of the developer of VR 
technologies in order to minimize the possibility of criminals. 
Development and adoption of such measures is not an easy task, 
it is necessary to minimize economic costs in the implementation 
of these measures, and to prevent serious restriction of freedom of 
speech. 
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 Today, Drowning is the 3rd major cause for unintentional injury death accounting for 7% of 

deaths of all injury deaths. Drowning is a state of suffocation when water or other fluids 

accumulate the lungs, resulting in respiratory impairment, ultimately leading to death. The 

predominant problem during rescue operations of such accidental drowning is to locate or 

track the person underwater, facilitated with the help of our bare eye sight, which makes the 

process too cumbersome. Also, in case of moving water bodies such as rivers and sea, the 

process of tracking the person becomes too difficult. Thus, there is pressing need for 

development of an engineered solution to solve this problem. This research involves 

development of such a robotic technology which will facilitate the work of locating the 

position of the drowning person underwater. This method comprises of Image processing 

along with GPS tagging embedded on a Remote Operated Vehicle maneuvering underwater 

at the site of accident to detect the exact location of the drowning person along with the GPS 

coordinates in order to ease the process of rescue. This robotic system was tested on a real 

time environment in order to demonstrate the efficacy of the system under practical 

circumstances. Thus, this system can be used at places where emergency rescue operations 

are needed.  
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1. Introduction 

 Drowning accounts for 7% of all deaths that occur due to 

injury. It is also the 3rd major cause for unintentional injury death. 

As drowning is an unexpected event, there are neither any 

precautionary steps to prevent it, nor any existing technology to 

initiate rescue operations rapidly. According to stats from 2016 

nearly 350000 people are reported dead due to drowning. In India, 

Drowning is the second largest cause of death for children below 

age of 15. The situation is even worse at Russia. The drowning 

mortality rate is of more than 3.9 per 10000 individuals. 

Nowadays, few assistive technologies are available in the 

market to provide safety for humans in or under water. But these 

solutions are based on scenarios where people must use this 

technology before nearing any water bodies. But since Accidental 

Drowning are unpredictable and the underwater environment 

varies from place to place a solution adaptable to all water bodies 

is the main focus of this work. Development of this technology can 

be used not only on rescue operations of accidental drowning, but 

also to mitigate the risk of loosing track of people during natural 

calamities like heavy floods or Tsunamis. Thus, there is a urgent 

need to focus on development of a solution for the above 

mentioned scenario.  

 Our research work is to embedded Image Processing 

methodologies to detect drowning people underwater and to use 

GPS coordinates of their exact location with the use of a Robotic 

Remote Operated Vehicle which can by controlled autonomously 

or semi autonomously to navigate through water bodies during the 

rescue process. Also, this system uses a on board camera, live 

camera feed can also be surfaced over radio communications to the 

rescue team, which would prove to be great advantage to the 

people on the field for the rescue operations. All the existing 

methods are either not cost-effective or have installation issues at 

underwater environments.  

2. Survey on Previous Researches 

 This paper is an extension of work [1] originally presented in 

2019 IEEE International Conference on Distributed Computing, 

VLSI, Electrical Circuits and Robotics (DISCOVER), where a 

different method for the detection of humans drowning underwater 

was illustrated.  

 In [2], is a research work that involves development of an 

automated system that detects and tracks objects that are of 

potential interest for human video annotators. By pre-selecting 

salient targets for track initiation using a selective attention 

algorithm, we reduce the complexity of multi-target tracking, in 
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particular of the assignment problem. Detection of low-contrast 

translucent targets is difficult due to variable lighting conditions 

and the presence of ubiquitous noise from high-contrast organic 

debris (“marine snow”) particles. 

 In [3], the paper presents an attentional selection system for 

processing video streams from remotely operated underwater 

vehicles (ROVs). The system identifies potentially interesting 

visual events spanning multiple frames based on low-level spatial 

properties of salient tokens, which are associated with those events 

and tracked over time. Using video cameras, it is possible to make 

quantitative video transects (QVTs) through the water, providing 

high-resolution data at the scale of the individual animals and their 

natural aggregation patterns. 

 In [4], this paper explains an agent system is strategy to 

enhance the underwater manipulation. If the location of the agent 

can be measured, the end effector is able to be place to any 

position. To implement this system, the method of an agent vehicle 

localization is proposed. The method uses the sonar images of 

moving agent obtained by forward-looking sonar. To detect the 

location of the agent in the sonar images, the convolutional neural 

network is applied. Through field experiment, we confirm the 

proposed method can detect and track the agent in the successive 

sonar images.  

 In [5], This paper presents methods applied for automated 

detection of fish based on cascade classifiers of Haar-like features 

created using underwater images from a remotely operated vehicle 

under ocean survey conditions. The images are unconstrained, and 

the imaging environment is highly variable due to the moving 

imaging platform, a complex rocky seabed background, and still 

and moving cryptic fish targets. Several Haar cascades are 

developed from the training set and applied to the validation and 

test video images for evaluation. 

 In [6], This paper presents a robotics vision-based system for 

an underwater pipeline and cable tracker. This system is 

introduced to improve the level of automation of underwater 

remote operated vehicles (ROVs) operations which combines 

computer vision with an underwater robotics system to perform 

target tracking and intelligent navigation. This study focuses on 

developing image processing algorithms and nonlinear control 

method for tracking the pipeline or cable. By using the adaptive 

sliding mode controller, the ROV can easily track the cable or 

pipeline. 

 In [7], is a proposed system of a multi-step and all-round 

underwater image processing specially for the underwater images 

taken in succession to improve the image quality, remove the 

dynamic interference and reconstruct the image. For images with 

complex texture, the inpainting result brings out much smoothness, 

at the cost of massive details. For images with low resolution, the 

transition of color near the edge of the vacancy is abrupt 

In [8], The paper presents a wavelet-based fusion method to 

enhance the hazy underwater images by addressing the low 

contrast and color alteration issues. The publicly available hazy 

underwater images are enhanced and analyzed qualitatively with 

some state-of-the-art methods. Green color dominates the Image 

in the evaluated set of images. In the results, it can be observed that 

the natural color profiles of Image are preserved by correcting the 

dominated color and it was hard before to distinguish the color of 

the water and objects 

 In [9], it shows that man-made objects in the image can be 

distinguished from natural objects. This paper proposes that a 

control strategy to adjust image processing parameters, and 

sequence multiple applications of tools, is especially important for 

digital processing of underwater images. This paper highlights the 

key difficulties in processing underwater images such as 

obscuration of objects of interest by fish / sand / coral / algae in the 

water and change of illumination, color balance and scale of fish 

images due to refraction, absorption in water and large range of 

distances of observation and different sizes of fish 

3. Schematic & Working of ROV 

As shown in Figure 1. The devised system consists of a on 

board camera embedded to the ROV to communicate the live video 

feed to the operator and also for the video to be processed by the 

on-board Processor to detect for humans underwater. The main 

system consists of sub units such as: 

• Transmission & Receiving Unit 

• Processor Unit 

• Sensing Unit 

• Maneuvering Unit 

• Powering Unit 

Each of which will be discussed on the following sections. 

 

Figure 1: Hardware assembly of ROV 

3.1. Transmission & Receiving Unit 

A). Introduction 

 The transmission Unit consists of a Two axis controller to 

control the movement of the ROV along with a Screen or a monitor 

to view the live feed from the camera on-board which is interfaced 

to a Raspberry Pi through USB communication. A PC Joystick 

controller with TWO axis was used to provide the control signals 

as a input ls to the motor to control the movement of the ROV. 

Common PC monitor was used along with the raspberry PI to view 

the live feed from the ROV’s on-board camera. The Receiver Unit 

Consists of a Raspberry PI which is on-board in the ROV. The 

Video data from the camera is given as an input to this raspberry 

pi from which is then transferred to the other raspberry pi through 

wireless communication. 
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Figure 2: Schematic Diagram 

B). Working 

 The control signals from the operator are provided as joystick 

input through USB communication to Raspberry PI on the 

Transmitter side. These signals are then transmitted to the other 

Raspberry PI on the Receiver side through WIFI Communication. 

This transfer of data can also be performed using RF transmission 

or MQTT via internet which will provide further distance range 

between the operator and the ROV. The operator can view the live 

feed in the monitor, to control the ROV effectively. The video feed 

from the USB Camera is also transmitted wirelessly through WIFI 

Communication from the Receiver Raspberry Pi to Transmitter 

Raspberry Pi. 

3.2. Processor Unit 

A). Introduction 

 The Processor unit consists of a Raspberry Pi (receiving unit) 

on-board in the ROV. This Receives the control signals from  the 

Operator which is then used to control the movement of the ROV. 

This also receives data from the on-board camera and on-board 

GPS for further transmission.  

B). Working 

 As the PWM from the Transmitter unit are received by the 

Processor Unit (receiving unit), these signals are the compared 

with the on-board accelerometer to measure the difference in the 

values. These values are again corresponded to respective PWM 

signals and then is given as an input to the respective Electronic 

Speed Controllers (ESC’s) which control the spin of the motors. 

The Processor also performs the function of receiving the input 

data from camera and GPS on the ROV and transfer them to the 

operator.   

3.3. Sensing Unit 

A). Introduction: 

 The sensing unit consists of a IP68 waterproof high megapixel 

camera to be interfaced with the Processor. This will provide the 

video data for Image Processing and as well as send the live data 

from underwater to the operator. It also consists of a waterproof 

GPS chip to be enclosed in an air tight chamber of ROV. This 

provides the GPS coordinates of the ROV underwater. 

B). Working 

 The camera transmits the data to the processor through USB 

communication, which is then used as the input for Image 

Processing algorithm and is also transmitted to the operator. The 

GPS module sends the signal to raspberry pi through SPI protocol 

which is also sent to the operator through wireless 

Communication. 

3.4. Maneuvering Unit 

A). Introduction 

 Maneuvering unit consists of 60 Amps ESC’s, each individual 

for respective 500 kV BLDC motors. As the PWM control signals 

are given as an input into ESC, the speed of the motor varies 

accordingly the position and moment of the ROV also varies. 

B). Working 

 As the operator provides the input signals through the 

JOYSTICK controller, this input data from the Transmitter 

Raspberry pi, reaches the Processor Raspberry pi (receiver unit). 

Those input signals are then provided as an input to the respective 

ESC after being compared with the current accelerometer value & 
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then the required amount of power will be delivered to the 

respective motor which is now being controlled by ESC.  

3.5. Powering Unit 

 ROV is completely powered through wires as it is being     

tested for its buoyancy when battery pack is being placed inside 

the air tight enclosure of the ROV. 

4. Imaging Methodology to Detect Drowning Humans in a -

underwater environment 

 Image Processing has overcome the limits of its own discipline. 

Today, it is possible to process a live video feed right after few 

trained models. Due to this rapid increase in its uses, this 

technology is pressured to produce strong methodologies which 

would offer a wide variety of solutions for real time problems. Our 

methodology involves usage of Faster Region Convoluted Neural 

Network (FRCNN) algorithm. 

4.1. Hardware Specification 

The hardware specifications are illustrated in table 1. 

Table 1: Hardware Specification 

System Dell G3 3579 

GPU Nvidia GeForce GTX 1050Ti 

CPU Intel Core i7-87507H 

Memory (RAM) 8192 MB 

Display Memory (VRAM) 4018 MB 

Operating System Windows 10 64-bit 
 

4.2. Dataset  

 As only humans are to be detected underwater a dataset 

consisting of 800 images is used as dataset. These 800 images 

comprise a variety of underwater images with varying light 

intensity, water color, and humans in it. This dataset also contains 

images of halfway human pictures along with overlapping images 

too. 

A). Data Preprocessing: 

Reading 

 Using the matplotlib library on a python script is used to 

reading all the images from the dataset. This helps us to know 

whether all the all the images from the dataset are loadable and 

could be read by the algorithm. 

Re-sizing 

 As larger images would take longer time to process, all the 

images collected are res-sized to be less than 200KB in size. 

B). Data Labelling 

 The datasets must be labelled, since labelled images must be 

provided as input to train the training algorithm. In order to label 

the datasets, the images are first loaded onto the LabelImg tool. 

Now, humans in each image are to be bounded by drawing 

bounding boxes around them as shown in Figure 3. Then, the 

labelled data of all these images are to be stored in an XML format. 

Each image file would create individual XML files containing the 

File name, path, the label and coordinates for the bounding boxes. 

These are also called annotation files which will be used to train 

the algorithm. 

 

Figure 3: Labelling the datasets 

4.3. Implementation 

 In order to bring out the best outcome, two algorithms were 

used 1). Faster RCNN and Yolo V3. Both these algorithms were 

implemented and trained using the TensorFlow Object Detection 

API. This makes the training process faster as TensorFlow object 

detection API comes with the model called ZOO which is a 

collection of models and algorithms. 

A). Configuring the training algorithm 

 In order to detect the best algorithm which can be used, both 

the Faster RCNN and YOLO algorithms were configured to the 

same values.  

Data Slicing 

 Both the algorithms were trained and tested using the same data 

sets. So, for both the algorithms 75% of the images and 25% of the 

images were used as training datasets and testing datasets 

respectively.  

Classes 

 Since, humans were the only object to be detected by the 

algorithms, the class for these algorithms was set to 1. 

Learning Rate 

 Learning rate is a parameter which allows us to control the 

model’s response to estimated error each time the model weights 

are updated. The learning rate was set to a default value of 0.0002 

while training both the algorithms. 

Batch Size 

 The batch size corresponds to the consumption of VRAM, after 

looking into Table 1. The value set of batch size of the algorithms 

is set as 4. 

4.4. Training Procedure 

 Figure 4 shows the training process of Faster RCNN algorithm 

along with the classification loss and the time taken after each 

iteration. 
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Figure 4: Training Process of Faster RCNN 

 As you can see, Classification loss is high when the training 

processes started. But after each step, there is a gradual decrease in 

the classification loss as the algorithm kept learning in each step. 

Figure 4. shows the exact decrease in classification loss during 

training process compared along with the testing process. 

4.5. Performance Metrics    

 In order to compare the results of these two models, accuracy 

of these two models are to be contrasted. To calculate the accuracy 

few parameters are to be considered as metrics: 

1. True Positive TP:    A human is present in the Image   

                                and, the algorithm detects the human. 

2. False Positive FP:    No human is present in the Image,   

                                 but the algorithm detects human. 

3. False Negative FN:  A human is present in the Image,  

                                 but the algorithm does not detect the  

                                 human. 

4. True Negative TN:  No human is present in the Image,  

                                 and nothing is being detected. 

A). Accuracy: 

 It is a measure to check whether the model or the algorithm is 

trained correctly to detect humans in an underwater environment 

or not. The formula to calculate the accuracy as follows:  

Accuracy =  
(TP+TN)

(TP+TN+FP+FN)
 

B). Precision 

 It is a ratio of positively predicted images that contain humans 

in it to that of which actually contains humans in it. The formulae 

to calculate precision as follows: 

Precision =  
TP

(TP+FP)
 

C). Recall 

 It is the ratio of images that actually contain human in it to that 

of which were predicted positively. The formula to calculate recall 

as follows: 

Recall =  
TP

(TP+FN)
 

D). F1 Score 

 It is the measure of accuracy of the model combining both 

precision and recall. A model or algorithm is considered to be 

perfect if it’s F1 Score is 1. The formula to calculate F1 Score as 

follows:  

F1 Score =  2 ∗ (
Percision∗Recall

Persion+Recall
)  

5. Results 

 The results for both the algorithms are summarized in this 

section. The analysis of results as follows: 

5.1. Faster RCNN Results 

 Figure 5, Figure 6 & Figure 7 are a collection of test data from 

3 different samples under varying light conditions and other 

environmental factors for faster RCNN algorithm.  

 

Figure 5: RCNN Output 1 

 

Figure 6: RCNN Output 2 
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Figure 7: RCNN Output 3 

 The number of TP, TN, FP, FN from RCNN is tabulated in the 

table 2. These are further used to analysis the algorithms. 

Table 2: RCNN Output Tabulation 

  

# 
True 

Positives 

True 

Negative 

False 

Positive 

False 

Negative 

Total 148 14 9 29 
 

5.2. Yolo V3 Results 

Figure 8, Figure 9 & Figure 10 are a collection of test data 

from 3 different samples under varying light conditions and other 

environmental factors for faster RCNN algorithm.  

 

Figure 8: Yolo V3 Output 1 

 

Figure 9: Yolo V3 Output 2 

 

 The number of TP, TN, FP, FN from YoloV3 is tabulated in 

the table 3. These are further used to analysis the algorithms. 

 

Figure 10: Yolo V3 Output 3 

Table 3: YoloV3 Output Tabulation 

 

# 
True 

Positives 

True 

Negative 

False 

Positive 

False 

Negative 

Total 125 12 3 60 
 

5.3. Analysis of Results 

 Table 4, provides us the collection of results containing the 

number of TP, TN, FP, FN parameters obtained by Faster RCNN 

and Yolo V3 algorithms. 

Table 4 

 

# 
True 

Positives 

True 

Negative 

False 

Positive 

False 

Negative 

F - RCNN 148 14 9 29 

YOLO V3 125 12 3 60 
 

 From this table, the accuracy of Faster RCNN and YOLO V3 

algorithms are 81% and 68.5% respectively. Clearly, Faster RCNN 

is more Accurate than YOLO V3 in detecting humans in a 

underwater environment. It is also to note that Faster RCNN was 

able to consistently detect Humans if overlapping occurs. While, 

YOLO V3 failed to detect humans during overlapping frames. 

                 Table 5  

Algorithms Precision Recall F1 Score 

Faster RCNN 0.94 0.83 0.881 

YOLO V3 0.97 0.67 0.792 
 

 Table 5, Shows us that YOLO V3 is more precise compared to 

that of Faster RCNN, but then Faster RCNN has a high recall value 

than that of YOLO V3. To compare both the models, F1 Score was 

calculated which also points out that Faster RCNN algorithm is the 

Best fitted algorithm to detect humans underwater. The results 

contribute to some preliminary findings to the growing field of 

underwater robotics in real time environments.  

6. Future Work 

 The experimentation has been tested only on clear water 

bodies. The implementation of this ROV under real time 

circumstances such as lakes and river where the opacity will be 

translucent or opaque, it is better to use the thermal imaging as the 
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video input to this image processing models. As the body 

temperature of the aquatic species in that water body will be the 

similar, it will be easy to differentiate human body using thermal 

sensors and video feed of thermal imaging which will be 

performed in the near future.  

7. Conclusion 

This paper illustrates, an idea to develop a robotic system which 

will detect drowning people underwater at the times of an 

emergency. It also concludes that Faster RCNN is the best fit 

algorithm which can be used for this practical application. In our 

further research we plan to our work from a single ROV into a 

swarm of ROV’s collectively working at a site of emergency to 

detect every drowning human underwater. We are also planning to 

enable full autonomous nature of the ROV in order to minimize 

the reaction time and communication time between the ROV and 

the Operator.  
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 Android Operating system (OS) has been used much more than all other mobile phone’s 
OS turning android OS to a major point of attack. Android Application installation serves 
as a major avenue through which attacks can be perpetrated. Permissions must be first 
granted by the users seeking to install these third-party applications. Some permissions can 
be subtle escaping the attentions of the users. Some of these permissions can have adverse 
effects like spying on the users, unauthorized retrieval and transference of the data and so 
on. This calls for the need of a heuristic method for the identification and detection of 
malware. In this discourse, testing of classification algorithms including Random forest, 
Naïve Bayes, Random Tree, BayesNet, Decision Table, Multi-layer perceptron (MLP), 
Bagging, Sequential Minimal Optimization (SMO)/Support-Vector Machine (SVM), KStar 
and IBK (also known as K Nearest Neighbours classifier (KNN)) was carried out to decide 
which algorithm performs best in android malware detection. Two dataset was used in this 
study and were gotten from figshare. They were trained and tested in the Waikato 
Environment for Knowledge Analysis (WEKA). The performance metrics used are Root 
Mean Square Error (RMSE), Accuracy, Receiver Operating Curve (ROC), False positive 
rate, F-measure, Precision and recall. It was discovered that the best performance with an 
accuracy of 99.4% was the multi-layer perceptron on the first dataset. Random Forest has 
the best performance with accuracy, 98.9% on the second dataset. The implication of this 
is that MLP or random forest can be used to detect android application malwares. 
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Operating System 
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1. Introduction  

This work is an extension of [1] in which this work considers 
another dataset in carrying out the research. This research answers 
the questions from the comments received about the biasness of 
the algorithms used. 

 There has been a considerable increase in the usage of mobile 
phones year on year. Mobile phones have served as a medium of 
communication through calls and short mailing services (SMS) 
[2]. Technological advancement has increased the usage of mobile 
phones for various purposes. The operating system (OS) of mobile 
phones have evolved from java to Symbian with the current ones 
being android OS, windows OS and Apple OS – iOS [3]. The 

usage of mobile phones spans from individuals to organizations as 
well. This study focuses on Android OS. Mobile phones with 
Android OS comprises of some components which are; the 

 Android OS, the middleware and key applications [4]. The 
android OS has the biggest and fastest growing smartphone OS 
market, hence it has become a practical target for cyber criminals 
[5]. Large support to third party applications is also gotten from 
android. These third party applications can easily be downloaded 
on the popular Google Play store [6]. The developers of the 
Android OS do not develop third-party applications; it is done by 
software developers. Hence the name of the third party 
applications [6]. In [7], there are over 2.7 billion mobile users 
globally, and in 2022, 258.2 billion apps are projected to be 
downloaded. Android phones are useful for crucial functions 
ranging from financial transfers to e-commerce transactions 
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(goods payments) and so on [8]. It also allows other features, such 
as photo editing, game play, social media and messaging, internet 
searching, typing, listening, reading, and so on. Any of all these 
procedures are feasible due to the implementation of third-party 
apps. 

The growth of android application malware has been made 
possible by the free application market for the Android OS [9]. The 
most severe and important threat to the Android OS arises as a 
result of malicious applications especially from unauthorized 
applications market that can easily be installed on any phone [9]. 
Android applications depend on users to grant permission to work 
optimally. Such permissions can forewarn users to the applications' 
secrecy and/or security [10]. Android malware can impersonate a 
legitimate program, but with intrusive permissions for which an 
agreement is required from the users before installation can be 
done [10]. The malware executes activity(s) that are malicious 
through these permissions. SMS spy pro is an example, masking 
itself as a tip calculator but forwarding all sent SMS and received 
SMS by the user to a third party [11]. Android malware can access 
and steal user data such as browsing history, SMS, location of 
GPS, phone records, e-mails, other application information (Like 
Facebook log-in details) and more [12]. Tasks such as snapping 
and sending photographs, sending unauthorized e-mails, 
conducting bank transfers without user awareness can also be 
executed [2]. The degree to which both malicious and innocuous 
applications can execute their functions is primarily dependent on 
the form of permissions that users grant them. 

Considering the sensitivity of the data that can be colleted from 
users via the malwares combined with the kind of damage that can 
be done by these malwares (for example, spying, identity theft, 
extortion, logic bomb) [13], these malwares need to be identified 
effectively. Due to zero-day attacks, the conventional malware 
detection techniques that uses the malware signature to store them 
in a repository has proved to be ineffective [9]. Zero-day attacks 
are based on new flaws found by cyber attackers that the creator is 
unaware of and thus has not issued a patch [14]. Therefore, until 
the developers are aware, the attackers make the most of these 
vulnerabilities. Android malware with its corresponding 
permission requests must be found [9]. This study is focused on 
Olorunshola and Oluyomi's recommendations in [1]. An 
evaluation of the classification algorithms with regard to their 
performance in the identification of malicious software based on 
their manifested permission, command signature, API call 
signature and intents, is the aim of this study. This study aims to 
verify the conclusions drawn by Olorunshola and Oluyomi by 
training and testing the algorithms with additional datasets in this 
research. Two android datasets based on manifest permission, 
command signature, API call signature and intent are obtained 
from figshare created by [15] to achieve this aim.  The algorithms 
are trained and tested on the datasets. The remaining portion of this 
work is structured as follows: review of literature, methodology, 
result and discussion, conclusion and future work. 

2. Literature Review 

2.1. History of Android 

 Android was created using the name of Android Inc company 
by Rich Miner, Nick Sears, Chris White, and Andy Rubin in 2003 

[16]. Android began as a camera OS intended to enhance 
connectivity between personal computers (PCs) and cameras, 
allowing communication wireless between cameras and PCs. After 
a couple of months of the company's formation, the OS was 
adapted towards making mobile cell phones smarter [17]. Android 
was purchased by Google in August 2005. Android OS was created 
using the Linux kernel to make it free for mobile phone 
manufacturers [16,18]. The first version of Android OS (version 
1.0) was released in November 2007, and the novel Android 
handset, T-Mobile, was deployed in September 2008. While it has 
a lot of feedback and appraisal, it ran with Android 1.0 OS, and it 
has other Google apps such as play store, charts, YouTube, etc. 
built on it. [16,18]. As the year passes by, android OS has evolved 
into improved models. Android 10 is the latest edition of Android, 
launched in September 2019 [19, 20]. 

The stack layers of Android apps contain applications, 
application framework, libraries and the Linux kernel, with each 
layer closely incorporated to offer stronger smartphone 
applications. Interoperability has also been provided for to make it 
easier for design developers to work and develop their applications 
at a cost-friendly level [4]. It made it possible for anyone to obtain 
due to the open source nature of the Android framework thus 
growing its users over the years. Android sales stood at 115 million 
units in 2011, and Android OS accounted for around 52.5 percent 
of the overall number of mobile phones [21]. The Apple App Store 
reportedly has 2.2 million applications [7]. Recently, about 68.71 
percent of people use android OS while 29.60 percent use iOS, 
0.30 percent use Windows devices, while 0.06 percent use 
Symbian [22]. The heavy use of android OS is attributed to several 
factors that include the reduced price relative to iOS, open source 
enabling third-party software installation unlike iOS. The sum total 
of applications available in the Android store (play store) as of 
2017 was around 2,800,000 [22]. In March 2018, the applications 
in the play store crossed 3.600,000 [23]. 

2.2. Security in Android 

IOS as a closed framework that offers more data protection and 
is more pristine than Android which is an open source. In the play 
store, developers can host the applications they have built giving 
rise to Android vulnerabilities [22]. The security enhancements in 
Android were clarified in [24]. They are public vs. private 
components, components open implicitly, permission for 
broadcast intent, permission for content provision, secure APIs, 
service hooks, pending intents, permission protection level, URIs 
permission. Security refinements such as these, aid the protection 
of the data of users from manipulation and abuse. 

2.3. Android Malware 

 The skill to debone the code used in the development of 
Android applications and the open source nature of the 
applications also enabled the easy encoding of malicious codes and 
increased number of attacks [25]. In [26], Networks recorded that 
mobile malware rose to 155 percent in 2011, with a rise of 614 
percent from March 2012 to March 2013, of which 92 percent of 
the malware is Android. When android devices are upgraded to the 
latest OS, about 77 percent of threats to android can be eliminated. 
Just one threat infected about 5,000 devices in the third quarter of 
2018. This accelerated through phishing using download and 
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installation of a voice message application that is fake thereby 
sends all the user’s data to a server or using text messages [27].  
Report has it that 2,47 million of the latest mobile malware were 
discovered in 2013, indicating a 197 percent increase over 2012 
[28]. 

From a simplistic SMS sending Trojan, Android malware has 
advanced to more futuristic codes that can corrupt other 
applications, encrypt user data, gain root privileges, download and 
install more applications that are malicious bypassing the 
knowledge of the users, and load a payload from a remote server 
to cellular phones [9,29]. In [29], the authors gave a complete 
malware for android analysis looking at the past, observing the 
present and predicting the potential android malware cases into the 
future. In [30], the author gave a thorough analysis of the models 
of mobile malware dissemination and explored potential future 
developments as well. 

2.4. The dangers of android malware 

Users are exposed to multiple attacks and may suffer from 
them if an android OS is compromised with malware. According 
to [25]. Many of the threats they face include but are not restricted 
to: 

• Personal information theft which can lead to theft of identity  

• Loss of privacy 

• Monitoring of the users  

• Financial loss through ransomware 

• Remote operation of the phones  

2.5. Android malware detection 

Detection of Android malware can broadly be divided into; 

• Signature-based: Detection using signature-based detection 
uses the malware’s identity to determine the genuineness of 
the malware. The downside of this method is some form of 
attacks may be eluded. E.g., byte code level transformation 
[28]. 

• Machine-learning focused: The detection based on machine-
learning uses an analytical method that includes extracting 
features from the application's behaviour [28].  These 
behaviours (permission request, API calls) are then developed 
into a dataset and then a machine learning algorithm is used to 
test and train. The measurement metrics used in the evaluation 
include: precision, accuracy, false positive, to mention a few. 

Several approaches to android malware detection have been 
put forward; the use of applications' requested permissions, 
specific application programming interface for detection, the use 
of the applications' fundamental code (since most codes for 
malware are modifications of existent codes), sandboxing, 
components encapsulation, optional access control or signing of 
application [31,32]. 

      This study is aimed at the usage of manifest permission, API 
call signature, intents and command signature for the android 
malware detection. The rights defined by the developer in the 
application to allow system interrelationship: to access system 

components (such as camera and GPS) or modules of other 
applications is permission [33]. There are four types of android 
permission with two classifications, according to [2,34]. These are: 

• Signature permissions: These applications are authorized only 
if it is certified by the creator of the stipulated consents. It is 
used for component access restriction to a limited collection 
of application controlled and trusted only by the creator.  

• System permissions: Once the application satisfies the 
signature criteria, these applications are authorized. 
Applications requesting these permissions are pre-installed by 
an advanced customer or system manufacturer. 

The two permissions (Signature and System) are booked for 
applications that have signatures with keys accessible only to the 
creator of the firmware. This is not available for implementations 
from third party application.  

• Normal permissions: These are software that do not need the 
involvement of the customer. They are immediately accepted.  

• Dangerous permissions: These are software that prompts the 
user what system facility will be used before it can perform its 
function. Prior to installation, they must be issued by the 
consumers. [2, 34]. 

         In [34] and [35], the studies titled “PScout: Analyzing the 
Android Permission Specification” and “Android Permissions 
Demystified” evaluated the different android OS permission 
specification. In [2], the author also examined certain motives for 
some evasive consents. Some are broadcast theft, malicious 
service launch, hijacking of activity, malicious activity launch, 
hijacking of service. 

2.6. Review of Past Works 

Some research has been conducted in the detection of malware, 
part of which includes:  

A Naïve Bayes algorithm model for android malware detection 
system was proposed by Shang, Li, Deng, & He in [36]. By using 
the new permissions for malware and training permissions impact 
as the weight, the detection accuracy was enhanced. In order to 
strengthen the model, a detection model of information theory and 
permissions based on the enhanced Naive Bayes algorithm was 
used also. As a rate of detection for non-malicious applications, the 
proposed model earned 97.59 percent.  

In [37], the authors proposed a hybrid intelligent model which 
evolves and uses support vector support (SVM). Genetic algorithm 
(GA) and particle swarm optimization (PSO) were used to resolve 
the optimization challenge in the SVM. This helped boost the 
classifier's accuracy. With the use of GA, 95.60 percent accuracy 
was obtained as the highest. 

In [38], the authors performed a fixed evaluation of 
applications for android, tested the existence and occurrence of 
words that ae key in the manifest file of the applications, and 
established static feature sets from a dataset of 400 applications to 
yield superior results for malware detection. KNN and SVM 
classification algorithms were applied getting an average accuracy 
of 79.08 percent and 80.50 percent respectively.  
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In order to detect malware, Shohel Rana, Gudla, & Sung in [39] 
improved and analyzed certain algorithms through the 
implementation of a static analysis that is classifier based. When 
random forest was used on the dataset, 94.33 percent was obtained 
as the accuracy.    

In [31], the authors proposed a technique of malware detection 
by first extracting the function call graphs from android 
applications and then embedding the function call graphs with a 
direct map feature. This was inspired by a linear-time graph kernel. 
They used the structural features of 12,158 samples of malware. 
SVM classifier was trained to differentiate between malicious and 
benign applications. 89% of the malware was detectable using this 
technique with minimal false alarms pin-pointing the code 
structures which are malicious within the android applications. 

 In [28], the authors extracted a weighted contextual API 
dependency graphs as program semantics which was used to create 
the feature sets. Authors also introduced graph similarity metrics 
to discover identical application behaviours for the purpose of 
discovering zero-day malware. In their work, a system called 
DroidSIFT was implemented to evaluate 2200 malwares and 
13500 benign samples. It was able to correctly classify 93% 
malware instances while the detection of zero-day malware had a 
low false negative rate of 2% and false positive rate of 5.15%. 

In [25], the authors presented a method of detecting malware 
in android by examining the manifest files of the android 
application since there are differences that are significant in the 
manifest files of benign and legitimate applications. Manifest files 
carry important information of the application like the name of the 
package, the version number of the application, the intent filter 
(action, category and priority), the API level, required permission, 
this approach was discovered to be effective by the use of real 
samples of android malwares. A total of 365 samples were used 
and the total correct detection was 90.0%. 

In [5], the authors presented an automated detection system for 
the android platform (AMDA) where the behaviour analysis of the 
application was utilized. The features of both malicious and benign 
applications were first extracted to form the dataset used. Various 
algorithm in WEKA which include, Navies Bayes, decision tress 
and so on were used for the analysis. 

In [40], the authors proposed a technique of applying the 
Bayesian classifier in a novel way. 1,000 samples each for both 
benign and malicious application was gotten. The accuracy 
obtained was 0.921 and true positive rate of 0.906.  

In [41], the authors proposed a machine learning approach to 
the detection of malware in android using 200 features. These 
features were taken out of both the static and dynamic analysis of 
android applications. The deep learning technique used had an 
accuracy of 96.5%. 

In [42], the authors used 17 supervised learning techniques to 
analyse adware in android devices and compared the result. It was 
discovered that Random Forest was the best classifier with an 
accuracy of 0.9838 and a false positive rate of 0.017.  

This research was inspired by the recommendations in [1]. 
Their research study comprises of commonly and hardly used 

machine learning algorithms and it was found that multilayer 
perceptron (MLP) outperforms the other algorithm having an 
accuracy of 0.994. It was therefore recommended that other dataset 
should be put into consideration to confirm if MLP is dataset-
specific. 

3. Methodology 

3.1. Environment Description  

This research was conducted using the Waikato Environment 
for Information Analysis (WEKA) version 3.8.3 which was 
developed in [43]. Ten algorithms out of the available algorithms 
in WEKA were used in this research. 

3.2. Dataset Description  

From publicly available datasets, two datasets were used in the 
study. The first was gotten from figshare which was developed in 
[15]. The dataset contains a total of 215 characteristics which were 
extracted from 3,799 applications; 1,260, malicious and 2,539, 
benign. The second was also developed by Yerima in [44]. The 
dataset contains 215 attributes with 15,036 instances of which 
5,560 was malware and 9,476 was benign.  

Table 1: Description of the Android Malware Datasets 

Description Dataset 

 First Second 

Instances 3,799 15,036 

Malware 1,260 5,560 

Benign 2,539 9,476 

Attributes 215 215 

Attributes/characteristics are the applications’ features that 
were extracted. The extracted features were gotten from the 
manifest permission, the API call signature, the commands 
signature and the Intents. Some features extracted under the 
manifest permission are SEND_SMS, RECORD_AUDIO, 
READ_PHONE STATE, WRITE_SMS, USE_CREDENTIALS, 
GET_ACCOUNTS, MANAGE_ACCOUNTS, RECEIVE_SMS. 
Some features under the API call signature are IBinder, Binder, 
createSubprocess android.os.IBinder, URLClassLoader. Some 
features under intents are 
android.intent.action.ACTION_POWER_DISCONNECTED,  
android.intent.action.NEW_OUTGOING_CALL, 
android.intent.action.CALL_BUTTON. The command signature 
has only the following features /system/app, mount, /system/bin, 
chmod, chown and remount. 

3.3. Classification Algorithms application  

The training and testing was carried out with the 10 algorithms 
chosen in the WEKA environment. The algorithms are Random 
forest, Naïve Bayes, Random Tree, BayesNet, Multi-layer 
perceptron (MLP), Decision Table, Sequential Minimal 
Optimization (SMO), Bagging, KStar and IBK (also known as K 
Nearest Neighbours classifier (KNN)). The 10-folds cross 
validation and 66% split were used to train and test in the 
condition. In the 10-folds cross-validation, the dataset is divided 
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into 10 folds or parts wherein each fold is divulged in almost equal 
sizes as the full dataset while the 9 remaining is used for training. 
This procedure is repeated for each fold, making it ten times. The 
mean for all the 10 folds is then calculated for each performance 
metric. The 66% split divides the dataset into 66% and 34%. It uses 
the 66% part of the data for training while using the 34% for 
testing. The 66% split was used to validate each algorithm. 

3.4. Graphical Representation of the Methodology  

Figure 1 shows the graphical representation of the how the 
research was carried out. 

3.5. Performance Evaluation  

Below are the performance metrics used in evaluating the 
algorithms.  

• Accuracy: This calculates the rate of applications correctly 
classified, taking into account true positive, false negative, 
true negative and false positive [45]. 

Accuracy  =   
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇
 

 
where   TP  =  True positive 

                   FN  =  False Negative 
    FP  =  False Positive  
    TN  = True Negative 

                    

• False Positive Rate (FPR). This calculates the rate incorrectly 
classified instances as benign. A low FP-rate implies that the 
classifier is good. [46] 

FPR  =   
𝐹𝐹𝑇𝑇

𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇
 

• Precision, Recall and F-measure. Precision is the ratio of 
instances that are positively predicted among the retrieved 
instances. Recall is the ratio of instances which were 
positively predicted among all the instances and F-measure is 
the harmonic mean of recall and precision.  

A high F-measure is essential since both precision and recall 
are desired to be at high levels [47,48]. Therefore  

Precision =   
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 +𝐹𝐹𝑇𝑇
 

Recall  =   
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
 

F-Measure  =   2 𝑥𝑥 𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

 

• Receiver Operating Characteristic (ROC) curve. A high ROC 
value means that the algorithms are good. The true positive 
rate is plotted against the false positive rate [46]. 

ROC Curve is Plot of FPR(x)    vs   TPR  

where TPR is True Positive Rate  
• Root mean square error (RMSE). This is the predicted error's 

standard deviation. The error between the training and the 
testing dataset is the predicted error. A low RMSE means that 
the classifier is good [49,50]. 

RMSE  =   √1 − 𝑟𝑟2 𝑥𝑥 𝑆𝑆𝑆𝑆 
where SD = Standard Deviation 

r = Predicted error 

Start

Load the first 
android malware 

dataset to 
WEKA

Test and train the dataset 
with 10 algorithms using 
10-folds cross validation

Compare the 
algorithms’ 

performance metric 

Stop

Determine the 
performance metric of the 
algorithm on first dataset

Load the second 
android malware 

dataset to 
WEKA

Test and train the dataset 
with 10 algorithms using 
10-folds cross validation

Determine the 
performance metric of the 
algorithm on the second 

dataset

Test and train the dataset 
with 10 algorithms using 

66% split

Test and train the dataset 
with 10 algorithms using 

66% split

 
Figure 1: A graphical representation of the methodology 

3.6. Algorithm Evaluated  

Below are the description of two of the algorithms that stood 
during this research work 

• Multilayer perceptron (MLP) is a perceptron that join up with 
extra perceptron, packed in many layers to figure out 
compound problems. Every perceptron in the input layer that 
is first layer to the left sends outputs to all the unseen layers 
that is the second layer perceptrons and all the second layer 
perceptrons send outputs to the output layer to the right that 
is the final layer [51]. 

• Random Forest: An additional dimension of randomness was 
introduced to bagging to create random forest in 2001. The 
algorithm creates tree predictors, and for all the trees in the 
forest, each tree depends on the random vector differently and 
autonomously sampled with the same dispersal. The best of 
these randomly chosen predictors is used in [52, 53]. 

4. Result and Discussion 

This sections discusses the result gotten from the analysis done. 

4.1. Analysis of the result 

The dataset is made up of both malicious and innocuous 
applications. After the 10 algorithms have been trained and tested 

http://www.astesj.com/


O.O. Ezekiel et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1741-1749 (2020) 

www.astesj.com   
   1746 

with the 10 folds cross validation and 66 percent split in the WEKA 
environment, the obtained results is discussed in this section. Table 
2 and table 3 show the performance metrics of dataset 1 and dataset 
2 respectively. The performance metrics used are; accuracy, 
RMSE, false positive, ROC, precision, recall and f-measure. 
Figure 1 shows a display of the best performing algorithm in 
WEKA using the second dataset. 

4.1.1. Discussion on the first dataset 

While performance was optimal for all algorithms when 
trained and tested with the first dataset as seen in table 2, judging 
by accuracy, the top performing algorithm is the multilayer 
perceptron (MLP) having an accuracy of 99.4% when trained and 
tested under 66% split as previously stated in [1]. Under the 66% 
split, the MLP has the lowest false positive rate of 0.006 measured 
and also the highest recall (0.994), f-measure (0.994) and RMSE 
(00764).  

Random Forest performs best measuring with respect to 
precision (0.993), accuracy (0.993), recall (0.993), f-measure 
(0.993) and ROC when trained and tested under the 10 folds cross 
validation [1]. MLP evaluated under the 66% split is, however, the 
best performing algorithm overall. 

4.1.2. Discussion on the second dataset 

In the second dataset, as seen in Table 3, while all algorithms 
perform well when evaluated with the dataset, the random forest 
had an accuracy of 98.9% when trained and tested under 10 folds 
cross validation making it the algorithm that performed best in 
terms of accuracy. The IBK has 0.013 as the lowest false positive 
rate. In comparison, the random forest has a reduced FPR of 0.016 
and has the highest precision (0.989), recall (0.989), f-measure 
(0.989) and ROC (0.998). Kstar had the lowest RMSE of 0.0984. 

 
Table 2: Showing the result of the performance metrics of the algorithms on the first datase 

 
Accuracy False 

Positive 
Precision Recall F-Measure ROC RMSE 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

MLP 0.989 0.994 0.012 0.006 0.989 0.994 0.989 0.994 0.989 0.994 0.999 0.999 0.0938 0.0764 

SMO 0.991 0.991 0.011 0.009 0.991 0.991 0.991 0.991 0.991 0.991 0.99 0.991 0.096 0.0923 

IBK 0.992 0.991 0.008 0.01 0.992 0.991 0.992 0.991 0.992 0.991 0.995 0.996 0.0853 0.0851 

KStar 0.992 0.991 0.01 0.01 0.992 0.991 0.992 0.991 0.992 0.991 0.999   1 0.0811 0.0823 

Random 
forest 

0.993 0.99 0.013 0.018 0.993 0.99 0.993 0.99 0.993 0.99 1   1 0.0913 0.0985 

Bagging 0.986 0.983 0.02 0.023 0.986 0.983 0.986 0.983 0.986 0.983 0.999 0.998 0.1115 0.1186 

Random 
Tree 

0.972 0.972 0.033 0.029 0.972 0.972 0.972 0.972 0.972 0.972 0.97 0.972 0.1662 0.1669 

NaiveBayes 0.958 0.96 0.045 0.039 0.959 0.961 0.958 0.96 0.959 0.96 0.994 0.995 0.1852 0.1821 

Decision 
Table 

0.938 0.947 0.066 0.059 0.939 0.947 0.938 0.947 0.938 0.947 0.977 0.979 0.2074 0.2032 

BayesNet 0.927 0.93 0.046 0.046 0.937 0.938 0.927 0.93 0.929 0.931 0.992 0.993 0.2448 0.2482 

Table 3: Showing the result of the performance metrics of the algorithms on the second dataset 
 

Accuracy False 
Positive 

Precision Recall F-Measure ROC RMSE 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

10 
Folds 

66% 
Split 

MLP 0.972 0.97 0.037 0.034 0.972 0.97 0.972 0.97 0.972 0.97 0.992 0.992 0.1621 0.1676 

IBK 0.988 0.985 0.013 0.018 0.988 0.985 0.988 0.985 0.988 0.985 0.994 0.99 0.1032 0.1167 

KStar 0.988 0.985 0.014 0.018 0.988 0.985 0.988 0.985 0.988 0.985 0.998 0.998 0.0984 0.1113 

SMO 0.978 0.972 0.027 0.035 0.978 0.972 0.978 0.972 0.978 0.972 0.976 0.969 0.147 0.1673 
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Random 
forest 

0.989 0.984 0.016 0.024 0.989 0.984 0.989 0.984 0.989 0.984 0.998 0.997 0.1058 0.121 

Bagging 0.978 0.973 0.029 0.034 0.978 0.973 0.978 0.973 0.978 0.973 0.996 0.995 0.1333 0.1465 

Random 
Tree 

0.973 0.968 0.03 0.037 0.973 0.968 0.973 0.968 0.973 0.968 0.972 0.965 0.164 0.1791 

NaiveBayes 0.834 0.836 0.122 0.126 0.865 0.863 0.834 0.836 0.834 0.839 0.949 0.839 0.3972 0.3957 

Decision 
Table 

0.922 0.907 0.077 0.093 0.924 0.909 0.922 0.907 0.922 0.908 0.976 0.962 0.2322 0.2524 

BayesNet 0.828 0.829 0.124 0.128 0.862 0.861 0.828 0.829 0.831 0.831 0.928 0.925 0.4082 0.4081 

 

 
Figure 2: A display of Random forest in the environment using the second dataset.

 Under the 66% split, KStar and IBK performs best with the 
same accuracy (98.5%), false negative (0.018), precision (0.985), 
recall (0.985) and f-measure (0.985). Kstar performs best in terms 
of ROC and RMSE with values of 0.998 and 0.1113 respectively. 
However, the overall best performing algorithm is Random forest 
tested under the 10 folds cross validation. 

 Although MLP was found to have the best performance under 
the 66% split when tested with the first dataset, it is seen that it was 
not able to maintain this performance when tested on the second 
dataset, this shows that MLP is data-set specific. This is as a result 
of the increased instances in the second dataset. The performance 
metrics of MLP was not maintained as a result of the increase in 
the instances. It is noteworthy in the classification of the first 
dataset that the analysis done under the 10 folds cross validation 
shows that random forest performs best with an accuracy of 99.3% 
having a difference of 0.001 when compared to MLP. The 
performance metric of random forest was further confirmed when 
analysis was done on the second dataset. It was observed that 

random forest performs best when trained and tested under the 10 
folds cross validation. This therefore backs up the result of the first 
dataset analysis proving that random forest is not data specific. 

5. Conclusion and Recommendations 

Malicious applications has increasingly become 
sophisticated and complex with advancement in technological 
innovation. Models and methods for improved detection of such 
malware have been actively developed by various researchers in 
the field. The goal of this research study was to evaluate/appraise 
classification algorithms for malware in android detection. After 
the analysis in the WEKA domain, it was found that the 
performance metric of MLP was diminished with increased 
instances, making it dataset-specific. Random forest was found to 
perform better than the other algorithms with the first and second 
dataset when trained and tested under the 10 folds cross validation, 
having an accuracy of 99.3% and 98.9% respectively. Therefore, 
the contribution of this research is to determine that random forest 
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is the best performing algorithm in the detection of Android 
malware. Random forest is being proposed for use as the 
classification algorithm when building an android application for 
the purpose of android malware detection. 

Further studies can consider selecting the best features of the 
dataset through feature selection or optimization for better 
performance. Other classification techniques under the 
reinforcement and unsupervised learning can be trained and tested. 
The studies should consider using Random forest as the 
classification and detection algorithm when developing anti-
malwares, so as to provide a safe space for android users. 
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 The objective of this article is to highlight the existing relationship between the tourist’s 
destination brand image of the city of Rabat (Morocco) and its choice by foreign tourists 
to be visited once again. We suggest a reliable measurement scale able to measure the 
dimensions and associations of the brand image most memorized by tourists, so as to 
further attract the researchers and stakeholders curiosity in the tourism sector which 
face, every day, new challenges of attractiveness and sustainability of tourist 
destinations in the new Moroccan regionalization context. The survey is carried out on 
a sample of 454 foreign tourists in the city of Rabat because of the importance that this 
city requires in terms of overnight stays, that is to say nearly one million in 2018 
according to the statistics of the Moroccan Tourism Observatory. The results obtained 
from the survey show that the functional and abstract associations jointly constitute the 
brand image of the city of Rabat in the foreign tourist’s memory and that the abstract 
associations are more significant in the destination’s choice. 
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1. Introduction 

Today, tourism in all its forms is marked by strong 
competition between tourist destinations at national and 
international levels. The emergence of a large number of tourist 
destinations has compelled tourism managers to adopt new 
managerial approaches [1]. Faced with this situation, it is no 
longer easy to attract so many tourists because these people are 
more demanding and seek quality or even total satisfaction 
regarding a precise destination. Henceforth, in order to market 
their tourist sites, tourism professionals will have an interest in 
mastering territorial marketing in order to position themselves 
clearly on the most buoyant markets by adopting strategies with 
a political brand trend [2]. 

Indeed, likewise several destinations, Morocco is positioned 
as a country with a purely tourist vocation with 13 million non-
resident tourists in 2019, according to the Moroccan Tourism 
Observatory, this is because of the country’s geographical 
position, its natural and human resources, and its civilizational 
and historical heritage. Nevertheless, Morocco has been facing a 
fierce competition over the last decade with the emergence of 

countries such as Turkey with 39 million foreign tourists in 
2018, Egypt with more than 8 million foreign tourists in 2017 
and Tunisia with more than 8 million foreign tourists in 2018 
(the Moroccan Tourism Observatory).  

This is why our study focused on the study of the brand 
image of the tourist destination with the aim to analyze the 
measurement scale of the variable of the brand image of Rabat 
city tourist destination in order to define the different dimensions 
linked to it regarding the functional and abstract brand image. 
Consequently, we will present the concept of the Brand Image 
of the Tourist Destination and the multiple measurement 
instruments related to this concept in order to answer the 
following central questions: By which forms of perceived 
images can the attractiveness of Rabat city tourist destination be 
improved? And what are the associations with the brand image 
that have a greater impact on the choice of destination by 
tourists? 

2. Territorial marketing: theoretical foundations 

Territorial marketing research has experienced 
unprecedented growth over the last ten years. What all this 
research has in common is the application of marketing 
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principles to the sphere, the territory, the city, and the destination 
[2]. In fact, several designations exist for territorial marketing: 
city marketing or public service marketing, urban marketing. 

Territorial marketing does not only include communication 
strategies to promote the territory, but all the strategies that allow 
the attraction of tourists in relation to other territories. Territorial 
marketing is therefore based on effective, coherent and well-
thought-out communication. The territorial brand plays a crucial 
role in this communication approach. From this point of view, 
the territorial brand is a means to attract not only tourists, but 
also investors, businesses and residents, who are also involved 
in the process of tourism development of a territory [3]. 

Although it is different from the enterprise, the territory will 
gain in adopting the strategies of the enterprise, especially the 
marketing strategy to be able to attract tourists in a context of 
strong competition [4]. 

3. The brand image: a multidimensional concept 

The brand represents an intangible asset in order to attract 
new customers and subsequently building customer loyalty [1]. 
The brand fills numerous functions designed to support 
consumption. In this way, the brand carries a value and brings 
certain notoriety [5]. The brand is a product communication tool. 
For the consumer, the brand confers a reference point with which 
he can identify [6]. It makes it possible to identify and make the 
city desirable in the eyes of visitors [7]. At the level of a tourist 
destination, the brand takes the form of a name and a logo. For 
the destination, the brand carries its identity and protects its 
reputation [1]. The territorial brand is used as a lever of 
attractiveness of a tourist territory, within the framework of 
territorial marketing [8]. 

In [9], the author explains that the mark is both a signifier 
and a signified. It is a signifier because it enables the goods to be 
distinguished. Distinction does not only derive from sight, but 
also from other senses: touch, hearing, taste, smell. But as a 
signifier, the trade mark evokes a sense in the consumer. In [10], 
the author reports the characteristics of a brand at the territorial 
level, arguing that the territorial brand refers to the perception of 
the reputation of the territory by internal and external actors. The 
territorial brand therefore aims to convey the meaning of the city 
object. Furthermore, the city itself has always been considered a 
mark by nature, inasmuch as its name enables it to distinguish 
itself from others. Moreover, the name of a city already evokes 
its reputation and image in the mind. The territorial brand 
therefore encompasses all perceptions relating to a place and its 
inhabitants [11]. 

3.1. The notion of brand versus the notion of brand image  

A differentiation is to be made between the brand and the 
brand image. The latter corresponds to the mental image that 
emerges in the individual when he hears, sees or evokes the 
brand [12]. In [13], the author explains that brand image 
corresponds to "all the associations and impressions that a 
consumer has in his memory about a brand. In other words, the 
brand image designates everything that comes to mind when 
talking about a brand. It can be tangible elements such as the 
goods or services bearing the brand, but it is also possible to 
associate the brand image with abstract elements from the 
producer’s communication or from other competing brands [14]. 
As a result, the brand image could be assimilated to consumer 
representations or perceptions of a brand. It has emotional, 

rational and memory dimensions. However, for the consumer to 
be able to remember an attribute of the trade mark, he must have 
already experienced it or at least have been exposed to it on many 
occasions. The brand image is therefore the result of experiences 
resulting from the use of the product or exposure to it [15]. 

Within an enterprise context, the brand image is the 
perception of the brand by all stakeholders and the public [16]. 
From the marketing point of view, the touristic territory is 
assimilated to a product for sale and is associated with the brand. 
The territory becomes a brand that has its own image to promote 
through branding, but the brand image could also be considered 
as the characteristics that allow the individual to evaluate the 
brand in relation to others. The characteristics taken into account 
are in most cases concrete attributes [17]. 

The brand image of a tourist destination corresponds to its 
mental representation by the consumer. From this point of view, 
symbolic meanings are associated with the characteristics of the 
destination in question. This representation varies according to 
the experience or communications made by marketers and/or 
acquaintances who have previously experienced the tourist 
destination [18]. 

3.2. Brand image psychological approach  

The branding process formation is split into four phases [19]: 
The first phase acts to express the process of the image 
perception by the individual’s senses. It is primarily the physical 
characteristics of the product and the consumers’ expectations 
and interests that affect or not the consumers’ attention. If the 
consumer doesn’t grasp the stimulus of the product by the 
senses, then the perception is not possible and ultimately the 
purchase will not occur. 

During the second phase the consumer decodes the stimulus 
and interprets it according to his learning. This phase is unique 
to each individual. 

The third phase deals with the perception’s mental 
representation. The perceived image embodies a meaning and is 
somehow translated. 

It is at the fourth phase that the individual can, through his 
evocation capacity, make a judgment, express an opinion, feel 
about the perception or simply take to purchase decision. The 
image itself can be divided into a desired image, transmitted 
image and perceived image [20]. 

3.3. Related associations to the brand image 

In order for a brand to trigger a consumer’s positive attitude, 
the consumer must develop strong and positive associations with 
the brand. It is therefore essential to create a strong image [14]. 
The structure of an image depends on the key attributes of the 
tourism product as well as the associations with the brand. 
However, the attributes and associations to the brand are derived 
from the different information retained in the consumer's mind 
after a consumption experience. Interactions at tourist 
destinations structure a complex image of the destination. The 
associations derive from this fact, from the confrontation 
between the image of the destination as perceived by the visitor 
before the experience, and the one developed after the tourism 
experience. Moreover, this complex image corresponds to the 
brand image perceived by visitors [21]. 
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Branding consists of associations linking the individual to a 
brand. These associations can be functional or abstract. 
Functional associations group together attributes situations of 
use, benefits of using the product. Abstract associations, on the 
other hand, involve psychological phenomena such as affects, 
the attribution of a symbol to the trade mark or the emotions that 
the individual experiences in relation to the trade mark [18]. 

The functional or symbolic association with the image 
depends on the intensity and frequency of the positive 
experiences that the consumer has with the product [6]. 

4. Perception of destination’s brand image as a 
communication strategy 

The strong growth of the tourism industry has prompted 
many destinations to position themselves on this market [22], not 
only capital cities (Paris, London, Vienna, ...) but also cities that 
have developed a scientific (Cambridge) or cultural (New York, 
Aix-en-Provence, Dijon, ...) image, art cities such as Venice or 
emerging cities that have developed their own identity (Prague, 
Istanbul, Seville) [23].  

Indeed, the competition between territories and even 
between cities has triggered the rise to an action mode which 
assumes the rise of reflections on attractiveness at several levels. 
Territories and destinations are the first willing to produce 
discourses to attract but also to retain a certain category of 
investors, tourists or residents. 

In present day, the challenge for tourist destinations consists 
in differentiating themselves by developing a specific identity. 
They will carry out communication campaigns which may be 
reinforced by heritage images (culture, local customs, festivals, 
architecture, nature, etc.) intended to stage and perpetuate local 
traditions and culture [24].  

Tourism communication therefore plays a capital role in the 
construction of the touristic destination image. Nevertheless, the 
multiplication of communication campaigns by the different 
territorial strata and the media coverage of the various events can 
blur the image of destinations. 

Besides, it is important to study the effectiveness of 
communication between various territorial entities towards an 
urban destination in the light of the theory of social 
representations. Indeed, the development of destinations brands 
becomes compulsory for the cities’ survival in the face of 
international competition. In order to differentiate themselves, 
they must develop their own identity brand and consequently 
create a good image. 

Let us point out that touristic destinations are no longer 
perceived as mere entry points, boarding locations or transit 
points during a trip, but also, they are seen as eye-catching sites 
(natural or cultural resources) and attractions (appropriate 
development for tourism of these resources) [25] of fully-
comprehensive destinations. 

Previously, destinations promoted themselves thinking that 
the creation of tourist attractions would suffice to attract tourists 
(European Travel Commission). Nevertheless, exposed to 
tourism development, to the multiplication of communication 
campaigns at the different territorial levels (national, regional 
and city), as well as to the media coverage of the various events 
(terrorist attacks, strikes; riots in some countries; Pandemic, for 

example (Covid-19), the images and representations of 
destinations may be blurred. 

In other words, the image keeps a very important place in the 
choice of a destination, and the different information sources 
play a crucial role in the tourists’ minds regarding this image 
formation [26]-[28]. Consequently, the communication issued 
by destinations and touristic organizations influences the 
determination of the traveler’s attitudes and behavior as well as 
in the formation of the tourist’s image of a destination [29]. 

Typically, researches related to tourist destinations deal with 
the destination’s image, which is an essential element in the 
choice of a touristic destination [27], as it provides information 
on the specific and unique attributes related to the destination 
before the potential stay [28].  

As a result, the destination’s image can, through its 
communication with tourists, generate a strong and distinctive 
image compared to its competitors. Moreover, many studies 
distinguish two types of images resulting from this formation 
process: the induced image resulting from the information of 
tourism actors (advertising and promotion of the destination and 
tourism organizations) and the organic image resulting from the 
consumers exposure to non-tourist information sources, such as 
the media outside the tourism sector [27], [28]. 

The organic image is often rooted in the tourists’ minds 
because it is made up of shared representations which convey 
stereotypes [30]. 

5. Measurement scales of the Brand Image of the tourist 
destination 

The measurement of brand image is based on the 
associations that consumers attribute to the brand. The stronger 
are the associations, the stronger is the brand equity. The 
associations should be strong and varied [31]. The measurement 
of destination branding is complex due to the fact that it is 
relative and dynamic and, therefore, varies over time. Thus, the 
models developed so far to measure the brand image of a tourist 
territory are based on tangible and intangible elements. Tangible 
elements include price, accommodation, different tourist 
services. The intangible elements refer to the ideas and 
sensations that consumers experience when they see or hear 
about the destination [32]. 

The measurement of the image of the destination is based on 
tourist activities and their needs, including transport, various 
amenities, food, services and travel prices. The image can also 
be measured through the characteristics of the destination and its 
inhabitants, such as their hospitality, the political stability of the 
country, economic development and environmental 
management. The image can also be measured through the 
attributes of the destination and its inhabitants. These different 
elements make it possible to gauge the image of a destination not 
only in the eyes of tourists, but also in the eyes of the whole 
world [33]. 

5.1.  Quantitative and qualitative approaches 

The quantitative and qualitative approaches make it possible 
to measure the brand image of a destination. Four scales have 
been indicated by [16] to measure brand image: the attitude 
scale, the ranking scale, purchasing intentions and turnover 
evolution. The attitude scale refers to the attractiveness of the 
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brand. The rating scale considers brand preference, as well as the 
characteristics that distinguish the destination from its 
competitors. Purchase intentions, on the other hand, provide 
information on the consumer's conviction about the brand. The 
evolution of turnover gives indications concerning the volume 
of purchases of the brand and, hence, the realization of the 
purchase intention [16]. 

5.2. Direct and indirect approaches 

The measurement of brand image can be done indirectly 
through the study of perceptions, or directly, through the analysis 
of preferences and direct measurements. For the indirect 
measurement approach, it is possible to base the measurement 
on mental representation and the individual's ability to remember 
the brand. The consumer recognition or recalling of the brand 
allows the assessment of the brand’s strength. The stronger is the 
brand equity, the stronger and more positive are the associations. 
Moreover, brand image is considered strong in this indirect 
measurement approach when consumers associate many 
attributes with it. In other words, the indirect approach to brand 
measurement refers to the measurement of brand awareness. The 
latter has six dimensions: brand acceptance, brand 
memorization, first brands that come to the consumer's mind, 
dominant brand (only one brand memorized), brand awareness 
and brand opinion [16]. 

6. Psychometric approach 

Branding image is a multidimensional concept, particularly 
since it is often measured indirectly through its sources and its 
consequences. Unlike the various techniques already mentioned, 
psychometric measurements display the advantage of being 
more practical, more operational and above all more direct. In 
fact, it is a question of requesting consumers’ opinions, through 
a pre-established questionnaire. In other words, satisfaction’s 
surveys should be carried out among tourist consumers. The 
main measurement scale developed in this respect is the 
initiative of [34]. Nevertheless, the representations’ mental 
extraction from the consumer's mind requires qualitative 
methods that are more rigorous than metric scales. 

7. Brand’s image other measures  

7.1. Explicit measures 

When the consumer proceeds to a purchase decision, he tries 
to remember the advertising message and what the brand 
represents. It is above all the level of learning of the message that 
varies the result of this consumer research in classic or so-called 
Territorial Marketing. The effectiveness of an advertisement and 
the product or territory brand will be evaluated on the basis of 
the words memorized. This is an explicit measure, as it focuses 
on a single person and on what that person has retained from an 
explicit message.  

Sometimes there may be a distortion between what the 
consumer has memorized, and the information given. In this 
case, the person does not correctly restitute what he or she has 
"learned" from the advertisement but adds other incorrect 
associations or fractions. 

7.2. Implicit measures 

Implicit measurement is useful to advertisers to determine 
what consumers know about their brand, regardless of the 

information source. Different types of measurement can be 
distinguished [18]: 

• Memorization: measuring the effect of advertising exposure 
on brand memorization; 

• Spontaneous notoriety: consists of measuring of advertising 
effectiveness by asking consumers to name brands for a 
product category. 

8. Attitude study 

Consists of determining the perception of the brand and not 
what consumers know about it. In this method, they make a 
judgment on the basis of the various criteria of the brand.  

The aim of these pre-tests is to determine what makes 
consumers change their brand preferences. We strive to single 
out the elements that build consumer’s loyalty. Furthermore, 
classical theories indicate that there are strong and positive 
associations in the consumer's mind that influence the general 
positive attitude towards the brand [35], [36]. The literature then 
suggests that the strength of the image, i.e. its ability to translate 
itself into utility and loyalty behavior, depends mainly on four 
attributes according to [37]: 

• The strength of associations; 

• The dominance of associations; 

• The valence of associations; 

• The cohesion of the associations. 

Therefore, in [37] the author described that only associations 
considered by the consumer as positive, strong, unique, and 
coherent, build the strength of the image. For instance, they 
affect the overall preference for the brand or a re-purchase or 
recommendation behavior. By analogy, and mentioning in [38], 
we suggest that attitudinal fidelity to a destination depends on 
the strength and valence of its image. Ultimately, it is expected 
that a tourist with strong and positive associations with the 
destination brand would be more inclined to revisit it and 
recommend it to others. 

After our review of the literature, it appears that there is no 
agreement on the dimensions that form the brand image of the 
tourist destination. In addition, many of the brand features of the 
touristic destination have remained vague and lacking of clarity. 

This generalism causes a certain ambiguity between certain 
concepts close but different from the brand image of the tourist 
destination, which causes a problem in terms of its determinants 
and its scales of measurement. Therefore, the design of a tool 
(scale) to measure the image of the tourist destination presents a 
real challenge in order to guide future research and support the 
professionals in order to better manage their management system 
of the brand image of the touristic destination. 

9. Research methodology 

In order to develop a standardized measurement tool, we will 
adopt the advocated approach known as the Churchill’s 
paradigm [39]. The objective of this methodological approach is 
incorporating the knowledge of measurement theory and the 
appropriate techniques for improving it into an automatic 
procedure.  
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Similarly, Churchill’s paradigm offers the possibility of 
rigorously designing measurement instruments such as multi-
scale questionnaires. To this end, we deemed it appropriate to 
use, first of all, a qualitative approach to explore the 
characteristics of the brand image of the touristic destination.  

In our field investigation, we used the semi-directive 
interview for data collection. This method is favored given its 
great flexibility and the wealth of information it can produce 
[40]. 

According to the literature, we have elaborated an interview 
guide that includes about the respondent’s identification, age, 
gender and the determinants of the brand image of the touristic 
destination; the reputation of the touristic destination and 
ultimately the expectations of tourists towards (Rabat city). 

The purpose of all these questions is to understand how the 
touristic destination is to understand how the brand image of the 
touristic destination is perceived by foreign tourists, and 
consequently to identify the different characteristics of the brand 
image of the touristic destination. Ten interviews were 
conducted with random tourists in Rabat city with average time 
duration of twenty (20) minutes. The population sample was 
characterized by female predominance (06 women and 04 men). 
The average age span is 28 years. 

Afterwards, we have used a quantitative method. Indeed, in 
order to proceed in a methodological logic, we have formulated 
items based on all the items used in the different studies 
examined in the literature and the attributes collected after 
processing the information from the interviews (the results of the 
qualitative analysis will be dealt with in another research paper). 
Hence, a first version of the questionnaire was drawn up, then it 
was examined by two teacher-researchers in management 
sciences, and finally it was tested with 16 tourists from the city 
of Rabat. 

The comments collected made it possible, on one hand, to 
improve the questionnaire, and on the other hand, to underline 
the latest version of the questionnaire which consists of 26 items 
on a five-point Likert’s scale. Also, we also used exclusively 
affirmative sentences (positive statements) following Devellis' 
recommendations. The data were collected in paper format. 454 
usable questionnaires were collected. The representative 
population of the control sample is composed of 64% men and 
36% women. The majority of the tourists are situated in the age 
group of 25 to 60 years old. 

The following figures present the various information about 
our sample population (gender, age, country of origin): 

 
Figure 1: Tourists distribution according to the gender  

 
Figure 2: Tourists dispatching according to age 

 
Figure 3: Tourists' dispatching according to their nationality 

10. Exploratory Factor Analysis 

To elaborate our measurement scale, we have gone through 
several steps. First, we have verified the content validity of the 
scale for measuring the brand image of the tourist destination. 
Content validity tests aims to check whether the questionnaire’s 
different items are a good representation of the concept under 
consideration [41]. For this purpose, as explained before, we 
reviewed the academic literature to accompany and guide us in 
the questionnaire’s elaboration and to reach a measuring scale of 
the brand image of the touristic destination beforehand. Indeed, 
the large number of items constituting the measurement scale (16 
items), their heterogeneity and the way in which they can be 
taken out of the dimensions, offer the researcher a choice 
between three types of analysis’ approaches: 

• Independently, to examine each item by selecting only 
one item per theme; 

• Aggregate all the items into a single scale; 

• Undertake a factor analysis to identify the different 
underlying dimensions. 

We have decided to introduce all items in a single scale 
without distinguishing between dimensions at the questionnaire 
level, in order to test the stability of the factor structure of the 
measurement scale we will use. The factor structure and the 
psychometric qualities of the scale of the tourist destination 
brand image were analyzed using SPSS (Statistical Social 
Sciences Package) 23 software, the data were subjected to 
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principal component factor analysis with Varimax rotation in 
order to test the dimensionality of the construct. 

The Principal Component Analysis (PCA) is considered 
desirable in the development phase of a questionnaire in order to 
decrease the number of items and retain only keep those that 
allow the phenomenon to be characterized, particularly in order 
to identify the main factors [42]. 

The items purification deemed unsatisfactory was performed 
using the following elimination parameters: the rejection of 
items with a factor score of less than 0.3 and those with a high 
factor score on several factors [43]. The internal consistency 
reliability of the scale and its different dimensions was assessed 
by the Cronbach’s alpha analysis as well as the correlation level 
for dimensions with at least two items. 

11. Results and discussions 

We undertook an exploratory approach to determine the 
dimensions of the tourism destination’s brand. Firstly, we have 
prepared the number of variables, types of variables and finally 
the sample size. 

Secondly, we looked at inter-item correlations. Then, we 
have measured the adequacy of sampling (KMO) and Bartlett’s 
sphericity Test. The results showed that the KMO index is 0,758. 
It is qualified as good. This index shows that correlations 
between items are of good quality. After this, the result of the 
Bartlett’s sphericity test is significant since p ˂ 0, 0005 (Table 
1). 

Table 1: KMO Index and Bartlett’s Test 

Sampling precision measurement 
Kaiser-Meyer-Olkin  

0,758 

Approximate Khi-two 3664,384 
Bartlett’s sphericity test ddl 120 
Bartlett’s significance 0,000 

In order to extract the appropriate of factors for our scale, we 
first have analyzed the table of total variance explained, and we 
have noticed that 4 components have an eigenvalue higher than 
1. The 4 factors explain 66.38% of the variance (Table 2). These 
factors are considered significant. 

Table 2: Initial eigenvalues  

Component Initial eigenvalues 
Total % of the variance % cumulated 

1 5,277 32,983 32,983 
2 2,595 16,219 49,202 
3 1,496 9,350 58,552 
4 1,253 7,831 66,383 
5 0,994 6,211 72,594 
6 0,723 4,518 77,112 
7 0,670 4,188 81,299 
8 0,540 3,378 84,677 
9 0,453 2,834 87,511 
10 0,442 2,766 90,276 
11 0,401 2,503 92,780 
12 0,359 2,247 95,026 
13 0,274 1,713 96,739 
14 0,192 1,200 97,940 
15 0,176 1,103 99,043 
16 0,153 0,957 100,000 

Secondly, and for more certainty, we have created a graphic 
from the eigenvalue using SPSS 23 (Figure 4) through the 
collapse layout and after examination of the Cattell's Elbow 
rupture. We have noticed that there is a change after the third 
factor. For this purpose, we retain three (03) factors that lie 
before the abrupt change in the slope of the Cattell's Elbow break 
for the analysis, since this criterion is precise than the eigenvalue 
criterion. 

 
Figure 4: Initial eigenvalues  

Table 3: Total variance explained through three dimensions (Extraction 
method: Principal Component Analysis) 

Component Initial eigenvalues 
Total % of the variance % cumulated 

1 3,537 32,153 32,153 
2 2,125 19,320 51,473 
3 1,327 12,064 63,537 
4 0,901 8,193 71,731 
5 0,808 7,345 79,076 
6 0,630 5,731 84,807 
7 0,463 4,210 89,017 
8 0,382 3,470 92,488 
9 0,340 3,087 95,575 

10 0,303 2,754 98,328 
11 0,184 1,672 100,000 

The exploratory analysis in Table3, shows three (03) factors 
according to [44], which leads to the selection of the number of 
factors with a value of 1or greater. A clear factorial solution 
appears, without overlap. Factors are easily interpretable. In 
addition, the selected items appear to represent the brand image 
of the touristic destination in terms of content. 

According to the component matrix (Table 4), the first factor 
consists of 5 items that represent the abstract brand image [45]. 
The latter characterizes the destination which is  Rabat city as an 
adventures’ destination judged by the foreign tourists 
interviewed, it is unique by its diverse touristic sites, A Sports 
destination because of the number of sporting events organized, 
namely the Rabat International Athletics Meeting, the Rabat 
International Marathon, the Hassan II Golf Trophy ,a city ranked 
second in the Maghreb region in terms of  life quality after Tunis 
(capital of Tunisia), with a green belt of 1,063 hectares, Rabat 

http://www.astesj.com/


A. Elouali et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1750-1758 (2020) 

www.astesj.com      1756 

city managed to double the global area of green spaces for each 
individual given the standard of the World Health Organization 
set at 10 square meters per person (Tests garden), Nazhat Ibn 
Sina, Hilton forest, Maamora,... and ultimately, an events’ 
destination (sporting, artistic and cultural). 

In this regard, the author [46] argues that it is likely not all 
associations to the trademark have the same impact on behavior: 
associations involving symbolic benefits that are also abstract, 
would have a stronger influence than associations involving 
functional benefits. 

The second factor represents the functional brand image, 
translated by the aspect of belonging to the territory and the local 
products, is composed of three items. These are related to the 
Peaks and Scents, Region City of the Rabat-Salé-Kénitra and the 
cultural activities namely Mawazine and the Rabat Jazz Festival 
for instance. 

The third “Human and Intangible” factor is composed of 
three items. Rabat is a friendly city, a welcoming city, a wealthy 
city in terms of Historical Monuments (Mohammed-V 
Mausoleum, Oudayas Kasbah, Chellah, Rabat Saint-Pierre 
Cathedral, Hassan Tower, Mohammed VI Museum …) 

Table 4: Components Matrix after rotation 

 Component 

1 2 3 
IMA6 0,840   
IMA5 0,837   
IMF10 0,777   
IMA3 0,658   
IMF8 0,564   
IMF4  0,810  
IMA1  0,793  
IMF5  0,673  
IMA2   0,796 
IMF9   0,769 
IMF7   0,610 

Table 5: Main Components’ Analysis (Varimax Rotation) of the Rabat 
Destination Branding Scale (n=454) 

Items Components Factors 1 2 3 
IMA6. Adventures’ 

destination  0,840     

Brand 
image 

Marque 
Symbolic, 
Abstract 

IMA5. Unique 
destination 0,837     

IMF10. Sports 
destination  0,777     

IMA3. Green city 0,658     
IMF8. Events 

(athletic, artistic, 
cultural). 

0,564     

IMF4. Spices and 
scents   0,810  Belonging 

to the 
Territory 
and Local 
Products 

IMA1. Region’s city 
of Rabat Salé Kénitra   0,793  

IMF5. Cultural 
activities   0,673  

IMA2. Friendly city     0,796 Human 
capital IMF9. Welcoming   0,769 

Items Components Factors 1 2 3 
city Human, 

Capital 
Intangible 

IMF7. Historical 
monuments      0,610 

The three factors explain 63,537% (Table 3) of the total 
variance explained for a KMO of, 758 (Table 1). The internal 
consistency reliability for each component is mentioned in Table 
5. After identifying the items that constitute our measurement 
scale (Table 5). We presently want to verify whether this scale 
is stable over time and whether it makes it possible to properly 
measure the brand image of the destination we have identified. 
So, we are going to perform an internal consistency analysis. 

Table 6 displays the Cronbach’s Alpha Index values for each 
component of the destination brand image. We observe that the 
value of the 1st component «Symbolic Brand Image» is 0,817, 
which is excellent, since it exceeds the minimum required 
threshold of 0,70 [47]. 

This beacon is arbitrary, but widely accepted by the scientific 
community. Consequently, we can claim that we obtain, for this 
scale composed of five elements, a satisfactory internal 
coherence. Similarly, the value of the 2nd component 
«Belonging to the Territory and Terroir Product» is 0,764, which 
is excellent. While the 3rd component’s value «Human and 
intangible capital» is 0,673, which is acceptable. 

Table 6: Cronbach’s alpha coefficients 

Components Cronbach’s alpha 
values 

Symbolic brand image  0,817 

Belonging to the territory and 
local product 0,764 

Human and intangible capital 0,673 

After examining the tables of total statistics of the elements 
corresponding to each dimension of the measurement scale of 
the Brand Image of Rabat Destination (Appendix 1), we have 
noticed that the Cronbach’s alpha values of the first dimension 
improves (0,819 instead of 0,817) if we suppress item IMF8. 
Also, the Cronbach’s alpha value of the third dimension 
improves (0,705 instead of 0,673) if we discard item IMF7. So 
our measurement scale of the Brand Image of the Final 
Destination of Rabat is presented as follows: 

Table 7: City of Rabat Brand Image measurement scale  

Factors Items Cronbach’s 
Alpha 

Symbolic 
brand image 
(abstract or 
functional) 

IMA6. An adventures’ 
destination  

0,819 IMA5.A unique destination  
IMF10.Sports destination 
IMA3. Green city 

Belonging to 
the territory 
and local 
products. 

IMF4.Spices and scents 

0,764 IMA1.Region city of Rabat 
Salé Kénitra 
IMF5. Cultural activities 

Human and 
intangible 
capital. 

IMA2.Friendly city 
0,705 IMF9.Welcoming city 

http://www.astesj.com/


A. Elouali et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1750-1758 (2020) 

www.astesj.com      1757 

11.1. Study results and implications  

The results obtained show that functional and abstract 
associations jointly form the brand image of Rabat city in the 
foreign tourists’ memory and that abstract associations are more 
significant in the choice of the destination. These results confirm 
that the brand image is constituted of several attributes linked to 
the associations, whether functional or abstract (the belonging to 
the territory and local product 0.764). The respondents consider 
that they are part of this destination and that local products 
remain a strong argument in the choice of destination. These data 
make it possible to mobilize a different approach in the 
management of the Rabat destination which prioritizes a 
diversified offer for foreign tourists capable of enriching this 
dimension of belonging and preference for local products and 
improving their quality. 

The resources of the Rabat city destination mentioned in this 
study represent important distinctive and specific qualities in the 
overall satisfaction for the visit to a touristic location[48]. 
Moreover, the attributes linked to associations are a real means 
in order to develop and strengthen the brand image and, 
consequently, improving the attractiveness of the 
destination[49]. The results of this study represent a real 
reference for the managers of the Rabat destination and the 
Moroccan tourist sector for new prospects for the segmentation 
of the touristic offer and the opening up of new markets.   

Conclusion 

The aim of this research is suggesting a measurement scale 
of the touristic destination image in a Moroccan setting (Rabat 
city). To achieve this goal, we have conducted two empirical 
investigations. First, we have conducted a qualitative 
exploratory study in the form of ten semi-directive interviews, 
during July 2019, with a multi-nationality tourists visiting Rabat. 
Each interview lasted about twenty minutes. Then we have 
performed a quantitative study among 454 foreign tourists in 
Rabat during the time period from October to December 2019, 
and our results show: 

• The existence of two different tourist’s profiles based on the 
brand image they develop in their memory, a functional or 
abstract image and that the abstract brand image (Rabat 
unique city, city of adventure,0,819 of Cronbach’s alpha) is 
more significant than the functional image (sports 
city...).These results are more compliant with those of [47] 
who suggested that not all associations with the brand have 
the same impact on tourist’s behavior, with so-called 
symbolic or abstract associations having a stronger 
influence than those relating to functional benefits; 

• The brand image, whether functional or abstract, constitutes 
an enormous potential for the Rabat destination (factor of 
belonging to the territory and terroir’s product) of our 
model, 0,764); 

• Our measurement scale suggests three (03) complementary 
factors, 9 items to measure the brand image of Rabat city. 
The three factors explain 63,537% (Table 3) of the total 
variance explained for a KMO of 0,758 (Table 1); 

• At the managerial level, this study will enable the 
stakeholders of the national tourism sector to draw the 
necessary conclusions to segment the tourist’s market at the 

level of Rabat city and at the national level according to the 
identified behaviors and preferences. 

Likewise, all scientific research, our study displays some 
limitations which constitute as many threads of investigation. In 
fact, the scale has only been tested on one category of foreign 
tourists - those of Rabat city - and it is therefore appropriate to 
generalize the measure to several cities. Such an approach can 
improve the predictive validity of our scale at the national level. 

Certain other research perspectives related to the results can 
be suggested. It would be interesting to study the structural 
relationships between the 3 factors of our model and to test their 
impact on other concepts such as attachment to the destination.  
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 The purpose of this study is to show how to design the character used as the symbol or 
Mascot of the educational institution and how to apply the design results into advertising 
and Brand identity design such as printing art, poster, digital media, toy, and souvenir. In 
this study, the ideas of mascot design have been leaded to present a contemporary design 
under the conceptual framework from local culture, organizational culture, theories of 
society, arts and design through the analysis and synthesis of the organization, which is 
CAMT from Chiang Mai University, as the model of this study. CAMT has 7 bachelor’s 
degree majors, namely Animation and Visual effects (ANI), Software Engineering (SE), 
Digital Film (DF). Modern Management and Information Technology (MMIT), Digital 
Game (DG), Digital Industry Integration (DII) and Knowledge Innovation Management 
(KIM). These Mascot design group were applied into Art product such as poster, Line sticker 
and end up with Toy product as a final stage, it was using digital 3D printing for action 
figure product in prototype level. This study including Toy creating concept designing and 
how the outcome product affected to Mascot identity, institution brand and the target groups 
of study which are widely from generation X to Z, mostly age range 18-23 years old.  As a 
result, it founded that this Mascot package advertising becomes the distinctive character 
creating the new image of CAMT and the enhanced of Toy design product that raise CAMT 
remembered as a contemporary and digital organization in Chiang Mai University. 
Accordingly, it produced the impact results to receivers in many dimensions involving trend, 
creative behaviors such as Fan Art design, Doujinshi, or Caricature, Cosplay, Arts, and 
craft also Subculture from the public user. 
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1. Introduction  

This paper is an extension of work originally presented in 
2020 Joint International Conference on Digital Arts, Media and 
Technology with ECTI Northern Section Conference on 
Electrical, Electronics, Computer and Telecommunications 
Engineering [1]. In the lights of arts and designing, a mascot1 is 
an effective public relation, promotion and marketing means of 
building brand images. A mascot is an extension of a logo in order 
to create the deeper dimension of image by building graphic 
identities or brand identities, it bears the responsibility of lifting 
the spirits of the group as well [2] which is highly popular 

nowadays. The building of a brand can rely on different 
techniques. However, most of the time, it involves the design of 
products such as shirts, hats or even collectibles that are 
memorable and tangible.    

As for this project, it concerns the creation of new mascots 
based on the rebranding of College of Arts, Media, and 
Technology (CAMT2) Organization, Chiang Mai University,  

Thailand. This college offers courses that are relating to Digital 
Contents in fields of Sciences and Arts focusing on innovation 
and digital technology. This project involves the designing of the 
new mascots for CAMT that correspond to the vision of the 
organization that emphasizes on digital innovation and 
advancement. Thus, the direction for the designing of the 
mascots/characters focuses on modernity and concurrence with 
the vision of CAMT and images of Chiang Mai University while 
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1 Mascot is any person, object, animal used to represent a group of common 
identity mostly use for professional sport team also involve with advertising 
and marketing of organization or team. 
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building new images that focus on the dimension if arts and 
designing of Chiang Mai province simultaneously. Thus, it is 
apparent that the scope for the design corresponds to culture, 
images and perspectives that are overlapping on one another in 
various dimensions. Nevertheless, a new and meaningful image, 
which is the core outcome of this project, depends on the 
designing method, analysis and definition. 

Marketing and promotional extensions an important element 
that leads to the memorization of brand identities. To achieve this 
requires images to consist of multi-dimensional perspectives that 
do not go beyond the conceptual framework, such as the design 
of envelope, letterhead, graphics on shirts and even graphic 
posters in the forms of digital media and digital image 
communication (stickers of Line application), as well as the 
design of toys and souvenirs, which are included as parts of the 
creation in this project. It is expected that the designed mascots 
will lead to the added value to the brand and the wide publication 
of promotional media and images in unique manners.   

2. Literature Review of Mascot and Brand 

 In [3], it is stated that brand identity is how a company is being 
identified. The consistency of this brand identity is formed by its 
features like culture, vision, personality, positioning, 
presentations, relationships and other meaning beliefs followed 
by the entity. In term of commerce, brand identity is required to 
create costumers’ awareness and remembrance in order to get 
access and chosen from consumers. However, there are many 
methods of brand identity expression which mascot is one of the 
potential paths.   

 It is quoted that the origin of the word “Mascot” is derived 
from “Mascara” or mask in the etymological dictionary [4], 
Corominas (1980, 1985) collected the first identifiable written use 
of the word “Mascota” or mascot in the year 1233. The word 
“Mascot” comes from the provincial language “Mascoto” which 
means magical things or amulets. Afterwards, it has been 
abbreviated to be “Masco” which roughly means which that 
relates to supernatural [5]. This is the linguistic and meaning 
background of the word “Mascot” which leads to the perception 
that “Mascot” is the representative of mask and magic.  

  “Mascot” would be a real person or animal or a character (or 
a group) used continuously and in different poses and attitudes 
to represent, advertise or promote a product, a brand, a company 
or institution, an event or a specific cause [6]. Therefore, mascot 
could be made of and could be representation of things for 
gaining awareness and recall and also could make the product 
alive and cause positive attitude for consumers.  

  “Mascot is being heralded as the magic bullet in the 
contemporary marcomms armoury [7]. Visual representation of a 
brand by using brand mascots is a technique which has been 
applied by organizations for many years. As the visual 

‘ambassador’ of a brand, the mascot’s goal is to strengthen the 
brand identity. The visual properties which are translated by these 
mascots can cause the distinctiveness of a brand [8]. It could be 
concluded that mascot is one of the most powerful tools for 
communication of brand’s identity as we could see many famous 
brands with their identities’ representation by mascots for 
instance: Michelin Man by Michelin, Mr. Peanut by Planters, The 
Laughing Cow by The Laughing Cow, Mickey Mouse by The 
Walt Disney Company, Jolly Green Giant by B&G Foods, etc. 
Therefore, it has assured that mascot is appropriate with intimate 
image with consumers setting organizations [9]. Another 
reaffirmation is that Mascot usage in Thailand tends to be usage 
for public relations mainly in events [10]. It has been mentioned 
that 60% of tourists in Shiga Province, Japan has been increased 
by the Hikonyan mascot. All this information insist that mascot is 
a very important instrument for communication, especially for 
brand identity representation.  

3. Analysis of the Symbol 

“Meaning” is defined that while everything has its meaning, 
meanwhile, everything does not have a chance to form its 
meaning by itself. Human is the entire meanings former which is 
not under human nature in an individual context to create meaning 
for things. It takes at least two or more humans to perform to make 
it meaningful where perception of meaning of things is based on 
experiences from the five senses. Since the past, interpretation and 
meaning transmission have been hidden in many visual languages 
[11]. Symbol is one of the hidden visual languages which is 
significantly influence interpretation and perception of human for 
a long time. 

In general, mascot is a mean to create brand identity, and has 
the objective to enable people to remember an organization 
through a unique character in addition to logo design because a 
mascot is created within the similar framework of art concepts, 
such as the use of colors, shapes and forms. A mascot is one of 
the channels representing semiotics which denote sign and 
symbol that has been produced and sent or transmitted to indicate 
how the meaning of representation was formed, including its 
understanding of a thing or a process of giving such meaning. 
Semiology was a tool that could make individuals understand the 
formation of meaning and its application [12]. Semiotic theory is 
an “Interpretive” theory that can be applied to most aspects of 
everyday life although most people would not realise it. 

However, a character has the complicated story, as well as 
emotions, characteristics, identities, style and overall image 
through the characteristics of the character. Meanwhile, logo 
design has the limitation; but to create a mascot requires creator 
to consider the campaigns that the mascot is used for and how to 
make people remember the mascot. In addition, mascot power can 
build harmony and unity in an organization such as the use of a 
mascot of sport teams to promote the organization and tourism of 
the local area. For instance, the use of the raccoon mascot of 
American football team of Tennessee, USA. Raccoon is a local 
animal of Tennessee State; thus, it is used as the mascot to express 

2 CAMT or College of Arts, Media and Technology is a Digital School located 
at Chiang Mai University, Thailand. 
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cultural identity.  Therefore, mascot creation is a mean to present 
organizational culture and images based on the concept of artistic 
marketing or ‘Graphic Identity, which is a branch of marketing 
strategy. In the education and academic society, it is known that 
in Thailand, animals are used for representing, which is relating 
to the contemporary society, and has endless development in 
accordance with the ever-changing trend in the global society. As 
for Chiang Mai University, the representing symbol is an elephant. 
However, the University has no exact or clear mascot. However, 
based on the definition of the symbol, it can be said that the 
keyword that is significant for the creation of core identity of 
Chiang Mai University is a violet elephant, which has been used 
for a long period of time although there has never been any exact 
or official mascot. Therefore, it can be said that a symbol needs 
people to drive it and time for cultural absorption until it is 
memorized and defined eventually.   

In this case study, College of Arts, Media and Technology 
(CAMT) is an organization of the university. Thus, the culture of 
the university dominates the identity of this organization. 
Consequently, this organization has 2 logos of 2 different types. 
The first logo is the core logo of the university that is jointly used 
by all faculties, with the name changed in accordance with each 
faculty, and the defined logo that is especially designed for the 
organization (as shown in Figure.1) in order to express the 
definition of the organization that is contemporary and specific 
through the use of art compositions and designing.  

 
Figure 1: Logos of College of Arts, Media and Technology (CAMT):  

Core Logo and Defined Logo 

The aforementioned logos reflect different definitions. The 
core logo of the university is composed of the symbolic animal 
and violet color as the focal points of the local, which create 
identities of the university. Meanwhile, the shapes and forms of 
components in the logo clearly reflect the Thai style. Meanwhile, 
the defined logo of CAMT is completely different from the former 
because it reflects the modernity of the organization. The 
definition of CAMT is the emphasis on inventions through digital 
contents. This definition concurs with the courses that this 
organization opens; hence, the logo is designed to be in a modern 
form that is minimized, without any implication or symbol of Thai 
culture used at all. However, the status as being Thai has been 
defined in the name that is another defined image. In other words, 
the status as being Thai or Lanna Thai has already been inserted 
in the contexts of the organization already. However, images or 
representing symbol that are shown have the aim to reflect the 
status as a contemporary organization. In addition, the use of color 
of the organization (faculty) reflects the status as a luxurious and 
international organization. This logo has been developed from the 
previous logo that was defined 10 years ago (as shown in Figure 
2). 

 
Figure 2: Previous logo of College of Arts, Media and Technology (CAMT) 

It is apparent that the contexts of CAMT have changed and the 
logo has been minimized with the different aim and in a different 
manner. Originally, the concept of the logo was to make people 
memorize the alphabets, but the current logo emphasizes on 
making people memorize an image with contexts. The letter ‘Can 
has the form like a beehive or geometric form, which concurs with 
the previous definition. Nevertheless, the contexts of CAMT are 
flowing and changing along with the changes in different eras and 
the expansion of scientific and art concepts that still create the 
complexity of the organization.  

 Since symbols are changed in accordance with societal ideas 
and trends that serve as driving forces, mascot designing has been 
changed accordingly. Originally, there had been 3 mascots to 
represent the Department of Animation and Games, the 
Department of Software Engineering and the Department of 
Modern Management (MMIT) because there were 3 departments 
back then, which were divided into 6 branches in the bachelor 
level, as mentioned before. Thus, an interesting question is 
whether the contemporary design of mascot to reinforce the 
images of an organization should be for the timeline of 10 years 
in advance, together with the analysis on the nature and ideas of 
university students nowadays and in the future (Generations Y-Z) 
in the scope of organizations of university students or not. 
However, the implication of CAMT from previous mascot still 
has core definitions that include freshness, curiosity, 
contemporaneity and ethicality of students still remain in the 
symbol. Therefore, it is necessary to use the previous mascot as 
the basis for the analysis and development for designing a new 
mascot.   

3.1. Previous Mascot 
Originally, the previous mascots of CAMT had been designed 

with the focus on the education and the teaching and learning that 
was clearly separated by departments. Thus, the designed 
characters were students in the uniform that precisely reflect the 
characteristics of the 3 departments, namely, Animation and 
Game, Modern Management and Software Engineering in the 
bachelor level (as shown in Figure 3). 

Analyzed in the aspect of arts, the 3 previous characters were 
designed to have color theme which was like an old logo that 
reflects moods through facial expressions of a board character3, 
the characteristics of which are reflected through facial expression 
and shape and form of the eyes. As for the proportion, each of the 
characters have the proportion of a kid, with a big head, big hands 
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and a small body. This style of design is called Super Deformation 
(SD)4, which is the deformation of a human body into a downsized 
body like a deformed body of a small kid. The advantage of this 
style is that the designed characters are trendy in accordance with 
the drawing style of   Japanese graphic novel that is widely 
popular. Consequently, the characters are eye-catching and easy 
to remember.  

 
Figure 3: The previous Mascots of College of Arts, Media and Technology 

(CAMT) 

 Nevertheless, the mascots with the old definitions and policies 
have been used for more than 10 years since the establishment of 
the organization. With new policies and directions, there has been 
the need for extension and development of these characters so that 
they are contemporary while reflecting the identities of CAMT 
and CMU simultaneously. 

3.2. Data Identification 
 College of Arts, Media and Technology has the educational 
approach that focuses on complexity which includes both sciences 
and arts, taught in a faculty that has learning method that is 
changed in accordance with eras, with the emphasis on innovation 
and digital technology as key principles. Therefore, the analysis 
and definition of the identities of the university are not fixed 
because the concepts and directions change annually in 
accordance with eras and trends. However, some keywords of the 
organization still remain.   For instance, an organization that 
emphasizes on agriculture and technology may use lines and 
colors in organic art form in order to enable people to understand 
the definitions immediately. Alternatively, the Faculty of Political 
Science and Public Administration uses a scale and a lion as 
symbols that are related to Thai beliefs and symbolic definition 
which are combined together to form identities of the organization. 
As for CAMT, the symbol is designed to reflect the identities 
CAMT. However, such identities are under the domination of the 
identities of Chiang Mai University. Thus, there is the 
combination between identities of CAMT and identities of CMU, 
only for the identities from the social definition and graphic 
identities. 

Chiang Mai University is an old complex university that 
provides courses of several subjects including medicine, sciences 
and arts in several branches, and extends and develops new 
curricula that fit modern era. From the view of the society, Chiang 
Mai University is a key University in the northern region of 

Thailand. At present, the university has the policy that focuses on 
digital technology and graduates of new generation with the 
competencies for diverse jobs, ethicality and promptness to the 
international level.  However, such driving also leads to the 
change in the view of identities. In other words, this leads to the 
status as a contemporary university that accepts more foreign 
students, with the emphasis on linguistic aspect and tour system 
for foreigners in the university, or even the expansion of territory 
and branches in the northern region of Thailand, and the use of 
digital systems in the university, which turn the university Smart 
University, such as vehicle tracking system, game application for 
introducing places, class attendance (check-in) system with QR 
code and online method. Therefore, it is apparent that the current 
definition of the university is concurrent with the policy of CAMT 
because they are overlapping with each other and go in the same 
direction.  

 In addition, the definitions in the two aforementioned parts are 
also dominated by Lanna Thai status. It can be said that the Thai 
status and identities in terms of culture, thinking and traditions 
have control over the overall identity that cannot go out of this 
frame of social concept or definition. Consequently, the unique 
identity is created from the combination of several aspects such 
as media, people, policies, trends and politics, all of which are 
combined together. Therefore, the identity from the combination 
of the aforementioned aspects is a basis and component for 
designing a mascot with a clear scope that is different from a 
character that is a mascot of a private organization that has a 
broader scope. Nevertheless, this is no disadvantage. Rather, it 
enables the creation and designing of a character become clearer. 
However, there are several factors that are relevant, especially the 
concepts of the artist and the society which are key factors that 
lead to the building of the Character Style that are influenced by 
histories and the society as well. 

3.3. Cultural Appropriation and Domination 
 Cultural Appropriation5 is an approach concerning arts and 
society and is a key factor for the creation of art works. Therefore, 
it has both direct and indirect influences on the designing of 
mascots and characters based on experiences and societal 
perceptions of the artists or designers, as well as social trends, 
approaches referred to in a particular era and the implantation of 
ideas. For example, in this case, it is the creation of characters in 
the style of manga, which is a result from the great influences that 
Japanese manga works explored in Thailand to current. As for the 
designing, the thinking system of the artists focuses on applied art 
or extended arts, with the adherence to the origin. Therefore, the 
new identity reflects the combination among manga, original Thai 
arts and each artist’s ideas. Not only does Thai status in arts and 
designing refer to lines and drawing but it also means identities, 
actions and stories that are added to a particular character. Thus, 
a character can be deemed to have identities that are based on Thai 
culture although it has culturally mutated or developed, which is 
called the ‘mixed blood’ or ‘mongrel’. Nevertheless, based on the 

3 Board Character, according to the principle of character designing, is a character 
the characteristics and moods of which are mainly expressed with its look such as 
Scooby-Doo, 1969, Ruby.J. 
 
 
 

4 Super Deformation Character (SD) is the style where by a character is deformed 
to look like a child, which originates from Japanese ‘mangas’; and is sometimes 
called “Chibi” meaning a small thing, a petite person or a small kid. 
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approach of Culture Appropriation, the aforementioned 
phenomenon may be deemed a wrongdoing like plagiarism or 
copying of styles from any other culture in order to build and 
claim as our culture. Thus, the definitions of culture in various 
approaches are unclear. On the contrary, identity that is especially 
from the development of the aforementioned basic approach is 
accepted by people in the society and eventually becomes a 
symbol. Thus, the borrowing of culture that is caused from the 
domination over thinking occurs all the time, with the society 
acting like the judge and artists acting as presenters [13]. However, 
goals, objectives and approaches that newly occur have more 
significant implication. Hence, as for mascot designing at present, 
artists design their works to reflect the influences from mangas 
because of the aforementioned factors. It is not surprising that a 
newly designed character will look like a manga character. In 
addition, the key overlapping definitions, combined with styles, 
can create specific identity that serves as representation6 of that 
society or organization as well. Therefore, cultural burrowing can 
occur all the time as a normal event in the society and in the field 
of designing. 

3.4. Character Population and Demand 
 First of all, the target audiences for the mascot designing in 
this project are students in the age range of 15 – 25 years 
(Generation x) at present.  From the survey, it is discovered that 
the characters that are popular are in the style of Manga7 and have 
features of a kid (Manga Cute Characters). The advantage of this 
approach is the popularity of the style among the target audiences 
and audiences in other age ranges because cute characters do not 
mean manga style only; rather, it also means western characters 
such as Bug Bunny (W. Brothers, 1940). This character is used in 
western cartoon. It should be noted that this character is not 
originally created to serve as a symbol or logo but for producing 
animations for children audience. However, since the popularity 
of this character rises by dint of the expansion of media, Bug 
Bunny has become a symbol of western cartoon. Furthermore, 
Mickey Mouse (W. Disney, 1928) and Elza (C. Buck, 2013) have 
made Disney’s cartoon characters memorable and great. In 
addition, may other characters from movies have also been 
popular and a societal factor. Examples of such characters are 
super hero group from Marvel Comics (1939), which have created 
trends that affect behaviors and thinking. Apart from memorable 
identities and looks, other attributes of these characters such as 
characteristics and thinking of the characters can generate new 
trends and thinking of people in the society. They can also trigger 
the building of social groups in accordance with personal 

preferences, which is concurrent with the concept of freedom of 
thinking nowadays. Looking back to Asian society that has manga 
characters as the foundations for thinking, one can say that manga 
characters were originally created to disseminate Japanese culture 
and thinking. However, with the popularity, manga characters 
have expanded to Thailand and become imprinted into many Thai 
artists during their childhood. Consequently, such artists design 
their works in the directions that they have been imprinted and in 
accordance with the popularity that evolves in each era.  

 
Figure 4: The Experimental Designs of Mascots:  

DG – SE – MMIT - Dii – ANI draft 1 

 The mascots designed in this project belong to an educational 
organization. Thus, the outfits should be a uniform that reflects 
Thai culture in the improvised style and politeness in the society, 
mixed with the identities that the university wants to present, 
namely, digital technology, modernity and future world, with the 
basics of the identities from the identities of the university. In this 
case, violet, which is the color of the university, is used as a 
component of the design. Thus, in this designing experiment, 
culture domination and character population play prominent roles. 
As a result, there is a clear direction for the possible design.   
 

 
 

Figure 5: CAMT Mascot Design Scope, the overlapping area of contents analysis 
to finding of core concept design. 

5 Cultural Appropriation is the influenced of the artistìs background. In this case, 
it refers to Manga arts which applied to character design harmonious with Thai 
culture, CMU and CAMT. 
6 Representation in this case it intended merging of semiology and concept 
idea to presented something in specific purposed which approached to the 
meaning of Art work as a core concept.   
7 Manga are the Japanese comic or graphic novels style and become popular  
cultural in worldwide level since late 19th century. 
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 Concerning the concept for designing the characters to 
represent the educational institute in this case, or CMU (as shown 
in Figure5), it is apparent that the scopes of the concepts are 
overlapping. Thai culture has partly taken part in the 
determination of the concepts of the characters because CAMT 
also has concepts in the international level. It cannot adhere to 
only Thai culture. Rather, foreign cultures have also partly played 
roles. At the same time, certain concepts that are the scopes of an 
educational organization, such as uniform, knowledge pursuit 
(curiosity), intelligence and friendliness. Such concepts belong to 
CMU and CAMT itself. The scopes of CMU have covered all the 
characters. At the same time, concepts of CAMT are slightly 
different from CMU because its identities are different from those 
of other faculties and are harmonious. In addition, such identities 
include contemporaneity that regards the directions of creation 
with all overlapping conceptual frameworks and scopes that cover 
the concepts of characters. Thus, it is apparent that the 
contemporary status and the Thai status are mixed together in the 
even ratio, with the concepts of characters as the cores for the 
designing and creation. In addition, feedback from audiences and 
users of the mascots is also taken into account. The most 
important aspect is the outcomes from the designing, which are 
regarded as the priority purpose. 

 
Figure 6:  Design frameworks that specific for this project that require the 

audiences create an idea together with the artists. 

 
4. Methodology 

 As for this study, the framework of the designing process 
consists of 4 phases that are 4 key steps, as follows. 1) Pre-
production is the step that includes data research and analysis and 
determination for definitions and scope of the outputs and 
directions for designing, and study on the experiments by other 
artists. 2) Production is the step of the development of the designs 
that build images and patterns of the characters in ways that 
concur with principles of arts and designing and the concepts of 
contemporary design. Thus, this step incorporates experiments 
and creation of images in different dimensions. 3) Post-production 
is the step that includes the creation of media to present the 
outcomes from mascot designing, printed media to display in the 
building of CAMT, and promotional media including Line sticker 
and action figures. 4) Development and Conclusion is the step in 
which data are stored and products that have been released are 
refined in special occasions in order to add values to the brand in 
the consistent manner. In addition, new products are launched and 
new experiments in more diverse styles are conducted in 
accordance with social behaviors in each particular era.   
 
 In addition to product development, each of the 
aforementioned steps also includes the experiments that are based 
on the feedback from experts and some audience. The target 
audiences are divided into different age ranges, from people of 
generation Y or high school and university students to working 
adults. The designs of the mascots in this project must be neutral 
as possible whilst satisfaction and recognition should be 
supported by and concurrent with opinions and critics in social 
media as well.  
 
5. Character Concept Identifying 

 The design definitions of each characters, Animation and 
Visual effects (ANI), Software Engineering (SE), Digital Film 
(DF). Modern Management and Information Technology (MMIT), 
Digital Game (DG), Industry Integration (DII) and Knowledge 
Innovation Management (KIM). The main concepts are 
contemporary and trendy including clothes and attitudes. The 
characters have their own distinctive characteristics, but work as 
a team. The same as CAMT concept that each major are related 
each other. The visions are combining which the words Honest, 
Dis cipline and Sharing (HOD)8 which comes from the core values 
of CAMT (CMU CEO)9 defining the current identity of CAMT. 
These definition and keywords are applied into Mascot mind and 
characteristic as a concept identity. 
 The definition of the Mascot of Animation and Visual Effect 
(ANI) is that this character has a high level of artistic features with 
individual thinking in digital technology-related arts. Therefore, 
the key instruments for creating the works in this project is the 
tablet pen painting plate, with the emphasis on creativity that 
allows the character to have high flexibility in terms of its 
appearances, which mean the character will not strictly adhere to 
any principle or rule. 
 As for the Mascot of Software Engineering (SE), this character 
is defined to be a scientific person who emphasizes on complex 
and systematic thinking with ability to create new software and 

http://www.astesj.com/


N. Kongdee et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1759-1777 (2020) 

www.astesj.com               1765 

has literacy in special languages or digital ones (programming). 
Hence, this character relies mainly on left side brain (IQ) and truth. 
 As for the Mascot of Modern Management and Information 
Technology (MMIT), this character is defined as a person with 
leadership, innovativeness, capability of managing team members 
and planning, and ability to think and analyze, and intuition for 
forecasting things in the society through digital tools. This 
character is thus classified to have administrative skills and instant 
confidence for sound judgment. 
 In addition, the Mascot of Digital Game (DG) is defined 
separately from Software Engineering, but the emphasis is put on 
the creation of digital games. Thus, this character is both artistic 
and scientific and have more commitment than others. At present, 
there is a competition called E-sport. Hence, this character 
incorporates competitiveness, innovativeness and creativity. 
 Meanwhile, the Mascot of Digital Industry Integration (DII) is 
defined as a character who is based on facts and truth in the society, 
with the characteristics that are changing in accordance with the 
social trend. This character can learn from the issues in the digital 
industry; and thus, has diverse characteristic and ideas that are 
consistently changed. This character has diverse knowledge and 
ability to gather all knowledge in order to create new knowledge 
that is concise and easy to use. 
 The Mascot of Digital Film (DF) is defined as a character with 
creativity like the ANI Mascot, but this character focuses on the 
creation of cinematographic media, with combination between 
reality and imagination, and confidence. In addition, this character 
has capabilities and uniqueness in the field of entertainment arts 
because it has most prominent look of all members in the team.  
This character can be a director and an actor; thus, this character 
has as high confidence as MMIT Mascot, but in terms of 
entertainment only. 
 The definition of the Mascot Knowledge Innovation 
Management (KIM) is that it is the character that is regarded as 
the source of knowledge for the team because this subject is in 
Master Degree and Doctoral Degree levels only. The character is 
the eldest and most experienced of the team, with the 
characteristics to provide suggestions and advice to others in order 
to create new things from available information. Therefore, this 
character is prudent and does not show the emotion clearly. The 
special capability of this character is to analyze and file a great 
amount of information.  
 From the definitions of the characters, each character can be 
clearly and individually identified with values and policies of 
CAMT. Consequently, each character has specific definitions that 
are concurrent with the image and look of the character and 
different from another character depending on the subject. This is 
the concept for the designs of all the characters that has been 
combined with contemporaneity.    
  

5.1. First Look of Design 

 After the data management is complete, in the Production Step, 
there will be the experiments of the art works by creating the 
mascots starting from forms, along with color designing, all of 

which are based on the definitions of the characters. In the image, 
it is apparent that gadgets that are related to each subject are added. 
For example, the ANI will hold a tablet and is floating all the time 
in order to show the implication of imagination and freedom in 
terms of arts. The experiments are still based in the feedback from 
the experts, which will be followed by the refinement of the 
designs because the designed characters are still not artfully 
perfect and are too complicated for the memorability. 

 

 
 

Figure 7: CAMT early mascot part 2 design from artist A with digital gadget 
design e.g. tablet, gaming keyboard or smart phone. 

 

 
Figure 8: CAMT early Mascot design color alternative experiment 

 
 The using of color and shape, the trendy costume is also the 
key component by using the concept of Science fiction (Sci-Fi). 
The concept is that the costume design should indicate the 
futurism and the digital technology infused with CMU attributes 
and Lanna culture for representing the overall CAMT identity. In 
this process, there are experiments of color composition in various 
patterns (as shown in Figure7) as the attempts to clarify the 
identities of the mascot e.g. using red to portray danger and using 
blue to portray serenity. 

 
Figure 9: Early Digital CAMT Costume Design, Armor design 

 Concerning the designing of costumes of characters (as shown 
in Figure 9), initially, it is apparent that the look of the costume is 
too hard, which reduces the gentleness of the characters. In 
addition, the stories of characters are not agreeable. Thus, it is 
necessary that fabric materials are used as much as possible in 
order to create the costume that can be used in real life. 

8 HOD the definition of person who works at CAMT and part of CMU CEO 
representative words with honest, Discipline and Sharing used for personal 
mind at CAMT should have. 
9 CMU CEO the CAMT core values comprised with Community, Morality, 
Unity, Creativity, Excellence and Open for Challenge. 
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Furthermore, the proportion of the characters is changed from SD 
(Superhero Scale) in order to present charisma, confidence and 
implication of leadership, as well as the results from the analysis 
of the popular characters. As for this case, the characters from 
animation and game media are used. It is also apparent that 
characters from Ragnarok Online 1 0 Game have been highly 
popular for the past 20 years.  
 

 
Figure 10: The example of ANI character transformation, SD re-scale design 

process. 
 

 Apart from rescaling, it is also vital to focus on the gestures of 
characters so that the identities and habits of each character will 
be presented more clearly. To do this, it is necessary to design the 
sketches in order to promote the mascots simultaneously by 
analyzing the characteristics of each character. For example, the 
Mascot of Digital Game (DG) (as shown in Figure 11) is reserved, 
loves playing games, and is not talkative. However, this character 
is keen on computer use and programming. This character is 
obsessed with some specific matters only. Such characteristics 
and habits are from the analysis of people of generation X who 
have complexity in thinking, individualism and introversion in 
high levels. However, with the light of the identities of CAMT 
people, this character also has optimism, which adds cheerfulness 
to this character until new identities are built. As a result, this 
character has gestures that show consistent movement and high 
responsiveness because most gamers have responsiveness rate 
that is faster than that of non-gamers. This is because of the main 
activities of the character. 

 
Figure 11: The alternative of Character posing Design of CAMT DG Mascot 

 
 Unlike DG Mascot, Digital Industry Integration (DII) Mascot 
(as shown in Figure 12) is confident and capable of getting along 
with others easily. As a new character because the branch has been 
established this year, the character is designed to be still and 
prudent, with systematic thinking for management and confidence, 
but not in a great level as the confidence of MMIT and DF 
characters. In other words, this character can talk to, meet with 
and learn from other people all the time as reflected through the 

 
10 Ragnarok online is MMORPG game developed by Gravity interactive Company 
in Korea. The contents are based on manhwa Ragnarok by Lee Myung-jin. The 
game is the one of the most popular in the world and character design population. 

habit of the character whereby the character wears Bluetooth all 
the time with the promptness to discuss matters with people. At 
the same time, the character has still and stable gestures, with less 
movements than that of DG character.     
 

 
Figure 12: The alternative of Character posing design of CAMT DII Mascot: 

Confident Gestures. 
 

 Therefore, the creation of new postures that is carried out 
simultaneously with the rescaling is a significant step for adding 
personalities to each character. For instance, SE (Software 
Engineering) character (as shown in Figure 13) the uniqueness of 
which is the Smart Digital Arm. This character is the smartest one 
of the team, with expertise in language literacy and knowledge of 
programming. Hence, the gestures of this character represent 
confidence and uniqueness of the character. Initially, the postures 
emphasize on the Smart Digital Arm that is the unique feature of 
the character. Furthermore, the postures make the character look 
like a superhero but the child-like SD proportion make the 
character not much different from others in the team.  
 

 
 

Figure 13: The alternative of Character posing design of CAMT SE Mascot 

5.2. Detailing and Identifying 

 After designing the posing of characters, the next step is 
detailing and finishing the costumes by adding lines and details 
from the postures of the mascots. In this step, it is possible to 
create the graphics that can be actually used. In other words, there 
is the production of concept art which will be promoted in the step 
of publicity, which will shorten the period of time for media 
production. Nevertheless, there is a limitation that comes from a 
combination of organization synthesis. Besides, another 
limitation is that the costumes including hairs and faces have to 
be different and be infused with the gimmick11 and the symbol. 
These are used to enhance the understanding of the receivers, e.g. 
Using of Digital suit look mixed Traditional Thai culture on fabric 
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form and texture with which can be seen in the details of the 
character, MMIT (as shown in Figure 14).  

 
Figure 14: Detailing and Re-posing of design art concept, MMIT and ANI 

Characters 

 After the drawing process, more details are added to the 
characters. Each character is presented on different sides (in 
Character Sheet), together with expressions (in Expression Sheet) 
with details of gadget of each character in order to extend the story 
and details of the character in the future.  In this step, the key 
action is to determine colors used for creating graphic identity 
without any deviation. The color system used is RGB that is 
concurrent with the color of the organization. 
 

 
Figure 15: Character design Sheet of CAMT ANI (Animation and Visual 

Effects) Mascot 
 

 15, the ANI (Animation and visual effects) 
character is based on the personalities of the students of this branch 
and the body of knowledge from the analysis, the results from 
which reveal that the character is highly individual, especially in 
terms of art, or computer art, reserved, and outgoing, not for 
speaking but for presentation of arts and opinions. Therefore, the 
character is designed to have long silver hair, which reflects the 
obsession of independence. Thus, the character can fly, which is 

like the characteristics that is flexible, highly independent and 
sometimes introversive. The character carries a digital tablet as the 
important gadget that is used for drawing all the time. The eyes of 
the character are in violet color, which is a gimmick because violet 
is the color of CMU, which is inserted in the concept of the 
character. Meanwhile, the costume of the character is in the same 
direction as CAMT suit, with color tone limited to brown color and 
the character seems to be floating all the time. 

 
Figure 16: Character Sheet of CAMT DF (Digital Film) Mascot 

 
Digital film) character is the combination of digital art 

and  communication arts relating to entertainment art, especially 
cinematography. Therefore, the character has individualism as the 
ANI character and confidence to present self-identities because of 
capabilities and knowledge of acting and producing for films. 
Hence, this character is girly but confident, good looking and 
taking care of herself all the time, in terms of  personalities and 
beauty. This is the only character of the team that is related to front 
stage. The accessory that represents this character is the Hologram 
Film Ribbon that is a traditional film roll. It symbolizes that 
although the character is in digital era, she still has knowledge of 
cinematography history. In addition, this symbol is easy to 
understand for propel in general, based on basic perception. In 
other words, when people see the symbol, they can immediately 
define the character. This character wears a miniskirt, but the 
miniskirt is also in the form of the contemporary uniform of the 
university, with the senses of fashion and sex appeal added. At the 
same time, the colors used are still related to the color of the 
organization, or brown in different shades.  

 
Figure 17: Character Sheet of CAMT DG (Digital GAME) Mascot 

11 Gimmick, in this case is the way to input symbol identity into the design, 
including color, facial or accessories 
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 DG (Digital Game) character is not much different from ANI 
one in terms of art statement with high levels of confidence and 
introversion. The differences are the love to competition and the 
capability of programming, which make this character inferior to 
ANI one in terms of arts. However, this character has complex 
thinking relating knowledge of digital interactive. This character is 
also inspired by e-sports that turn some game players to game 
producers. Hence, the character is highly obsessed and self-
oriented. The key tool of this character is a traditional joystick that 
is linked to Oculus 2. This tool is the key gimmick that presents a 
symbol that can hasten people’s understanding on the concepts of 
the character. Meanwhile, the costume of the character has colors 
that are concurrent with the color of the organization. The costume 
is also designed to be agreeable to e-sport game team suit. 

 
Figure 18: Character Sheet of CAMT DII (Digital Industry Integration) 

Mascot 

 
Figure 19: Character Sheet of CAMT KIM  

(Knowledge Innovation Management) Mascot 

DII (Digital Industry Integration) character is a male character 
and the only character of the team is has high confidence and skills 
of speaking and presentation, as well as concern with personality, 
which is reflected through the face and hairstyle that look polite 
and slick. The body of knowledge in this branch is related to the 

 
12 Oculus is a VR game gadget from American technology company that used for 
visual reality in game specific support hardware and software in digital game. 

building of bodies of knowledge that can be implemented  to 
contemporary industries in order to always catch up with current 
trends. Therefore, the character is confident and highly capable of 
communicating with others. The personal gadgets of this character 
are a smart Bluetooth and a notepad that the character carries all 
the time. This can manifest the implication of speaking and 
analytical skills, high are the key skills in this character. The 
costume of the character is adapted from suit jacket that makes the 
character looks more agile and active than other characters in the 
team.  

Knowledge Innovation Management) character is the 
eldest character of the team. This character works at the back of 
the stager as the consultant of the team. This character collect and 
file all bodies of knowledge in every subject in the world. Thus, he 
is designed to have some gray hair as highlight, which is a tangible 
symbol to represent an aged person. Another unique point of this 
character is that he sits all the time, with the characteristics of a 
leadership who does not disclose himself or is the person secretly 
working at the back to ensure the success of the team. The 
significant skills of this character include the dissemination of 
knowledge, and the provision of advice in the fields of academy. 
The key gadget is the smart throne that is a tool to show and to 
store data like a hard disk. In addition, this gadget allows the 
character to communicate with others all the time. It is deemed as 
one of the most versatile digital gadgets because it can be used for 
creating, storing, and communicating. This throne is designed to 
have unique symbolic uniqueness of this character because it has 
violet color that is the thematic color of Chiang Mai University.  

 
Figure 20: Character Sheet of CAMT MMIT  

(Modern Management and Information Technology) Mascot 
 

As for MMIT (Modern Management and Information 
Technology) Mascot, this character is the leader of the team. She 
is capable of managing things quickly and efficiently. This 
character is also the key planner of the group and is also as capable 
of communication as DII character but has a greater level of 
leadership. Therefore, the character is designed to have the facial 
expression that reflects her confidence, with gestures that show 
high agility and delicacy, which are presented through the costume 
that consists of the cloak that waving all the time. The character 
has red hair which reflects boldness and confidence at the same 
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time. Also, MMIT character has the key gadget  of this character 
is the Smart Light Notebook that can store a lot of data but less 
than that of KIM character. However, the gadget of this character 
allows the character to have agility like a note pad does. 
Nevertheless, the concept of this character is inspired by the 
overall personality of the graduates of this branch, and the body of 
knowledge that has recently been developed.  

 
Figure 21: Character sheet of CAMT SE (Software Engineering) Mascot 

 

Software Engineering) Mascot is deemed as 
the smartest character of the team, and has the knowledge of 
programming, production and language. This is the only character 
of the team that has mixed blood (a Thai – American person). The 
weakness of this character is the skills of arts. Even though being 
the smartest one, this character has to rely on ideas of ANI 
character as well. Therefore, SE character and ANI character are 
the closest friends of each other. The key tool of this is the Smart 
Digital Arms with AI at the finger tips, which allows the quick 
creation of programming works. This Smart Digital Arm was built 
by SE character himself, with color of CMU reflected through the 
violet light emitted from the tool. This gimmick has implication 
that can be widely understood with general perception in vision of 
color and arts. 

Figure 22: Character Size Comparison when the character assemble as a team 
group. 

6. Graphic for Advertising Product 

 The use of mascots for promoting an educational organization 
has more limitations than the use for a private organization in 
several aspects, including ethical images, definitions of education 
and organizational culture, all of which have to be taken into 
accounts and lead to the consideration of the types of media used. 
All media types, both physical and digital ones, are related to 

target groups and images of the organization. For instance, it may 
be deemed that the medium that is the symbol for memorization 
is a keychain souvenir because a general function of a keychain is 
to be a memorable symbol of an event or a place. However, at 
present, some functions may be added, such as to add a USB port 
flash drive to the keychain for multifunctional purpose. Likewise, 
designing the graphics that have mascots as the core element, it is 
necessary to present the images and tones that make the 
organization look like a lively and attractive place for every 
student like the students’ second home that has modernity, and 
contemporaneity. In addition, the definitions of the term 
‘welcome’ are reflected through the facial expressions of the 
characters. All the aforementioned concepts generate keywords 
that will be applied to all products under the principle of graphic 
identity in combination with the principle of graphic design in 
order to blend perception into arts perfectly without the need to 
sacrifice the identities of the organization. The building of such 
images needs the release of images in phases with the goals to 
allow audiences to send feedback and to enable all audience to 
perceive a little bit of new images of the organization at a time, 
starting from the display of the characters in the forms of posters 
in social media in special occasions such as New Year’s Day, or 
in an event that has become a hot topic in the current society, such 
as the COVID-19 circumstance in 2020. 

6.1. Poster Design 

. rather, it includes the change of the head of 
the Facebook page of the organization, public announcements and 
question what the designed characters are representing. The 
chosen release day is the day for the celebration of 11th 

Anniversary of the University. This may have impacts on people 
in and outside of the University. In addition, this scheme al so 
makes students feel attached to the subjects they are majoring.  

 
Figure 23: The Example of Character Poster Design 

In 2020, there had been the outbreak of COVID-19 disease 
that caused Chiang Mai to be locked down for a certain period of 
time. At that moment, the professions that were worrisome were 
doctors and nurses who played key roles in taking care of patients, 
with the close encounter to the incurable disease. Therefore, the 
team designed a poster which was used in an online campaign to 
show the characters in the outfits of doctors and nurses in order to 
show the feelings of care and appreciation to doctors and nurses 
who worked hard. This design expressed the message that enabled 
people seeing the poster aware of the concern by the University 
with the situation, through the characters in the well-blended 
manner whilst expressing the perspectives that the organization 
had towards the country. 
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Figure 24: A Digital Poster using of Mascot on COVID-19 period in Thailand 

that also promoting a brand identity and policy at the same time. 

Concerning the use of the poster design to deliver a message, 
at present the technique that has been found most effective 
currently is the creation of graphics that can be shown online. 
However, it is merely a one-way communication technique that 
can create awareness. Meanwhile, the use of mascots of the 
University to deliver messages to audience is a good way that 
reduces tension in certain situations along with presenting the 
images of the organization in new dimensions. Especially, in case 
of an educational organization, the delivered messages will be 
more reliable and accepted. All the aforementioned principles are 
related to social structure.  

6.2. Line Sticker Design 

To design characters to be used in social media 
communication is included in the marketing plan for building a 
brand in the modern era. This technique is to use characters that 
express emotions in the conversation to promote the key issue. In 
this case, the chosen media is Line13 chat with is a popular mean 
of communication of people nowadays and is widely used in 
Thailand. Therefore, the team has created the mascots of CAMT 
to show emotions, appearances and symbols of human beings. 
This enables the users to choose the suitable characters that they 
like to complement their communications. Thus, designs of the 
gestures of the characters are related to currently popular 
messages such as ‘congratulations’, ‘work hard’ or ‘thank you’, 
all of which are still within the frameworks for designing the 
mascot of the organization without communicating messages that 
are too in-depth, allowing people of various age ranges, from high 
school students to middle-aged people, to use the designed 
characters and signs. In addition, the designed appearances and 
the used colors make users feel positive because the characters do 
not look too serious, which makes them fit the current trend.  

The use of these character in digital communication (Line 
application in this case) has boosted the awareness of identity in 
deep and cognition because of each character has a differences 
personality for example, when they use MMIT emotion it can feel 
the leadership personality somehow from the face and body 
language, and that can show the identity of organization while 
using these symbols. The gender of the characters is also affected 
the user via using image or sticker chat, it makes the user more 
attractive on chat, same as using new patterns of language in 

 
13 Line is a new communication application managed by a Japan company called 
Line Corporation. This application allows people to make free calls and free 
messaging.  Invented by Naver Corporation Korea, it is the most popular 

. Each version is designed to have 
a concept that is different from each other. The first version is for 
expressing common emotions such as ‘thank you’ and ‘good’ in 
‘good day’. At the same time, stickers in the other version are 
designed to be more specific with the works of the organization 
or professions, with new concepts and modern words, including 
slangs added, in order to make the designed characters become 
contemporary in the aspects of appearances, images and notions. 
In addition, facial expressions of the designed characters can look 
hilarious as well.         

 
Figure 25: The example of Line Sticker CAMT mascot version 1-2 that 

already in the market. 

-19 disease; hence, the research team has designed Line 
stickers in Thai language in order to use the designed mascots to 
promote and reinforce certain messages to the society. The 
mascots in this special version wear the outfits of doctors and 
nurses to show care and concerns with people in the society, 
which will spread positive vibe. Therefore, it is apparent that that 
the designed characters can be used for conveying diverse 
meanings and can be transformed into different styles whilst 
carrying the identities of the organization and their own identities 
at the same time, e.g., the KIM character, who is the source of 
knowledge or the team leader, wears a doctor uniform and has 
gray hair whilst other characters wears uniforms of PAs and 
nurses. At the same time, each character still shows his/her 
personal characteristics. For instance, the DF character, even 
though wearing a nurse uniform, shows cute and lively 
personalities as well.  And that it makes people smile even in bad 
situation, this is a power of Mascot. 

 
Figure 26: The examples of Line Sticker CAMT mascot COVID-19 version 
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6.3. Architectural Decoration 

The plan for the presentation of identities of the organisation 
is to increase the number of the woks consistently. One of the 
significant symbols is the L-shape building with glass wall at the 
main entrance. One thing that is indispensable is the decoration of 
the building, which will create the atmosphere and emphasize on 
the identities of the organization. The team designs big posters 
showing the designed characters to be displayed on the glass wall 
of the entrance in order to present new images of the organization 
and to renovate the building because the building is heated by the 
sunlight from the northern side. Pasted on the glass wall, the 
stickers will serve as blinds instead of curtains. The effects that 
happen are that the appearances of the building are completely 
changed because the colors and looks of the designed characters 
make the building of the organization look more exciting, active 
and delightful. The outcomes from this work lead to the discovery 
that to use bright and lively looks of the characters makes people 
visiting the building feel lively. These effects are like the 
ambience of Akihabara area in Japan, where some buildings are 
decorated with manga characters. Even though such manga 
characters are for advertising purposes, they make people in the 
space feel lively. Therefore, the decoration of the building, 
together with the design of landscape to have the building 
encompassed with a green garden, will also make students feel 
fresh and lively. At the same time, the decoration of the building 
builds unity in the organization. Also, the building of CAMT is 
the only building in Chiang Mai University, or even in Chiang 
Mai Province, that is decorated with images of contemporary 
characters in order to create the positive perception perfectly. 

 
Figure 27 The use of Mascot for decoration, College of Arts Media and 

Technology, CMU. 

7. Toy and Souvenir Product 

As for the designing of characters, one of the indispensable 
elements is the creation of 3D models in order that the images and 
appearances of the designed characters will be more concrete. 
This concept of the creation of 3D models has led to the idea to 
create souvenirs to reinforce the identities of the organization 
through digital symbols and digital way of life. At present, many 
people, with artists and designers included, prefer to collect toys 
in the types of action figure, statue, Figma4.  Therefore, the team 
has an idea to create souvenirs that are 3D models of the designed 
mascot characters with the framework to present the images of the 
organization along with the creation of aestheticism from small 
toys. The creation process starts with the creation of the characters 
in a computer before using a resin 3D printer which has the greater 
resolution than aplastic (PLA) 3D printer. The concept of this 

 
14 Figma Toy is a series of Japan toys invented by Max factory and distributed 
by Good Smile Company. The product focuses on highly articulated hand-sized 
figure of popular anime figure. 

work is also based on some marketing principles concerning the 
presentation of images and symbols of the organization 
simultaneously.  

7.1. Concept Design 

This project is the creation of the set statue contained with 7 
characters of CAMT in the sizes and scale were in accordance 
with the standard of Nendoroid5, with the heights ranking between 
5-15 cm, in the forms of SD characters [15]. Nendoroid is defined 
as a popular brand of small plastic figure replicas of manga and 
anime characters [16]. This is not too big statue but not too small 
based on population toys in the market. Mostly, for toys collector 
in worldwide so it become a standard size, scale and proportions. 
As a comparison of Nendoroid in the market place, there are the 
same scale and can replace the face and emotion but it lacks of 
group assembler product and light up system. This is an idea to 
create a difference type of Nendoroid figure. In this case, the 
works are created as statue figures, in order to set the gestures and 
looks to be presented that go in the same direction. The scopes of 
the design are as follows.  

. Each collector must collect all the 7 models in 
order to get a complete logo.   

 
Figure 27: A Top view of 7 pieces of  mascot combined  

into a CAMT logo 

• The base is supported by a plate which is included in the model 
of KIM character, which is the team leader.  

• The base of each model consists of the lighting system that 
related to the main plate, called LED light up base, which 
makes the display look more dimensional. 

• The models are displayed in the stepped manner, with DF and 
DG characters sitting on the lowest steps whilst other 
characters are standing on the upper more steps. Thus, all 
characters will be seen from all angles without blocking one 
another.   

Some characters, such as ANI, are floating all the time. Thus, 
the model of such a character consists of a metal pole that makes 

15 Nendoroid is a series of plastic figures created by Japanese Good smile 
company in 2006. It becomes popular due to cute appearance. The figure has a 
function of articulation in appropriate scale for collectors. 
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the model look floating. In the future, the pole many be created 
with transparent material such as clear acrylic so that it will look 
more realistic. All the aforementioned ideas are complemented 
with the marketing design in order to make collectors desire to 
collect all the models in the set-in order to have a complete logo 
of the organization. In addition, the set of the models can serve as 
a lamp. As for toy designing, the most important elements are 
sizes and perspectives of the work in 3D view. Therefore, sizes 
are first set in the program of 3D image creation. The framework 
that is especially dedicated to this work is designed.  

 
 28: A Side view show the levels of the model steps 

 
Figure 29: The separated details of each character 

 
7.2. Methodology 

The production of the toys can be divided into 3 main steps, 
namely, Pre-production, Production and Post-production, with the 
details of activities as follows.   

• Pre-production is the step in which the initial design of each 
character and the concept for the assembly of the toys (Toy 
Mechanic Combination) are drafted. Also, details concerning 
used materials, postures, communication of the meanings and 
perspective are tested in the 3D space. In addition, the 
proportion and function for lighting systems can be adjusted 
in the step of the sketching in the 3D space. Furthermore, there 
is also the research for information of toys of the types of 
Statue and Nendoroid. If the size is bigger that 15 cm, the 
model set will need a great space, but a purpose of this model 
set is to be placed in any place such as at the space over the 

console of a car or a computer desk, which has no great space. 
Therefore, each model is designed to be 5-10 cm in accordance 
with the scale of each character.  

• Production is the step that directly involves with the creation 
of the model set. This step starts with the creation of 3D model 
prototypes and the number of polygon is not taken into 
account. Thus, the design can have high quality subdivision, 
which will not affect the software for the printing. In this step, 
the focus is on the parts with joints that will be seriously taken 
into account because of the significant effects on the printing 
out. The consideration is also put on the designing of the 
colors for each character. Finally, the lighting system is added 
to the printed out model.  

• Post-production is the step that still incorporates adjustment    
but the adjustment is more like the finishing of the details of 
each work in order to create the mold that will be used for mass 
production. This step also includes the taking of photographs 
to present the works and to get feedback which is used as 
statistical data of marketing demand. This step also includes 
activities in the production step if there is any suggestion from  

audience or expert. Most of the attained suggestions concern the 
use of mixed materials and the colors of the product. 

 

From all the 3 steps as mentioned before, it is apparent that 
there are 2 keys activities in the production, which are the creation 
of products in 3D space and the printing out which require many 
experiments and adjustments.  

This activity of the creation of the model is the experiment to 
determine the perspective and composition whereby all the 
models can be seen. From Figure 30, it is apparent that the SE 
character model is swapped with the DG character model in the 
final product. This is because SE model is in the standing posture 
whilst DG model is in the sitting posture. Hence, DG model is 
placed in the central area instead of SE model.  

 
Figure 30: The First Draft 3D model in 3D Software. 

This step also includes an important activity, which is the 
designing of separable parts such as faces, hair styles and bodies 
in order to let each model look seamless as possible. For instance, 
an SE model consists of 3 separable parts, namely, hair, head and 
body, which are easy for the assembly and the addition of details. 
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Figure 31: The test 3D model printing using resin separated 3 pieces. 

. From the 
experiment, it is discovered that resin is very fragile especially in 
the parts of hair and small pieces in the model. Therefore, in this 
case, glasses are made of transparent plastic instead of resin. 

 
Figure 32: The Combination of the Mascot set in 3D vision. 

After the test 3D printing of SE models, it has to make sure 
that when the character combine together, it in the right position 
and proportion. We use symmetrical in a feeling of mass and 
space, as you can see that KIM is blended to the right but on the 
left, there are 3 character standing on the step to make the 
composition look actually balance. The based system also 
designed in this step, in order to move on to printing a prototype 
step.  

7.4. Printing a Product 

This step involves the production of the models that have 
passed the test printing in 3D space already. All the pieces are put 
together, and the bases to support the works are also designed. 
The designing of the base to support each model is an important 
action in peeling the mold off the work. After the mold is peeled 
off, the work has to be scrubbed in order that the surface is smooth. 
In addition, a UV LED lamp is used for making the resin material 
hard and have smooth surface as expected. Instead of the lamp, 
sunlight can be used as well. Resin printing is different from PLA 
because it can show more details. In this case, a UV LED lamp is 
used for creating the prototypes, by using UV light to cause curing 
reaction on resin which makes resin hard.  

. As 
shown in Figure 33, put together on the plate, the bases of the 
models do not fit well with one another. Therefore, the pieces of 
works have to be scrubbed with sand paper before the coloring 
process. Another problem is that the metal pole for holding the 
model is too high, disabling the model to stand by itself. In this 
step, there will be slight adjustment to the base. In the following 
step, the installation of lighting system will be focused on.  

 
 32: The Printed Resin Prototypes of Some Characters 

 
Figure 33: The testing of LED light up system 

 As for the installation of lighting system, the switch is placed 
at the back of the plate to allow the connection with the adaptor for 
the light-up display. All the works in all the aforementioned steps 
have been described in posts on social media in order to attract 
feedback from message receivers. The attained feedback is 
satisfying to a certain degree but the light is too sharp and too 
bright. Therefore, the material of the base that cover the light bulb 
is changed to translucent one in white color  in order to accumulate 
the light that hit the object. The opacity level of the material is 60 
percent to deficit the light. 
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Figure 34: The Printed Prototypes Put Together on Plate in the Shape of the 

Logo of the Organization 

7.5. Product Development 

 Based on suggestions and feedback from the experts and the 
audiences, the bases are modified to be in light gray color and the 
positions are changed, with KIM model pushed back of the plate. 
In case where a collector does not want to display all the models 
together, each model can be displayed separately. In addition, the 
KIM model is modified to show less seams because this model is 
the biggest and heaviest of all.  

 

Figure 34: A prototype of the assembled product: picture for commercial 
released in October, 2020, on social media 

 After the product development leads to the satisfying 
outcomes, photographs of products are taken and shown on social 
media in order to get feedback in the Post-Production step. The 
results show that the satisfaction level is greater than 80 percent, 
but there are still requests for colored products, which are still in 
the course of experiment on different materials and colors.  

 
Figure 35: A prototype of the combination product and this picture is for 

commercial released in October, 2020 on social media. 

7.6. Prototype 

 This final step involves the presentation of prototype products 
on social media. The presented prototype products are 
monotonously in the grayish white color. The products are 
presented in black and white color tone so that audiences can see 
the forms of all models, the lighting system of the base of each 
model and effects on the products. This style of presentation is 
popular among toy producers to present their works in a way to 
enable audiences to use additional imagination from experiences 
in primary perception and concept prior to the colored version. 

 
Figure 36: A prototype of the combination product with LED light up test, 

released in October 2020 on social media. 

 In certain cases, consumers or audiences may want to see the 
prototypes in gray color, which can be optional. However, some 
audiences may p want to see just the colored version in order to 
consider the features of the products. Nevertheless, this style of 
prototype presentation will make audience consistently follow-up 
the updates of the products and give feedback. Afterwards, there 
is the primary virtual coloring so that audiences can imagine on 
the final products.  

7.7. Product Publicity for Feedback 

 After the prototypes of the works are created, the next step is 
to create digital visualized images of the colored works to be 
presented to the audiences for their feedback. The colored works 
are presented with the concept of the overall product set in order 
to show clear identities of the designed mascots, which is the 
extension of the mascot designing.   
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Figure 37: A prototype in color version from digital visualization published 

for feedback 

 The issue relating to the works in this set is that they are just 
prototypes. This means the works can be modified in many other 
steps. There have been critics on material that the used material 
should be the mixed one that is composed of silicone because 
nowadays, silicone has been added as a component of materials to 
be used for creating works in the type of toy or statue in order to 
create the moods and dimensions of the surface that look more 
realistic. The extension of the product aims at the same goal, 
which is to extend the brand of the educational organization that 
is a choice for the promotion to make the brand sustainable.  

 
Figure 38: A close-up shot of products of colored version 

8. Results 

As for the creation of elements of brand identity of the 
educational organization with various digital design-oriented 
media, namely, digital image, digital communication icon (sticker 
massage), poster, building decoration and toy (collectible) 
products, different feedback and opinions concerning different 
issues have been given by audiences and the experts.   

In this project, many new characters (mascots) have been 
designed to have features different from original ones designed by 
artists/students. This means the characters in this project are re-
versioned to have contemporaneity as other artists/students deem 
preferable. Theoretically, this style of drawing is called ‘Dojinshi’ 
[17] in Japanese language, which means the artists who are fond 
of certain characters to certain degrees re-create such characters 
in their own styles. Also, this style is called ‘fan-art’.    

The aforementioned fan-art phenomenon can be seen as the 
expression of feedback in the concrete and tangible manner. 

 
Figure 39: Transformation of style of a character (ANI) into teen look can 

attract more favorable feedback. 

Nevertheless, the designing of mascots for educational 
organizations still faces with certain limitations to designing, on 
the bases of target groups, organizational culture, spatial culture, 
and ethicality, which, all together, form the main scopes of the 
designing. Consequently, the designing cannot go beyond such 
scopes. This incident reflects the key difference between free 
comics and education comics because the designing has still had 
to embrace all the concept keywords. As a result, positive 
feedback and satisfaction are attained because more than 60% of 
the audiences (students and staff) deem that the designed mascots 
(characters) are related to themselves. Even though the uniform is 
designed to be more contemporary, the used symbolic colors of 
the organization, i.e., violet and brown, are implication that are 
hidden in the compositions of the designing and are 
comprehensible among target audiences.  

The unique brand at CMU is a marketing concept for the 
creation in this project. The creation of the mascots that look 
contemporary and the extensive designing of other products in 
order to add values to the brand have led to the uniqueness of the 
University which results from this creation because the University 
is the only educational organization that applies platform and 
media usage in industrial level through the digital processing 
method in order to create versatile and tangible works. The 
ultimate result is qualitative and positive feedback that reflects a 
high level of satisfaction.  

To create toy product is a key idea that enhances the strength 
of the brand of the organization because it reflects the versatile 
knowledge and skills acquire from learning. The concept of the 
University is to be a governmental university that is under 
regulations and conceptual frameworks but has been developed in 
the digital new normal era that follows the post-modern era. The 
designed products are tangible and create aestheticism while 
letting audiences absorb brand identities. This idea leads to a new 
direction of artwork creation that can be extended to industrial 
production. Furthermore, this experiment has received positive 
feedback from audiences in social media, which can be implied 
that it has market demand in a good level.   

In techniques of creating these toys set, the using of digital 
methodology in ordinary which are follow step 1) 3D creating 2) 
Printing 3) Mass product creating is the same, but the idea of 
adding more option into the product such as light up figure or 
combination of set is the core of concept campaign if comparing 
with others Nendoroid in the marketplace and it keep develop and 
added more function into the product. However, the use of Toy 
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product in brand identity is a good idea of memorizing by 
touching, playing, and watching especially in institute’s 
educational organization.  

9. Conclusions and Discussion 

From feedbacks from 3 groups of audiences, namely, CMU 
students, officer, staff and people in general, it is apparent that 
there are certain ideas that can be extensively applied to Institute’s 
education brand designing and identity creation, with the main 
goal being to create tangible uniqueness for the organization 
through digital platform and digital media, in the form of products 
that people in the digital contemporary era can comprehend well 
an touched. Most of organization need a symbol present their 
identity. Logo is a good example, but it is lack of life and 
emotional in deep then that the idea of creating the Mascot was 
born. In this study, the scope idea does not include Digital 
Animation Film or game or any advance media, but it is the next 
step in advance once the brand is growing up and popular at 
certain level in social. Therefore, this study emphasize on to a new 
way of using Mascot design to enchanced and added value of the 
University brand in complicated cultural. It need many research 
of people mind, comments, feedback, population statices and 
demands, as well as analysis on behaviors of visitors who visited 
to the University and current students, which contributed to the 
creation of the new brand identity platform and the improvement 
of art identity in a future mindset. Key findings from the results 
analysis and presentation of the artwork product testing are as 
follows.  

First, the designing of mascots for an education institute 
requires the connection among different dimensions of 
organizational culture, from the personal level that relies on the 
in-depth analysis on attitudes and specific personalities, the level 
of organizational image of the University, the level of provincial 
culture and the level of the country, under the conceptual 
framework that has limitations of dressing, ethicality, and 
purposes and policies of the organization. This is a contemporary 
study and creation project that creates new identities of the 
organization, which are reflected through characteristics of 
mascots (characters) that can be extensively designed as other 
products, based on the approaches of marketing strategies and 
advertising, all of which are systematically and sophisticatedly 
inter-related to one another. In addition, the trend of design is a 
factor for the creation. The results from the analysis point out that 
all the symbols designed in this project will be changed again in 
next ten years in order to sustain the values of the brand.  

Secondly, the key factor for character designing is the target 
groups that are potential customers in term of marketing. Thus, it 
is significant to focus on students in order to study on trends and 
art population. From the study, it is discovered that 80 percent of 
the samples are interested in the styles of comic characters in 
animations and games rather than general photographs whilst 20 
percent of the samples are interested in fashion in portrait style. It 
is also discovered that the cosplay and Korean pop (K-POP)   
fashion styles are most influential. Hence, the characters are 
designed in accordance with the aforementioned demands and 
trends, in combination with the spirits of digital era in order that 
they will have the ultimate looks that fit the trends while reflecting 
the organizational culture simultaneously. 

Thirdly, the process of the creation of characters for an 
educational organization has conceptual framework that has more 
limitations than organizations of other types, including ethics, 
morals, and local culture. As for this case, it is Chiang Mai 
University which is a symbol of the city. Hence, it is necessary to 
create specific concept from analysis and synthesis. The aspect 
that must not be overlooked is the combination between 
organizational culture and local culture that is composed of ideas 
of people from local communities. Therefore, the outcomes are 
based on contemporary ideas that are more powerful than 
conservative perspective alone.   

The fourth point of the findings is that toy product is a 
significant factor that affects imaginations for the audiences, 
people and provide beyond personal experience as we know that 
toys can make you imagine and more [18]. With this power, it is 
a powerful instrument for running promotional and marketing 
activities to promote brand identities perfectly. In general, people 
in this modern era, especially teenagers of generation Y people 
and younger people of following generations prefer to collect such 
products or any other products that features comic characters. 
From the analysis on the data of the market of Japan which known 
as the comic city as a culture, it is discovered that comic 
characters are used for presenting the tourism, and there have been 
new characters created until this style of art has become an 
element of culture since the post-modern era until the Bro-
postmodern era when this art style is combined with the elements 
of the digital era. All the aforementioned cultural features have 
been absorbed by Thai youths. Consequently, modern artists can 
create manga-like art works, which can be regularly seen at 
present.  From the analysis, it can be seen that this art style has 
also incorporated the features of traditional Chinese arts, 
especially the Chinese brush line drawing that has been developed 
to be digital line drawing that enables the creation of art works 
with new styles and contents. Eventually, the art works have been 
used as the bases for producing tangible mass products that, in 
turn, increase the popularity of the characters on which they are 
based. As for this project, the aforementioned product is the 
designed toy that also serves as a tool for measuring marketing 
outcomes, and effects in terms of art and culture simultaneously.  

The final point from this study is that a perfect brand identity 
package should consist of tangible and intangible media that are 
contemporary, which will increase the values of brand and enable 
the brand to have versatility in terms of social statuses and 
positions so that the brand can effectively communicate with 
people in the current era. The findings from the analyses on 
consumer behaviors, products, trends, and positive ideas that have 
led to aesthetic perception which involve the awareness of artful 
beauty from sight and other senses. Hence, the design package for 
this study has incorporated digital art, and physical art and craft, 
which can reinforce the images of the organization in recognition 
and memories of audience in the easily comprehensible and quick 
manner, in addition to the use of ordinary graphic image or the 
logo of the organization.  

These mascot design set and graphic brand identity project 
has been used in officially in Chiang Mai university, Thailand and 
its keep inspired to the people who visited CAMT as a school of 
new arts, media and technology at all the time. 

http://www.astesj.com/


N. Kongdee et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 6, 1759-1777 (2020) 

www.astesj.com               1777 

References 

[1] N. Kongdee, S. Prapawong and J. Manissaward, "The Designing of 
Institute’s Educational Mascots," in 2020 Joint International Conference on 
Digital Arts, Media and Technology with ECTI Northern Section 
Conference on Electrical, Electronics, Computer and Telecommunications 
Engineering (ECTI DAMT & NCON), 287-291, 2020, doi: 
10.1109/ECTIDAMTNCON48261.2020.9090707. 

[2] L.L. Adams , "The Mascot Researcher: Identity, Power, and Knowledge in 
Fieldwork," Journal of Contemporary Ethnography, 28(4), 331-363, 1999. 
https://doi.org/10.1080/17430437.990688 

[3] S. Mindray, A. Manolica, T. Roman, “Building Brands Identity,” Procedia 
Economics and Finance, 20, 393-403, 2015, doi: 10.1016/s2212-
5671(15)00088-X.  

[4] P. Medrano-Bigas, The Forgotten Years of Bibendum. Michelin’s American 
Period in Milltown: Design, Illustration and Advertising by Pioneer Tire 
Companies (1900-1930), Ph.D Thesis, University of Barcelona, 2015: 
English translation, 2018. 

[5] W. Nunthaporn, Graphic Design for Campaign of No Sweet for Thai     
Youths. M.A. Thesis, Chulalongkorn University, 2010. 

[6] P. Medrano-Bigas, The Forgotten Years of Bibendum. Michelin’s American 
Period in Milltown: Design, Illustration and Advertising by Pioneer Tire 
Companies (1900-1930), Ph.D Thesis, University of Barcelona, 2015: 
English translation, 2018. 

[7] S. Brown, S.P. McCabe, Brand Mascots: And Other Marketing Animals, 
Routledge, 2014. 

[8] V. Daniel, Does your mascot match your brand’s personality?, M.S. Thesis, 
University of Twente, 2014. 

[9] W. Nunthaporn, Graphic Design for Campaign of No Sweet for Thai     
Youths. M.A. Thesis, Chulalongkorn University, 2010. 

[10] P. Prueangphong, Mascot Design for Cultural Events of Chiang Mai, M.F.A. 
Thesis, Chulalongkorn University, 2014 

[11] N. Tongprasert, Meaning Design, Urgent Tag Co.,Ltd., 2016. 
[12] W. Chiemvisudhi, "The sign and idenity signification through the officil 

Olympic game emblem," Veridian E-Journal, Silpakorn University, 10(1), 
2011-2092, 2017. https://doi.org/10.5749/12.2.0124 

[13] C. Bacchilega, Postmodern Fairy Tales: Gender and Narrative Strategies, 
Philadelphia: University of Pennsylvania Press, 1997. 

[14] S. Kapidzic, S.C. Herring, "Gender, Communication, and Self-Presentation 
in Teen Chatrooms Revisited: Have Patterns Changed?,” Journal of 
Computer-Mediated Communication, 17(1), 53-54,  2011. 
https://doi.org/10.1111/j.1083-6101.2011.01561.x 

[15] S. Seibundo, My First doll: Clothing Patterns Creating in Nendoroid Doll      
Size, Seibundo Shinkosha, 2019. 

[16] Y. Sone, Japanese Robot Culture: Performance, Imagination, and Modernity. 
Palgrave Macmillan, 2017. 

[17] S. Seibundo, My First doll: Clothing Patterns Creating in Nendoroid Doll      
Size, Seibundo Shinkosha, 2019. 

[18] S. Akiko, “Emerging 2.5-dimensional Culture: Character-oriented Cultural 
Practices and Community of Preferences as a New Fandom in Japan and Beyond,” 
Journal Article Mechademia: Second Arc, 12(2), 124-125, 2020. 
https://doi.org/10.5749/mech.12.2.0124 

http://www.astesj.com/

	Final PDF
	ASTESJ_050601
	 Introduction
	Well posedness
	Compactness and irreducibility
	Conclusion

	ASTESJ_050602
	 Introduction
	 Preliminaries (Reinforcement Learning)
	REINFORCE
	Bucket Brigade

	 Preventive Care Systems
	Intelligent Dialogue Agent (IDA)
	Architecture of the IDA
	The Speech Content Coordinating Function (SCCF)

	The Mechanism for Cognitive Training (MCT)
	Comprehensive Preventive Care System (CPCS)

	 Experiments
	Evaluation of the SCCF
	Preliminary Experiments with the CPCS

	 Results and Discussion
	Performance Evaluation of the SCCF
	Basic Characteristics of the CPCS
	Differences in the Participants' Amounts of Activity
	Sensor Logs and Time Spent on the Memory Game
	Using Sensor Logs to Capture Users' Lifestyle Habits
	Questionnaire Investigation of the CPCS


	 Conclusion

	ASTESJ_050603
	Introduction
	Description of the system
	The sensing device
	Motion artifact removal block
	Classification algorithms

	Experimental setup
	Experimental Results
	Conclusions

	ASTESJ_050604
	2. Factors Effecting Power and Energy Management
	3. Building Performance Analysis (BPA) and Optimization Energy (OE) in Green Building Studio (GBS)
	3.1. Green Building Analysis Based On Bulding Orientation
	3.2.  Green Building Analysis Based On Daylighting
	3.3.  Green Building Analysis Based On potantial energy (cost)savings
	3.4. Implications of Power and energy management
	3.5. Evaluation of CO2 emissions when only fuel is used for power generation

	4. Analysis by using BIM software
	5. Conclusions
	References

	ASTESJ_050605
	1. Introduction
	2. Related Work
	2.1. General Segmentation and Face Segmentation
	2.2. Face Recognition

	3. The Proposed Approach
	3.1. Methodology (CNN)
	3.1.1. VGG-16
	3.1.2. Convolution Layer
	3.1.3. Pooling Layer
	3.1.4. ReLU Layer
	3.1.5. Fully Connected Layer
	3.1.6. Why VGG
	3.1.7. Transfer Learning
	3.1.8. VGG-FACE
	3.2. Methodology (FCN)
	3.2.1. Upsampling
	3.2.2. Skip Layers
	3.2.3. Why choosing FCN
	3.3. Methodology
	3.3.1. Data selection
	3.3.2. Applied Data Set
	3.3.3. Data Augmentation
	3.3.4. Cross Validation
	3.3.5. Hardware Utility

	4. Experimental Results
	5. Conclusion and Future Work
	References

	ASTESJ_050606
	Select the Business Process. The first step is to identify the business process. A business process is defined as a major operational process in an organization. Process in business is defined as a natural business activity in an organization supporte...
	References


	ASTESJ_050607
	2. Theoretical Review
	2.1. The Essence of Student Differences
	2.2. Learning Procedures for the Development of Social Ability

	3. Research Method
	4. Result and Discussion
	4.1. Differentiated Group Learning Model Design

	Orientation
	Orientation
	5. Conclusion and Recommendation
	Conflict of Interest
	Acknowledgment


	ASTESJ_050608
	2. Methodology
	3. Supply Chain in Mexican SMEs
	4. SMEs and the COVID-19 pandemic
	5. SMEs Disruptions.
	6. Resilience in SME's in times of COVID-19.
	7. Conclusion
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050609
	2. Previous Works Done due to Building Detection, Extraction, and 3D Reconstruction from LiDAR Data
	2.1. Overall AFE issues
	2.2. Detection, Segmentation, and Reconstruction of Building Roofs
	2.3. Generalizing LiDAR-Based Solutions in 3D Building Modelling

	3. Original Methodological Approach
	3.1. Phased Methodological Flowchart
	3.2. High Polyhedral Modeling for Building Extraction – Heavyweight Models
	3.3. Low Polyhedral Modeling for Building Extraction in Rural Areas – Lightweight Models
	3.3.1. Common issues
	3.3.2. Enhancing SaS-segmentation by restructuring its pipeline
	3.3.3. Providing RANSAC enhancements
	3.3.4. Optimizing SaS-reconstruction by Voronoi Neighborhood
	3.3.5. Implementing the PolyFit approach

	4. Results: Software Elaborated for AFE Purposes
	4.1. Desktop and Web-Based Applications
	4.2. Cloud-Based Application – ELiT Geoportal

	5. Discussion
	6. Conclusion
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050610
	2. The TOST System
	2.1. Programming in TOST
	2.1.1. Types of variables
	2.1.2. Statements
	2.2. Processes Execution Management in TOST
	2.3. TOST System Options
	2.4. TOST System Watch
	2.4.1. Processes
	2.4.2. Ready table
	2.4.3. Blocked table
	2.4.4. Memory Allocation map
	2.4.5. Semaphores information

	3. Teaching Operating System Basics
	3.1. Teaching Process Management
	3.2. Teaching Process Scheduling
	3.3. Teaching Memory Management
	3.3.1. Real Memory
	3.3.2. Virtual Memory

	4. Teaching Concurrent Programming Concepts
	4.1. Teaching Mutual Exclusion
	4.2. Teaching Interprocess Synchronization
	4.3. Teaching Deadlock

	5. Students’ Opinion
	6. Conclusions and Further Research
	Conflict of Interest
	Acknowledgments
	References


	ASTESJ_050611
	2. Methodology
	2.1. Data sources and selection criteria

	3. Result
	3.1. Review of the Selected Literature

	4. Results of the Review
	4.1. Publication History and Frequency
	4.2. Publication Type
	4.3. Word Cloud of technology adoption tools
	4.4. Possible limitations of this review

	5. Future Research
	6. Conclusion
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050612
	2. Background
	2.1. Technology Acceptance Model
	2.2. Usage and Modifications of TAM
	2.3. Summary of TAM and Modified versions

	3. TAM criticisms and limitations
	3.1. TAM criticisms
	3.2. TAM limitations

	4. Conclusion
	Acknowledgement
	References


	ASTESJ_050613
	2. Materials and Methods
	3. Calculation of the influence coefficient by analytically method
	3.1. The influence of parameters on maximum flying speed
	3.2. The influence of parameters on service ceiling
	3.3. The influence of parameters on specific express power
	3.4. The influence of parameters on sustained load factor
	3.5. The influence of parameters on acceleration time

	4. Calculation of the influent coefficients by numerical method
	5. Results and Discussions
	6. Conclusions
	References

	ASTESJ_050614
	2. Methodology
	3. Analysis of the Communication System
	3.1. Block Diagram of the System
	3.2. Design Parameters

	4. Development of Front-Ends
	4.1. Transmitter Design
	4.2. Receiver Design
	4.3. Implementation of Front-ends

	5. Measurements
	6. Conclusions
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_050615
	3.1. Geometry and detailing of tested samples
	3.2. Materials
	3.2.1.  Properties of Sand
	3.2.2. Concrete
	3.2.3. Reinforcement
	3.3. Surface preparation and installing dowel bars
	3.4. Instrumentation acquisition system
	4.1. Failure modes and crack patterns
	4.2. Reinforcement and Concrete Strains
	4.3. Settlement under concrete footing
	4.4. Contact Pressure Distribution
	Conflict of Interest
	[18] British Standard Institute, “BS EN 12390-3:2001 Testing hardened concrete - Part 3: Compressive strength of test specimens,” BSI Standards Publication, 4–10, 2001.
	[19] ASTM International, “Standard Specification for Deformed and Plain Carbon-Steel Bars for Concrete Reinforcement,” Aashto, M31, 6, 2016, doi: 10.1520/A0615.
	Notations


	ASTESJ_050616
	2. Background
	3. System
	3.1. Overview
	3.2. Hand tracking and software
	3.3. Haptic system

	4. Experiment Methods and Results
	5. Conclusion
	Acknowledgment
	References


	ASTESJ_050617
	2. Physical Working Environment
	3. Physical Environment Factor that Influences the Performance
	3.1. Air Factor
	3.2. Temperature
	3.3. Sound (Noise)
	3.4. Illumination
	3.5. Workspace

	4. Research Methodology
	5. Investigation Results
	6. Discussion and Recommendation
	7. Discussion and Recommendation
	Acknowledgements
	References

	ASTESJ_050618
	2. Related Work
	3. Methodology and Experimental Results
	3.1. Sentiment analysis
	3.2. Inferring Topics

	4. Discussion and Conclusions
	Conflict of Interest
	References


	ASTESJ_050619
	1. Introduction
	2. Mathematical Model
	2.1. Choosing a kinematic assembly scheme
	2.2. The mathematical model of the motion dynamics of the shaft mass center with respect to the non-inertial reference frame attached to the base part
	Formulation of the mathematical model.


	3. Experimental Installation
	3.1. Determining the Factors
	3.2. Selecting the Type of Model
	3.3. Design of Multifactor Experiments in the Search for Optimal Technological Conditions and Design Parameters of Equipment.
	3.4. Experimental Installation

	4. Results and Discussion
	4.1. Screening of Coarse Observations in Parallel Experiments
	4.2. Verification of the Uniformity of Dispersions
	4.3. Determination of Regression Coefficients
	4.4. Verification of Model Adequacy

	5. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_050620
	2. Experimental methods
	2.1. Synthesis of vanadium doped SnO2 thin films
	2.2. Characterization Technique

	3. Results and Discussion
	3.1. Structural properties
	3.2. Morphological Analysis
	3.3. Elemental analysis
	3.4. Optical properties
	The observed absorbance modulated spectra of virgin SnO2 and Vanadium doped SnO2 thin films at different concentrations are depicted in Figure 7. Gradually increasing absorption from NIR to the visible region is observed. The absorption edge is prolon...
	3.5. FTIR analysis

	4. Conclusions
	Acknowledgment

	References
	[23]  S. Chandra, K. Ravichandran, G. George, T. Arun, P. Rajkumar, “Influence of Fe and Fe+F doping on the properties of sprayed SnO2 thin films,” Journal of Materials Science Materials in Electronics,27(9),9558–9564, 2016, doi: 10.1007/s10854-016-50...
	[24]  B. Zhang, Y. Tian, J. X. Zhang and W. Cai, “The FTIR studies of SnO2: Sb (ATO) films deposited by spray pyrolysis,” Materials Letters. 65(8), 1204-1206, 2011, doi: 10.1016/j.matlet.2011.01.052.
	[27]  J. Mazloom, F.E. Ghods, H. Golmojdeh,“Synthesis and characterization of vanadium doped SnO2 diluted magnetic semiconductor nano particles with enhanced photo catalytic activities”, Journal of alloy compounds,639(1),393-399,2015, doi: 10.1016/j.j...
	[31]  J.F. Chang, H.H. Kuo, I.C. Leu, M.H. Hon, “The effects of thickness and operation temperature on ZnO: Al thin film CO gas sensor,” Sensors and Actuators B: Chemical, 84(2), 258–264, 2002, doi: 10.1016/S0925-4005(02)00034-5.

	ASTESJ_050621
	2. Problem statement
	3. Algorithm of the universal approach for determining the maximum flow problems
	4. Solutions to the defined 5 types of the problems
	5. Application of the maximum flow suggested approach to an illustrative example about Problem 1
	6. Conclusion
	Conflict of Interest
	Acknowledgment
	References

	[17] J. Dou, X. Dai, Zh. Meng, “Optimization for Flow-Line Configurations of RMS Based on Graph Theory”,  in 2007 International Conference on Mechatronics and Automation, 1261-1266, doi: 10.1109/ICMA.2007.4303730

	ASTESJ_050622
	1. Introduction
	2. Research Background
	2.1. Emotion recognition
	2.2. Eye-gaze tracking

	3. System Architecture
	3.1. Emo Tracker - the Emotion detection module
	3.2. Gaze Tracker - the Eye-Gaze Detection module

	4. Results
	4.1. Evaluation of emotion detection performance

	The model VGG13 we trained is also evaluated on EmotioNet [21] 2018 challenge dataset: the Ohio State University, on their website [38], has in fact made available their dataset to give anyone the opportunity to compare their results with those of the...
	In this case only five emotions have been evaluated: this is because available photos related to Fear emotions were not enough to establish a meaningful comparison. In addition, no photos were made available for the comparison of the Neutral emotion.
	4.2. Evaluation of eye-gaze detection performance

	5. Conclusion and discussion
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050623
	2. Literature Review
	2.1. Data Collection

	3. Calibration and Signal Processing
	3.1. Sensors Calibration
	3.2. Filtering

	4. System Overview
	5. Driving Parameters Estimation
	5.1. Longitudinal and Lateral Accelerations
	5.2. Vehicle’s Orientation
	5.3. Vehicle’s Speed

	6. Maneuvers Detection
	7. Driving Maneuvers Identification and Classification
	8. System Validation
	9. Conclusion
	References

	ASTESJ_050624
	2. Related Works
	3. Research Methods
	3.1. Validity and Reliability Test
	3.2. Convergent Validity Testing
	3.3. Testing Discriminant Validity
	3.4. Testing the value of AVE (Average Variance Extracted)

	4. Results
	5. Discussion
	6. Future Work
	References

	ASTESJ_050625
	 Introduction
	Overview of LoRaWAN and LoRa
	Radio Propagation Models
	Deygout 94
	ITU-R 525/526
	COST-231 Walfish-Ikegami
	Motivation for Performance and Evaluation of RF Models with Trace-driven Simulation
	Related Work

	Measurement Setup and Simulation
	Data Collection Setup
	Data Processing and Input to Models
	Trace-Driven Simulation

	Performance Analysis and Discussion
	Conclusion and Future work

	ASTESJ_050626
	Introduction
	Related Work
	Design of the new Sensor System
	Multi-Directional Light Measurement Vector
	Features of the Rotating Sensor System
	Measuring Multi-Directional Light Illuminance

	Performance Analysis of the Sensor System
	Measuring and Transmitting Light Data
	Detecting Main Light Direction
	Detecting Blocked Directions
	Accuracy Analysis

	Conclusion

	ASTESJ_050627
	2. Vehicle Rollover Index
	2.1. Traditional Rollover Index
	2.2. Rollover Index for Tripped and Untripped Rollover

	3. Recurrent Neural Networks (RNNs)
	4. Methodology
	4.1. Dataset generation for tripped and untripped rollover
	4.2. Training of the recurrent neural networks for tripped rollover
	4.2.1 Training for determining a suitable neural network type
	4.2.2 Training for determining suitable inputs for the neural network
	4.2.3 Training for determining suitable neural network structure
	4.2.4 Training for future tripped and untripped rollover prediction

	5. Results
	5.1. The suitable neural network type
	5.2. The suitable input features for the neural network
	5.3. The suitable neural network structure
	5.4. Future tripped and untrippped rollover prediction

	6. Conclusions
	Acknowledgment

	References

	ASTESJ_050628
	3. Methodology
	3.1. Building initial solution using Genetic Algorithm (GA):
	3.2. Binary version of Bat Algorithm
	3.3. Proposed Hybridized Bat Algorithm

	4. Computational Experiments and Discussion
	5. Conclusion
	Conflict of Interest

	References

	ASTESJ_050629
	2. IT GRC frameworks
	2.1. ITIL
	2.2. ISO 27001
	2.3. IT Balanced Scorecard
	2.4. CMMI
	2.5. IT GRC Frameworks matching with COBIT
	a) ITIL –COBIT
	b) CMMI –COBIT
	c) ISO27001 -COBIT


	3. Knowledge Management
	3.1. Definition
	3.2. Design methods
	3.3. COBIT knowledge Base

	4. Related works
	5. Proposed model
	6. Discussion
	7. Implementation
	8. Conclusion and perspectives
	Conflict of Interest

	References

	ASTESJ_050630
	2. Purpose and task of the research
	3. Finding a solution to the problem
	3.1.   Mode of consumption of virtual reactive power from the power supply network.
	3.2.  Mode of virtual reactive power generation in the power supply network.

	4.  Generalization of the results of the analysis of control regimes
	5. Conclusions
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050631
	2. Proposed Model
	A. Modeling of Wind Turbine System
	B. Modeling of PMSG

	3. Proposed Control Method for SAPF
	3.1. Active Power Component (APC) or Unit Vector Template Theory
	3.2. DC voltage Controller
	3.3. Proposed Fuzzy Ligic controller

	4. Result and discussion
	4.1. Case 1: Direct current control with APCT-PI
	4.2. Case 2: Indirect current control with APCT-PI
	4.3. Case 3: Indirect current control with Modified Fuzzy Logic controller with APCT

	5. Conclusion
	Conflict of Interest

	References
	Word Bookmarks
	OLE_LINK3
	OLE_LINK4
	OLE_LINK7
	OLE_LINK10
	OLE_LINK9
	OLE_LINK13
	OLE_LINK14
	OLE_LINK15
	OLE_LINK16
	OLE_LINK11
	OLE_LINK12
	OLE_LINK17
	OLE_LINK1
	OLE_LINK2
	OLE_LINK5
	OLE_LINK6


	ASTESJ_050632
	2. Related Works
	3. Methodology
	4. Results
	4.1. Participants
	4.2. Finding from the original research
	4.3. Learning styles preferences
	4.4. Learning Style Preferences (Domain) during pre-university studies
	4.5. Students’ attitude towards mathematics
	4.6. Association between learning style and attitudes towards mathematics achievement

	5. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_050633
	2. Video compression
	2.1. Overview of video compression
	2.2. The stages of video compression

	3.  Traditional video coding standards
	3.1. H.120 Video Compression Standard
	3.2. H.261 Video Compression Standard
	3.3. H.262/ Moving Picture Expert Group-2
	3.4. H.263 Video Compression Standard
	3.5. H.264 Video Compression Standard
	3.6. H.265 Video Compression Standard
	3.7. Society of Motion Picture and Television Engineers standards
	3.8. Video Processing for Internet

	4. Neural network and Deep learning-based video coding standards.
	5. Conclusion
	Conflict of Interest
	References


	ASTESJ_050634
	2. Previous works
	2.1. Multi-Agent and Decentralized System
	2.2. Transfer Learning

	3. Methodology
	4. Overmind: A Framework for Decentralized Machine Learnings
	4.1. Determine Data Clustering
	4.2. Assign Agent
	4.3. Establish Network
	4.4. Transfer Learning
	4.4.1 Data Transfer
	4.4.2 Feature Transfer


	5. Performance evaluation: a case study Thailand PM2.5 and weather forecast information database
	5.1. Framework Performance
	5.2. Demonstration on Transfer Learning for Feature Transfer

	6. Results and Discussion
	7. Conclusion
	7.1. Higher Performance and Unaffected by Data Bias.
	7.2. Distributed Resource Utilization
	7.3. Dynamic Models in Collaborative Manner

	8. Future Work
	Acknowledgment

	References

	ASTESJ_050635
	2. Theoretical background and research framework
	2.1. Theoretical background

	3. Materials and Methods
	3.1. Measurement instrument
	3.2. Analytical procedures

	4. Results and Discussion
	4.1. Reliability and validity
	4.2. Discussion

	5. Conclusions and limitations
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_050636
	Introduction
	Controller Design Methodology
	PID controller
	FOPID controller
	COPID controller

	Results and Discussions
	Conclusions

	ASTESJ_050637
	2. Basic Concept of Deep Learning – Dense Neural Network
	3.  The proposed deep learning - dense neural network authentication model
	3.1. Dataset
	3.2. Performance Evaluation Metrics

	4. Results and Discussion
	4.1. Parameter Setting

	5. Conclusions and Future Work
	Conflict of Interest

	Acknowledgment

	ASTESJ_050638
	2. Literature Review
	2.1. Studies and Developments
	2.2. Facial Emotion Recognition Dataset (FER-2013)
	2.3. Standalone-Based Neural Network (SBNN)
	2.4. Ensemble-Based Neural Network (EBNN)
	2.5. Other Researches

	3. Proposed Model
	4. Experiments
	4.1. Experimental Design
	4.2. Experimental Results

	5. Conclusions
	Conflict of Interest
	References


	ASTESJ_050639
	2. Background and related work
	3. Methodology
	3.1. Collection
	4.1. Most Favored and Most Retweeted Tweets about Digital Twins
	4.2. Mention and Sentiment Analysis

	5. Results of Social Media Analytics of IIoT and Cybersecurity Tweets
	6. Application of a Digital Twin as a Multi-Model Security Architecture
	7. Conclusions and Future Work
	7.1. Conclusions
	7.2. Future Work
	Conflict of Interest
	References



	ASTESJ_050640
	2.1. Assessment of Conventional Generation Systems Adequacy
	2.2. Wind Speed Paradigm
	3. Methodology
	4. Outcomes Analysis
	4.1. Simulation Outcomes of Speed & Power Wind
	4.2. Cases Running the Algorithm
	Run I: Valuation of Algorithm Performance for the “RTS-79” System
	Run II: Valuation of Algorithm Performance for the “RTS-96”
	Run III: Valuation of Performance SMCS with WPG for “RTS-79” System
	Run IV: Valuation of Reliability Indices for DEOA with WPG for “RTS-79” System
	Run V: Valuation of Reliability Indices with Wind Power Penetration for the “RTS-79” System Using DEOA

	5. Conclusions
	References

	ASTESJ_050641
	2. Related Works
	3. System Model
	4. Implementation and Testing
	5. Conclusion
	References


	ASTESJ_050642
	 Introduction
	Variable-Toff PCMC Algorithm 
	Instability digression
	Constant-Toff Algorithm Implementation
	Control Logic block

	Design example and Simulations results
	Simulation results

	Conclusions

	ASTESJ_050643
	Introduction
	Background
	Related Work
	Blueprint
	Goals
	Model
	Add-ons

	Implementing Blueprint on a Real-World Project
	Use Cases

	Implementation Findings
	Conclusion

	ASTESJ_050644
	Introduction
	Related Work
	Proposed System
	Design Concept
	Text Pre-processing
	Vietnamese Text Tokenization
	Keyword Extraction by TextRank
	Keyword Extraction for Topics
	Similarity Measurement by Jaccard Distance

	Experiments
	Datasets
	Evaluation Metric
	Experimental Results

	Conclusion

	ASTESJ_050645
	1. Introduction
	2. Data Mining-based Approach
	2.1. Classification
	2.2. Decision Tree
	2.3. Feature Selection

	3. Rank-based Classification
	4. Dataset used
	5. Experimental Setup
	6. Conclusion
	Conflict of Interest
	References

	ASTESJ_050646
	2. Experimental Method
	2.1. Experimental equipment
	2.2. Viewing conditions
	2.3. Laboratory environment
	2.4. Changes in gaze position due to the difference in resolution (Experiment 1)
	2.5. Changes in gaze position due to the difference in screen size (Experiment2)

	3. Results
	3.1. Results of Experiment 1: Change in gaze position due to the difference in display resolution (Experiment 1)
	3.2. Results of Experiment 2: Change in gaze position due to the difference in screen size (Experiment 2)

	4. Discussion
	5. Conclusion
	References

	ASTESJ_050647
	2. Materials and Methods
	3. Results
	3.1. The effectiveness of the use of chromium diiodide
	3.2. The analysis of spectrograms
	3.3. Results of change of scattering fields.

	4. Conclusions
	References

	ASTESJ_050648
	1. Introduction
	2. Methods
	2.1. Research type and design
	2.2. Population
	Inclusion criteria:
	Exclusion criteria:

	2.3. Technique and Instrument
	2.4. Place and Application of the Instrument

	3. Results and Discussions

	ASTESJ_050649
	4.1. Choosing a comprehensive criterion
	4.2. Selection of performance evaluation method
	4.3. Problem solving algorithm
	4.4. Selecting the number of settlement cases
	4.5. Optimal parameters
	References
	Word Bookmarks
	MTBlankEqn


	ASTESJ_050650
	2. Experiments and Results
	2.1. SEM/EDS Analysis Results
	2.2.    TEM/EELS Analysis Results
	2.3. AES Analysis Results
	2.4. HAST Storage Test Result
	2.5. FOSB Storage Test Result

	3. Conclusions
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050651
	2. Technologies for Proposed Framework and Proactive Approach
	2.1. Cloud Computing
	2.2. Internet of Things (IoT)
	2.3. Clustering and WSN
	2.4. Sensor Topologies

	3. Present Capacity-Estimation Approaches
	4. Proposed Smart Capacity Estimation Framework and Proactive Approach
	4.1. Proactive Approaches at Zone and Different Levels
	5.1. Positions and Capacity
	5.2. Stop and Wait
	5.3. Move and Enter in the Zone
	5.4. Evacuation or Exit from the Zone

	6. Comparison between Existing and Proposed Capacity Estimation
	7. Algorithm for Proposed Capacity Estimation
	7.1. Algorithm for Zone Capacity Estimation
	7.2. Algorithm for different Level Capacity Estimation

	8. Simulation and Results
	8.1. Single Zone Scenario
	8.2. Different Levels and Double Zone Scenarios

	9. Discussion
	10. Conclusion and Future Directions
	References


	ASTESJ_050652
	2. Related Works
	3. Solution Design
	4. Method
	4.1. Pedagogical context
	4.2. Learning Objectives
	4.3. Methodology
	4.4. Mechanics

	5. Results
	6. Discussions
	7. Conclusions
	Acknowledgment

	References

	ASTESJ_050653
	2. Methods of Cyberattack Applied to UAVs
	2.1. Non-destructive Methods of Cyberattack
	2.2. Destructive Methods of Cyberattack

	3. Signal Detection of the UAV
	3.1. Localization Position of the remote control station or UAV
	3.2. Analysis of Data Flow Using Neural Network

	4. The UAS Signal Detection Using Neural Network
	5. Possibilities for UAS Elimination Using EW Methods
	5.1. Possibilities of Penetration into the UAV Communication Channel
	Brute force Attack and Dictionary Attack by Cloud Computing
	Rainbow Table
	DoS Attack
	KRACK Method
	5.2. Options after Successful Penetration into the UAV System
	Secret Observation
	Sending Unobtrusive Commands
	Complete take over the UAS

	6. The Proposed Concept of the EW C-UAS System
	6.1. Basic principles and functioning of the proposed concept
	Neural Network
	Possibilities to Find Password
	6.2. The proposed concept applied in the urban area
	6.3. Partial conclusion of Section 6

	7. The proposed concept applied to artillery units
	7.1. Artillery units in the regular operations and proposed concept of application
	7.2. Artillery units in asymmetric operations and proposed concept of application
	7.3. Partial conclusion of Section 7

	8. Conclusion
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050654
	1. Introduction
	2. PMSM Mathematical Model
	3. Field oriented control (FOC) of PMSM
	4. MPCC method for OPF detection
	5. The fault-tolerant compensation topology
	6. Simulation results
	7.  Conclusion
	Conflict of Interest

	References

	ASTESJ_050655
	2.1. Decision Tree [DT]
	2.2. Multilayer Perceptron [MLP]
	2.3. Gaussian naïve Bayes
	2.4. Gaussian classifier
	2.5. AdaBoost classifier
	2.6. Relevance vector machine
	2.7. Stochastic gradient (SGD)
	2.8. Support Vector Machine [SVM]
	2.9. K-nearest neighborhood [KNN]
	2.10. Random Forest [RF]
	2.11. Variational Relevance Vector Machine [VRVM]
	5.1. Datasets
	5.2. Evaluation metrics
	5.3 Baseline Method
	5.4 Experimental setting 1
	5.5. Experimental setting 2
	References

	ASTESJ_050656
	Introduction
	Problem Formulation
	Reliability Indices
	Voltage Deviation and Power Loss
	Constraints
	Failure and Repair rate constraints
	Real and Reactive power constraints
	Voltage constraint
	Radial topology constraint

	Objective Function

	Proposed Method
	Particle Swarm Optimization
	Algorithm

	Results and Discussion
	33 Bus System
	Case 1
	Case 2
	Case 3
	Case 4

	69 Bus System
	Case 1
	Case 2
	Case 3
	Case 4


	Conclusion

	ASTESJ_050657
	Introduction
	Related Works
	Concept and Theory
	Convolutional Neural Network (CNN) Architecture
	MobileNetV1 
	MobileNetV2 

	Methodology
	Dataset
	Model Architecture 
	Performance Metrics

	Results and Discussion
	Conclusion and Future Work

	ASTESJ_050658
	2. DFIG-WT model
	2.1. Wind turbine model
	2.2. Induction generator model

	3. Control design
	3.1. Speed observer
	3.2. Reference Signals
	3.3. Control and update laws

	4. Simulation Results
	5. Conclusion
	References

	Word Bookmarks
	OLE_LINK32
	OLE_LINK160
	OLE_LINK162
	OLE_LINK133
	OLE_LINK134
	OLE_LINK102
	OLE_LINK95
	OLE_LINK45
	OLE_LINK40
	OLE_LINK41
	OLE_LINK94
	OLE_LINK15
	OLE_LINK12
	OLE_LINK23
	OLE_LINK16
	OLE_LINK1
	OLE_LINK91
	OLE_LINK86
	OLE_LINK3
	OLE_LINK5
	OLE_LINK13
	OLE_LINK14
	OLE_LINK10
	OLE_LINK17
	OLE_LINK88
	OLE_LINK89
	OLE_LINK50
	OLE_LINK49
	OLE_LINK24
	OLE_LINK25
	OLE_LINK18
	OLE_LINK121
	OLE_LINK135
	OLE_LINK136
	OLE_LINK19
	OLE_LINK105
	OLE_LINK20
	OLE_LINK21
	OLE_LINK22
	OLE_LINK62
	OLE_LINK59
	OLE_LINK29
	OLE_LINK119
	OLE_LINK118
	OLE_LINK80
	OLE_LINK81
	OLE_LINK114
	OLE_LINK28
	OLE_LINK27
	OLE_LINK116
	OLE_LINK39
	OLE_LINK56
	OLE_LINK31
	OLE_LINK152
	OLE_LINK147
	OLE_LINK151
	OLE_LINK37
	OLE_LINK6
	OLE_LINK43
	OLE_LINK2
	OLE_LINK103
	OLE_LINK83
	OLE_LINK109
	OLE_LINK111
	OLE_LINK76
	OLE_LINK75
	OLE_LINK78
	OLE_LINK77
	OLE_LINK69
	OLE_LINK72
	OLE_LINK74
	OLE_LINK73
	OLE_LINK82
	OLE_LINK84
	OLE_LINK171
	OLE_LINK70
	OLE_LINK172
	OLE_LINK79
	OLE_LINK198
	OLE_LINK194
	OLE_LINK191
	OLE_LINK36
	OLE_LINK161
	OLE_LINK163
	OLE_LINK164
	OLE_LINK38
	OLE_LINK184
	OLE_LINK183
	OLE_LINK182
	OLE_LINK180
	OLE_LINK181


	ASTESJ_050659
	2. Related Works
	2.1. System dynamics
	2.2. Systems thinking

	4. Discussion
	4.1. Conceptualization of the elements of the economic system for the fight against poverty based on water
	4.1.1. Production systems modeling in irrigation improvement projects
	4.2. Formulation and validation of the simulation model
	4.2.1. Subsystems formulation
	D. Irrigation infrastructure
	4.3. Production optimization

	5. Conclusions
	References


	ASTESJ_050660
	1. Introduction
	1.1. Theoretical models
	1.2. Experimental models
	Figure 1: Experimental approach for defining a parametric model of a system
	Figure 2: Generalized transfer function Structure


	2. Parametrical Models
	Figure 3: The ARX Structure
	Figure 4: The ARX Structure
	Figure 5: The OE Structure
	Figure 6: The BJ Structure

	3. Parameters Estimation
	Figure 7: Prediction Error Method

	4. Model Validation
	1.3. Akaike Final Prediction Error
	Figure 8: Internal structure of a DC Servomotor
	Figure 9: Data acquisition board schema
	Figure 10: Typical block diagram of the experiment
	Table 1: The estimated ARX models
	Table 2: The estimated ARMAX models
	Table 3: The estimated OE models
	Table 4: The estimated BJ models
	Figure 11: Comparison between the estimated model (ARX331) and measured output
	Figure 12: Comparison between the estimated model (OE131) and measured output
	Figure 13: Comparison between the estimated model (ARMAX2411) and measured output
	Figure 14: Comparison between the estimated model (BJ1313) and measured output
	Figure 15: Comparison between the estimated Polynomial models (ARX331, ARMAX2411, OE131, and BJ1313) and measured output
	Figure 15: Comparison between the estimated Polynomial models (ARX331, ARMAX2411, OE131, and BJ1313) and measured output


	8. Conclusion
	References

	ASTESJ_050661
	2. Facebook Translation Service (FTS)
	3. Literature Review
	4. Methodology
	4.1. Research Instrument

	5. Results
	5.1. FTS activation among Jordanians
	5.2. Have you used FTS in rendering English Facebook posts into Arabic?
	5.3. Have you used FTS in translating English Facebook Covid-19 posts into Arabic?
	5.4. Have you used FTS daily at the time of COVID-19?
	5.5. Have you considered FTS output as a Primary source of your information regarding COVID-19?
	5.6. How do you rate the fluency of FTS output?
	5.7. Have you rated the adequacy of FTS output?
	5.8. Have you rated FTS output?

	6. Discussion
	7. Conclusion
	Conflict of Interest
	Acknowledgment

	References
	Appendices:

	ASTESJ_050662
	Conflict of Interest
	Acknowledgment
	References

	ASTESJ_050663
	2. Related work
	3. Overview of the IEC 61499
	4. Proposed IEC 61499 Implementation
	4.1. Communication architecture
	4.2. Consolidation and voting replicate inputs
	4.3. Consolidate time analysis

	5. Numerical example
	5.1. Determinism testing

	6. Conclusions
	Acknowledgment
	References


	ASTESJ_050664
	 Introduction
	COST 2100 Dataset
	Clustering Approaches
	Analysis of Variance (ANOVA)
	Clustering Validity Index
	Result and Discussion
	Conclusion

	ASTESJ_050665
	Introduction
	COST 2100 Channel Model (C2CM) Dataset
	Modified Simultaneous Clustering and Model Selection (MSCAMSMA)
	Graphical User Interface (GUI)
	Conclusion

	ASTESJ_050666
	2. Materials and Methods
	2.1. Materials
	2.2. Preparation of bioplastics
	2.3. Colour and brightness
	2.4. Roughness test
	2.5. Fourier-transform infrared (FTIR) spectroscopy
	2.6. Soil toxicity
	2.7. Moister content and water solubility
	2.8. Statistical analysis of data

	3. Results and discussion
	3.1. Preparation of bioplastics
	3.2. Colour and brightness
	3.3. Roughness Test
	3.4. Fourier-transform infrared (FTIR) spectroscopy
	3.5. Soil toxicity
	3.6. Moister content and water solubility

	4. Conclusion
	Conflict of Interest
	References


	ASTESJ_050667
	2. Theoretical foundations
	2.1. Strategic model
	2.2. Disruptive innovation
	2.2.1. S-Curve pattern of innovation

	2.3. Lifestyle
	2.4. Chronic diseases

	3. Methodology
	3.1. Sample selection
	3.2. Instrument design

	4. Hypothesis
	5. Results
	5.1. Descriptive results
	5.2. Correlational results

	6. Disruptive strategic model
	7. Discussion
	8. Conclusions
	Conflict of Interest
	References


	ASTESJ_050668
	1.1. Current Scenario
	1.2. Patriot Missile Error
	1.3. The Goal of Static Code Analyzers
	2. Proposed solution
	2.1. Description of categories of rules
	2.2. Implementation Details

	3. System features and usage
	3.1. Browsing C# file or project folder
	3.2. Select categories of rules for conducting analysis
	3.3. Viewing analysis results
	3.4. Viewing Dashboard
	3.5. Visual representation of Analysis Result

	4. Review and Comparison of the Existing Tools with sharpnizer
	5. Results
	6. Future Work

	ASTESJ_050669
	2. Materials and methods
	2.1. Materials and samples preparation
	2.2. Methods for mechanical properties and surface morphology analysis of samples

	3. Results and discussions
	3.1. Tensile strength
	3.2. Flexural strength
	3.3. Microstructure

	4. Conclusions
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050670
	 Introduction
	Related works
	Description of the ontology-based data management tool
	Semantics of the measurement of the presence of radon
	Implementation of the business logic layer
	Implementation of the client-side layer

	Analysis of Results
	Conclusions

	ASTESJ_050671
	2. Method and Materials
	2.1. Type of investigation
	2.2. Design and scope of the investigation
	2.3. Hypothesis
	2.4. Design of the instrument
	2.5. Population

	3. Results
	4. Discussion
	5. Conclusions
	Acknowledgments
	References


	ASTESJ_050672
	2. Traffic Congestion Theory and Measurement
	2.1. Traffic Flow Theory
	2.2. Traffic Flow Measurement

	3. Traffic Congestion Parameter
	3.1. Occupancy (OC)
	3.2. Relationship between Occupancy and Traffic Volume
	3.3.  “Traffic Congestion Triangle”

	4. Conclusion
	Conflict of Interest
	Acknowledgment
	References
	Appendix


	ASTESJ_050673
	Introduction
	Purchasing Process
	Purchasing types

	Identifying the Process Involved in Purchasing
	Product Requirements (specification)
	Product size and weight
	 Product performance requirements
	Product safety requirement
	Product maintenance requirements

	Evaluation and Suppliers Selection
	Effective Data Collection
	Effective Data Processing

	Approval/ award contract
	Supply chain management process
	Product delivery, payment review, and process evaluation
	Product delivery and payment
	Process evaluation


	Key Elements of Enterprise Resource Planning, Purchasing Databases, and Electronic Communication Systems
	Enterprise Information System Purchasing
	ERP System Evolution

	Future requirements of electronic purchasing systems that will enable information visibility
	Cloud Integrated ERP System
	Advantages and Disadvantages of ERP System
	On-Premise ERP versus Cloud-Based ERP
	Available Cloud-Based ERP System
	Factors to Consider When Purchasing (Cloud-Base) erp System
	Upgrade vs. Replacement
	Training and Setup
	Reporting and Dashboards
	Integration
	Customization


	Conclusion

	ASTESJ_050674
	2. Modelling of PV system
	2.1. Modelling of the SEPIC converter
	2.2. Modelling of the Photovoltaic module

	3. Proposed controller:
	3.1. Artificial Neural Network
	3.2. Integral backstepping

	4. Simulation results
	5. Conclusion
	Conflict of Interest
	References


	ASTESJ_050675
	1. Introduction
	6. Research Methodology
	7. Results and Conclusions
	Conflict of Interest
	Acknowledgment
	References

	ASTESJ_050676
	2. Literature Review
	2.1. Chatbot
	2.1.1.  User Interface
	2.1.2. Artificial Intelligence
	2.1.3. Integration

	2.2. Platform API.AI
	2.3. Chatbot Type (Based on its functionality
	2.3.1. Business Management Chatbot
	2.3.2. Game Chatbot
	2.3.3. Music Chatbot
	2.3.4. Assistant Chatbot
	2.3.5. Education Chatbot

	2.4. Chatbot Examples
	2.4.1. Telegram Bot
	2.4.2. Pandorabots
	2.4.3. CardBot
	2.4.4. SuperAgent Chatbot

	2.5. Natural Language Processing (NLP)
	2.5.1. Common Techniques used for extracting information
	2.5.2. Advantages of NLP


	3. Research Method
	3.1. Literature Review
	3.2. Survey: Questionnaire

	4. Results
	4.1. Questionnaire and Literature Review Result
	4.2. Natural Language Processing (NLP) Techniques Corresponding to The Result
	4.3. Prototype Corresponding to The Result

	5. Conclusion
	Conflict of Interest
	Acknowledgment
	References

	ASTESJ_050677
	Conflict of Interest

	ASTESJ_050678
	Introduction
	Spline Adaptive Filter
	Proposed Adaptive Step-size and Variable Leaky Least Mean Square based on Spline Adaptive Filter
	Modified Variable Leaky mechanism
	Modified Adaptive Step-size Approach

	Performance Analysis
	Properties of AS-VLLMS Algorithm
	The Leaky Adjustment
	Mean Square Error Performance
	Experimental conditions on parameters setting

	Simulation Results
	Discussion
	Conclusion

	ASTESJ_050679
	Introduction
	Background and preliminaries
	A Quantitative Measure
	Stochastic version
	Optimal choice of p

	GPU implementation
	Theoretical improvement

	Numerical experiments
	Results

	Conclusions

	ASTESJ_050680
	2. Chemical markers used for the determination of the DP
	2.1. Carbon oxides (CO and CO2)
	2.2. Furan compounds

	3. Classical methods for the determination of the DP
	4. The architecture of ISDDP
	4.1. Fuzzy system for the determination of the DP
	4.2. Neuro-fuzzy system for the determination of the DP

	5. Analysis and results
	6. Conclusions
	Acknowledgment

	References

	ASTESJ_050681
	2. Methodology
	2.1. Creating a network

	Networking
	2.2. Analysis for choosing the best Alternative

	3. Case Study
	3.1. Recording data items in the partition matrix
	3.2. Convert partition matrix into network

	4. Result
	5. Conclusion
	References


	ASTESJ_050682
	2. Literature Review
	3.4. Relationship Strength

	4. Result and Discussion
	5. Research Limitation and Implication
	6. Conclusion and Future Research
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050683
	1. Introduction
	2. Development of Hand-Based Biometric Systems
	3. Current methods in hand-based biometric systems
	3.3. Extraction of biometric features
	3.4. Comparison with the reference template
	Statistic methods
	Machine learning

	3.5. Decision

	4. Quantitative evaluation of biometric system
	5. Comparison
	6. Research gap
	7. Discussion
	Conflict of Interest
	Acknowledgement
	References


	ASTESJ_050684
	Introduction
	Related Work
	Proposed System
	Input image
	Vehicle detection
	License plate detection
	Contribution in Calculating the Rectangularity Measurement
	Rectangularity Analysis

	Jordanian license plate Verification
	Determine license plate type
	Recognition of license plate numbers (OCR)
	Recognizing the make of the vehicle

	Experimental results
	Discussion
	Conclusions and Future Work

	ASTESJ_050685
	2. Statements of The Issue
	2.1. Conventional study of vehicle models
	2.1.1. Two-wheel model with simple structure
	2.2. Vehicle Model to Estimate Modeling Error

	3. Simulation of Fixed Road Surface
	4. Simulation of Road Surface Change
	5. Conclusion
	Conflict of Interest

	References

	ASTESJ_050686
	2. Historical activities
	2.1. Time
	2.2. Cognitive cybernetics

	3. Globalitarianism as a system
	3.1. Modeling
	3.2. Role of Persuasion
	3.3. Mass Man's Parameters


	ASTESJ_050687
	2. System Design and Methodology
	2.1. Pozyx
	2.2. Arduino Uno
	2.3. Radio-Controlled Car
	2.4. FCFS Software
	2.5. Car Simulation
	2.6. Pozyx in RC Car
	2.7. Communication Protocol
	2.8. Scaling Method
	2.9. Materials
	2.10. System Block Diagram

	3. Results, Analysis, and Discussions
	3.1. Prototype Car
	3.2. User Interface for the Control
	3.3. Control Capability Results with Pozyx

	4. Conclusions and Recommendations
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050688
	2.1. FCFS
	2.2. Reservations
	2.3. Car Simulation
	2.4. Predetermined 2D Grid
	2.5. Track Generation
	2.6. Steering Adjustments
	2.7. Throttle Adjustments
	2.8. Communications Protocol
	2.9. Road Track Design
	2.10. Scaling Method
	2.11. System Program Flowchart
	2.12. Evaluation
	3.1. Crossroad Reservation Queueing
	3.2. Car Paths
	3.3. Comparison of 2D Grid Simulation Results with Actual Results
	3.4. Additional Cars
	4. Conclusions and Recommendations
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050689
	2. Nonlinearity Compensation and Comparative Methodology
	2.1. 16-QAM Least-Squares SVM Nonlinearity Equalizer
	2.3. Simulation Parameters

	3. Comparative Index, Results, and Discussions
	3.1. Proposed Index
	3.2. LS-SVM Results
	3.3. CAEM Results
	3.4. Comparative Results

	4. Recommendations
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_050690
	2. Previous research
	2.1. Dollarization
	2.2. Internationalization of Yuan
	2.3. Analysis of variable

	3. Research model
	3.1. Research Analysis
	3.2. Analysis Model

	4. Analysis data
	4.1. data
	4.2. Data
	4.3. Cointegration Test

	5. Analysis Result
	5.1. VECM Analysis
	5.2. Granger Causality Analysis
	5.3. Impulse Response Analysis
	5.4. Variance Decomposition Analysis

	6. Summary and Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_050691
	 Introduction
	Related Work
	Face Identification In Big Data Environment
	Distributed tasks of LBPH, PCA and LDA in Apache Spark
	Pre-trained CNN model, LBPH, PCA and LDA for Multi-user identification system

	Experimental Results
	Database Description and Evaluation
	Results and discussion

	Conclusion and Perspectives

	ASTESJ_050692
	2. Why Is Surge Protection Important In The Modern Electronics System?
	3. Working Principle of SPD
	4. Selection Criteria on SPD for Ex Area Applications
	4.1. Types of SPDs
	4.2. Lightning Protection Zone, LPZ
	4.3. Lightning Protection Levels, LPL
	4.4. Parameter of SPD
	4.5. Implementation of SPD in the Ex Area
	4.5.1 Hazardous Area Classification

	5. SPD in Common Explosion Protection Technique
	5.1. Intrinsic Safety, Exi

	5.2. Flameproof, Exd
	5.3. Increased Safety, Exe

	6. Method to Protect Assets in Hazardous Area
	6.1. Application Example on SPD in Exi Control Loop
	6.2. Application Example on SPD in Exd Control Loop

	7. Summary
	Conflict of Interest
	References


	ASTESJ_050693
	2.1. Physical Modelling
	2.1.1. Water-balance equation
	2.2. Evapotranspiration Estimation
	2.3. Deep Percolation
	2.4. Model Structure
	2.5. Parameters Estimation
	2.6. Model Validation
	3. Economic MPC
	3.1. EMPC Basic Concepts
	3.2. EMPC Problem Formulation

	4. Simulation Results
	5. Conclusions
	Conflict of Interest
	References


	ASTESJ_050694
	2.1. Nature of Myanmar Sentences
	3.1. Corpus Information
	3.2. Overview Structure of Annotation
	4. Pre-processing
	6.1. Proper Noun and Possessive Phrase
	6.2. Compound Noun
	6.3. Numeral Phrase
	6.4. Adjective Phrase
	6.5. Adverb Phrase and Verb Phrase
	6.6. Conjunctions

	7. Parsing Experiment
	8.1. Evaluation
	8.2. Syntax Analysis

	References

	ASTESJ_050695
	2. Related Works
	3. Ontology Domain and the Model-Driven Approach
	3.1. Application Modeling Approach
	3.2. Scheduling Model
	3.3. Model Implementation

	4. Model Transformation Process
	5. Experimental Case Study
	6. Conclusion
	Acknowledgment

	References

	ASTESJ_050696
	2. Related Work
	3. Methodology
	4. Results and Discussion
	4.1. Steps Counting During Different Daily Activities
	4.2. Comparison with other Pedometers

	5. Conclusion
	Conflict of Interest

	References

	ASTESJ_050697
	2. State of the Art
	2.1. Natural Language Processing
	2.2. Sentiment Analysis
	2.2.1. Existing approaches

	3. Contribution
	3.1.1. Detailed Method

	3.1.2. Algorithm
	4. Conclusion
	Conflict of Interest
	References


	ASTESJ_050699
	2. Background
	3. Data Collection and Analyses
	4. Proposed INS for QU
	5. Conclusion
	The QU is considerably a large university having thousands of students and hundreds of functional units in the central building and spread across the different cities of the Al-Qassim province. Therefore, the QU can be considered as a small city where...
	Conflict of Interest


	ASTESJ_0506100
	2. Experimental
	2.1. Materials and Experimental Method
	2.2. Methods of Observing Microstructure and Testing Mechanical Properties

	3. Results
	3.1. Effect of Holding Time on the Graphite Shape
	3.2. Effect of the Holding Time on the Mechanical Properties
	3.3. Effect of the Average Pouring Temperature on the Graphite Size and the Mechanical Properties

	4. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506101
	1. Introduction
	2. Literature review
	2.1. Business Continuity
	2.2. Data Center
	2.3. Standards
	NFPA 1600 2019
	ISO 22301:2019
	ISO 22313:2020
	ISO/IEC 27031:2011

	2.4. Reference Standards and Good Practices
	ITIL
	COBIT
	CMMI


	3. Tax legislation
	3.1. Decree Law No. 28/2019
	3.2. SAF-T (PT)
	3.3. Decree Law No. 198/2012
	3.4. Invoicing Software Certification
	3.5. Ordinance No. 363/2010
	3.6. Order No. º 8632/2014

	4. Methodology
	5. Results
	5.1. Discussion
	5.2. Future work

	6. Conclusions
	Conflict of Interest

	References

	ASTESJ_0506102
	 Introduction
	Autonomous Vehicle Conceptual Model
	Vehicle
	Communication
	Edge Cloud

	Overview of Controller Area Network
	CAN Protocols
	The OBD-II Connector
	CAN Packets Layout
	The ISO-TP Protocol
	The Local Interconnect Network Protocol


	Overview of Cyber Attacks on Modern Vehicles
	Vulnerabilities Overview
	Jeep Cherokee
	GM Chevy Impala
	BMW
	Corvette
	Tesla S Model
	Nissan LEAF


	Analysis of Cyber Security Attack on JEEP Cherokee
	CAN Connectivity
	Attack Phases
	Identify Target
	Gain Remote Code Execution
	Sending CAN Messages
	CAN Messages Payloads


	Analysis of threat modeling frameworks
	Attacker-centric approach
	Intel's TARA (Threat Agent Risk Assessment)
	Cyber Kill Chain

	Asset-centric approach
	PASTA
	OCTAVE
	STRIDE


	Experimental Results
	Simulation Environment Setup
	Security Attacks on CAN Bus
	Injecting CAN Frames

	Conclusion

	ASTESJ_0506103
	 Introduction
	Proposed Improved PTAT Reference
	Simulation results

	Log-Domain Filter Realization
	Simulation results

	Conclusion

	ASTESJ_0506104
	 Introduction
	Background
	Blockchain
	Certification

	CertEdu
	Frameworks analyzed
	Prototype
	Certificate templates
	Publishing area
	Embedded authenticity checker 
	Mobile application
	Goals
	Disconnected checking and revocation

	Systemic tests
	Tamper
	Unauthorized appropriation
	Stolen key and revocation
	Validation without server access


	Conclusion

	ASTESJ_0506105
	 Introduction
	Contribution

	Related Work
	Methodology
	The Query-Document Similarity Measure

	Experimental Environment
	The Benchmark set of Related Queries
	Simulation of Relevance Judgments
	Clustering Experiments

	Experimental Results
	Discussion
	Conclusion and Future Work

	ASTESJ_0506106
	2. AE signal model
	3. Model adequacy
	4. Classification of pulse diversity
	5. Examples of identification of pre-seismic AE anomalies
	6. Conclusions
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_0506107
	2. System Dynamics and Problem Statement
	3. An Adaptive Time-delay Nonlinear Controller
	3.1. Simple Sliding Mode Control
	3.2. Gain-adaptation Laws
	3.3. Stability Analysis

	4. Simulation Validation
	4.1. Setup
	4.2. Simulation Results
	4.3. Discussion

	5. Conclusion
	Conflict of Interest

	References

	ASTESJ_0506108
	1.1. Optical vs Conventional Sensor
	1.2. FBG Sensing Principle
	2. Methodology
	2.1. Overall System Description
	2.2. Source
	2.3. FBG
	2.4. OSA

	3. Results and Discussion
	3.1. Effect of Grating Profiles
	3.1.1. Uniform Profile
	3.1.2. Chirped Profile
	3.1.3. Gaussian Apodized Profile
	3.2. Effect of Temperature with FBG
	3.3. Effect of Transmission Power and Distance
	3.4. Sustainable Power Source

	4. Conclusion and Recommendation
	Conflict of Interest
	Acknowledgement
	References

	ASTESJ_0506109
	1.1. Who leaves and who stays?
	1.2. Self-efficacy, coping self-efficacy and goals
	1.3. Barriers
	1.4. Support
	2. Methodology
	2.1. Data collection
	2.2. Survey characteristics
	2.3. Statistical analysis

	3. Results
	3.1. Independent Variables
	3.2. Confirmatory Factor Analysis
	3.3. The validity of the causal structure

	4. Discussions and Conclusions
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506110
	2. Literature Reviews
	3. Materials and Methodologies
	3.1. Dynamic Positioning Control System
	3.2. Hydrodynamic Forces on a Ship
	3.3. Computational Fluid Dynamics
	3.4. Methodology
	3.5. Implementation
	Geometry
	Meshing
	Simulation Setting


	4. Result and Analysis
	5. Conclusion and Future Works
	Conflict of Interest
	Acknowledgement
	References

	ASTESJ_0506111
	2. Proposed Design Methodology
	2.1. LBIST Partitioning
	2.2. LBIST Integration
	2.3. LBIST Controller Clocks
	2.4. LBIST Interface Dummy
	2.5. LBIST Interface Dummy
	2.6. LBIST Clock and Reset Control
	2.7. Making the LBIST Partitions LBIST Ready

	3. Implementation Details
	3.1. LBIST Dummy Netlist Integration at RTL
	3.2. LBIST Direct Control Mode

	4. LBIST verification results at RTL
	4.1. Testcase with PLL clock frequency
	4.2. Testcase with EXTAL clock Frequency
	4.3. Scan Chain Mask Decoder Testcase
	4.4. MISR Expose at PAD Testcase

	5. Conclusion
	References


	ASTESJ_0506112
	1. Introduction
	2. Methodology
	2.1. Research type and design
	2.2. Population and sample
	Inclusion criteria
	Exclusion criteria

	2.3. Technique and instruments
	2.4. Data collection procedure
	2.5. Application of data collection instruments
	2.6.  Data analysis and processing techniques

	3. Results
	4. Dicussion
	5. Conclusions

	ASTESJ_0506113
	2.2. Material modeling
	2.3. Structure optical modeling using FDTD
	2.4. 2D optical modeling using Comsol Multi-physics
	3.  Simulation Results
	3.1. Optimizing number of layer in DBR structure
	3.2. DBR thickness optimization
	3.3. Refractive index contrast optimization
	3.4. Absorption profile simulation
	3.5. Two-dimensional grating light trapping structure

	4. Fabrication Process
	5. Experiential validation
	6. Discussions
	7. Conclusion
	Acknowledgment
	References

	ASTESJ_0506114
	2. Seven-Level Packed U-Cell Inverter
	3. Seven-Level Modified Packed U-Cell Inverter
	4. Design Consideration of Standalone Operation
	Conflict of Interest

	References

	ASTESJ_0506115
	 Introduction
	 Related Work
	Proposed Method
	Data Acquisition
	Data Pre-processing
	Model Training

	Evaluation
	Experiment Setup
	Gesture Dataset
	Experiment Result

	Conclusion

	ASTESJ_0506116
	Introduction
	Related Work
	Motivating Example
	Docker-C2A Autoscaler
	EPMA platform
	Execution History
	PSO Algorithm

	Docker-C2A : PSO Algorithm
	Particle definition in Docker-C2A
	Fitness function in Docker-C2A
	PSO Example

	Experimentations
	Conclusion and Future Works

	ASTESJ_0506117
	 Introduction
	Wind Photovoltaic Generator Side Model
	Wind turbine model
	PMSG model
	Photovoltaic Generator

	Control Strategy
	Voltage Source Rectifier Control (VSRC)
	Generation of isdref and isqref
	 Generation of switching signals for VSR 

	Voltage Source Inverter Control (VSIC)
	Generation of idgref and iqgref
	Generation of switching signals for VSI


	Simulation results
	Conclusion
	Appendix

	ASTESJ_0506118
	 Introduction
	Our Contribution
	Paper Organization

	Preliminaries
	Definitions
	Security Model
	Construction
	Security Analysis
	IND-CCA2 Security
	EUF-CMA Unforgeability
	Security Analysis of Token Key

	Comparison
	Conclusion

	ASTESJ_0506119
	2. The ACO Technique Presentation
	2.1. Ant System
	2.2. Min-Man Ant System
	2.3. Ant Colony System

	3. Application of the ACO to the optimal sizing of CCII+
	4. Results and Discussion
	4.1. Optimization problem result using tow separated objective functions
	4.2. Optimization problem result using weighting approach:

	5. A Current Mode Filter based on the CCs
	6. Conclusion
	References


	ASTESJ_0506120
	 Introduction
	Related Work
	Feature Gate Top Down Model
	TD Map Generation
	Moving Object Map
	Final Map Generation

	Results and Discussion
	Conclusion

	ASTESJ_0506121
	1. Introduction
	3.1. Power Supply
	3.2. Sensor and Control
	3.3. Data Visualization

	4. Results
	4.1. The Sensors and Control Box
	4.2. Test Setup and Initial Deployment
	4.3. The Telemetry
	4.4. The Power and Sustainability
	4.5. Data Visualization


	ASTESJ_0506122
	1. Introduction
	2. Literature Review
	2.1. Technological performance measures
	2.2. Innovation Performance Measures


	3. Conceptual Framework and Hypotheses
	4. Methodology
	5. Reliability and Validity of the Survey Instrument
	6. Results and Analysis
	7. Discussion and Conclusion
	8. Limitations and Future Research
	9. Implications
	9.1. <Practical Implications
	9.2. Theoretical Implications


	ASTESJ_0506123
	2. Study Background
	3. Research Design
	4. Result & Discussion
	5. Conclusion
	References

	ASTESJ_0506124
	2. Materials and Methods
	2.1. Sampling Sites
	2.2. Measurement

	3. Results
	3.1. Ozone (O3) Measurement
	3.2. Nitrogen Dioxide (NO2) Measurement
	3.3. Particulate Matter (PM2.5) Measurement

	4.  Conclusion
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_0506125
	1. Introduction
	2. Literature Review
	2.1. Settlement
	2.2. Urban Settlement
	2.3. Slum
	2.4. Typology of Fishermen’s Settlement Areas

	3. Research Methodology
	3.1. Research Sites
	3.2. Data Collection
	3.3. Data Analysis

	4. Results and Discussion
	4.1. Evaluating the living conditions in the fishermen’s settlements

	 Clean water resources
	 Waste management
	 Electricity
	5. Conclusion
	Conflict of Interest
	References


	ASTESJ_0506126
	2. Methodology
	2.1. Analysis
	Sprint planning
	Development stage
	Sprint review
	Feedback

	2.2. Design and tools
	Programming platform (Android Studio)
	Database manager (Microsoft SQL Server)
	Design Tool (Balsamiq Wireframes)

	2.3. Procedure
	Product blacklog
	Sprint backlog
	Sprint planning meeting


	3. Case study
	3.1. Sprint planning
	3.2. Development Stage
	Time estimation
	Product scope

	3.3. Prototypes of the mobile application
	Increment 1: Main Start
	Increment 2: Enrollment module
	Increment 3: Detailed courses module
	Increment 4: Pension module


	4. Results and discussion
	4.1. About the case study
	4.2. About the methodology

	5. Conclusions
	References


	ASTESJ_0506127
	2. Materials and methods
	2.1. Description of Study Area

	3. Field Data Collection
	4. Results and discussion
	4.1. Correlation analysis of in situ NDVI and NDVI derived from MODIS

	5. Validation of Model
	6. Correlation analysis of in situ NDVI and in-situ LAI
	7. Final Model development
	8. Conclusions
	Acknowledgements
	Conflict of Interest
	References

	ASTESJ_0506128
	2. Literature Review
	3. Methodology
	4. Results/Findings
	4.1. Preliminary Study Results

	5. Model Generated
	5.1. Training Planning Design
	5.2. Training Implementation Design
	5.3. Teacher Training Assessment Design
	5.4. The Effectiveness of the Teacher training Model

	6. Discussion
	6.1. Contribution of the Study to Teacher Training
	6.2. Output

	7. Conclusion
	References


	ASTESJ_0506129
	Introduction
	Literature Review
	Multipath Clustering
	 Data Visualization

	Theoretical Consideration
	Channel Modeling
	Clustering
	Data Visualization

	Design Consideration
	Parallel Coordinate Plot (PCP)
	Dendrogram and Heatmaps
	Principal Component Analysis
	t-Distributed Stochastic Neighbor Embedding

	Results and Analyses
	Conclusions

	ASTESJ_0506130
	2. Optimal PMU Placement Problem Formulation
	3. Placement Methods
	3.1. Conventional Method
	3.1.1. Integer Linear Programming (ILP)
	3.1.2. Integer Quadratic Programming (IQP)
	3.1.3. Drawbacks of Conventional Methods

	3.2. Heuristic Methods
	3.2.1. Genetic Algorithm
	3.2.2. Particle Swarm Optimisation
	3.2.3. Tabu Search
	3.2.4. Differential Evolution
	3.2.5. Simulated Annealing
	3.2.6. Ant Colony Optimization
	3.2.7. Iterated Local Search
	3.2.8. Mutual Information
	3.2.9. Matrix Reduction
	3.2.10. Imperialistic Competition Algorithm
	3.2.11. Immune Genetic Algorithm
	3.2.12. Biogeography Based Optimisation
	3.2.13. Chemical Reaction Optimization
	3.2.14. Artificial Bee Colony (ABC)
	3.2.15. Bacteria Foraging Algorithm
	3.2.16. Cellular Learning Automata
	3.2.17. Hybrid Methods
	3.2.18. Drawbacks of Heuristic Methods


	4. Results
	4.1. Normal operation
	4.2. Case considering ZIN

	5. Conclusion
	Conflict of Interest
	Acknowledgment
	References

	ASTESJ_0506131
	2. Data Acquisition
	2.1. Neurosky Mindwave Mobile
	2.2. Subjects
	2.3. Stimuli
	2.4. Procedure of Data Collecting

	3. Methods
	3.1. Fast Fourier Transform (FFT)
	3.2. K-nearest neighbor
	3.3. Hardware Design
	3.4.  Software Design

	4. Result
	4.1. Feature Extraction of Raw Data
	4.2. FFT Spectrum Comparison
	4.3. Collecting Data Based on Spectrum Peaks
	4.4. KNN Classifier

	5. Conclusion
	Acknowledgment
	References


	ASTESJ_0506132
	2. Overview
	3. 5G new radio access technology
	3.1. Spectrum for 5G
	3.2. Use cases for 5G
	3.3. The key feature of 5G

	4. 5G applications
	4.1. 5G and Mobile Ad Hoc Network

	5. 5G and V2X
	5.1. 5G V2X architecture
	5.2. Security issues in 5G V2X services: problems and risks
	5.3. Security solutions for 5G V2X communication

	6. Discussion
	7. Open issues and future orientations
	8. Conclusion and perspectives
	References

	ASTESJ_0506133
	Introduction
	Primary processing of EMRS signal 
	Secondary processing of EMRS signals from thunderstorm foci
	 Hypothesis H1:  Uniform probability distribution on COXY(r,u,)
	Hypothesis H2:  Uniform probability distribution on COZ(r,u,)
	Hypothesis H3:  Uniform probability distribution on COXYZ(r,u,)
	Three-dimensional map of the level belonging  of thunderstorm foci to space cells 

	Simulation
	Conclusion

	ASTESJ_0506134
	2. Materials and methods
	2.1. Presentation of the study area
	2.2. Soil types in the area
	2.3. Soil sample collection
	2.4. Sampling of plant material
	2.5. Statistical methodology

	3. Results
	3.1. Physico-chemical characteristics of the soil studied for each site
	3.2. Physico-chemical properties of apple leaf soil

	4. Discussion
	5. Conclusion
	References

	ASTESJ_0506135
	2. Study Area
	3. Materials and Methods
	3.1. Influencing factors Selection reason
	3.2. Data  extraction, preparation, and GIS processing:
	3.3. AHP method application
	3.4. AAR index generation

	4. Result
	5. Discussion
	6. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506137
	1. Introduction
	2. Materials and Method
	3. Mathematical Modeling and Theoretical Principle
	3.1. Determination of the most suitable model for drying
	3.2. Moisture Content (%) Calculation Formula
	3.3. Determination of the effective diffusivity and activation energy

	4. Results and Discussion
	4.1. Experimental Results at Temperatures 10 C
	4.2. Experimental Results at Temperature of 20 C
	4.3. Experimental Results at Temperature of 30 C
	4.4. Experimental Results at Temperature of 40℃
	4.5. Experimental Results at Temperature of 50℃
	4.6. Experimental Results at Temperature of 60℃
	4.7. Drying Rate of Ginger Rhizome
	4.8. Effect of Drying Time on Thermal Conductivity

	5. Conclusion
	References

	ASTESJ_0506138
	4.1. Background
	4.2. Mathematical formulation
	5.1. Clustering based on distance and HBC
	5.2. Clustering algorithms to determine construction regional pharmacies area
	5.2.1. Clustering with K-means
	5.2.2. Clustering using DBSCAN
	5.2.3. Clustering with weighted k-means
	8. Conclusion and Future Work
	References

	ASTESJ_0506139
	1. Introduction
	2. Literature review
	2.1. Recommender Systems
	2.2. Techniques of Recommender Systems
	2.3. Related Works

	3. Methodology
	3.1. Data collection and description
	3.2. Attribute Representation and Categorization
	3.3. The Design of the Recommender System
	3.3.1. Description of the hybrid filtering recommendation activity diagram
	3.3.2. Description of the register process activity diagram
	3.3.3. Description of the search process activity diagram

	4. Implementation and Results
	4.1. Implementation
	4.2. Results and Discussion
	4.2.1. Results from Classification with Naïve Bayes Algorithm
	4.2.2. Results from Classification with Random Forest Algorithm
	4.2.3. Comparing Results of Classification with Naïve Bayes and Random Forest Algorithms
	4.2.4. Evaluation of Results
	4.3. System Interface
	4.3.1. The Registration Page
	4.3.2. The Journal Page
	4.3.3. The Publisher’s Page
	4.3.4. The ‘Get Journals Recommendation’ Page
	4.3.5. System’s extendability

	5. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506140
	 Introduction
	Overview of Filter Bank Multi-Carriers
	Conventional OFDM Model Under Time Varying Channel
	The Proposed Modified STC-Shaped System
	ICI Power Analysis
	Simulation Results 
	ICI Power Performance
	Combined ISI & ICI Performance
	Side-lobe Suppression Performances
	PAPR Efficiency
	Power Saving

	Computational Complexity Analysis
	Conclusion

	ASTESJ_0506141
	2. System Configuration
	2.1. Nomenclature

	3. Control Scheme
	3.1. Generation of switching pulses for the operation of SAPF

	4. Performance Validation
	5. Conclusion
	References

	ASTESJ_0506142
	1. Introduction
	2. Related Work
	3. Defeating anti-debugging techniques
	3.1. Process Environment Block (PEB) Structure
	3.2. IsDebuggerPresent()
	3.3. CheckRemoteDebuggerPresent()
	3.4. ZwQueryInformationProcess()
	3.5. FindWindow()
	3.6. GetCurrentProcessId(), BlockInput()
	3.7. GetTickCount(), timeGetTime()

	4. Experiments
	4.1. Experimental Data
	4.2. Experimental Results

	5. Conclusion
	Data Availability
	Conflict of Interest
	Acknowledgment
	References

	ASTESJ_0506143
	1.1. Problem statement
	1.2. Research question
	1.3. Concluding remarks to introduction
	2.1. The Postal landscape
	2.2. The Integrated Index on Postal Development
	2.3. Industry 4.0
	2.4. Innovation Diffusion Theory
	2.5. Technology Adoption Theory
	2.6. Capability Maturity Models
	2.7. Barriers towards movement to digital Post
	2.8. From reductionist to system thinking approach
	References


	ASTESJ_0506144
	2. Literature Review
	2.1. Integrative approach
	2.2. Apprenticeship and experiential learning
	2.3. Problem-based learning
	2.4. Case-based learning
	2.5. Project-based learning
	2.6. Inquiry-based learning
	2.7. Competency-based learning
	2.8. Communities of practice

	3. Research Methodology
	4. Research Findings and Discussion
	5. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506145
	2. Methodology
	2.1. Development
	2.2. Implementation
	2.3. Testing and validity

	3. Experiment Setup
	3.1. Simulation (Testing 1)
	3.2. Testbed (Testing 2)
	3.3. Performance Metric

	4. Results and Discussion
	5. Conclusion

	ASTESJ_0506146
	2. Related Work
	3. System model
	3.1. System Model
	3.2. Propagation Scenario

	4. Proposed Algorithm
	5. Description of the Proposed Algorithm
	5.1. Step 1: Service Classification
	5.2. Step 2: User Scheduling
	5.3. Step 3: RBs Allocation
	5.4. Step 4: Performance Evaluation

	6. Simulation Results
	6.1. ABR Analysis
	6.2. Cell Throughput
	6.3. Fair Index

	7. Conclusion
	References

	ASTESJ_0506147
	1. Introduction
	2. Creativity and Sustainability Design
	2.1. Creativity in Requirements Engineering
	2.2. Sustainability Design for Software Development

	3. Creative Approach in Prototype Design
	4. Prototype Design in Social Organization
	4.1. SDC Characterization
	4.2. Prototypes
	4.3. Discussion

	5. Conclusions
	Conflict of Interest

	References

	ASTESJ_0506148
	2. Segmentation
	2.1. 2D image processing
	2.2. 3D image processing

	3. Manipulator and camera calibration
	4. Experiment
	5. Conclusion
	Conflict of Interest

	Acknowledgment
	References

	ASTESJ_0506149
	2. Experimental
	2.1. Plasma Source
	2.2. Materials
	2.3. X Ray analysis
	2.4. Raman analysis
	2.5. DSC and TGA
	2.6. ATR FTIR analysis
	2.7. Roughness
	2.8. Microhardness

	3. Results and analysis
	3.1. Plasma characterization
	3.2. Optical emission spectroscopy (OES)
	3.3. X-Ray Diffraction analysis
	3.4. Raman analysis
	3.5. DSC and TGA analysis
	3.6. ATR-FTIR analysis
	3.7. Roughness
	3.8. Microhardness

	4. Conclusions
	Acknowledgment

	References
	[1]  E.E. Kunhardt, "Generation of large-volume, atmospheric-pressure, nonequilibrium plasmas", IEEE Trans. Plasma Sci. 28, 189-200 (2000), https://doi.org/10.1109/27.842901
	[15]  W. Burton, O. Kenneth, R. Thomas, I.Y. Chan, “On the estimation of average crystallite size of zeolites from the Scherrer equation: A critical evaluation of its application to zeolites with one-dimensional pore systems”, Microporous Mesoporous M...
	[16] G.K. Williamson and W. H. Hall, “X-Ray line broadening from filed aluminium and wolfram”, Acta Metallurgica 1, 22-31, 1953, https://doi.org/10.1016/0001-6160(53)90006-6

	[23]  M. Kehrer, J. Duchoslav, A. Hinterreiter, A. Mehic, T. Stehrer, D. Stifter, “Surface functionalization of polypropylene using a cold atmospheric pressure plasma jet with gas water mixtures”, Surface and Coatings Technology, 384, 125170, 2020, ht...
	[31]  S. Moon and W. Choe, "A comparative study of rotational temperatures using diatomic OH, O2 and N2+ molecular spectra emitted from atmospheric plasmas", Spectrochim. Acta B, 58, 249–257, 2003, https://doi.org/10.1016/S0584-8547(02)00259-8
	[32]  S. Astashkevich, M. Kaning, E. Kaning, N. Kokina, B. Lavrov, A. Ohl and J. Ropcke, "Radiative characteristics of 3p Σ, Π; 3d Π−, Δ− states of H2 and determination of gas temperature of low pressure hydrogen containing plasmas", J. Quant. Spectro...
	[35]  H. B. Baniya, R. Shrestha, R. P. Guragain, M. B. Kshetri, B. P. Pandey, and D. P. Subedi, " Cold Atmospheric Pressure Plasma Jet for the Improvement of Wettability of Polypropylene", International Journal of Polymer Science, 2020, 3860259, 2020,...

	ASTESJ_0506150
	2. The Problems of Routing
	2.1. Deployment of nodes
	2.2. Conservation of energy
	2.3. Tolerance of Faults
	2.4. WSN Scalability
	2.5. Constraints on hardware
	2.6. The surrounding environment
	2.7. Transmission Media
	2.8. Models for data delivery
	2.9. Information aggregation (fusion)
	2.10. Capacity of node

	3. Most Important WSN Routing Methods
	4. Low Energy Adaptive Clustering Hierarchy (LEACH)
	5. Different Routing Protocols Based On (LEACH) Protocol
	5.1. Low Energy Adaptive Clustering Hierarchy Centralized (Leach-C)
	5.2. LEACH-Balanced (LEACH-B)
	5.3. Fixed Number of Clusters LEACH (LEACH- F)
	5.4. Advanced Low Energy Adaptive Clustering Hierarchy) A-LEACH)
	5.5. Energy Low Energy Adaptive Clustering Hierarchy (LEACH-E)
	5.6. Vice Cluster Head LEACH (V- LEACH)
	5.7. I-LEACH
	5.8. Cell Low Energy Adaptive Clustering Hierarchy (Cell-LEACH)
	5.9. Multi-Hop LEACH
	5.9.1. TL-LEACH (Two levels LEACH)
	5.9.2. Multi-Hop LEACH:

	5.10. Clustering Process Based on Fuzzy Logic
	5.10.1 Cluster Head Election using Fuzzy Logic (CHEF):
	5.10.2 Energy Efficient Unequal Clustering (EEUC):
	5.10.3. Energy-Aware Unequal Clustering with Fuzzy (EAUCF):
	5.10.4. Fuzzy Cluster Head Selection Algorithm based on LEACH:
	5.10.5. A Fuzzy-Logic based Energy-Efficient Clustering algorithm (FLEEC):


	6. Conclusion and future work
	References

	ASTESJ_0506151
	2. State of the art
	2.1. Document management system
	2.2.  Information retrieval based on traceability
	2.3.  Machine learning and recommendation
	2.4.  Literature and related work

	3. Improving document management using traceability and information retrieval in a big data environment
	3.1. Context
	3.2.  Traceability Information retrieval

	4. Using Contents Recognition techniques in document management
	4.1.  Context
	4.2. Machine learning for document management
	4.3. Recommended documents

	5. The proposed system
	5.1. Architecture
	5.2. Benefits and advantages

	6. Conclusion
	Conflict of Interest

	References

	ASTESJ_0506152
	2. Cloud Metering Infrastructure
	3. Related Work
	4. System Design and Modeling
	4.1. Time Scale Notations
	4.2. Smart Metering Process

	5. Trust Assumptions and Security Requirements
	5.1. Trust Model
	5.2. Usability Goal
	5.3. Privacy-Preserving Requirement
	5.4. Storage System Security

	6. Performance Analysis and Results
	7. Conclusion and Future Work
	References

	ASTESJ_0506153
	 Introduction
	Methodology
	Study site selection
	Data collection and analysis
	Model development
	Model calibration and validation

	Results and analysis
	Conclusion

	ASTESJ_0506154
	 Introduction
	Measure Theoretic Account
	Measurable Space
	Probability Spaces
	Densities


	Discrete Distributions
	Derivations of the results for the uniform distribution
	Derivations of the results for the non-uniform distribution


	Continuous Distributions
	Computation of expected Kullback-Leibler divergence
	Diagonal Case
	Non-diagonal Case

	Procedure
	Number of components selection criterion

	Numerical experiments
	Expected Kullback-Leibler Divergence
	Overtraining Prevention Mechanism
	Numerical Analysis of the Number of Components Selection Criteria


	Conclusions
	The algorithm for counting monomials

	ASTESJ_0506155
	2. Materials and Methods
	2.1. Principle of Temperature Measurement Using Ultrasound Images
	2.2. Measurement System of Thermal Constant
	2.3. Image Analysis Algorithm
	2.4. Measurement System of Temperature Distributions

	3. Results
	3.1. Thermal Constant of Agar Phantom
	3.2. 2-D Temperature Distributions
	3.3. 3-D Temperature Distributions

	4. Discussion
	5. Conclusion
	Conflict of Interest
	Acknowledgment


	ASTESJ_0506156
	2. Individual Components Design
	2.1. Nonlinear parameter extraction and PIN Diode Modelling
	2.2. SPDT Switch Design using PIN Diodes
	2.3. Equalizer Design
	2.4. Driver Design

	3. Active SPDT Switch Design
	4. Experimentation
	5. Conclusion
	Acknowledgment
	References

	ASTESJ_0506157
	2. Methodology
	2.1. Interpolation
	2.2. IDW method
	𝑍=,,𝑖=1-𝑁-,𝑊-𝑖 .,𝑍-𝑖..-,𝑖=1-𝑁-,𝑊-𝑖 ...=,,𝑖=1-𝑁-,,,𝑍-𝑖.-,𝐷-𝑖-𝑝....-,𝑖=1-𝑁-,,1-,𝐷-𝑖-𝑝.....                       (1)
	2.3. Kriging method
	2.4. Spline method
	2.5. Hydrological Information

	3. Results and discussion
	3.1. Validation of the methods evaluated.
	3.2. Cross-validation
	3.3. Comparison of interpolation methods
	3.4. Interpolation of Annual precipitation depth.
	3.5. Interpolation of monthly precipitation depth.
	3.6. Análisis de contornos.
	3.7. Coefficient of determination R2
	3.8. Measurement of R2 in precipitation interpolation Annual

	4. Conclusions
	References

	ASTESJ_0506158
	2. Related work
	3. Deep Convolutional neural network and shearlet transform
	3.1. DCNN
	3.2. Shearlet transform

	4. Proposed Approach
	4.1. Face detection
	4.2. Preprocessing
	4.3. Features extraction using DST
	4.4. Automatic features extraction and classification (CNN)

	5. Experiment results
	5.1.  UTKFace dataset
	5.2. Operations of extracting features and classification
	5.3. Results and discussion

	6. Conclusion
	References

	ASTESJ_0506159
	1. Introduction
	2. Methodology
	2.1. Research type and design
	2.2. Population
	2.3. Inclusion criteria
	2.4. Exclusion criteria
	2.5. Technique and instrument
	2.6. Place and Application of the Instrument

	3. Results
	4. Discussion
	5. Conclusions
	6. Recommendations
	References

	ASTESJ_0506160
	1. Introduction
	2. Methodology
	2.1. Research Design Approach
	2.2. Inclusion Criteria
	2.3. Exclusion Criteria
	2.4. Measurement Techniques and Instruments

	3. Results
	3.1. Sociodemographic characteristics

	4. Discussions
	5. Conclusions
	6. Recommendation
	Conflicts of Interest
	References

	ASTESJ_0506161
	1. Introduction
	2. Methodology
	1.1. Population and sample
	1.2. Type of study
	1.3. Inclusion and exclusion criteria
	Inclusion:
	Exclusion:

	1.4. Analysis of the variable
	1.5. Place and Application of the Instrument

	3. Results
	4. Discussion
	5. Conclusions
	References

	ASTESJ_0506162
	1. Introduction
	2. Methodology
	2.1. Research Type and Design
	2.2. Population and sample
	Inclusion Criteria
	Exclusion Criteria

	2.3. Technique and instrument
	Table 2: Social Skills in secondary level students in an Educational Institution of Independencia – North Lima, 2019 (N = 706)
	Table 3: Resilience in secondary level students in an Educational Institution of Independencia – North Lima, 2019 (N = 706)


	4. Discussion
	5. Conclusions
	6. Recommendations

	ASTESJ_0506163
	2. Characteristics and Features of Gitega City Climate
	3. Main Requirements for Public Lighting Systems
	4. Automatic Control Systems of Public Lighting
	5. Design Features of the Developed System and its Operation Principle
	6. Proposed System Description and Operation
	7. Solar Panels Orientation and Positioning
	8. Solar Panels Fixings to Their Supports
	9. Solar Panels Power Calculation
	10. Battery Capacity Assessment and Calculation
	11. Conclusions
	Conflict of Interest
	References


	ASTESJ_0506164
	 What are the students’ engagements in the STEM robot-based learning activities?
	2.1. Using Robots in Education
	2.2. Computational Thinking
	3.1. Participants
	3.2. Instruments
	3.3. Robot-based learning activity
	4.1. The students’ computational thinking
	4.2. The term of students’ engagements

	5. Conclusions
	Acknowledgment

	[1] S. Chookaew, S. Howimanporn, P. Pratumsuwan, S. Hutamarn, W. Sootkaneung, & C. Wongwatkit, “Enhancing High-School Students' Computational Thinking with Educational Robotics Learning” in 2018 International Congress on Advanced Applied Informatics (...
	[2] T. J. Kopcha, et al. “Developing an integrative STEM curriculum for robotics education through educational design research” Journal of Formative Design in Learning, 1(1), 31-44, 2017, doi.org/10.1007/s41686-017-0005-1
	[3] J. M. Wing, “Computational thinking” Communications of the ACM, 49(3), 33-35, 2006.
	[4]  B. Zhong, Y. Wang, “Effects of roles assignment and learning styles on pair learning in robotics education” International Journal of Technology and Design Education, 1-19, 2019, doi.org/10.1007/s10798-019-09536-2
	[5] S. Hutamarn, S. Chookaew, C. Wongwatkit, S. Howimanporn, T. Tonggeod, S. Panjan, “A stem robotics workshop to promote computational thinking process of pre-engineering students in Thailand: STEMrobot” in 2017 International Conference on Computers ...
	[6] C. Chalmers “Robotics and computational thinking in primary school” International Journal of Child-Computer Interaction, 17, 93-100, 2018, doi.org/10.1016/j.ijcci.2018.06.005
	[7] E. B. Witherspoon, R. M. Higashi, C. D. Schunn, E. C. Baehr, R. Shoop, “Developing Computational Thinking through a Virtual Robotics Programming Curriculum,” ACM Transection on Computing  Education, 18(1), 1–20, 2017, doi.org/10.1145/3104982.
	[8] A. Eguchi, “RoboCupJunior for promoting STEM education, 21st century skills, and technological advancement through robotics competition,” Robotics and Autonomous Systems, 75, 692–699, 2016, doi.org/10.1016/j.robot.2015.05.013.
	[9] T. Larkin, “Topic Order in Introductory Physics and its Impact on the STEM Curricular Ladder” International Journal of Engineering Pedagogy, 7(1), 136-150, 2017, https://www.learntechlib.org/p/207332/.
	[10] C. Julià, J. Ò. Antolí, “Impact of implementing a long-term STEM-based active learning course on students’ motivation” International Journal of Technology and Design Education, 29(2), 303-327, 2019, doi.org/10.1007/s10798-018-9441-8.
	[11] M. Barak, M. Assal, “Robotics and STEM learning: Students’ achievements in assignments according to the P3 Task Taxonomy—practice, problem solving, and projects” International Journal of Technology and Design Education, 28(1), 121-144, 2018, doi....
	[12] P. Mosley, G. Ardito, L. Scollins, “Robotic cooperative learning promotes student STEM interest” American Journal of Engineering Education, 7(2), 117-128. 2016.
	[13] S. Ziaeefard, M. H. Miller, M. Rastgaar, N. Mahmoudian, “Co-robotics hands-on activities: A gateway to engineering design and STEM learning” Robotics and Autonomous Systems, 97, 40-50, 2017, doi.org/10.1016/j.robot.2017.07.013.
	[14] S. Chookaew, C. Silawatchananai, S. Hutamarn, S. Howimanporn, W. Sootkaneung, C. Wongwatkit, “An investigation of vocational students’ attitude towards STEM robotic activities” in 2019 International Conference on Computers in Education (ICCE) 134...
	[15] S. Papert, “An exploration in the space of mathematics educations” International Journal of Computers for Mathematical Learning, 1(1), 95-123, 1996, doi: https://doi.org/10.1007/BF00191473.
	[16] J M. Wing, “Computational thinking and thinking about computing” Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences, 366(1881), 3717-3725, 2008, doi.org/10.1098/rsta.2008.0118.
	[17] K. Brennan, M. Resnick, “New frameworks for studying and assessing the development of computational thinking” in 2012 Annual Meeting of the American educational research association, Vancouver, Canada 1, 1-25, 2012.
	[18] P. P. Merino, E. S. Ruiz, G. C. Fernandez, and M. C. Gil, “A Wireless robotic educational platform approach,” in 2016 International Conference on Remote Engineering and Virtual Instrumentation, 2016, 145–152.

	ASTESJ_0506165
	2. Materials and Methods
	2.1. Chemical materials
	2.2. Starch Oxidation
	2.3. Starch characterization
	2.4. Hydrogel preparation
	2.5. FTIR Analysis
	2.6. Scanning Electron Microscopy (SEM)
	2.7. Ibuprofen encapsulation and release
	2.8. Statistical analyses

	3. Results and discussion
	3.1. Oxidized starch characterization
	3.2. Hydrogel morphological analyses
	3.3. FTIR analysis
	3.4. Hydrogel Water-uptake
	3.5. Ibuprofen release

	4. Conclusions
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_0506166
	2. Work Done
	3.1.3. ITR-WTF Model:
	3.2. Algorithm

	4. Performance Metric
	5. Dataset
	6. Experimental Results
	7. Conclusion and future work
	References

	ASTESJ_0506167
	2. Materials and Research Methods
	3. Results and Discussion
	4. Conclusions
	References

	ASTESJ_0506168
	2. Material and Experimental Method
	2.1. Material
	2.2. Experimental Machine, Tool, and Measurement systems
	2.3. Experimental design

	3. Experimental Results and Discussion
	3.1. Evaluation of the Cutting Force
	3.2. Regression of Cutting Force Amplitude Model
	3.3. Verification of Cutting Force Amplitude Model
	3.4. Evaluation of the Vibration Acceleration
	3.5. Regression of Vibration Acceleration Amplitude Model
	3.6. Verification of Vibration Acceleration Amplitude Model
	3.7. Evaluation of the Machining Productivity
	3.8. Regression of Machining Productivity Model
	3.9. Verification of Machining Productivity Model

	4. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506169
	1Mechanical Engineering Center, Hanoi University of Industry, Hanoi City, 100000, Vietnam
	2Department of Science and Technology, Hanoi University of Industry, Hanoi City, 100000, Vietnam
	2. Experimental method when milling a Gleason spiral bevel gear
	2.1. Experimental machine
	2.2. Cutting insert and cutter head
	2.3.  Experimental workpieces
	2.4. Measuring system of tool wear
	2.5.  Experimental matrix

	3. Analyzed results and discussions
	4. Optimization process
	5. Conclusions
	Acknowledgement
	References

	ASTESJ_0506170
	2. Literature Review
	3. Proposed Design of Smart-Mart
	4. Workflow of Proposed Work
	6. Details of Dataset and Data Pre-processing
	7. Results and Discussions
	8. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506171
	Introduction
	Model Equations
	Application of NP
	Decoupling the Model Equations
	Stability
	Results
	Extension to Two Dimensions
	Conclusions

	ASTESJ_0506172
	2. Autonomous vehicle
	2.1. Sensors
	2.2. VANET network
	2.3. Communication in Vanet

	3. Big data in smart transportation
	4. Taxonomy of data in a smart transportation system
	5. Proposed Method
	5.1. Case study
	5.2. Critical Data
	5.3. Data packet
	5.4. Proposed algorithm
	5.4.1. Support Vector Machine (SVM)
	5.5. Kernels
	 Linear kernel:  The linear kernel is commonly used to classify text and is also utilized in situations where the data is linearly separable. This means that the data may be separated with only one line. A linear kernel is generally faster to train d...
	 Polynomial Kernel(poly): The polynomial kernel is widely used for processing natural language (NLP). The standard degree is d = 2 (quadratic), since higher degrees over-adjust NLP problems.
	 Radial Basis Function Kernel (RBF): The radial basis function kernel is the most used in SVM. This is because it has a localized and finite response along the whole x-axis. as well as being used when we have no previous knowledge of the data.

	6. Experimental results
	6.1. Methodology

	7. Conclusion
	References

	ASTESJ_0506173
	2. Manufacturing, characterization and modeling of ZnO transducers
	2.1. The manufacturing steps of the ZnO transducers
	2.2. Characterization of the transducers
	2.3. Transducer design using Auld's model

	3. Transducer optimization
	3.1. Increasing the longitudinal acoustic waves emission by impedance matching
	3.2. Increasing the shear acoustic waves emission by deposition of ZnO inclined c-axis by R.F. magnetron sputtering

	4. Application: Measurement of the viscosity of a liquid using both longitudinal and shear waves generated by the ZnO transducer
	5. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506174
	1. Introduction
	2. Literature
	2.1. PSO with Improved Dynamics
	2.2. Problem Oriented PSO

	3. Mutating PSO with Elite Archive Learning
	3.1. Modified Parameters
	3.2. Mutation
	3.3. Elite Archive
	3.4. Robot Dynamics
	Industrial robot manipulator
	Dynamic parameter estimation
	Exciting trajectory


	4. Results
	4.1. Dynamic Parameter Estimation
	Generating initial elite particles
	Optimizing the excitation trajectory
	Parameter estimation

	4.2. Benchmark Function Analysis
	4.3. Convergence Analysis

	5. Conclusion
	Funding
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506175
	1. Introduction
	2. Proposed approach
	2.1. Incremental Conductance method based MPPT
	2.2. PSO method based MPPT
	2.3. ANFIS method based MPPT

	3. Simulation Results and Discussions
	4. Conclusion

	ASTESJ_0506176
	2. Model Setup
	(a) 5 cm plane spacing between electrode planes model
	(b) 30 cm plane spacing between electrode planes model

	3. Experimental Results
	3.1. Sensitivity Analysis
	3.2. Spatial Resolution Analysis

	4. Experimental Set-up
	4.1. Experimental Set-Up
	4.2. Results and Discussions

	5. Conclusion
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_0506177
	2. Research Method
	3. Result and Discussion
	3.1. Organizational Culture
	3.2. Digital Culture
	3.2.1. Value
	3.2.2. Subjective Norm
	3.2.3. Regulation
	3.2.4. Behaviour

	3.3. Social Engineering

	4. Lack of the Study
	5. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506178
	2. Methodology
	3. Model Description
	4. Simulation Results
	4.1. Modeling and Validation Check
	4.2. Simulation result with the basic case
	4.3. Simulation Result of the Consumption Rationalization by Changing the Set Point of the Air Conditioning Device:
	4.4. Simulation Result of the Consumption Rationalization by Lighting Control
	4.5. Simulation Result of the Consumption Rationalization by Changing the Glass Type
	4.6. Simulation Result of the Consumption Rationalization Using Thermal Insulation of Facade Walls
	4.7. Simulation Result of the Consumption Rationalization by Using Shading Control
	4.8. Simulation Result with Integration of Rationalization Methods

	5. Discussions
	5.1. Electricity Consumption for the Basic Case
	5.2. The Effect of Set Point Change of Air Conditioning Device on the Rationalization of Energy Consumption
	5.3. The Effect of Lighting Control on the Rationalization of Energy Consumption
	5.4. The effect of glass types on the rationalization of energy consumption
	5.5.  The Effect of Thermal Insulation on the Rationalization of Energy Consumption
	5.6. The Effect of Shading Control on the Rationalization of Energy Consumption
	5.7. The Effect of Integration on the Rationalization of Energy Consumption and Return on Investment (ROI)

	6. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506179
	2. Experimental Procedure
	2.1. Materials and mortar Preparation
	2.2. Analytical methodology

	3. Results and Discussion
	3.1. Water/Binder Ratio
	3.2. Microstructural features
	3.3. Mechanical Properties

	4. Further Results Synthesis: Changing Microstructural Compositions vis-à-vis Lime Composites’ Flexibility
	5. Conclusion
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_0506180
	2. Build cubic spline functions
	2.1. Build a cubic spline function based on basic functions
	2.3. Building of a local interpolation cubic spline function

	3. Approximation of functions using local cubic splines
	4. Digital processing of gastroenterological signals based on developed algorithms
	5. Conclusion
	References


	ASTESJ_0506181
	2. Material and Method
	2.1. Properties of leachate
	2.2. Laboratory scale reactor
	2.3. Experimental procedure
	2.4. Sampling and analysis

	3. Results and Discussion
	3.1. Leachate characteristics
	3.2. Stabilized leachate treatment: Effect of ozone contact time and salinity
	3.3. The degradation of COD substances
	3.4. The change of pH
	3.5. The improvement of the biodegradability ratio
	3.6. Total dissolved solids (TDS) analysis

	4. Conclusions

	ASTESJ_0506182
	1. Introduction
	2. Related Work
	3. Proposed Method
	3.1. Data collection
	3.2. Content Analysis
	3.3. Data warehouse process
	3.4. Client Side

	4. Analysis Results
	4.1. Setting Variables
	4.2. ETL Process
	4.3. Performance Analysis

	5. Conclusion
	Conflict of Interest

	References

	ASTESJ_0506183
	1. Introduction
	2. Literature Review
	2.1. Energy Consumption Performance Indicators
	2.2. Structure Dependent Energy Usage /Loss (SDE U/L) Overview
	2.3. Prophet Overview
	2.4. Related Works

	3. Experimental Design
	3.1. Dataset
	3.2. Weather Normalization
	3.3. Prophet Framework
	3.4. Evaluation Metrics
	3.5. Environment and Parameter Setting

	4. Result
	4.1. Analysis
	4.2. Evaluation

	5. Conclusion
	References

	ASTESJ_0506184
	2. Related Works
	3. Technical Concepts
	3.1. Software-Defined Network (SDN)
	3.2. Multiple Controller Placement Problem
	3.3. Genetic Algorithm (GA)
	3.4. Dijkstra Algorithm (DA)

	4. Experiments
	5. Conclusion and Future Study
	Conflict of Interest
	Acknowledgment

	We would like to thank the Erciyes University Scientific Research Projects Coordination Unit (ERU/BAP). This work is supported by the Erciyes University Scientific Research Projects Coordination Unit (ERU/BAP) under project codes FYL-2019-9299.
	References


	ASTESJ_0506185
	Introduction
	Related Works
	Network Motif
	Algorithms
	Tools

	Methods: NemoSuite
	Nemo
	NemoMapPy

	Experiments
	Results and Analysis
	Nemo vs. FANMOD
	NemoMapPy vs. NemoMap

	Conclusion

	ASTESJ_0506186
	2.1. Restricted Boltzmann Machines (RBM)
	2.2. Deep Belief Network
	2.3.   Indicators of Evaluation of Classification
	 Overall accuracy
	3.1.  Study site and hyperspectral data
	3.2. Experimental processing flow
	3.3. Distribution of samples
	4.1.  Selection of super parameters
	4.2. Network depth
	4.3. Number of nodes in each hidden layer
	4.4. Comparative analysis
	Conflict of Interest
	Acknowledgment

	References
	Word Bookmarks
	OLE_LINK1
	OLE_LINK2


	ASTESJ_0506187
	2. Literature Review
	3. Algorithm Design
	4. Performance Evaluation
	4.1. Robustness Metrics

	5. Results Obtained
	6. Conclusions
	Conflict of Interest

	References

	ASTESJ_0506188
	2. State of Art
	2.1. Park Assist smart parking system
	2.2. Hectronic intelligent parking
	2.3. Parking Plus mobile application

	3. Theoretical Analysis
	3.1. Smart parking architecture
	3.1.1. Proposed smart parking architecture
	3.1.2. Detailed units of the architecture
	3.2. Hardware embedded architecture
	3.2.1. Used set of sensors and actuators (SSA)
	3.2.2. Sensor and actuators control and collection platform (SAC2P)
	3.2.3. Information backup and transfer platform (IBTP)
	3.3. Software reservation platform architecture

	4. Practical implementation
	4.1. Uses case diagram
	4.2. Android application
	4.3. Arduino technology embedded system:
	4.4. Result comparison

	5. Conclusion
	Conflict of Interest

	References

	ASTESJ_0506189
	 Introduction
	Background information
	What are mobile apps?
	Features of mobile apps
	Innovation decision process
	Adopting Unit
	Adoption
	Diffusion
	Usage of mobile applications in Africa
	What is a Framework?

	Related Works
	The Gap

	Research Conceptual Model (RCM)
	Research Methodology
	The Research Instrument – The Questionnaire

	Analysis
	Reliability

	Survey Results
	Participants’ profiles
	Mobile apps Component
	Innovation Decision Process Component
	Adopting Unit Component

	Regression Analysis
	General Use of Mobile App
	Business Use
	Individual use
	Late Majority and Laggards
	Non-adopters Category
	Innovators Category
	Early Adopters Category
	Early Majority Category

	ANOVA Test
	Interpretations and Validation of the Proposed Framework
	The Framework

	Conclusions and Future Work
	Conclusion
	Limitations
	Future work


	ASTESJ_0506190
	2. Theoretical Background
	2.1. E-marketplace Social Care
	2.2. Customer Satisfaction
	2.3. Intention to Use

	3. Research Method
	4. Result and Discussion
	4.1. E-marketplace Social Care Feature Preferences Based on Similar Application
	4.2. Mapping of Features to E-marketplace Social Care Functionality
	4.3. Orthoplan
	4.4. E-marketplace Social Care Feature Preferences
	4.5. Conjoint Analysis Hypothesis Test on Media Social Functionality

	5. Conclusion
	6. Limitation and Future Research
	References

	ASTESJ_0506191
	2. Literature Review
	3. Background
	3.1. High Performance Computing
	3.2. Green Computing
	3.3. Hadoop
	3.4. Raspberry Pi
	3.5. Project Scope

	4. Proposed Approach
	4.1. Multi-node Hadoop Architecture
	4.2. Single-node Cluster Architecture
	4.3. Benchmark
	4.4. Energy Consumption Measurement

	5. Performance Evaluation
	5.1. Single Node Cluster
	a. Impact of the Number of CPUs
	b. Impact of Memory Size
	c. Energy Consumption

	5.2. Multi Node Raspberry Pi Cluster
	a. Impact of the Number of Nodes
	b. Impact of the Network
	c. Energy Consumption


	6. Comparison and Discussion
	6.1. Performance Comparison: Single-node Vs. Multi-node Clusters
	6.2. Energy Consumption Comparison: Single-node vs. Multi-node Clusters
	6.3. Discussion

	7. Conclusion and Future Work
	Conflict of Interest

	Acknowledgement
	References

	ASTESJ_0506192
	 Introduction
	 Material and Methods 
	Dataset
	Regression imputation
	Kaplan–Meier survival curve
	Log-rank test
	Cox regression model

	Results and discussion
	Conclusion

	ASTESJ_0506193
	1. Introduction
	2. Related Works
	3. Proposed Work
	3.1. The system design
	3.2. The Elastic Resource Manager
	3.3. Pseudocode of ATGA (Adaptively Toggle Genetic Algorithm)
	3.3.1. Flow chart Adaptively Toggle Genetic Algorithm
	3.3.2. Working Principle of Adaptively Toggle Genetic Algorithm
	3.3.2.1. Toggle the selection operator
	3.3.2.2. Adaptively change the mutation probability


	3.4. Proposed Algorithm for Classification

	4. Experimental Setup
	5. Results and Discussion
	6. Conclusion
	References

	ASTESJ_0506194
	https://dx.doi.org/10.25046/aj0506194

	ASTESJ_0506195
	1. Introduction
	2. Theoretical Foundations of Quantum Computing
	3. The Structure of FPGA-based Digital Quantum Coprocessor
	4. Testing Digital Quantum Coprocessors
	5. Simulation and Verification of FPGA-based Digital Quantum Coprocessor
	6. Conclusion
	Conflict of Interest
	References


	ASTESJ_0506196
	2. Methods
	2.1. Population and Sample
	2.2. Inclusion and Exclusion Criteria
	2.3. Type of study
	2.4. Analysis of the variables
	2.5. Instruments
	2.6. Developing the surveys

	3. Result
	4. Discussion
	5. Conclusion
	Conflict of Interest

	References

	ASTESJ_0506197
	1. Introduction
	2. Major Weaknesses of ADS-B
	Risks of GNSS Use in Aviation
	3. Use Case Diagrams for ADS-B Security
	4. TLA+ conversion
	4.1. Why do we make sequence and state diagrams?
	4.2. ADS-B response to Ghost aircraft and GNSS spoofing

	5. TLA+ Specification
	5.1. TLC Result

	6. Conclusion and Future Work
	6.1. Future work- An Overall ADS-B Model in TLA+
	Conflict of Interest
	Acknowledgment


	7. References

	ASTESJ_0506198
	1.1. Urban AirQ
	1.2. Smart Citizen Kit
	1.3. SeReNo V1
	1.4. AirQ Mesh
	2. Materials and Methods
	3. The Real-time Gradient Aware Multi-Variable Sensing Model (GAM)
	4. The SeReNo V2 AQM Sensing Platform
	5. Real-time AQI Estimation Engine (AQM-EE)
	5.1. Energy Efficiency:
	5.2. Cross-Sensitivity Computation Error:
	5.3. Typo-graphic Error:
	5.4. The ratio of Magnitude EBAT/EN or Instantaneous Capacity:
	5.5. Improved Warm-Up Time of Gas Sensors:

	6. Results and Discussion
	7. Conclusion
	Conflict of Interest
	Acknowledgment
	References


	ASTESJ_0506199
	Introduction
	Related Studies
	Pointer-Generator Networks
	BERT
	Multi-Head Attention

	Model
	Encoder
	Decoder
	Abstractive summarization model

	Experiments
	Setting
	Dataset
	Training

	Results and Discussions
	Generated summaries
	Extracted places
	ROUGE-N socre
	Word Mover's Distance

	Conclusion and Future works
	Acknowledgements

	ASTESJ_0506200
	2. Literature Review
	4.2. Dataset Cleansing
	4.3. Dataset Training
	4.4. Dataset Classifying

	5. Experiment Results and Discussion
	5.1. Experiment results for an unbalanced dataset
	5.2. Experiment results for a balanced dataset
	5.3. Comparison between two experiments results for each classifier
	5.3.1. Naive Byes and ID3
	5.3.2. K-NN and Decision Tree
	5.3.3. Random forest and Random Tree

	6. Conclusions
	Conflict of Interest

	Acknowledgment
	References


	ASTESJ_0506201
	1. Introduction
	2. Literature Review
	3. Preliminary and Entropy-VIKOR Method
	3.1. SWOT analysis
	3.2. Linguistic Variable
	3.3. Entropy Method
	3.3. Entropy-VIKOR Method

	4. Competitiveness Analysis of Medical Tourism Industry Among Asia Region
	5. Management Implementation
	5.1. Increase volume of medical students each year
	5.2. Build overseas medical zone
	5.3. Development of telemedicine technology
	5.4. Develop overseas free clinic activities

	6. Conclusion
	Conflict of Interest

	Acknowledgement
	References

	ASTESJ_0506202
	2. Literature Review
	2.1. Education Value Chain
	2.2. Examination
	2.3. Grading
	2.4. Evaluation of Study Progress
	2.5. Blockchain in Education

	3. Research Methodology
	4. Result and Discussion
	5. Conclusions
	Acknowledge
	Conflict of Interest
	References


	ASTESJ_0506203
	2. Methodology
	2.1. Research level
	2.2. Population and sample
	2.3. Instrument used in data collection

	4. Discussion
	5. Conclusions
	6. Recommendations
	References


	ASTESJ_0506204
	2.  System Model
	2.1. The Network Model
	2.2. Proposed ACO Algorithm
	2.3. Energy Model
	2.4. Fitness Function
	2.5. Planning of Route Phases
	2.6. Proposed Improvement

	3. Result and Discussion
	4. Conclusions
	References


	ASTESJ_0506205
	3. Overview on Energy-Efficient Routing Protocols
	3.1. Destination Sequenced Distance Vector
	3.2. Dynamic Source Routing
	3.3. Adhoc On-demand Distance Vector

	References

	ASTESJ_0506206
	2. Research methodology
	3. Legal challenges
	3.1. Increasing significance of VR
	3.2. VR as a potential tool to commit a crime
	3.3. Immoral acts

	4. Discussion
	5. Conclusion
	Conflict of Interest
	Acknowledgement

	References

	ASTESJ_0506207
	2. Survey on Previous Researches
	3. Schematic & Working of ROV
	3.1. Transmission & Receiving Unit
	3.2. Processor Unit
	3.3. Sensing Unit
	3.4. Maneuvering Unit
	B). Working
	3.5. Powering Unit

	4. Imaging Methodology to Detect Drowning Humans in a -underwater environment
	4.1. Hardware Specification
	4.2. Dataset
	A). Data Preprocessing:
	Reading
	Re-sizing
	B). Data Labelling
	4.3. Implementation
	A). Configuring the training algorithm
	Data Slicing
	Classes
	Learning Rate
	Batch Size
	4.4. Training Procedure
	4.5. Performance Metrics
	A). Accuracy:
	B). Precision
	C). Recall
	D). F1 Score

	5. Results
	5.1. Faster RCNN Results
	5.2. Yolo V3 Results
	5.3. Analysis of Results

	6. Future Work
	7. Conclusion
	Conflict of Interest
	Acknowledgment

	References

	ASTESJ_0506208
	2. Literature Review
	2.1. History of Android
	2.2. Security in Android
	2.3. Android Malware
	2.4. The dangers of android malware
	2.5. Android malware detection
	2.6. Review of Past Works

	3. Methodology
	3.1. Environment Description
	3.2. Dataset Description
	3.3. Classification Algorithms application
	3.4. Graphical Representation of the Methodology
	3.5. Performance Evaluation
	Accuracy  =   ,𝑇𝑃 + 𝑇𝑁-𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁.
	where   TP  =  True positive
	FN  =  False Negative
	FP  =  False Positive
	TN  = True Negative
	FPR  =   ,𝐹𝑃-𝐹𝑃 + 𝑇𝑁.
	Precision =   ,𝑇𝑃-𝑇𝑃 +𝐹𝑃.
	Recall  =   ,𝑇𝑃-𝑇𝑃 + 𝐹𝑃.
	F-Measure  =   2 𝑥 ,𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛-𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙.
	RMSE  =   ,1−,𝑟-2.. 𝑥 𝑆𝐷
	3.6. Algorithm Evaluated

	4. Result and Discussion
	4.1. Analysis of the result

	5. Conclusion and Recommendations
	Conflict of Interest

	References

	ASTESJ_0506209
	1. Introduction
	2. Territorial marketing: theoretical foundations
	3. The brand image: a multidimensional concept
	3.1. The notion of brand versus the notion of brand image
	3.2. Brand image psychological approach
	3.3. Related associations to the brand image

	4. Perception of destination’s brand image as a communication strategy
	5. Measurement scales of the Brand Image of the tourist destination
	5.1.  Quantitative and qualitative approaches
	5.2. Direct and indirect approaches

	6. Psychometric approach
	7. Brand’s image other measures
	7.1. Explicit measures
	7.2. Implicit measures

	8. Attitude study
	9. Research methodology
	10. Exploratory Factor Analysis
	11. Results and discussions
	Conclusion
	References

	ASTESJ_0506210
	2. Literature Review of Mascot and Brand
	3. Analysis of the Symbol
	3.1. Previous Mascot

	4. Methodology
	5. Character Concept Identifying
	5.1. First Look of Design
	5.2. Detailing and Identifying

	6. Graphic for Advertising Product
	6.1. Poster Design
	6.2. Line Sticker Design
	6.3. Architectural Decoration

	7. Toy and Souvenir Product
	7.1. Concept Design
	7.2. Methodology
	7.3. Creation of 3D Model for 3D Printing
	7.4. Printing a Product
	7.5. Product Development
	7.6. Prototype
	7.7. Product Publicity for Feedback

	8. Results
	9. Conclusions and Discussion
	References




