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In modern deregulated power industry, private sector has invested a lot to supply for extended
power demand using the preexisting power system framework. This resulted into increased
loading of transmission lines which has to work now to hit their thermal limits. The overloading
of transmission line resulted in congestion and hence increase in loss of power in the system.
One of the efficient ways to reduce congestion is by enhancing the available transfer capacity
(ATC) of the power system. ATC enhancement can be achieved by application of FACTS devices.
This paper presents an innovative method to mitigate congestion by locating TCSC in the IEEE
30 bus system. The allocation of TCSC is done by using ACPTDF sensitivity factors while the
parameter setting is done by applying Grey Wolf Optimization (GWO) method. The effective
application of GWO is demonstrated in this paper to reduce active power loss, enhancement of
ATC value with reduction of reactive power loss and to optimize TCSC size through a multi
objective function. The suitability of algorithm is established through concerned figures and

tables.

1. Introduction

This paper is an extension of work originally presented in 3rd
International Conference on Recent Developments in Control,
Automation & Power Engineering (RDCAPE) [1].

With deregulation act in 2003, the reliability of the power
system is enhanced in terms of availability and economics. The
private sector intervened in the power generation and used the
preexisting transmission system for distribution through pools.
This resulted in overloading of lines to work under congestion,
reaching their thermal and voltage limits [2]. The congestion
resulted in huge amount of power losses thus effecting the
economy of power transmission. There are two ways to relive the
congested system. The cost-free method and the non-cost-free
method. The cost-free method is one with no enhancement of
operational cost. This is effectively achieved by incorporating
Facts devices [3]. Power system is unevenly loaded. This results
in inefficient output of the circuits. With uneven sharing of load
through the lines, some lines become overloaded while others turn
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out to be under loaded. This distorts the voltage profile of the
interconnected system [4]. FACTS being optimized for their
respective parameters such as voltage angles, circuit reactance
and voltage magnitudes, can be successfully incorporated in
power system to modify the line parameters. This results in
establishing a preferred bus and generator voltage profiles [5].
The system efficiency in terms of enhance loadability can be
improved by suitably designing the controller of FACTS devices
[6]. Maximum load on power system is industrial and domestic
inductive load. Thus, there is significant voltage drop at these
loads resulting in uneven voltage profile of system. Hence to
reduce system inductive voltage drop, the inductive reactance has
to be reduced in order to increase the power transfer capacity
(PTC) of the system. The series FACTS device such as TCSC
plays a vital role in achieving the reactance regulation [7]. To
utilize the system at its maximum capacity together with power
transmission economics, the transfer capacity of system must be
enhanced to maximum value. System loadability improvement by
increasing ATC value was achieved by an optimal power-flow-
based model, for maximum power transfer by incorporating
optimized FACTS control in the system [8]. Properly tuning
1
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FACT controller and its optimal location can reduce the system
transmission losses and in return increases the power trans mitting
capacity [9]. Different approaches were applied to optimize the
location of fact devices. A number of heuristic methods like GA
& BA were applied for optimal tuning of FACTS controller to
enhance system ATC [10].

Further sensitivity index-based method for optimal allocation
of FACTS devices such as SVC and TCSC was applied to
enhance system power transfer capacity and hence ATC
improvement [11]. The above-mentioned techniques resulted in
ATC enhancement but this does not suffice the same
improvements in other system parameters such as active power
loss, reactive power loss and voltage profile regulation. The main
objective of this paper is to develop a method with the
incorporation of sensitivity index, ACPTDF together with an
heuristic algorithm, Grey Wolf Optimization, (GWO) for
minimizing the multi-objective function considered. This paper
extends the area of implementation from a single objective of
congestion management by ATC enhancement to a multi-
objective of reducing active and reactive power losses as well as
regulating the voltage profile of the system.

ATC of a power system is the power transfer capacity
available above the maximum demand of the system, to be
utilized for commercial activities between power suppliers and
consumers. ATC is the back bone of any power system as it is
directly influencing the power markets technically as well as
economically [12]. The ATC of a power system can be enhanced
by different methods and FACTS are very efficient in the same.
The calculation of ATC can be done by different methods. A
method was proposed to first calculate the reactive power flow
and then by using PTDF as sensitivity factor ATC was calculated
[13]. For enhancing the ATC value, generator terminal voltage
and the output power can be worked within the defined security
limits. ATC calculation and its values in power system database
are therefore very crucial for the power market participants so as
it can be used economically for industrial back up [14].

2. Related works

ATC for any system is the basis of restructuring of power
system. Power system capability and its strength depends upon it
ATC value [15].

The power system is interconnected, hence for enhancing the
ATC of a particular system it is required that the power flow
during the process must be technically very controlled. In other
words, due to interconnection between different areas the ATC
enhancement may result in change in power flow levels, resulting
in unstable system. FACTS devices are quite a handful solution
for this problem. Different types of FACTS devices use their
specific properties to dynamically control the voltage magnitude,
voltage angles and impedance of the lines while ATC
enhancement is worked out. [16], [17].The FACTS devices are
operated with the help of controllers. These controllers are either
thyristor-controlled switch based or voltage source converter
(VCS) based. These controllers helps to enhance the ATC while
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compensating for reactive power flow and reducing the active
power losses [18]. A number of heuristic methods such as GA and
PSO have been applied to program the controllers so as the
FACTS device can compensate for reactive power and reduce
active power loss while regulating the voltage profile of the
system [19], [20].

Out of different FACTS devices TCSC is one of the most
widely used device. ATC enhancement was done by applying
continuation power flow (CPF) method taking thermal limits and
voltage profile into account [21] .Other FACTS devices such as
SSSC, STATCOM and UPFC have been modeled using heuristic
methods like PSO and sensitivity index PTDF for ATC
enhancement [22]. The controller of SSSC, UPFC and
STATCOM have also been modeled by novel current based
modeling for enhancing ATC instead of laying down new
transmission line or rescheduling of generator [23]. ATC
enhancement have also been done and compared by some more
heuristic methods such as GA, PSO & FA under different
contingency conditions [24].

3. Calculation of ATC

ATC in a power system can be calculated in numerous ways.
Some methods are CPFM (continuous power flow method), linear
approximation method etc. In this paper power sensitivity indices
method is applied to calculate the ATC for standard IEEE 30 Bus
system. The sensitivity factor applied here is Power Transfer
Distribution Factor (PTDF). The PTDF can be of two types,
DCPTDF and ACPTDF. Here we are applying ACPTDF for the
calculation of ATC. ACPTDF determines the change in system
power flow with the change in power transaction in some other
line at steady state as well as under contingency conditions [25].
For a bilateral transaction between bus m and bus n. Here bus m
is considered to sell power to bus n . The PTDF measures the
change in real power flow of line i-j due to bilateral transaction
between m & n [26].

Mathematically,
_ Ak
ACPTDF;j i = €Y

where

Pmn is the power transaction between the bus m and n. Here bus m
is considered to sell power to bus n. Bus n is considered to buy
power in energy pooling system.

APj; is the change in power flow between bus i and j due to the
bilateral transaction between bus m and n. This can be calculated
as:

v,

35,
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Now the power transfer in the line between buses i and j can be
calculated for different values of PTDF as in equation (5)

(PmﬁX _ l/ )
~48__8Z.  PTDF, >0
PTDF:] mn :
v =ya(inf inite) ;  PTDF,, =0 (%)
Pmax _
M’ PTDE ,mn 0

In equation (5)

P is active power flow limit of line i-;.

Pi(} is base case power flow in line i-j.

PTDFy;, un 1s the Power Transfer Distribution Factor for line i-j
due to the exchange of active power between bus m and n.
Then ATC can be calculated as:

ATC,, =min{T, |.ijeN, 6)

ij,mn
Ny is the total number of lines.

4. Reactive power flow

A fundamental aspect of the compensation and control of
reactive power is its balance. The shunt capacitance of the
transmission line yields reactive power proportional to the square
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of the voltage. Since the voltage must be kept within + 5% of the
rated voltage, the output or consumption of reactive power is
relatively constant. The series inductance of the transmission line
consumes reactive power proportional to the square of the current.
Since the current varies from the duration of maximum demand
to the duration of minimum demand, the reactive power
consumption is also modified by the transmission line.

Figure number (1) shows the reactive power flow in the
transmission system.

v, L8, x; v L8,
| SRR |
| — —— |

Q:’_;l' Q_;l'z'

Figure 1: Reactive power flow in the Power system

The reactive power losses in the transmission line can be
mathematically expressed as:

Qp =0Q;j +Qji (7
where , Q;; can be written as:

Qij = %(vi — vj cos 6) ()

x”
from equation (7) and equation (8) the expression for reactive
power loss can be calculated as:

S A LT )

Xij  Xij Xij
On simplification
Q, = min {Z}L

19k (V2 + V= 2ViV;sin(8; — )} (10)

5. Modeling of TCSC

During the steady state, the compensator can freely change
between reactance values according to its control. To avoid over-
compensation of the line, limits are recommended for the TCSC
reactance, given by the equation (7).

_0,8 XL < XTCSC < 0,2 XL p-u. (11)
The proposed limit vary among different research works, but a
tendency of capacitive factor greater than 50% of reactance of the
line and inductive factor less than 25% of the inductance of the
line is maintained.

j,—E'LI.% Zl’j = rl‘j +.I-r|'j j—Bus
I ] |
| E— |
e—— —»l
Sic ‘5,11'

Figure 2: TCSC Power Injection Model [27]

In order to be used in power flow, the TCSC is modelled in form
of line impedance with the built-in transformer reactance, in order
to obtain the compensation scheme as shown in Figure (2)

The change in admittance is governed by the equation:

(12)

Ayy = yj —yi; = (Gi; + jBj;) — (Gij +jBij)
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1
Gij+JjBij=7— (13)
ij
__Tij
G = iy
B _ —Xi‘]' (14)
i‘j - r2.+x.2.
Lj g
Glj=5——Ll—s3 (15)
- ri2_j+(xi,j+xTCSC)
, —(x-_- + xTCSC)
ij = - (16)

7”5‘ + (xi,j + xrcsc)z

where,

G;; is the conductance of line ij before applying TCSC
G; ; 18 the conductance of line ij after applying TCSC
B;; is the suceptance of line ij before applying TCSC
B; ; 1s the suceptance of line ij after applying TCSC

Equation (8) depicts that there is a variation of admittances by
the application of the TCSC, so the admittances matrix of the
system will be modified as indicated (13).

0 0 o - 0 0 ol . .
, e e e . . o . Line — i
Yeus = Yeyus + 0 0 0 0 0 0 |Line -
0 —Ay,; 0 0 Ay, 0
0 0 0 0 0 0
Col —i Col —j
(17)

The active and reactive power flow, including the admittance
variation implemented by the TCSC can be explained by equation
(14) & (15):

Pijresc = ViGij — ViVi[Gi;Cos(8;) — By;Sin(8y; )] (18)
6. Objective Function
The objective function includes:
a) ATC maximization:
ATC\pp, = min {T;j )

b) Reactive power loss minimization:

Qu = min (SL, g (V? + V2 — 2V, s in(5; — §))}

Thus, the multi-objective function can be written as:

f(x) =w; X (maxATC ) +w, X min P, ) (19)

7. Constraints and limits

While performing optimal power flow (OPF) on a system,
there are certain parameters which are to be implemented with
constraints and pre-defined limits as stated in the standard IEEE
bus system appendix. Basically, there are two types of parameters.
One parameter which involves expenses such as generation of
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power at generating end, P¢. The other parameter which does not
involve expenses are magnitude of voltages at generators, V¢ and
the transformer taps, t;;.

The constraints in the system can be represented as summarized
in Table number (1) below:

Table 1: Constraints incorporated in the system

Constraints Equations
Power Balance (MW) Pyn = Pan = By (, = 6,) = 0
Power Balance (MVAr) Qgn — Qan — Qn (V, —
8,) =0
Generated Power (MW) PMn < p, < pmax
Generated Power (MVAr) QMmin < Q, < Qmax

Bus Voltage Limits 0.95pu < Vi < 1.05pu

Generator Voltage Limits 0.95pu < Vg < 1.50pu

TCSC Reactance Limits —0.8X; < Xicse < 0.2X,

Where,

Pyn & Qg4 represents real and reactive power generations at nth
bus

Py, & Q4, represents real and reactive power demand at n¢h bus
P, & @, represents real and reactive power injected at nth bus
V, & &8, are voltage and resultant angle at nth bus

8. Grey Wolf Optimization

The heuristic technique implemented here to optimize the
TCSC parameter is Grey Wolf Optimization (GWO). This
technique is based on the well-organized social hierarchies of a
pack of grey wolf. Grey wolf have a very typical and well defined
hunting action. The hunting of prey is led by the most powerful
alpha (a) wolf. The next hierarchy is taken by beta (b) wolf and
the next one is taken by gamma(g) wolf. Rest of the wolfs in the
pack are omega wolf. All the wolfs are guided by the alpha wolf.
Hence the alpha wolf position in solution space is considered as
the best solution, beta wolf, the next best and gamma wolf
position the third best solution. The omega wolfs always follow
the three best wolves throughout searching. GWO is divided into
three processes, encircling, hunting and attacking the prey.
Mathematically, the circling of prey can be symbolized as below
[28].

D = |C* Xeprey)y — Xeweo (20)
Xewyern = | Xgreyyo — D 1)

where t is the current time, X is the vector representing location
of the prey, X gw is a vector representing location of grey wolf,
C & A are coefficient vectors and mathematically presented as:.

A=2dx7# —d (22)
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C=2+%7% (23)
where “a”, is the error that is introduced in the system so as to
avoid premature convergence of the algorithm. Its value is
decreased from 2 to 0 through a series of iteration.

7, & 7, represents arbitrary values between 0 and 1.

As the power system equations are highly non-linear and the
solution can’t be realized by traditional methods so Grey wolf
algorithm is simulated mathematically to locate the position of
prey (solution). First three positions Alpha, Beta & gamma of
wolf are best fitness values and position of omega wolves are
updated with respect to the position of alpha, beta & gamma
wolves and are mathematically be represented as:

)?1 = )?_a(t) - Afl «*D_a

X,=X_,(t)— A, «D_b

)?3 = )?_g(t) —Afl * 5_g
where B_a, 5_19, D_ g are defined as

D_a = |C * X_o(t) = Xaw (0] (24)
Db =1C+X_y(6) = Xew (®)] (25)
D_g = |C Xy (&) = Xew (0)] (26)

The algebraic sum of three locations of wolves is averaged which
gives the best location of grey wolf

Xow(t+1) = @

This algorithm is applied in following steps:

27

1. The population of grey wolf is initialized with the
initialization of initial parameters as:

e Size of the search space (defined by problem constraints)

e Number of search agents (here taken as 100)

e Vectorsa, A& C

e  Maximum number of iterations (100)

2. The wolves are randomly distributed in the pre-defined
search space

3. The fitness value of each search agent is calculated and then
indexed to get the best three fitness values. [from equation
(24), (25) and (26)]

4. The three best positions are considered as best fitness values.

5. Withrespect to these three positions the fitness value of other
wolfs are calculated.

6. Again the fitness values are sorted to get the updated
positions of the wolfs [using equation (27)]

7. The fitness values are indexed and again first three values are
considered as best fitness values.

8. The iterations are carried out till maximum iterations have
reached or the fitness value become constant for defined
number of iterations (in this paper equals to 50)

8.1 Pseudo code for GWO

Result: Bset value of fitness function
generate (X) // Initialize the population of grey wolves

initialize Parameter (a, A, C);
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evaluate X (0);
select new (Alpha, Beta, Delta, X (0));
for e = I to EVALMAX to do
for every Wolf'l in Omega do
for i = 0 to DIM do

update Position (1, 1); // Update current position

end for
adjust parameters (a, A, ¢); // adjust the algorithm parameters
evaluate X (e + 1);
select new (Alpha, Beta, Delta, X (e + 1));
e=e+1;
end for
end for

9. Methodology adopted
9.1 For ATC maximization (Without TCSC)

Figure (3) presents the sequence to calculate the ATC value
without the application of TCSC. Here GWO is used only in NR
with OPF only. While section 9.2 shows the steps followed to
calculate ATC value using GWO optimized TCSC size and
ACPTDF sorted location of TCSC. In the second case all the
calculations are done once TCSC is located at a suitable position.

Start

(Optimal power flows are obtained by GWO

NE with OPF iz applied to get the line flows

With Transaction in line g, WE with OPF iz
applied to get new flows

Change in active power flow with and without
transaction in line mn is calculated

Ratio of Change in active power flow (as
obtained above) and transaction done (of 1MW)
is caleulated to get ACPTDF

ACPTDF iz used to evaluate ATC for particular
transaction for “nearest” bus and for “farthest™
bus

Figure 3: Process to calculate ATC without TCSC
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9.2 For Minimization of Reactive power loss (TQL)

For mminimization of power loss same two methods i.e. with
and without TCSC are applied but with an objective to minimize
reactive power loss only. With decreased value of reactive power
loss, it can be observed that the ATC value is also decreased.

Here IEEE 30 bus system with six generators at bus number
1,2,5,8, 11 and 13 is utilized for the application of the selected
methodology. ACPTDF values are calculated for the transaction
at a particular bus and its effect on power flow at all the other
buses. Figure (4) gives the presentation of ACPTDF values when
transactions are done between bus number 2 to 5 ad bus 2 to 26.

A number of evolutionary programming methods have been
applied enhancement of ATC for a system but GWO turned to be
one of the most suitable method to give optimized result for the
chosen objective. Firefly algorithm have been used for
calculation of ATC with different FACTS devices [29] .GWO
when used under similar circumstances with TCSC gave better
results. Figure (5) gives a detailed presentation of the values of
ATC and active power losses with both the methods are applied.

From fig (5) it can be depicted that while no FACTS device is
connected in the system, the ATC value with GWO comes to be
12.18 MW significantly higher with that obtained for FA which
comes to be 7.47 MW.

Similarly, when the methods are applied for Total reactive
power loss (TQL) reduction the power loss in case of GWO is
4.89 MW which is lesser then 5.01 MW obtained by applying FA.
Moreover, the ATC value in case of TPL minimization is
10.54MW which is higher than 6.235 MW obtained by FA.

ACPTDF VALUES FOR TRANSACTION
BETWEEN SELLER BUS AND BUYER BUS

E2ito5 2to 26
[Nearest Bus)  (Farthest Bus)
L5
§ 1
=
w 05
a
£
1.3 5 ?;9 11 13 15 17 19 21 23 25 27 29 31 33 3 37 39 41
0.5

Line Number

Figure 4: The ACPTDF values calculated for transaction between bus 2-5 and
2-26

10. Results and Analysis

The proposed optimization method is verified on 41 line, six
generators, standard IEEE 30 BUS system [30] as shown in figure
(6). Here except bus number 2, 5, 8, 11 and 13 where generators
are connected, all the buses are considered as load bus. Also, all
the generator buses are considered as seller buses while all other
buses are the buyer buses.
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RESULT COMPARISION WITHOUT DEVICE WITH

GWO AND FA
14
10
210 S~ —
€ g
S = =
S 6
B 4
g
2
0
GWO FA GWO FA
ATC MAXIMIZATION TPL MINIMISATION

AXISTITLE

+—ATC (MW) TQL(MW)

Figure 5: Result comparison between GWO and FA without device

THREE WINDING TRANSFORMER EQUIVALENTS
HANCOCK ROANOKE
o

REUSENS

© GENERATORS
© SYNCHRONOUS
CONDENSORS

Figure.6: Standard IEEE 30 bus system [30]

10.1 ATC Maximization

The algorithm firstly applied for the objective of
enhancement of ATC to reduce the congestion in the given system.
The first step in this process is to calculate ATC with the help of
ACPTDF. Figure (7) represents the effect of Generator at bus
number 2 on ATC values of different parts of the system
considered.

It can be seen that bus number 5 is nearest to generator and
hence it has maximum value of ATC which equals 116.65 MW.
On the other hand, bus number 26 is farthest from bus 2 so have
a minimum value of ATC equal to 12.18 MW.

Figure number (8) represents the ATC distribution in the
system due to generator at bus number 5 for all transactions. It can
be well depicted that ATC value is largest, 184.56 MW for
transaction between 5 to 2 and minimum, 12.16 MW for
transaction between 5 to 26. The effect of generator at bus number
8 can be seen from figure number (9). This figure shows the
distribution of ATC throughout the system for all transactions.
Here it can be seen that maximum value of ATC, 70.41 MW is
obtained at the line between bus 8-12 as bus 12 is nearest to bus
8. While the minimum value of ATC, 12.86 MW is obtained at
line between §-26.
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Figure 7: ATC distribution in the system due to generator connected at

bus number 2

The effect of generator at bus number 11 on the distribution of
ATC in the system for all transactions is shown in figure (10). It
is clear from the figure that maximum value of ATC, 7.77 MW,
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Figure 10: ATC distribution in the system due to generator connected at
bus number 11

Effect of generator at bus number 13 is detailed in figure number
(11). It is clear from the figure that maximum value of ATC, is
obtained at line 13-7 and the minimum value of ATC, 8.89 MW
is between bus 13 and 26 which is the farthest bus.
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Figure 9: ATC distribution in the system due to generator connected at bus

number 8

during all transactions is obtained at the line between seller bus
11 and the buyer bus 16. On the other hand, the minimum ATC

value is obtained at the line between bus 11 and 26.
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Figure 11: ATC distribution in the system due to generator connected at
bus number 13
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Figure 12: Variation of ATC values for all transactions due to generator at
different buses

The maximum and the minimum ATC values can be represented
in figure (12) for all generators.

It can be seen that the bus nearer to the generator bus are having
higher ATC values. The lines 2-5, 5-2, 8-12, 11-16 and 13-7 are
having higher ATC values as compared to their corresponding
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farther buses.After ATC being calculated for all generators and all
buses, now the ATC value is to be calculated by incorporating
TCSC. The position of TCSC is searched by ACPTDF where the
value of ATC is maximum after being sorted by GWO for its
optimized parameter. NR with OPF is performed to get the
enhanced values of ATC after incorporating TCSC the result are
being summarized in table number 2. From table no 2 the results
for change in ATC and reactive power loss (TPL) can be predicted.
The calculations were done by giving weightage to ATC
maximization in equation number (19).. Together with the
increase of ATC the power loss is also increased.

Table 2: ATC maximization consolidated results

10.2 Reactive Power loss minimization (TQL)

The second objective to minimize reactive power loss in the
system is obtained by giving weightage to the TQL term in the
objective function in equation (19).

Reactive power loss minimization results are depicted in
table no.3. The table bears consolidated results when to reduce the
reactive power losses is the objective. The table shows that
reactive power losses are significantly reduced.

Table 3: TQL minimization consolidated results

Bus ATC (MW) TQL (MVAr)

SB | BB Without With Without | With
TCSC | TCSC | TCSC | TCSC
5 116.65 | 120.75 | 82.33 30.5
2 26 12.18 13.18 | 2815 30.3
2 184.56 | 215.13 | 29.78 30.1
5 26 1226 | 1345 | 2848 30.7
12 7041 | 74.056 | 2826 304
8 26 1218 | 1657 | 28.52 30.8
16 37.77 | 38.08 | 2839 30.6
11 26 6.09 8.01 29.24 31.3
7 3467 | 3689 | 2756 29.6
13 26 8.89 1146 | 2895 30.5

Bus ATC (MW) TQL (MVAr)
SB | BB | Without | With | Without | With
TCSC | TCSC | TCSC | TCSC
5 116.65 | 90.67 | 2833 | 2536
2 26 12.18 834 | 2815 | 2536
2 184.56 | 165.67 | 29.78 | 2536
5 26 12.26 9.45 28.48 25.36
12 7041 | 4589 | 2826 | 25.36
8 26 12.18 754 | 2852 | 2536
16 3777 | 3278 | 2839 | 2536
11 26 6.09 6.03 2924 | 2536
7 3467 | 3243 | 2756 | 2536
13 26 8.89 954 | 2895 | 2536

This increment in ATC value is higher when, percentage increase
is compared from ATC enhancement by other optimization
methods. In this case the percentage increase in ATP and TQL is
shown in figure (13).

% increment in ATC & TQL values
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Figure 13: Percentage increment in ATC & TQL values with the
incorporation of

TCSC
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Together with reduction in reactive power losses, ATC value
is also reduced. Again, in this case, because of the optimized
TCSC location, reactive power loss is minimized. The percentage
reduction in reactive power loss is higher as compared to other
evolutionary programming such as FA. Moreover, the reduction
in ATC value with TCSC in line is less as compared to when other
FACTS devices are used. Figure (14) shows the percentage
reduction in TQL and ATC with GWO optimized TCSC.

Table no 4: OPF result validation for ATC values in IEEE 30 bus system for far

end bus
Bilateral Transactions ATC Values (MW)
Between Buses

From To FA [29] GWO
2 26 7.6697 13.18
5 26 7.67154 13.45
26 7.81371 16.57

11 26 7.70317 8.01
13 26 7.66233 11.46

The OPF results for ATC maximization are validated with
those obtained by Firefly Algorithm [29] and are presented in
Table 4. The ATC value at the bus connected at the far end is low
due to the transmission losses. The ATC value obtained by
applying GWO is significantly higher as compared to that
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obtained by FA when far end values are compared. This validates
GWO algorithm.

% Decrement in TQL & ATC values

% decrement

2 2 5 5 8 8 11 11 13 13
to to to to to to to to to to
5 26 2 26 12 26 16 26 7 26

Lines

mTaL ATC

Fig no 14: Percentage decrement in TQL & ATC values with the
incorporation of TCSC

11. Conclusion

In the current deregulated version of power system, where the
expansion of the power system framework, due to economical and
geographical constraints, can’t be expanded. Thus, the private
market participants supplying their generation through the exiting
lines, forcing the lines to work at their voltage and thermal limits
hence creating congestion. To overcome this congestion, keeping
the operational cost same, a versatile FACTS device, TCSC is
tested here in the standard IEEE 30 bus system. TCSC parameters
are optimised with the help of very versatile Grey Wolf Optimizer
and the location of TCSC is optimized with the help of power
system sensitivity factors, ACPTDF. The objectives of enhancing
ATC value to reduce congestion in the system and to minimise
reactive power loss are achieved. The objectives are achieved here
within the prescribed voltage and thermal limit constraints. GWO
being guided by the best fitness value (alpha wolf) as well as two
more near to best fitness values i.e. beta and gamma wolves. This
ensures the speed of convergence. This optimiser uses three more
variables a, A and C which ensures that GWO must not get stuck
in the local minima and premature convergence. The ATC values
for farther buses are quit low but this method optimised the TCSC
parameter and its location such that the ATC value at far end
should have higher values for greater utilization of lines and hence
reduced the congestion. This paper utilised the pre-existing
transmission lines for applying GWO and placing TCSC in the
system to achieve the objectives of maximising ATC and
reduction of reactive power loss to manage congestion in the
system.
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The aim of this paper is to identify a critical link in the man - machine - environment system
in the case of an adverse event, such as a hay baling fire, based on a comprehensive risk
assessment method. The rate of spread of fires in agriculture depends on meteorological
conditions, with large areas affected and potentially endangering the surrounding
buildings, facilities. Access to fires is difficult and can extend to forests. Water is often
lacking at the scene of a fire, which should be extinguished, and water sources are usually
located over long distances. The paper addressed a specific example using a comprehensive
method. The process of risk assessment in the work process was determined by the following
steps: assessment of the overall risk of the work equipment, assessment of environmental
impact, assessment of the person's ability to manage risk, calculation of the resulting risk
value, comparison of calculated risk value and acceptability of risk value, proposal of
measures. The result of the analysis was the finding that the primary cause of the fire is the
environment, i.e. high ambient temperature. The critical element in hay baling work system
is the work environment. The risk ratio was estimated at 5.78. The level of risk was low due
to the rapid intervention of the human factor. Based on the results, the technical measures
mentioned in the paper were proposed to the operator. The paper found that maintenance
of the machine is important for protection against agricultural fires, where the human
factor plays an important role in the man - machine - environment system.

1. Introduction

e maintenance of electrical installations,

Agriculture is one of the most dangerous sectors in terms of
accidents at work. There is an accident rate for employees in
agriculture without fatalities 1.7 times higher than the average and
accident rate with fatalities is three times higher than the average

[1].

Fires pose a risk of destroying the environment and human
lives [2]. The causes of fire in agricultural machinery are various.
The literature [3] lists several possibilities in which a fire may
occur: e.g. in the engine, in the bearings, brakes. Maintenance of
these machines is an important fire protection.

Maintenance activities in agriculture are very diverse,
including the following activities:
e maintenance and repair of machinery, equipment and
vehicles,
maintenance of farmyards and buildings,
maintenance of silos, tanks, manure tanks and grain tanks,

"Corresponding Author: Marianna Tomaskov4, marianna.tomaskova@tuke.sk
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¢ maintenance of drainage and irrigation systems,
e maintenance of paved and unpaved roads.

The following hazards can be identified during these

maintenance activities:

e mechanical hazards when working with maintenance
machinery, for example crushing, connecting and high-
pressure injection means,

e celectrical risks,

e thermal risks,

e chemical risks associated with the use of hazardous
substances during maintenance or maintenance of
equipment containing hazardous substances,

o risk of explosion or fire or during maintenance,

e Dbiological risks in the maintenance of contaminated
equipment,

e ergonomic risks, e.g. incorrect construction of tools,
work activities in enclosed spaces.
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Wheeled machines, mostly agricultural, are responsible for up
to 50% of fatal accidents worldwide. Work safety, work activities
and these machines are very important.

For the detection of fires in agriculture, there are almost no
studies aimed at identifying the causes in harvesters, respectively.
tractors with accessories. Studies to date [4] in which the authors
investigated more than 4,000 fires in combines and tractors. They

gained access to machines to conduct a detailed study for 265 cases.

The authors concluded that 74% of fires occurred in the engine
area (e.g. surface heating, flue gas outlet and electrical
components). They found that the material that began to burn was
crop residues, followed by fuel and oil residues [5].

The tractor is used as a means of accessing hard-to-reach areas,
driving and towing connected equipment. For carrying out various
agricultural activities, such as harvesting, plowing, fertilizing.
Although there are innovative machines and processing methods,
there are still risks, such as machine fires, due to low investment
in maintenance or machine replacement [6].

To reduce the occurrence of fire, it is possible to apply various
systems, e.g. FOGMAKER TM system, which is highly innovative
but not available for small businesses. The contribution of the
presented paper is to evaluate the risk of hay baling by a complex
method in which the bearing was damaged. The press is one of the
most risky machines in agriculture. Fires and malfunctions are
caused by bearing failure or overheated machine parts.

2. Material and Methods
2.1. Fire safety measures for machines from the Baler company

During harvesting season, fires on agricultural machinery or
buildings occur more frequently than in the off-season.

The task of the balers is to continuously pick up the wilted or
more often dry material (hay, straw) from the summarized rows,
press it and tie it into bales [1,6].

In most cases, presses with variable chambers pose the greatest
risk of fire. The fault is most often caused by tensioning and
control rollers, which are responsible for the operation of
packaging belts [2-7].

Bearings called seasonal bearings used in such machines must
be replaced each year before the start of the summer season.
Overheated bearings can come into contact with straw, hay and the
right hot surface can initiate a negative phenomenon. Before
starting work with the press in the field, it is recommended to
switch on the press for 5-10 minutes and then check the bearings

[7].

Due to the presence of dry straw or hay in the baling chamber,
which has a flash point of approximately 300°C depending on the
moisture content, as well as rubber bands on the rollers, which are
constantly in contact with the hot surface and can heat up during
normal operation, they create all the conditions for a fire. The
operator of the machine is often able to watch the process only
from a mirror.

With such an amount of dry material (straw, hay) it is difficult
to extinguish the fire in 1-2 minutes so that the fire does not spread
further. In such fires, the greatest chance of rescuing the tractor in
the event of a quick uncoupling of the baler [8].
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Another important parameter is the parallel guidance of the
forming strips at the same distance. If these belts are not lowered
in parallel, sooner or later their friction will lead to a fire. Gear
bearings also deserve attention even if they are less exposed to
direct contact with straw, but accidental dust and other
contaminants can also cause a flammable substance to ignite when
the bearings are overheated due to wear [9]. There is illustrated in
Fig. 1 the baler machine KRONE Big Pack and the same kind of
machine damaged after a fire accident is in Fig. 2.

Figure 1: KRONE Big Pack 1290XCHDP

Figure 2: Damaged Big Pack 750 after the fire accident [10]

2.2. Risk analysis of the selected equipment

A comprehensive workplace risk assessment method was used
to assess the risks of the selected press [8-10].

The risk assessment at work was performed using a
comprehensive method of risk assessment at the workplace [11].
Common practice in small and medium-sized enterprises requires
time-saving methods, which, however, presuppose knowledge of
the actual state of the monitored technology. The method
developed by the international team of the Security Section
(represented by France, Germany, Italy and the Czech Republic)
can be satisfactory in this respect. The method is based on the
knowledge that an injury occurs in most cases for several reasons.
The work is performed in the system man (P) - machine (M) -
environment (U) and the level of safety depends on all three
elements - parameters. These elements are assessed individually
by this method, by appropriately assigning a point method and
defining an acceptable risk. The method is mainly suitable for
immediate risk assessment in order to apply immediate, non-
complex measures. The record is kept in the form of a
questionnaire [12]. The values in the risk assessment were
determined by direct consultation with the tractor driver.
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Profession: tractor driver
Equipment under assessment: baler

Description of job: The damaged bearing got stuck and the
action of frictional force led to the accumulation of heat, which
passes into the chamber of the press and subsequently a
machine fire occurred.

Description of the work procedure: After observing the fire,
the tractor driver stopped the tractor and the press brake,
switched off the drives and exits the tractor, then extinguishes
the fire with the help of fire extinguishers. Table 1 shows the
risk assessment of machinery, namely the baler.

Table 1: Risk assessment of the equipment

Risk element - M
Equipment (baler) risk Rating | Label | Range
assessment
Identification Severe
of possible S 7 1-10
damages consequences
(Burns)
Danger Frequently
exposure repeated Ex 1.5 1-2
exposure
Probability
ofa Central Wa 1.5 0.5-
dangerous 1.5
situation
Possibility of | =y g Ve | 05 | 051
prevention
M=SxExxWaxVe €))]
M=35.25

The resulting risk level of machinery from the range (0.25-30) is
5.25.
Table 2 shows the risk assessment of the working environment.

Table 2: Environmental impact

Env1r0nme1[1]tal impact - Result | Label | Range
Work On one
organization Ua 0.6 0.5-1
level
area
Work Dust, heat Ub 0.6 0.3-
environment 0.6
Other loads | * M&TOW 0.2-
space Uc 0.4
0.4
U=Ua+ Ub+ Uc (2)
U=16

The resulting risk level of the working environment from the
range (1-2) is 1.6. Here it can be seen that the risk of the working
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environment is higher. Table 3 shows the risk assessment of the
human factor.

The resulting risk factor for human factor from the range (15 -
0) is 15. Here it can be seen that the risk of human factor failure is
low.

Table 3: Operator competence manage the risk

Ability of the operator to .
handle the risk-P Rating | Label | Range
An
Person ducated
classification | "0 | Q| 10 |10-0
person with
experience
. Appropriate
Psychological mental 0 3 3.0
factors -
ability
The
Work prescribed
organization | workflow is O 2 5-0
not always
used
P=Q0+¢p+0 3)
P=15

The resulting degree of risk of the human-machine-
environment work system is determined by the following relation

(4).

R=MxU-Px (M/30) (4)
R=3525x16-15x(525/30)
R=5.78

The resulting level of risk when baling straw using a tractor
with an attachment is low, but the method found that the cause of
the fire was the working environment, i.e. high ambient
temperature.

Based on the risk assessment, the following measures have
been proposed to the operator. The first place of protection against
agricultural fires is the maintenance of the machine.

2.3. Proposal of risk minimization measures

This phenomenon can be prevented by inserting a bearing
temperature measuring device into a combine or press, thus
reducing the risk of fire. Bearing-mounted temperature sensors
transmit data to the device, where they are displayed. On the screen
it is possible to monitor the bearing temperatures during operation
can avoid the risk. It is possible to set the temperature limit, if a
bearing with a red circle is signalled, then the temperature has
exceeded the value that is set [13].

These bearing thermometers are also designed to detect the
temperature of the bearing housing. The tip of the sensor is
designed to make the best contact with the measured surface. The
sensor should be placed directly in the hole. The clamping ring
together with the spring ensures clamping on the surface so that
information about the condition of the bearing is available. In the
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event of overheating by the sensor signal, the machine can be
stopped to prevent damage.

Parameters of the given sensor are:

e maximum ring diameter: 8 mm,
e measuring range: from -25°C to + 250°C,
e wire length: 2 m.

The innovative baler process already has this system built in,
but older types are only cleaned mechanically. The hydraulically
driven turbo fan, Fig. 3 and Fig. 4, system protects the knotters
from pollution and reduces the risk of dust explosion [14].

Figure 3: The hydraulically driven turbo fan system protects the knotters
from pollution, a strong air flow with speed 140 kmv/h. [14]

g
Figure 4: Two oil pumps supply the input gearbox and the TURBO FAN
knot cleaning system with hydraulic oil. [14]

Fires arising from agricultural machinery occur mainly in the
engine compartment. The consequence, especially on the damaged
construction of the machine, often exceeds the value of the
machine. Increased requirements to reduce noise and exhaust
emissions are the main reasons for greater insulation and enclosure
of the engine compartment, increased fuel pressure and thus an
increase in engine compartment temperature.

The fire in the engine compartment spreads often and very
quickly and intensively, so it cannot be extinguished with a fire
extinguisher. Vehicles and equipment in agriculture, such as
harvesters, tractors, loaders, etc. are high power machines that
work at a constant load. An increasing number of more powerful
electrical and hydraulic equipment pose an increased risk, and it is
therefore possible to speak of these machines as potentially
dangerous sources. [15-16]

If the engine fire start, the whole machine will burn during 20
minutes. Due to the nature of the work area, it can quickly fall
victim to a fire, completely isolating the burning vehicle and its
operator.

WWww.astesj.com

The FOGMAKER system ™ is an automated closed system
that can be operated by direct human intervention and without
power supply. On the principle of water mist, the fire in the engine
compartment of the machine is extinguished. FOGMAKER ™
may consist of one, two or three fire extinguishing bottles. The
construction allows full use of the content of the extinguishing
mixture and thus emptying of the entire extinguishing cylinder.
This is a positive advantage because the extinguishing roller can
be placed vertically or horizontally in confined spaces. [17-18]

Figure 5: Hydro-pneumatic detection and activation [18]

Detection and activation of the system is performed hydro-
pneumatically.

When a fire occurs, the detection hoses expand / burst with
pressure and pressure drop, activating the valve on the
extinguishing pressure cylinder. The pressure gauge, which is
located on the detection cylinder, then alerts you with light and
sound signals.

This power-independent system has an extraordinary cooling
effect of - 500 ° C in less than 3 seconds. Water high-pressure mist
with a pressure of 100 bar and special nozzles turn water into
microdroplets with a diameter of 50 um. The volume of 1 drop
with a diameter of 1 mm is sufficient to create 8,000 drops of water
mist. Water with a volume of 1 liter absorbs 540,000 calories
during evaporation, which gives the extinguishing a completely
unique effect. Cooling contributes to rapid extinguishing and thus
reduces the risk of re-ignition [19-20].

3. Discussion

The result of the analysis was a finding that the cause of the
fire is the environment, i.e. the high ambient temperature. The
critical element in hay baling processing system is the working
environment. Although the primary cause of the fire was a
damaged bearing, the high ambient temperature and the presence
of hay in the working environment caused an adverse event, i.e.
fire. The risk level of the working environment was estimated at
the value 1.6 from the interval < 1; 2 >. The resulting risk level
5.78 was low due to rapid human intervention. The acceptance
limit in this method is set at the value 15. Based on the results, the
technical measures were proposed to the operator. There was
determined in this article that the maintenance of the machine is
important for protection against the agricultural fires, where the
human factor plays an important role in the man - machine -
environment system. As a damaged bearing or electrical
installation contributes significantly to a fire in agriculture,
maintenance is absolutely necessary in preventing of fires.
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4. Conclusion

It can be stated that a damaged bearing, as stated for presses,
plays a major role in the fires of agricultural machinery. For
tractors, trucks, the main initiator is an electrical short or faults in
the electrical installation. In the case of machines intended for
harvesting such as a combine harvester or forage harvester, a
damaged bearing or electrical installation contributes significantly
to a fire. After the risk analysis with a comprehensive method,
satisfactory results were obtained, but this does not mean that there
is no danger. The proposed measures to improve the situation are
feasible, but nowadays smaller companies cannot afford it.
Companies with better financial possibilities hire a special service
for machines [21-22].

After the service period, maintenance is performed in-house.
Today's companies try to have as little as possible, there are 1
maintenance person on about 10 machines [23-24]. Under the
pressure of time, maintenance workers carry out repairs to such an
extent that the machine is functional-mobile, but safety is
significantly neglected. Today's generation of tractor drivers and
engineers also neglects the basic maintenance of machines such as
bearing lubrication or engine oil change. Some companies
motivate their employees by being paid for maintenance. Machines
and systems can be improved from a safety point of view, but the
human factor plays the biggest role. Fighting fires in agriculture
are liquidated according to the methodological sheets of the Fire
and Rescue Service.
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ABSTRACT

The difficulty of learning the underlying structure between processes is a common task found
throughout the sciences, however not much work is dedicated towards this problem. In this
paper, we attempt to use the language of structure learning to address learning the dynamic
influence network between partially observable processes represented as dynamic Bayesian
networks. The significance of learning an influence network is to promote knowledge
discovery and improve on density estimation in the temporal space. We learn the influence
network, defined by this paper, by learning the optimal structure for each process first,
and thereafter apply redefined structure learning algorithms for temporal models. Our
procedure builds on the language of probabilistic graphical model representation and
learning. This paper provides the following contributions: we (a) provide a definition of
influence between stochastic processes represented by dynamic Bayesian networks, (b)
expand on the conventional structure learning literature by providing a structure score
and learning procedure for temporal models; and (c) introduce the notion of a structural
assemble which is used to associate two stochastic processes represented by dynamic
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Bayesian networks.

1 Introduction

The problem of describing the interaction or influence between
stochastic processes has received little scrutiny in the current litera-
ture, despite its growing importance. Solving this complex problem
has large implications for density estimation and knowledge discov-
ery. In particular, for making predictions about later aspects of the
process, or even for learning how processes influence each other.

Usually, the individual structure of each stochastic process is
ignored and all are merged into one big process which is modelled
by some probabilistic temporal model. This approach undermines
the explanatory importance of the relations between these processes.
[1] has explored the problems with this approach. The core of the
issue mentioned by [1]], is that we lose the underlying structure of
the relationships between the processes which is essential to learn
how one process influences another.

In this paper, we provide a complete method for learning the
dynamic influence network between processes. This paper also
explores the case when we are learning the influence relationship be-
tween partially observable processes. This is a significantly harder
problem since the likelihood of the temporal model to the data has
multiple optima which is induced from the missing samples [1]].
Unfortunately, given that learning parameters from missing data is

also a NP-hard problem, heuristic approaches are then needed to
solve for a suitable local optimum of the likelihood function of the
parameters to the data [[1].

We assess this problem by providing an algorithm to learn the
influence relations between partially observable stochastic processes
by building on the language of probabilistic graphical modelling.
In particular, we consider structure learning which searches for an
appropriate structure by using scoring metrics and provide evidence
for the effectiveness of our approach over the standard benchmarks
selected. We notice that our derived penalty-based score paired with
a greedy structure search outperforms using a random structure or
a tree structure built using the maximum weighted spanning tree
algorithm.

The application of this research is broad. Influence networks for
stochastic processes can capture the complex relationships of how
processes impact others. For example, we can learn the influence of
traffic in a network of roads to determine how the traffic condition
of a road congestion will impact on another road. In educational
data-mining we may want to determine the influence of participants
in a lecture environment to encourage student success. We may
wish to learn the influence between an IoT network [1, [2]; influence
in music [3]]; or influence between the skills of learners or their
attrition [4), 5]
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An overview of the proposed algorithm in this paper is given by
the below instructions. This algorithm is expanded on later in the

paper.
(1) The stochastic processes are given as input.

(i1) The parameters for a dynamic Bayesian network is learned for
each of the stochastic processes (temporal structure remains
static - time invariant and Markov).

(iii) A structure is imposed between the dynamic Bayesian net-
works (using a relation function called an assemble). This
gives us a dynamic influence network (DIN). The parameters
for the DIN are relearned.

(iv) The structure score for the DIN is computed.

(v) A structure search algorithm is initiated to find a DIN struc-
ture which is has an optimal likelihood to the observable
data;

(vi) The optimal DIN is output.
The following contributions is made by this paper:

e The concept of dynamic influence networks (DINs) represent-
ing the influence (relationships) between partially observable
stochastic processes.

o The derivation of a dynamic Bayesian information criterion
(d-BIC score) for DINSs.

e The concept of a structural assemble which is able to relate
dynamic Bayesian networks.

e The greedy structure learning procedure for learning DINS.

The following structure is used by this paper: Section[2]provides
the background and related work on DINs; Section E] defined the
representation of DINs between partially observable stochastic pro-
cesses; Section [3.3|derives the notion of a dynamic structure score
using the notion of an assemble; Section [3.5]provides a greedy struc-
ture learning learning algorithm for learning DINS; the results and
discussion is illustrated by Section[d} and lastly, Section 5] provides
the conclusion of the research and suggestions on future work.

2 Related Work

Many statistical procedures have been used to identify influence
between variables [6]—[9]. These statistical procedures have been
extended to the temporal environment to learn relationships the
between processes (variables over time). A significant contribution
is the use of dynamic Bayesian networks which is defined as a set
of parameters and conditional independence assumptions which to-
gether make up an acyclic structure between variables defined using
factors [10, [11]]. The values in these factors are referred to as the
parameters, and the list of conditional independence assumptions
between variables are referred to as the structure of the dynamic
Bayesian network.

www.astesj.com

Learning the independence assertions of a dynamic Bayesian
network can be used to make conditional independence inferences
over time (density estimation) or to simply learn the relationships
between variables (knowledge discovery) [12]-[15]. On the one
hand, a sparse graph structure may have more generalisability for
density estimation, and on the other hand having a more dense graph
can reveal unknown relationships for knowledge discovery. Care
must be taken when considering for what purpose is the network
required (more on this in the discussion) [[11]].

A successful approach to structure learning is using score-based
structure learning [[L1} [16]. In score-based structure learning we
develop a set of hypothesis structures which are evaluated using a
score-based function that computes the likelihood of the data to the
hypothesised structure. The likelihood is usually expressed as the in-
formation gain (mutual information) of the structure and parameters
of the distribution to the data.

A search algorithm is then performed to identify the highest (pos-
sible) structure based on the structure score [17]-[20]. Viewing this
problem as an optimisation problem allows us to adopt the already
established literature on search methods in this super-exponential
space to find the optimal structure given the data [21]]-[24].

The structure of this section is as follows. In [subsection 2.1
we introduce the well established BIC score which offers a way to
trade-off the fit to data vs model complexity (the amount of inde-
pendence assumptions between variables in the data). Finally, in
we introduce a greedy search method to find the an
optimal graph structure.

2.1 The BIC score

The BIC score models the structural fit to data verses the complexity
of the conditional independence assumptions between variables, that
is, the amount of independence assumptions made on the structure
[25]. This makes it a popular choice for structure learning methods
since the model complexity has a direct impact on the performance
of inference tasks. This is because the amount of conditional inde-
pendence assumptions on a particular variable increases the factor
size of that variable exponentially. The mathematical expression of
the BIC score comprises of two terms: the first term models the fit
to data; and the second term penalises the fit to data based on the
complexity of the structure considered. The complete BIC score is
as follows:

” log M
scoregic = (0g : D) — %DIM[Q],

where the count of instances is denoted by M and the count of
independent parameters is denoted by DIM[G] in the Bayesian
network.

The intuition of the Bayesian score is that as the amount of
samples increase (ie. M) the score is willing to consider more
complicated structures if enough evidence (samples, ie. M) is con-
sidered [26} 27]. The BIC core is particularly effective since the
likelihood score (one without a penalty to complexity) will always
prefer the most complicated network. However, the most complex
networks also impose the risk of fragmentation, which is the expo-
nential increase to the size of the factors caused by the increase of
the in-degree of a variable. Penalty-based structure scores allows us
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to explore the opportunity to adopt more complicated structures if
there is enough justification that the likelihood of the structure and
parameters to the data is high-enough to compromise on the models
speed to perform inference tasks caused by fragmentation.

There has been much contributions in the literature on the prop-
erties of the BIC score [25, 128l [29]. Key constitutions include a
proof the it is consistent and is score equivalent which are necessary
for efficient search procedures [30]—[32].

2.2 Learning General Graph-structured Networks

Since the search space for the optimal Bayesian structure is super-
exponential, the difficulty of learning a graph structure for a
Bayesian network is NP-hard. More specifically, for any d > 2, the
problem of finding a structure with a maximum score with d parents
is NP-hard [21]]-[24]]. See [33}134]] for a detailed proof.

Despite this, there have been many contributions to learning
an optimal structure. A key contribution is using heuristic search
procedure to find an optimal acyclic graph structure [35]]. These
heuristic search procedures make use of search operators (changes
to the graph structure) and a search algorithm (e.g. greedy search,
best first search or simulated annealing) [36]. The intuition of this
approach is find an optimal acyclic structure by gradually improving
the choice of the structure using the search operators [37]-[41].

3 Dynamic Influence Networks

We present the following algorithm to learn dynamic influence net-
works between a set of partially observable processes:

(i) Our stochastic processes are given as a set of partially ob-
served data. This is the input.

(i) From this data, we learn a dynamic Bayesian network for
each partially observable stochastic processes. Expectation
maximisation is used to learn the latent variables.

(iii) Build a network with the set of independence assumptions
and relearn the parameters for that model.

(iv) Perform expectation maximisation once again to relearn the
latent parameters of the resulting network.

(v) Evaluate the resulting dynamic influence network using a
scoring function and structural assemble.

(vi) Determine if convergence has occurred or if we exceed the
threshold for convergence.

(vii) Apply the structural operator to the model and reevaluate the
dynamic influence network using a structure score. Repeat
steps (iii - vii) until the structure score can not be improved
or a threshold is reached.

(viii) Output the resulting network.

[Figure 1| provides a flowchart of our method to learn dynamic
influence networks between partially observable processes.
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Figure 1: A flowchart of our method to learn dynamic influence networks between
partially observable processes.

3.1 Assumptions

There are various assumptions we need to make about our dynamic
influence network (DIN). For the below definitions, we denote Bf.t)
to be a shorthand for a Bayesian network $; at time-point 7.

Time Granularity Assumption We select a time-granularity, de-
noted A, to split observable data into temporal time-slices at different
intervals. We use the notation 7A to represent the influence state
with ¢ time-slices.

The Markov Assumption We also adopted the Markov assump-
tions between consecutive states.

Definition 1 The Markov assumption is satisfied for a DIN over
the template Bayesian networks, B = {By, ..., Bgr}, ifforallt > 0,
(B(t+1) L BO:¢=1) | B(’)).

The Time-Invariance Finally, we assume that the unrolled tem-
plate structure of the DIN (which persists through time) does not
change.
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3.2 Dynamic Influence Networks

Given the assumptions above we define the dynamic influence net-
work as follows:

Definition 2 A dynamic influence network, denoted as DIN, is a
couple (ly,1.), where 1y is an influence network over the set of
Bayesian networks, BO = {(B,,..., B}, representing the starting
distribution and 1, is a 2-time-slice influence network for the rest of
the influence distribution (P(B’ | By) = Hfil P(B; | PaB’{ )). For any
specified time-span T > 0, the joint distribution over BOT) is de-
fined as an unrolled influence network, where, foranyi=1,...,n:
the structure and conditional probability assumptions between vari-
ables of Bl(.o) are the same as those for B; in ly; and the structure
and conditional probability assumptions between variables of Bl(.t)
for t > 0 are the same as those for B; inl,.

3.3 The Structure Score

In this paper we adapt the celebrated Bayesian information criterion
(BIC) to a dynamic Bayesian information criterion (d-BIC) for our
dynamic influence networks. The d-BIC score make the same trade-
off between model complexity and fit to the data, only the d-BIC
can be applied to dynamic networks.

The d-BIC score is as follows:

K T N
<Wk’¢{i>(t)
scoregic(Hy : D) = MZ(Z(Z(IP(XI' 0 ;Pagmgﬂk )
L

k=1 =1 i=1

log M

DIM[G],

where the amount of samples is given by M; the amount of depen-
dency models is given by K; the amount of time-slices is given by
T for any dependency model; the amount of variables in each time-
slice is given by N; I denotes the information gain in terms of the
empirical distribution; and DIM[G] is the amount of independent
parameters in the entire DIN.

The d-BIC score is designed to exchange the complexity of the
dynamic influence network, k’gc M DIM[G), for the fit to the data,
D. As the amount of samples increases, the information gain term
grows linearly, and the model complexity part logarithmically grows.
The intuition of the d-BIC score is that we will be willing to consider
more complicated structures, if we have more data that justifies the
need for a more complex model (i.e. more conditional independence
assumptions).

3.4 Structure Assembles

Choosing the set of parent variables in a DIN establishes the notion
of a structural assemble. A structural assemble is a template which
relates temporal models. The structural assemble defines the parent
sets for variables to construct an dynamic influence network. More
sepcifically, the assemble relation is defined as follows:

Definition 3 Consider a family of dynamic Bayesian networks (D),

where (D?, D°,) represents the child with the parent set Pa?DO oy =
0-D%,
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{(D!,DL),...,(Dk, D~.)}). Further assume that I((D’, D'.)) is the
same for all j = 0,...,k. Then the delayed dynamic influence
network, denoted by (Ao, A-), will satisfy all the independence
assumptions in I(Di, Di_>)) Vi=0,...,k Inaddition, ¥V jandV t,
(Ao, AN also satisfies the following independence assumptions
for each hidden or latent variable denoted L; and some t > a € Z*:

(D§,D2L)Y"  (DJ,DL)D
VLI ’ (le k(1) Kk yk \()-1
(Dy,DEYO (DG, D)y~
NonDescendants 0 0 o|L: ° L0 e
L< 005 i i
i
(DE.DEYO (DR.DP,)®
L ,Pa L ).

The assemble above an expressive representation to capture in-
fluence relationships that persist through time between temporal
models. However, the choice of « is important since choosing a
large a will render many dependencies on variables cause a frag-
mentation bottleneck, and therefore a larger computational burden
for learning and inference tasks.

3.5 Structure Search

At this point we have the following well-defined optimisation prob-
lem:

1. A training set D 1 6 = {D<D('),DL)""’D<DS,DL>}’ where
D<D6,D’;> ={&1,...,&u} is a set of M instances from underly-
ing ground-truth DBN (Di, D' };

2. a structure score: score({lp, 1) : Dy, 1.,16)s

3. and, finally, we have an array of L distinct candidate struc-
tures, G = {G',...,G"}, where each structure G' repre-
sents a unique list of condition independence assertions

16) = I(G' VG

Our objective of this optimisation problem is output the DIN
which produces the maximum score. We present the following
influence structure search algorithm in Algorithm 1, where S =
{Sl_), ...,S8P} represents the set of stochastic processes; assemble,
is the option of the parameters for an assemble relation; and score,
the selected scoring function used for the search procedure.

Algorithm 1: Influence structure search

Input: S = (S, ..

Output: G;

For each process we learn a temporal model
(H = Dy, DL,),....(Df,DL));

Using the models in H we generate a search space (ie.
G=1{G1,....Gn});

Find the structure G; which produces the highest score
(w.r.t. assemble) in G;

return G;

.,SP ), assemble, score

The dynamic influence network, (Iy, I, Y9, holds a distribution
between a set of DBNs, denoted (D}, DL) ,..., (DK, DX, with
the conditional independence assumptions listed by 7 (I, 1.,)9).
We further assume that P*((Iy, I_,)9) is induced by another model,
G*((Iy,1.,)9), we will refer to this model as the underlying ground-
truth model. The model is evaluated by recovering the set of local
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independence assertions in G*({Iy, L, Y9), denoted 7(G* {1y, I, )9)),
by only observing D, ;6. This structure learning procedure is
referred to in this paper as greedy structure search (GESS).

3.6 Computational Complexity and Savings

The overall computational complexity of the above structure search
algorithm is given by [42]. In order to allow for notable computa-
tional savings we suggest using a cache to store sufficient statistics
and the of max priority queues (implemented using heaps) to arrange
contending structure using their scores as keys. Random restarts
and Tabu lists are also used.

4 Experimental Results

This sections presents the performance of modelling influence be-
tween partially observable stochastic processes using dynamic influ-
ence networks (DINs). We evaluate the performance of model aside
several benchmarks.

The experimental setup is as follows. We constructed a ground-
truth DIN which was used to sample sequential data. To simulate
a partially observed process, several variables were removed from
the sequential data sample. The Algorithm provided in
was used to learn candidate networks. Several variations of the
algorithm was also used, such as using the d-AIC score instead of
the d-BIC; using prior knowledge of the ground-truth structure such
as the maximum in-degree used in the generative distribution; using
tree structure for sparse generalisability; a even using no structure.

More specifically, the empirical evaluation of our method was
set against the following benchmarks:

1. arandom DIN structure;

2. a DIN with no structure (i.e. all DBNs are mutually indepen-
dent);

3. a DIN with a tree like structure (each DBN has one and only
one parent DBN);

4. a structure that incorporates prior knowledge of the true struc-
ture;

5. alearned structure with the d-AIC score instead of the d-BIC
score, which is the dynamic extension of the AIC score;

6. using the full knowledge of the DIN ground-truth structure.

The parameters for the ground-truth DIN distribution is sum-
marised by

[Figure 2]illustrates a logarithmic scale plot indicating the rela-
tive entropy (also known as KL-divergence) to the ground-truth DIN
over the amount of samples alongside the aforementioned bench-
marks. The vertical axis represents the logarithmic scale of the
relative entropy to the ground-truth generative model and
the horizontal axis represents the amount of samples. 10 trials were
run for each experiment and the mean of the result was plotted with
the standard deviation as error bars (shaded regions). All of the
model parameters for each experiment is provided in for
reproducibility.

www.astesj.com

In we record that providing no structure, a random
structure, tree structures, and finally, learning with knowledge of the
maximum order in-degree executes in a same way with reference to
their relative entropy to the ground-truth DIN. However, knowledge
about the maximum order in-degree executes better on average than
the other procedures for a large amount of instances (greater than
one thousand). The d-AIC and d-BIC scores execute on average
better than the other learning procedures (not counting learning
using the true structure). However, the d-BIC and d-AIC penalty
scores execute similarly.

illustrates a logarithmic scale plot indicating the execu-
tion times (in milliseconds) over the amount of samples alongside
the aforementioned benchmarks. The vertical axis represents the
logarithmic scale of the execution time of each experiment in mil-
liseconds and the horizontal axis represents the amount of samples.
10 trials were run for each experiment and the mean of the result was
plotted with the standard deviation as error bars (shaded regions).

In we provide the results of the execution times for
the learning procedures considered. With respect to their execution
times, the d-AIC, d-BIC scores, and learning with knowledge of the
ground-truth maximum in-degree yield the best run-time. Learning
tree-structures, generating a random structures, using no structure,
or being given the true structure can be achieved in constant time. It
is also noticed that learning with the maximum in-degree from the
ground truth can be done faster than using penalty score procedures,
which have roughly the same execution time.

In the experimental learning scenario the three penalty-based
learning procedures outperformed the benchmarks. Notably these
penalty-based learning procedures provide significant improved
performance than using no or a random structure for the DIN.

The results also indicate that learning a tree structure for the
DIN still significantly outperformed the use of a random structure.
This result is particularly useful from a computational saving per-
spective as tree structures are sparse since they capture less complex
dependence relations between variables. Tree structure summarise
effective independence assertions and thus offer better generalisabil-
ity. Another notable result from [Figure 2]is that when we have fewer
samples (> 250) we may be better suited to use no structure since
imposing a structure with little training data weakens the inferences
we can draw from the model.

5 Conclusion

In this paper we empirically demonstrated the a score-based struc-
ture learning procedure to learn a DIN to represent the influence re-
lationships between partially observable stochastic processes. Why
we would want to learn a DIN depends on what the structure will
be used for.

On the one hand, if we are trying to identify the original DIN
structure for knowledge discovery, then we will need to identify
each of the original conditional independence assumptions of the
ground-truth network. This means we will need to find the set
I(G*({To,1.,)9)). This is not a promising task since there are many
perfect maps for P*((Ip, I, Y9) that can be derived from D16+

Recognising 7(G*((Iy,1_,)9)) from the set of structures from
G ({Iy,1.)9) will yield the same fit to the data. Therefore iden-
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Relative Entropy

—e— Random structure
No structure
—+— Tree structures
—e— GESS with PK
—— GESS with d-BIC
—o— GESS with d-AIC

True structure

Relative Entropy

Table 1: A table summarising the parameters for the ground-truth DIN distribution.
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Figure 2: The relative entropy (also known as KL-divergence), to a ground truth DIN, for seven learning tasks to construct a dynamic influence network
between dynamic Bayesian networks with respect to the amount of training samples.

Table 2: A table showing all of the parameters used in the structure learning methods in this paper.

a
No. edges

Max in-degree

No. observable var
Dirichlet prior
Parameter threshold
EM iterations

EM accuracy (u%, o)

Likelihood score
Penalty score
Search iterations
No. random restarts
Tabu-list length

a
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Rand No struc

Tree
2 2 2
- - 15
- - 3
5 5 5
5 5 5
20 20 20
- Yes Yes
- - 50
- - 5
- - 10
2 2 2

(76%,10)
Yes
BIC
50
5
10
2

Yes
AIC
50

10

GESS with PK  GESS with BIC GESS with AIC  True
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Figure 3: The execution time in milliseconds for seven learning tasks to construct a dynamic influence network between dynamic Bayesian networks with

respect to the amount of training samples.

tifying the original ground-truth structure is not identifiable from
Dy, 1.y This is because the structures in the I-equivalent structure
set all produces the same numeric likelihood (mutual information)
for Dy, 1ys- Therefore, we should rather try to learn a set of struc-
tures that are I-equivalent to G*.

On the other hand, if instead we are trying to learn a DIN struc-
ture for density estimation (i.e. to draw probabilistic inferences),
then we are interested in capturing the distribution P*((Iy, I_,)9). If
we can successfully constructure such a distribution then we can
reason about new data instances and also sample new one.

There are two implications when learning a structure or density
estimation: Firstly, Although capturing more independence asser-
tions than specified in 7(G* ({Io, 1.,)9)) may still allow us to capture
P*({Iy,1.,)9, our selection of more independence assumptions could
result in data fragmentation. Secondly, selecting too sparse struc-
tures can restrict us to never being able to learn the true distribution
P*({Iy,1,)9 no matter how we change the parameters. However,
often sparse DIN structures can be used to promote computational
complexity savings [11].
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The universally common mode of interaction is the human emotions. Thus, there are several
advantages of automated recognition of human facial expressions. The primary objective of
the proposed framework in this paper, is to classify a person’s facial expression into anger,
contempt, disgust, fear, happiness, sadness and surprise. Firstly, CLAHE is performed on
the image and the faces are identified using a histogram of oriented gradients. Then, using
a model trained with the iBUG 300-W dataset the facial landmarks are predicted. Using the
proposed method with the normalized landmarks, a feature vector is calculated. With this
calculated feature vector, the emotions can be recognized using a Support Vector Classifier.
The Support Vector Classifier was trained and tested for system accuracy using the famous
Extended Cohn-Kanade database.

1 Introduction

The primary task of Facial Expression Recognition(FER) is to clas-
sify the expressions on human face images into various categories
viz., happiness, fear, anger, sadness, surprise and so on. It’s a crucial
component of psychology as the facial expression of a individual
accounts for 55% of a spoken message’s impact [1]].

Psychologists have historically trained human observers to
recognise changes in facial muscles and use a Facial Action Coding
System (FACS) to map muscle movements to an emotion [2]. While
this method helped to maintain objectivity and had the power of
definition, it had many disadvantages such as: ineffective prepa-
ration of human observers, mandatory for observers with a strong
background in psychology and an average person spent more than
100 hours reading the FACS manual to prepare for certification,
the certification itself took about twelve hours, and once certified,
FACS professionals could detect emotion with an accuracy of ap-
proximately 80%.

Automatic facial expression recognition has become an inter-
esting and challenging area for the fields of computer vision and
artificial intelligence with the advent of faster computers and the
use of pixels/megapixels for image elements. As we know, the
traditional application of FER is in the field of psychology, where
facial expressions are used to understand behaviour, detect mental
disorders, and detect lies. However, applications of computer-based
FER can be broadly classified into three groups, and these are, hu-
man computer interaction (HCI), consumer products, and medical
research. Human-centered systems need to be built in the field of
HCI in such a way that system responds not only according to user

input but also according to user behaviour, particularly in ubiquitous
computing environments [3]]. Automotive fatigue detection systems,
entertainment systems such as gaming, human-robot interaction,
and protection are a few examples of commercial applications [4].
Identification of clinical depression, pain assessment, and conduct
of psychology studies, medicine, are several applications related to
medical research [5]].

The remainder of the paper is structured as follows. Section II
focuses on related research carried out on this area. Section III deals
with the proposed methodology. Section IV throws light on the
experimental results and analysis. And finally, Section V concludes
the paper.

2 Related Work

A lot of research work in the field of human facial expression recog-
nition has been carried out in the recent past, mainly due to the
numerous use cases present in this area.

One of the earliest attempt was made by [2] in the year 1978.
They had proposed FACS for FER. It was shown that each emotion
is a combination of several Action Units (AU) present in FACS. And
thus, concluded that facial muscular movement maps to an emotion.

In [6]], they trained a Conventional Neural Network (CNN) to
perform FER. A 64*64 image is supplied as input to the CNN.
The network includes one input layer, five convolution layers, three
pooled layers, one fully connected layer, and one output layer. The
fully connected layer is combined as the input of the softmax layer
to obtain the output class after the convolutional pooling operation.
They have used JAFFE and CK+ database for validation.

*Corresponding Author: Rohith Raj S, RV College of Engineering, +91-8095969630 & rohith.june6@ gmail.com
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In [[7], they trained a CNN to perform FER by using CMU
MultiPie database for validation. Their proposed method also took
advantage of GPU-based parallelism to boost performance.

In [8]], they put forward the fact of any FER technique contains
3 steps: feature extraction, dimensionality reduction, and classifi-
cation. According to them dimensionality and feature selection are
major issues concerning FER. They also said that huge amount of
memory and processing is required to process the image as a whole.
So, they proposed an alternative which is geometric features and
have used facial landmark detection for feature extraction and CNN
Classifier. They used JAFEE, MUG, CK and MMI database to test
effectiveness of their system.

The maximum peak frame chosen is used for the recognition
of facial expression in the system designed by [9]. Their approach
was relying on the calculation of the distance between the neutral
and expressive face. They used eNTERFACE database to test the
effectiveness of their system and attained a prediction accuracy of
78.26%.

Using 63 facial landmark points of the active appearance model,
a FER system was proposed by [10]. They used those 63 points to
calculate the remaining 4 landmark points. Ratio of height to width
was used to measure the degree of openness. Facial expression was
obtained by multiplying the respective weights with their sum of
ratios. Thus, they attained a prediction accuracy of 88%.

3  Proposed Methodology

This section describes the complete proposed methodology. We
know from our literature survey, that almost any system designed
for Facial Expression Recognition has these three important steps:

e Image pre-processing
o Feature Extraction
e Expression Classification

On similar lines, a system has been proposed using these steps as
shown in Figure T

ANGER
DISGUST

CONTEMPT

Feature

SADNESS

FEAR

SURPRISE

HAPPINESS

Figure 1: Block diagram of the proposed FER methodology

The way in which image is pre-processed and how the features
are extracted makes it a novel technique. Human facial expressions
are represented using facial landmark based feature vector. And,
Support Vector Classification technique is used to recognise the
facial emotions. Python programming language has been used in
order to develop the entire system with extensive usage of OpenCV
for performing image manipulation tasks. Predominant Scikit-learn
python library and DIib [[11]], an open source general purpose ma-
chine learning library have been used for performing the machine
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learning tasks. The primary usage of Scikit-learn library is to im-
plement the Support Vector Classifier. Whereas, face detection and
facial landmark points prediction is achieved using DIib library.

3.1 Facial Expression Image Database

Support Vector Classifier (SVC) needs to be trained with a well-
known facial expression database, thus, the CK+ dataset is selected.
It consists of 7 emotions expressed by 210 adults viz., happiness,
surprise, fear, sadness, contempt, disgust and anger. Each image is
of size 48*48 pixels. Figure[2]shows a sample of images depicting
all seven emotions. Participants are aged 18 to 50 years, 69% are
female, 81% are Euro-American, 13% are Afro-American and 6%
are other groups [12].

sl

Anger Contempt

Disgust

Surprise

Happiness Sadness

Figure 2: Seven expressions of CK+ database

3.2 Image pre-processing

We know that the dataset consists of images captured in wide range
of lighting conditions. Thus, to ensure that all images are equalized
to similar lighting conditions, Contrast Limited Adaptive Histogram
Equalization (CLAHE) is performed [13] on all the images in the
dataset using OpenCV built-in function. The advantage of using
CLAHE compared to a general Histogram Equalization is that it
doesn’t consider the global contrast of the image. In case if the
image is in RGB, which is not the case for this dataset, it should be
first converted to grayscale and later CLAHE should be applied on
it. For visualizing the methodology, input image shown in Figure 3]
is considered which is in grayscale. And, Figure ] shows the image
obtained after applying CLAHE on the input image.

Figure 3: Input image in grayscale
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Figure 4: CLAHE applied on grayscale image

3.3  Facial Landmark Prediction

Firstly, to predict the facial landmarks, the face detection algorithm
must be run on the image. This was done with built-in Dlib function,
which returns an object detector that is capable of identifying faces
in the image. Using a classic HOG, the afore-mentioned object
detector is developed. Figure 5] shows the detected face with blue
bounding box.

Figure 5: Detected face

Having done with the face detection, again Dlib built-in func-
tion is used to predict the facial landmark points. The 68 landmark
points prediction is achieved by using the popular pretrained model
available for download on the dlib website. This function internally
uses the method proposed by [14]] for achieving better predictions.
The famous iBUG 300-W face landmark dataset is used to train this
estimator as it’s very robust. Figure[6]shows the predicted facial
landmark points marked with red dots.

Figure 6: Predicted facial landmarks

www.astesj.com

3.4 Feature Extraction

Calculation of the feature vector that describes a person’s emotion
would be the most important step of facial expression identification.
It’s necessary to know the positions of the facial landmark points
relative to each other. This is achieved by calculating mean of both
the axes which results in a central point (Xean, Ymean) @ shown in
Figure [7] with a large blue dot near the nose region. We can then
get the position of all points relative to this central point. Now
a line is drawn between the center point and each other facial
landmark location as shown in Figure [7] with green lines. So, each
line obtained has magnitude and direction (i.e., it’s a vector) and
constitutes the feature vector for both training and classification
phase. The magnitude is the Euclidean distance between the points
under consideration and direction is the angle made by the line with
the horizontal reference axis. Therefore the feature vector can be
generalized as:

feature_vector = <pointl.x, pointl.y , magnitudel , directionl , ...
, point68.x , point68.y , magnitude68 , direction68 >

Figure 7: Feature vectors shown alongwith central point (Xmean» Ymean)

3.5 Training and Classification using SVC

It is important to identify the facial expressions after constructing
a feature vector. This was achieved by using Support Vector Ma-
chine (SVM) as the classification method for evaluation. SVMs
are strong but versatile supervised machine learning algorithms
used for classification and regression. However, they are commonly
used in classification problems. Thus, SVM and SVC can be used
interchangeably. SVM classifiers provide excellent accuracy and
function well with high dimensional space. Basically, SVM classi-
fiers use a subset of training points and thus use far less memory in
the end. However, they have high training time which is not suitable
for large data sets in practice. In our case, as we don’t have a really
large dataset, the training and classification can be achieved with a
very good accurcay by just using a SVC. Thus, the use of Decision
Trees or Random Forest is not really needed.

The SVC was implemented by using a class called “SVC”
present in the “svm” module of Scikit-learn library. To provide
versatility, the dataitems in each emotion of the dataset was ran-
domly shuffled and split in the ratio of 80:20 for training data:testing
data. In training phase, first each image in the training set of a par-
ticular emotion is considered and CLAHE is applied on it. Now
face detection is applied to it following which the facial landmarks

26


http://www.astesj.com

R. R. S et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 5, 24-28 (2020)

can be predicted. From the obtained landmark points, the feature
vector is calculated as given in the previous sub-section. Finally,
SVC is trained using all the feature vectors that are calculated for
the entire dataset, along with the corresponding class labels.

Each image in the testing set is taken through the same steps as
that of the training phase for the calculation of the feature vector dur-
ing the testing/classification phase. One important point to be noted
is that training and testing set dataitems are mutually exclusive i.e.,
testing set consists of images which haven’t been used for training.
Finally, the determined feature vector for a test image is given as
input to the trained SVC which predicts the emotion expressed by
the test image under consideration.

4 Experimental Results Analysis

In our experiment, we had considered 80% of the images in the CK+
database for training and used the rest for testing purpose. All the
seven emotions available in CK+ database was considered and the
number of dataitems in each emotion is given in Figure 8] In order
to keep overfitting at bay, training data was ensured to be mutually
exclusive with that of the testing data.

250 A

200 A

fear

anger contempt disgust happiness sadness surprise

Figure 8: Distribution of the Input database

The developed model was able to classify the images in the
test data into one of the 7 emotions (i.e., anger, contempt, disgust,
fear, happiness, sadness, surprise) with an average success rate of
89%. This attained accuracy is much better than some of the CNN
methods which generally have high training time with an extensive
usage of the underlying hardware resources like CPU/GPU.

With the test samples of CK+ dataset, the proposed method was
able to achieve 100% accuracy for happiness emotion as shown in
the confusion matrix given in Figure[9] And the accuracy obtained
for contempt, disgust, sadness and surprise emotions were also rea-
sonably good. However, it can be observed that it’s relatively hard
to recognize anger and fear.
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Figure 9: Confusion Matrix on CK+ dataset

To further understand why it’s fairly challenging to recognize
fear emotion, we need to draw some conclusions from the confusion
matrix. It’s observed that 13% of the images in test set of fear emo-
tion have been misclassified as surprise. With Figure |10} we can see
how challenging it is for certain images to be correctly classified
even by humans. This is primarily because, the expression on the
face is mixed with fear and surprise, which makes it difficult to give
an accurate prediction and results in misclassification.

o= »
&M=

Figure 10: Images with true label fear incorrectly classified as surprise

5 Conclusion

The potential ability for recognizing facial expression based on
facial landmarks is explored in this paper. It shows that facial ex-
pressions can be recognized by human brain using just 68 points
instead of all face image pixels. Recognition of facial expressions
was achieved using a Support Vector Classifier. The famous widely
accepted CK+ dataset was used for both the model training and test-
ing phase. The result on our test samples shows that the landmark
based approach also has comparable performance with methods
based on CNN. However, the precision of the landmark detection
algorithm used, is the quintessential factor which decides the per-
formance of the proposed method. The future work would be to
explore the model for different facial poses and add support for
real-time recognition.
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A liguid petroleum storage facility (Terminal), is a platform used to store petroleum
products. Terminals plays a strategic role on the oil and gas supply chain. There are three
types of terminals: a fully automated terminal, a partially automated terminal and a fully
manual terminal. To increase their efficiency and safety in a very competitive market,
terminal companies might take the decision to invest in a supervisory control system DCS
or SCADA. The advantages of DCS/SCADA systems are: improving the productivity and
the proactivity, reducing cost, identifying quickly abnormal operating conditions and
finally enhancing the efficiency and the safety. Due to the high cost of this project type, it
is deemed vital to take the right decision when comparing the different options. The
automation market offers multiple choices and opportunities, and taking the correct
decision is a very challenging process. The key criteria for the technical evaluation are: 1)
service offered, 2) interface capabilities,3) tender process efficiency and project execution,
4) after sales and product life cycle,5) references and finally 6) additional services. In this
paper, the importance of each key criterion is identified and measured, leading to the
development of a tool to be used for the assessment of different offers in order to
successfully implement a supervision system. It consists of a framework based on a past
experience of subject matter expert for a real case related to a successful implementation
of a DCS system on a liquid petroleum storage facility. The paper provides as well a
valuable feedback for vendors and can be used as a reference when preparing their
commercial and technical strategy for future projects.

1. Introduction

volatility of petroleum product pricing due to the effect of crude
oil price globally (Figure 1) [2,3].

The downstream petroleum supply chain (PSC) represents a
major economic sector that ensure production, storage and
handling of petroleum products in a cost-efficient and safely
manner [1].

Liquid petroleum storage facilities play a key role on this supply
chain. They are an essential player to import or to export crude or
refined products in a given country.

Over the past few years, the global logistics and oil market is
transforming rapidly and its complexity compounded by the

" Corresponding Author: Khalid Chkara, Email : k.chkara@gmail.com
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Such volatile and contango crude oil market have driven the
traders and even oil majors/producers to use strategic storage
facilities for futures trading and consolidation of crude oil and
refined petroleum products [4].

Terminal storage facilities are also part of the trading business
where petroleum product is stored and transshipped depending on
the market evolution. There are two types of terminal operators:

e Terminal operators who own the asset as well as the product
which is stored in. Typically, major oil compagnies fall under
this category;
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e  Terminal operators who do not own the product and they are
considered as independent storage companies. Their business
model is based on providing storage space and handling
services for their customers.

Nominal crude oil import costs (IEA average)
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Figure 1: Average crude oil import costs [3]

Petroleum storage facility may store different types of bulk liquid:
chemical, refined/semi-refined products, crude oil and LNG. The
design of the terminal varies depending on the substances to be
stored.

Terminal operations are present worldwide; however, storage
hubs have become established in the United States, Europe,
Middle East and Asia to provide the necessary storage and
handling services required for the international trade of petroleum
products.

The tank storage sector is not a static industry but a dynamic one
which grows every year.

Estimates are that global tank storage capacity will grow 8% to
1.03 billion cbm in 2020 and even 11.5% to 1.06 billion cbm in
2021 [5].

In Figure 2 can be seen where the largest concentrations of tank
terminals are [6].

Figure 2: The world’s hottest storage hotspots

Europe provides approximately 30% of the world capacity for
bulk liquid storage through a network of hundreds of terminals
providing logistical support for industry, authorities and the
armed forces. In principle any liquid product that is transported in
bulk can be stored in a bulk liquid terminal [7].

Until recent times, refineries as well as terminal storage facilities
structures have been fairly static and scarcely investigated due to

WWww.astesj.com

the lack of detailed information and low market competition.
However, nowadays competition has significantly increased and
is currently driving the global petroleum supply chain including
storage facilities to review the design with a strong focus on
automated processes and decision-making effectiveness [8], this
can be achieved by implementing a robust supervision system.

The key issue is to clearly define the criteria to compare the
exiting solutions. Although some of the works focused on the
technical specification of implementing a DCS/SCADA system
as well as operation and control techniques [9], only a limited
number of works have addressed the qualitative approach to solve
the issue, which constitutes a research field with high potential
from the project management perspective. In this paper we extend
and refine the work of [10] who provide new technological
developments and selection criteria of industrial Scada
applications. Our work updates the earlier work by considering a
qualitative and quantitative methodology to define key criteria
and to introduce a decision-making tool to support help Project
Managers during the technical evaluation and assessment process.

2. The liquid petroleum storage facility description

A liquid petroleum storage facility provides a vital interface
between sea, road, rail and piping systems. A typical terminal is
usually located nearby a port area and equipped with different
asset to allow efficient and safe handling and storage services (see

Fig.3).
]
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Figure 3: Various parts of a terminal

Those assets are but not limited to:

Marine Berth or deck: usually located in a port, it is used for
mooring ship alongside. It provides a safe area where ships can be
safely moored to proceed with loading or unloading operations.
There are two types of berths: solid structure births or open
structure births.

Tank farm: a group of tanks where products are stored, the
design of the tank varies in function of the specification of the
product to be stored [11], tanks might be fixed roof, floating roof,
heated tanks, or insulated tanks.

Piping system: it’s the network where the liquid product moves
from the terminal into or from the ship. Pipes are made from
different qualities of steel: carbon steel, galvanized or inox. For
more flexibility it’s frequent to use hoses mainly for the ship shore
connection.
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Pumping system: it’s the equipment used to pump the product
from the tanks into ships, rail cars or trucks. Pumps come in
variety of sizes for a wide range of applications. The most
frequent type of pumps used in terminals are: positive
displacement and centrifugal.

Truck/rail loading: an asset used to load petroleum products into
trucks or rail cars, custody transfer measurement is usually
ensured through flowmeters using different technologies such as
Coriolis, turbine or positive displacement meters [12]. Also, it’s
common to use weighbridge for product where weight is
considered for the commercial transactions. Figure 3 shows a flow
diagram for typical storage facility

Firefighting system: due the high flammability of the products
stored, it’s essential for any terminal to have a robust firefighting
system. The task of fire safety ensuring of such assets becomes
very important [13]. Firefighting equipment are divided into two
categories: fixed and mobile. The terminal should have also
access to a reserve of water and a foam to be used in case of
emergency or a fire. Design of the fire system is subject to
international standard and regulations [14].

Utilities: in a typical terminal, there are different types of utilities
to help providing the handling and the storage services, such
utilities are: boilers, compressors, drumming equipment, vapor
recovery systems, blending system, nitrogen facilities and
water/slop treatment plant.

Supervision system: it consists usually on a DCS or SCADA. It
is a purely software package that is positioned on top of hardware
to which it is interfaced. The main function is to monitor and
control different types of field devices through a unique interface.
Field devices could be: level gauges, pressures and temperature
transmitters, local alarms, flowmeters, energy consumption and
metering, equipment running conditions, pumping start and stop
command [15].

Table 1: Acronyms in SCADA/DCS systems

Acronym Definition
DCS Digital Control System
HMI Human Machine Interface

IED Intelligence Electronic Device

MSU Master Station Unit

RTU Remote Terminal Unit

SCADA Supervisory Control and Data
Acquisition

SSU Slave Station Unit

Supervision system may also provide business solution for some
activity like truck/rail loading, shipping loading, material balance
and stock reconciliation. Fig.4 represents the general functionality
existing on a DCS/SCADA solution [16].

A typical workflow for a petroleum storage facility is from cargo
receipt until final delivery is represented on the below flow
diagram (See Fig 5).

WWwWw.astesj.com

HMI e

S5U % % % % RTU % @ %

Figure 4: General configuration of DCS solution

Docking permission to
agent
I
OK
v

Cargo inspection

Failed

Key test
analysis

Passed

Loading arms/hoses
connection

v

’ ‘ Pumping sequences ‘ ‘

=

Cargo/Tanks inspection
NO

Within
tolerance

Yes

Establishment of cargo
documents

¥

Inventory updated

+

Cargo liftings

3 v
Tom Come

Figure 5: Terminal flow diagram

3. Advantages of implementing a DCS system in a liquid
petroleum storage facility

DCSs are used to control industrial processes such as electric
power generation, water and wastewater treatment, and chemical,
food, and automotive production. DCSs are integrated as a control
architecture containing a supervisory level of control overseeing
multiple, integrated subsystems that are responsible for
controlling the details of a localized process [17].
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On the oil and gas, it’s very common to find DCS systems
implemented in process plants such as refineries. The DCS system
plays a key role to automate an oil refinery and to minimize
human intervention and consequently reduce failures. While the
Scada monitors the system, the PLC is used for the internal
storage of instruction for implementing functions such as logic,
sequencing, timing and arithmetic to control different type of

process devices using digital and analog input/output module [18].

Although the Petroleum storage facility are typically not
considered as process plant, market evolution, customers
requirement and best practice in the industry push many terminal
operators to invest on supervision system. Analysis of the
Distributed Control Systems (DCS) Market in India, finds that the
market earned approximately $707.9 million in 2012 and
estimates this to reach $1,078.9 million in 2016 [19].

Accurate and real time data acquisition is required for decision
making to optimize the efficiency and the safety aspect of any
liquid petroleum storage facility. Information and communication
technologies are of vital importance to almost all aspects of oil
and gas operations, from upstream to downstream business [20].
Combined with advanced process controls, terminal’s operators
may use the DCS not only to achieve regulatory and process
controls, but to fully utilize its potential as a direct revenue
generator contributing to maintain the company’s competitive
edge [21].

Another important aspect is safety; because of the dangerous and
the valuable nature of the product handled within any terminal,
many petroleum storage facilities invest on supervision systems
that prevent tragic events from happening by showing exactly
where the problem is and by presenting the right information in
the right context to the right user. Despite highly equipped process
plants’ and storage sites’ considerable efforts towards effective
safety measures, it is still possible that an improbable event, or
more likely an unforeseen series of events, may lead to a serious
incident. In fact, the task of fire safety becomes very important,
major incidents on such facilities can have catastrophic
consequences both for neighbouring activities and environment
[22]. One of the options that supervision systems might offer is
the automation of emergency response plan for petroleum oil
storage terminals which is an integral and essential part of a loss
prevention strategy [23]. A quick review of the ten largest tank
accidents between 1963 and 2002 shows that operational error
was the third most frequent cause followed by equipment failure
[24].

4. Criteria assessment to choose a DCS provider for a
liquid petroleum storage facility

4.1. The study’s methodology

In our approach we have adopted a methodology which consists
on the definition and the determination of key factors for the right
choice and consequently for a successful implementation of a
supervision system on a petroleum storage facility. The definition
of the criteria list is a key step on the process, this is the primary
input that will be used during the development of the final
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assessment framework. Our aim is to produce an efficient, tested
and reliable tool that can be used in other facilities for similar
projects.

Figures 6 shows the flow diagram of the process adopted.

SME consitution

Listing of key criteria

Weighting of key
factors

Definition of scoring

Development of the
assessment
framework tool

Offers assessment

Clarification from Clarification

required ?

Final Scoring

Project awarded

Figure 6: Methodology flowchart

Although this frame work has been tested on a real case study,
there is some limitation to be considered:

e Scope of work (SOW): its development might vary from
an organization to another; and this could alter the
relevance of the proposed framework. As explained
below in section b (The assessment process definition),
the exiting key criterion should match with the
requirement of the scope of work, otherwise there will
be non-consistency on the assessment process. Vendors
should be aware of the relevance of each criteria and this
must be clearly stated on the SOW.

e  Weightage of the key criteria: definition of the weightage
relies basically on the experience of the subject matter
expert (SME) committee members of this specific
location, to ensure the consistency of the tool, it’s will be
very useful to review the results of the workshop by other
SME.

32


http://www.astesj.com/

K. Chkara et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 5, 29-38 (2020)

At this stage, the main purpose of our work is to present a
framework that might be the ground for a more complex database.
This database could be developed in a way to become a rating
platform for the vendors to present the advantages of their
solutions and their compliance to a specific checklist, a sort of a
Label recognized within the Oil & Gas industry.

4.2. The assessment process definition

Investing on a supervision system is a strategic decision of liquid
petroleum storage facility. Due to the high cost of the existing
solution on the market, it is vital to have a robust assessment
system in place to choose the right vendor. Cost is always a key
decision factor but not the only one, determining the key aspect
on any solution may help to make the right decision. we have
followed the process of a successful implementation of a
supervision system in a petroleum storage facility. We have built
a tool that might be used by other managers to assess the different
offers existing at the right cost but without compromising the
quality of the product.

It is important to highlight that a clearly defined scope of work
will help the later assessment of the offers in a way that vendors
will provide similar offers; therefore, comparison between the
advantages and disadvantages of each offer will become straight
forward.

e  The first step consists of listing the key important factor that
will be the basis of the assessment. A brainstorming has been
conducted with a multidisciplinary team to determine the
most important criteria to retain. The scope of work has been
used as a reference to identify such criteria;

e The second step includes providing a weighting to each
criterion. The weighting varies from 1 to 4 and it defines the
relevance of each criterion. It is a sort of hierarchy of the

criteria which allows a more accurate assessment of each item.

(See table 2);

e The third step entails providing a score to each item
depending on the received offers. The score varies from 0 to
3. (See table 2)

Table 2: Definition of scores

Scoring

0 = not available

Weighting
4 = critical

1 = minimal offering 3 = must have

2 = average offering 2 = nice to have

3 = excellent offering 1 = minimal

4.3. List of the defined criteria

After the workshop with the subject matter experts (SME), a list
of the key criteria has been defined and organized by group.

Group 1: Services offered

It covers the different option that the supervision system will
provide to meet the needs of the liquid petroleum storage facility
such as:

e Holistic Terminal Automation System (TAS);

e  General DCS/SCADA functionalities;

e Marine TAS, truck loading TAS;

e Rail loading TAS;

e External pipeline TAS;

e Drumming TAS;

e Utilities & energy management and monitoring TAS.

Group 2: Interfaces capabilities

One of the major challenges that might compromise the success
of the supervision system implementation is the capabilities of the
solution to communicate with third party software, existing field
devices, PLCs and ERPs. List of criteria which fall under this

group are:

Use of common international standards;
Interfaces with most common L4 ERP systems;
Interfaces withs most L1 equipment/sensors;
Interfaces with existing packages.

Group 3: Tender process efficiency and project execution

This group is related to the tender process and project
management efficiency. The tender process is a very good
opportunity to assess the quality of the provider: response time,
site visit, or the respect of the tender deadline date are signs to be
considered. Also, the project execution phases and methodology
contribute significantly to the success of the implementation. List
of criteria which fall under this group are:

Speed and quality of response;
Understating of the requirement;
Factory acceptance test (FAT) testing convenience and
facilities;
e FAT testing with integrated with existing equipment;
e Training of operational and maintenance staff;
e Auvailability of resources during the design phase (in region).

Group 4: After sales and product life cycle

As for any operation technology (OT) Lifecyle and after sales
support is considered as important as the implementation itself.
One of the disadvantages of a DCS/SCDA solution is the risk of
the non-availability of the system due to a breakdown. Shifting
from manual operations to automated ones depends highly on the
reliability of the solution. Any dysfunction of the system might
have major consequences on the business continuity or on the
safety of the facility. List of criteria which fall under this group
are:

e Availability of remote support 24/7 and its cybersecurity
protection;

e  Availability of regional or in country support 24/7;
Size of the support organization;
Production life cycle duration and software update/upgrade
strategy,

e Availability of spare part;
Provision of support in different languages.

Group 5: Reputation and references

During the amendment of the offers, it is very useful to check the
past experience of the providers with similar project, and specially

Table 3: offers comparison using the technical assessment tool
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Supplier 1 Supplier 2 Supplier 3
Weighting | Score max Score max Score max
score score score
1.Services offered
Holistic Terminal Automation System (TAS) 4 3 12 3 12 3 12
General DCS/SCADA functionalities 4 3 12 3 12 3 12
Marine TAS, truck loading TAS, 4 3 12 3 12 3 12
Rail loading TAS, 4 3 12 3 12 3 12
External pipeline TAS, 1 2 2 2 2 0 0
Drumming TAS 1 2 2 2 2 0 0
Utilities & energy management and monitoring TAS 4 3 12 3 12 3 12
Sub-score 1 64 64 60
% 97% 97% 91%
2.Interfaces capabilities
Use of common international standards 4 3 12 3 12 3 12
Interfaces with most common L4 ERP systems 3 3 9 3 9 3 9
Interfaces withs most L1 equipment/sensors 3 3 9 3 9 3 9
Interfaces with existing packages 4 2 8 2 8 2 8
Sub-score 2 38 38 38
% 90% 90% 90%
3.Tender process efficiency and project execution
Speed and quality of response 2 1 2 1 2 2 4
Understating of the requirement 3 3 9 2 6 3 9
Factory acceptance test (FAT) testing convenience and facilities 3 3 9 2 6 3 9
FAT testing with integrated with existing equipment 2 0 0 2 4 0 0
Training of operational and maintenance staff 3 3 9 3 9 3 9
Availability of resources during the design phase (in region) 2 0 0 0 0 2 4
Sub-score 3 29 27 35
% 64% 60% 78%
4.After sales and product life cycle
Availability of remote support 24/7 and its cybersecurity protection 4 2 8 3 12 3 12
Availability of regional or in country support 24/7 3 0 0 1 3 2 6
Size of the support organization 3 3 9 2 6 2 6
Production life cycle duration and software update/upgrade strategy 3 3 9 2 6 3 9
Availability of spare part 3 2 6 2 6 2 6
Provision of support in different languages. 2 0 0 1 2 3 6
Sub-score 4 32 35 45
% 59% 65% 83%
5.Reputation and references
Certification to international standards: building SIL (Safety integrity
level) rated systems 3 3 9 3 9 3 9
Certification to international standards: integrated management system
Proffered vendor with O&G majors or large tank storage companies 2 1 2 2 4 3 6
Sub-score 5 17 19 19
% 81% 90% 90%
6.Additional services
Alarm management consultancy/support 2 3 6 3 6 3 6
Control room design consultancy 1 2 2 3 3 0 0
Provide services in addition to automation system 1 0 0 0 0 0 0
Sub-score 6 8 9 6
% 67% 75% 50%
TOTAL SCORE 188 192 203
% 78% 80% 85%
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with major oil and gas company or with a sister company if the
terminal storage facility is part of a group. List of criteria which
fall under this group are:

e  Certification to international standards: building SIL (Safety
integrity level) rated systems;

e Certification to international
management system;

e Proffered vendor with O&G majors or large tank storage
companies.

standards:  integrated

Group 6: Additional services

This group covers some additional features and options that
usually are not part of the scope of work, however this can be
considered as a positive point in favour of the provider in case the
offers received from different providers are similar. Availability
of an additional option could be a competitive advantage. List of
criteria which fall under this group are:

¢ Alarm management consultancy/support;
e  Control room design consultancy;
e Provide services in addition to automation system.

4.4. Assessment of the offers

After listing the defined criteria, the second phase of the workshop
was to attribute a weight to each criterion, this process depends
highly on the experience of the SME, and the impact on the
business. This work can be done prior to the availability of the
offers. Final step of the assessment is to assign a score for each
supplier against each criterion. Table 3 shows the framework used
and the results of the assessment of 3 offers for the
implementation of a supervision system within a liquid petroleum
storage facility.

4.5. Analysis of the assessment results

Based on the results of table 3, we can assume that Supplier 3’s
offer should be retained as the best technical offer. However,
going deep in our analysis, there is some significant insights to be
highlighted. Firstly, we can observe that supplier 1 who has
provided the most complete set of offering (97%) compared to

Supplier 3 (91%), has the lowest global score. This is due
basically to the low sub-score on the tendering process efficiency
(64%) and the after sales services (59%). The reason behind this
is the non-availability of regional representation of the supplier,
this factor is highly important in terms of maintenance contract
and also during the engineering/design phase. Being close to your
customers is well appreciated by Managers who are in charge of
plants working 24/7 such as a petroleum terminal. For business
and safety consideration, petroleum storage facilities require high
availability of the supervision system.

Regarding the tendering efficiency, Supplier 1 has recorded some
delay in providing quick answers during the technical clarification
process, this has impacted negatively its image and position. We
also notice that Supplier 1 has the lowest sub-score on references
(81%) compared to Supplier 2 (90%) and Supplier 3 (90%). This
is due to the fact that Supplier 1 is not considered as a preferred
vendor with O&G majors who are based worldwide and requiring
from any strategic supplier to be present nearby its facilities.
Comparing the overall score for Suppliers 2 and 3 (80% and 85%
respectively), we can consider that both suppliers are technically
accepted. Suppliers 3 has a competitive advantage related to:
support in different languages and a much stronger regional
presence compared to Supplier 2.

In the light of this results, the technical choice of Supplier 3 could
be made straight forward. On the other hand, Supplier 2 remains
a good option, it is present in the region and it offers some
additional services related to control room design consultancy.
However, before making the final decision, there are other
considerations to be taken into account such as the financial offer,
the commercial terms and conditions as well as the duration of the
project execution. All these factors are part of the decision-
making process.

4.6. Gap analysis

On the following paragraph we have produced a Gap analysis (see
table 4) to have a wider view and a better understanding of what
is required from the supplier and what have been offered by them.
Finally, we have suggested some actions to be taken by the
supplier to meet the customer’s requirement.

Table 4: GAP analysis

Supplier 1

Current

Ideal Gap Recommendations

The supplier provides a wide
range of services covering most of
activities carried currently on the
terminal storage activity

Services offered

model

The offered services should

cover the existing services as
well as future ones in case of 3%
any change on the business

Supplier should enhance its offer to
provide a more robust service
related to external pipelines and
drumming monitoring

The supervision system is

The supervision system must

It’s recommended that during the

developed to interface with most

site survey, provider to collect all

execution

available as well a training
material. There is no availably of
the project team in the region

acceptance testing should be
integrated with the existing
systems

Interfa}ggs common L4/ERP systems and L1 1nte.rface w,1th all L1 . 10% | relevant data and make sure that all
capabilities . , . equipment’s and sensors without . I .
equipment’s using common exceptions L1 devices will interface with the
international standards. P DCS/SCADA
. .. The customer’s need should be Supplier to invest on a testing
Suppliers shows low reactivity O . .
. . . clearly understood. Availability workbench where simulation of the
. during the clarification phase. . . . o .
Tender efficiency Factory acceptance fest is of resources (in region) during facility conditions and parameters
and project Y p the design phase. Factory 36% | might be tested and verified. Also,

it’s vital to have resources available
(in region) during the design phase,
at least temporarily.
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After sales and

Remote support is cyber-secured
and available 24/7 without
regional presence and only in

The remote support should be
available in region/in country,
provided in different languages,

Supplier to develop regional
presence to support customers for
troubleshooting. Also, it’s

1 0,
product life cycle | English and French. Product available 24/7 and access to be 41% important to introduce other
lifecycle/updates strategy is well cyber-secured..Software future languages to break the language
defined upgrades and lifecycle strategy barsiers
should be clearly defined
Supplier and DCS/SCADA The supplier internal
systems are certified to organization as well as the Supplier to review the commercial
Reputation and ir}llternational standards. The DCS/SCADA should be strategy in order to be part of the
refgrences system has been install'ed ina certified to international 1% referngd vendors withpO&G
li}r]nited number of facilities standard. The proposed system ﬁla'ors
considered as O&G maior should have been implemented J
J in other similar facilities
Provide additional services such
N Suppller provides consultancy as alarm management support, Supplier to diversify its business
Additional services related to alarm control room design consultancy o . .
. 33% | model to introduce additional
services management support and control as per ISO 11064 and other services
room design services in addition to
automation
Supplier 2
Current Ideal Gap Recommendations
The supplier provides a wide The offered services should cover Supplier should enhance its offer
. range of services covering most the existing services as well as o to provide a more robust service
Services offered S . . 3% .
of activities carried currently on future ones in case of any change related to external pipelines and
the terminal storage activity on the business model drumming monitoring
The supervision system is .. It’s recommended that during the
developed to interface with most The supervision system must site survey, provider to collect all
Interfaces common L4/ERP systems and L1 interface with ALL L1 10% | relevant da’ta and make sure that
capabilities equipment’s usin Zommon equipment’s and sensors without ' all L1 devices will interface with
irilterlr)lational stan%lards. exceptions the DCS/SCADA
Suppliers shows low reactivity
dutng e carfcaion phise: |t cpomr's st houtdbe || S ot el
Tender efficienc avail;{)le as zvell a trainin, clearly understood. Availability gre roperly followed mainly in
. Y . & of resources (in region) during the o property . y
and project material. The workbench allows . 40% | term of response time.
execution an integrated testing with most of d651.gn phase. Fac.tory acceptapce it’s vital to have resources
the existing equipment. There is testing should be integrated with available (in region) during the
SHng equip ; .| the existing systems . g g the
no availably of the project team in design phase, at least temporarily
the region
Remote support is cyber-secured Thq remote support should be Supplier to develop regional
and available 24/7 without avallg ble m region/in country, presence to support customers for
After sales and regional presence and only in provided in different languages, troubleshooting. Also, it’s
roduct life cycle Ef lish :ﬁld French PI‘Odl}llCt available 24/7 and access to be 35% important to inioducé other
b g life%: cle/updates s&ate is cyber-secured. Software future lanp uages to break the language
de ﬁlile q p &y upgrades and lifecycle strategy ba r%ierf guag
should be clearly defined
. The supplier internal organization
ss;slzgrlrllzraargie])rtciggct: oA as well as the DCS/SCADA Supplier to review the
Reputation and international standards. The should be certified to o commercial strategy in order to be
references system has been installed in some international standard. The 10% part of the preferred vendors with
facilities considered as O&G proposed system should have all 0&G majors
maior been implemented in other similar J
J facilities
Supplier provides consultancy Provide additional services such
.\ services related to alarm as alarm management support, Supplier to diversify its business
g pp pp y
Additional . . .\
services management support and control control room design consultancy 25% | model to introduce additional
room design as per the required as per ISO 11064 and other services
standard services in addition to automation
Supplier 3
Current Ideal | Gap | Recommendations
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The supplier provides a wide The offered services should cover Supplier should enhance its offer
Services offered range of services covering most of | the existing services as well as 39 to provide a more robust service
activities carried currently on the | future ones in case of any change | related to external pipelines and
terminal storage activity on the business model drumming monitoring
The supervision system is The supervision system must It’s recommended that during the
developed to interface with most . pervl Y site survey, the supplier has to
Interfaces interface with ALL L1 N
e common L4/ERP systems and L1 . , . 10% | collect all relevant data and make
capabilities : s . equipment’s and sensors without . .
equipment’s using common exceptions sure that all L1 devices will
international standards. P interface with the DCS/SCADA
Supplier has clearly understood The customer’s need should be Supplier fo invest on a testin
. the customer’s requirement. There | clearly understood. Availability of pp . i
Tender efficiency | . o s . . . workbench where simulation of
. is a possibility to conduct a resources (in region) during the o . .
and project . 22% | the facility conditions and
. factory acceptance test (FAT) and | design phase. Factory acceptance .
execution . . . ; . . . parameters might be tested and
the project team is available in the | testing should be integrated with verified
region the existing systems )
Remote support in different The remote support should be
languages is cyber-secured and . . A
; ) . available in region/in country,
available 24/7 with regional . S . . .
. provided in different languages, Supplier to invest on developing
After sales and presence. however, the size of the . o .
. S . available 24/7 and access to be 17% | the local support organization
product life cycle | support organization is relatively
cyber-secured. Software future
small.  Product .
lifecycle/updates strategy is upgrades and lifecycle strategy
should be clearly defined
defined
Supplier and DCS/SCADA The supplier internal organization
Reputation and systems are certified to most of as well as the DCS/SCADA Supplier to review its process in
references international standards. The should be certified to international bp ISP .
- . . 10% | order to comply with all required
additional system has been installed in many | standard. The proposed system international standards
services facilities considered as O&G should have been implemented in
major other similar facilities
Provide additional services such as
Additional Supplier provides consultancy alarm management support, Supplier to diversify its business
services services related to alarm control room design consultancy 25% | model to introduce additional
management only as per ISO 11064 and other services
services in addition to automation

5. Recommendations

The decision-making framework presented in this paper is a result
of a work of a group of experts for a specific location. It is
recommended that this tool is tested, reviewed and used by other
terminals with different configurations and constraints in order to
verify the consistency of the results and the relevance of the key
criteria. It is also recommended to follow up the implementation
of the supervision system project in order to confirm the adequacy
of the retained supplier to do the required job and to meet the
terminal expectations and needs. Moreover, during the project
execution, there might be new challenges and new inputs not
captured on the early stages of the project and have to be
considered as a key criterion on the next iteration.

6. Conclusion

A liquid petroleum storage facility plays a strategic role in the
value chain of the petroleum industry. The market is becoming
very competitive and terminals are seeking ways to improve their
efficiency and productivity in order to meet customers’
expectations. Storage facility operators need to streamline their
business processes in order to stay competitive and profitable. To
answer these challenges, terminal operators need to introduce
some automation by investing in a supervision system instead of
managing the facility manually. Many supervision solutions
provide monitoring, control and management of the entire product

handling process, starting from reception to storage to distribution.

WWwWw.astesj.com

Due to the high cost of the introducing automation into a facility,
it is vital to have a robust system in place to clearly identify the
best offer to retain. There is a balance between the cost and the
provided options that should be maintained, hence the importance
of clearly defining what are the most important options to keep
and the less important ones to reject. In this paper, we have
introduced a tool that can be gradually introduced and tested in
different terminals and similar projects. The methodology can
also be adopted for a non-automation project. From the vendor
perspective, this work represents a valuable feedback from a real
case study where professionals from the oil&gas sector have
highlighted what they expect from a supervision system, this
might be an inspiration for them to build strong commercial and
technical approach to address their current gaps.
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The impact of Manufacture sand on UPV, compression strength and modulus of rupture
has been experimentally investigated and discussed in this paper. Concrete grade 30
(30Mpa) were produced with different percentage of M sand substitution ranging from
25%, 50%, 75% and 100% by volume were selected as concrete mix design in this project.
The strength for different percentage of M-sand incorporation was measured by the
destructive test which are compression strength test and modulus of rupture test and non-
destructive test which is UPV test for curing ages of 90, 28 and 7 days. Furthermore, the
highest compression strength of concrete and modulus of rupture was found on the 90th
day containing a proportion of 75% of M-sand as a substitution for natural fine aggregate.
A novel empirical equations 1 & 4 are proposed for the relation of compression strength

with the modulus of rupture and UPYV.

1. Introduction

The construction industry is currently facing a serious problem
regarding the shortage of construction material due to the rapid
depletion of the sources. The excessive mining activities of natural
sand has tremendously dropped the production rate of fine
aggregate for concrete production and led to severe depletion of
the river beds. The scarcity of the natural sand is already at an
alarming rate. Besides, the shortage has resulted in a non-tolerable
increase in its price ultimately effecting the construction cost.
Since natural sand is non-renewable aggregate resources, a
countermeasure needs to be executed. In order to safeguard the
enduring availability of construction raw material supplies, the
industry needs to start shifting towards sustainable construction
materials throughout the concept of recycling. Therefore, the use
of recycled aggregates is seen to be the safest choice to replace the
consumption of natural aggregate in concrete manufacture [1].

The natural sand that is usually used as fine aggregates in
concrete is excavated from river beds. It contains a lot of organic
materials such as sulphate, chlorides and silt which can affect the
concrete strength and its durability. To protect our river due to high
demand of natural sand, there is an alternative of natural sand as
fine aggregates in concrete which is Manufactured Sand. M Sand

*Corresponding Author: Altamashuddinkhan Nadimalla, Email:
altamashk 1987@gmail.com
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is made from the powder of hard granite rocks. Basically, M Sand
are finely graded, have greater durability and their particles are in
cubical shape. By using M Sand as fine aggregates in a concrete
mixture, the concrete is eco-friendly, have high workability and
high durability which lead to the reduction of bleeding, voids and
segregation in concrete. Thus, we can use M Sand as partial
substitute of fine aggregates in concrete and at the same time
protect our river resources from destruction [2].

The article [3] studies the effect of long term concrete
compression strength incorporated with M-sand. Nine mix
proportion of manufactured sand concrete is developed and tested
by using different proportion of manufactured sand combined with
5,9, and 13 percentage of stone powder. Based on the result
obtained, the strength grew tremendously within 3-28 days and
grew moderately after 28 days. It is due to the rapid hydration
process in the early curing age. After 28 days, the progress rate of
compression strength was the same along with different grades of
concrete. The studies also showed that the compression strength of
manufactured sand concrete obtained is almost similar to the
conventional concrete.

The article [4] asserts the particle shape, powder content and
gradation of manufactured sand tend to influence the performance
of the concrete. The concrete was manufactured with different
particle shape (MSA-Diorite, MSC-Altered diorite, MSB-
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Metasandstone, MSH-Limestone) and different amount of powder
content (0%, 5%, 7.5%, 10% and 12.5%). The specimen is tested
to study the difference in performance between reference sand and
manufactured sand concrete. It was found that the compression
strength of manufactured sand concrete without powder content is
lower than the compression strength of concrete with reference
sand. However, as the amount of stone powder increase, the
compression strength of M-sand concrete also increases. The
increment is slightly higher than the concrete with reference sand.

According to the different studies the effects on the
compression strength of concrete by substituting the river sand by
weight in the concrete with 0 to 100 per cent of manufactured sand.
Overall, their results revealed that with the raise of M-sand as a
substitution in place of river sand, the compression strength of
concrete rises. It has been explained that tremendous bonding
between fine and coarse aggregates is the main reason for the
compression strength increment of concrete with M-sand [5,6],[7].

Concrete mix with replacement level of 0%, 25% and 100%
manufacture sand and tested at the age of 28-days and the
maximum modulus of rupture obtained is when the sand is 100%
replaced by the M-sand. It was found that the modulus of rupture
increase as the compression strength of the concrete increase [7].

The article [8] claimed that the optimal percentage of M sand
replacement is only 50%. Based on the experiment, concrete is
manufactured with different percentage of M sand (0%, 25%, 50%
and 75%). The obtained results reveal that the modulus of rupture
of concrete incorporate with M sand is more than the modulus of
rupture of conventional concrete. However, the highest increment
of modulus of rupture is obtained only up to 50% of replacement.
When it goes beyond 50%, the strength is considerably reduced.

The article [9] studies the effect of five different percentage of
fine aggregate replacement (0%, 20%, 40%, 60%, 80% and 100%)
on the hard properties of the concrete. Type of manufactured sand
used is Granite Quarry Dust (GQD). Based on the result obtained,
it was found that the UPV of concrete with GQD for all level of
replacement is relatively lower in comparison with the reference
mix at the initial period of (1 day and 7 days). However, at the
period of 28 days, the UPV for all level of replacement shows
better performance than the reference mix. This significant
increment is due to the slower rate of hydration reaction producing
less compact microstructure. Besides, the concrete with GQD
within 60%, 80% and 100% shows a better result than those with
0%, 20% and 40%. Thus, as the percentage of fine aggregate
replacement with GQD increase, the UPV also increase. It is
determined that the presence of GQD improves the performance of
the concrete.

The article [7] studies the relation between modulus of rupture
and compression strength for concrete with 100%, 25% and 0%
fine aggregate replaced by M sand tested at 28 days. The empirical
equations were obtained by using power regression analysis in the
form of (y= ax®, where a and b are constants, y is modulus of
rupture and x is compression strength) for concrete with 100%,
25%, and 0% of fine aggregate replaced by M sand. The equations
were evaluated with the equations suggested by IS, ACI, and BS
codes of practice for determining the modulus of rupture with the
help of the compression strength of concrete. It is found that the
equations suggested by the IS, ACI, and BS codes of practice are
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not reliable to estimate the modulus of rupture of concrete made
with manufactured sand.

The article [10] proposed the equation using exponential power
regression analysis (Fc=1.526¢%76!VP, R?=(.8569) to predict the
compression strength of roller-compacted concrete for different
curing periods (3,7,28 and 90 days). The UPV and compression
strength tests conducted on three types of concrete mixtures (type-
1 100% natural sand), (type- 2 100% M sand) and (type-3 50% M
sand and 50% natural sand) used in place of natural sand in roller
compacted concrete. In each series 0 to 60% of fly ash used as a
admixture. Based on the result, it is found that type 3 mixtures
yield higher compression strength and UPV. it is also found that
UPV increases with the increase in curing ages for all type of
concrete mixtures. The UPV of type 2 mixtures is slightly lower
compared to UPV of type 1 mixtures. It is due to the harsh mixes
which demand more w/c ratio than reference concrete with natural
sand as fine aggregate.

Based on studies from the past researchers, it can be presumed
that the proper blend of river sand and M sand incorporation in
concrete plays an important role in achieving desired concrete
strength.

The purpose of this experiment to ascertain the strength of M-
Sand incorporated concrete through destructive test analysis
namely compression strength and modulus of rupture and non-
destructive test analysis UPV. And also, to analyse the relation of
compression strength with a modulus of rupture and UPV.

2. Materials Selection and Preparation

In this research, materials are selected in accordance to the
specifications to meet the objectives of the project and comply with
the appropriate standard. Furthermore, it is to be noted that the
grade of all concrete samples designed is G30 (30MPa) according
to the Department of Environment (DOE) method.

2.1. Cement

The Ordinary Portland Cement (OPC) 42.5N is used in this
project for the production of the concrete samples is which
conforms to the Malaysian Standard MS EN 197-1 CEM L

2.2. Water

Water is an important component that helps to bind the
aggregates together. The water must clean and free from harmful
chemical, foreign materials and wastages. According to BS EN
1008:2002, the water used is potable water where the water is clean
enough without the need to be tested and considered suitable for
concrete use.

Figure 1: River Sand
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2.3. Fine aggregates

Fine aggregates M sand and river sand were used is less than
Smm as specified in BS EN 933-1:2012. Fine aggregates are
shown in figure 1 and 2. M Sand is collected from Kajang Rocks
Quarry Sdn. Bhd.

2.4. Coarse aggregate

The type of course aggregate that is used to design the concrete
mix in this study is crushed aggregate which mainly retained at
Smm sieve and with a maximum size of 20mm as specified in
accordance to BS EN 933-1:2012 shown in figure 3.

Figure 2: Manufactured Sand

Figure 3: Gravels
2.5. Mix Design Proportion

Before conducting the concrete mixing, the calculation of the
mix is done to obtain the exact weight of the concrete materials in
accordance to Department of Environmental Method (DOE) as
shown in table 1.

The mixes are designed with 0% replacement which is the
conventional concrete production with 100% use of natural sand,
increased gradually to 25%, 50%, 75% and 100% of M-sand
substitute for fine aggregates in concrete production as tabulated
in table 2.

2.6. Concrete mixing

In this research, a concrete mixer machine (figure 4) is used to
attain the uniformity in a concrete mix. For the preparation of the
concrete, the concrete mixers were cleaned before mixing the
concrete. Coarse aggregates, fine aggregates, and cement were
placed in the mixers for dry mix. Materials were mixed in a dry
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state for 3 mins. After dry materials mixed properly required
volume of water added to the mixture and it is mixed for 2 mins.
After unloading the mixture, it is mixed manually to obtained
uniformity in the concrete mix.

The freshly mixed concrete poured into the moulds with the
size of 150x150x150 (cubes) and 100mm x 100mm x 500mm
(beams) size. The poker vibrator was used to eliminate all the air
void in the specimens.

2.7. Curing Method

Curing is one of the important process during concrete
hardening. The specimens are kept for 24 hours before the
specimens undergo curing process. This curing method is
according to BS 1881-113:2011. Type of curing used in this
research is water curing method. The concrete samples were
deposited in a water tank for 7, 28 and 90 days as demonstrated in
figure 7.

Figure 5: Concrete mixing by hand mix

Table 1: Concrete Mix Design

Materials Weight (kg/m?)
Water 180

Cement 367

Coarse aggregates | 1302

Fine aggregates 531
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Table 2: Mix design fine aggregates percentage replacement with manufactured
sand

Materials Conventional | Manufactured Sand Concrete
Concrete 1 2 3 4

Manufactured 0% 25% | 50% | 75% | 100%

Sand

River Sand 100% 75% | 50% | 25% 0%

=

e

Figure 7: Water curing tank

3. Tests on Hardened Concrete
3.1. Compression strength Test

The test for the compression strength of the hardened concrete
that was carried out on all the cube samples of size 150mm x
150mm x150mm in order to measure the development of the
strength of each sample of the concrete. The test is conducted as
per BS EN 12390-3. For each curing days mentioned, three
concrete cubes were tested for all mixtures to obtain the average of
compression strength. The readings are taken at 7,28, and 90 days
by using a Digital Compression Testing Machine (figure 8). The
result of the test shows the maximum load of the concrete can
sustain before it fails and the concrete strength after curing days.
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3.2. Modulus of rupture Test

This test is performed to investigate the capability of the
unreinforced concrete beam to survive the failure in bending. The
test is conducted as per BS EN 12390-5. For each curing days
mentioned, three beams of size 100mm x 100mm x 500 mm were
tested to obtain the average of Modulus of rupture. The readings
are taken at 7,28, and 90 days by using a Digital modulus of rupture
Testing Machine (figure 9).

Figure 8: Compression test machine

¥ FLEXURAL TESTIN
MACHINE (100kN)

Figure 9: Flexural Testing Machine (Modulus of rupture Test)

3.3. UPYV test

In order to investigate the structure and the quality of the
concrete containing M-sand as fine aggregate, UPV test was
performed on specimen size 150 x 150 x150 mm as per the BS EN
12504-4. 10 Hz pulse is applied to the cube specimen, the wave
passed from one side to the other side are recorded as the time
taken for the pulse to get through the structure and the result
attained are recorded as shown in table 11.
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Figure 10: UPV test

Table 3: Quality of concrete as per the UPV test [9] [11].

Velocity >4.5 3.5-4.5 3.0-3.5 2.0-2.3 <2
(Km/s)

Concrete | Excellent | Generally | questionable | Generally | Very
quality good poor poor

4. Results and Discussion
4.1. Compression strength Test

The test for the compression strength of all the samples has
been conducted at 7, 28 and 90 days after curing in a water tank.
The proportions of different types of fine aggregate and results
obtained are tabulated in tables 4,5, and 6 Furthermore, the bar
graph figure 12 represents the results of the compression strength
obtained on the 90%, 28" and 7™ day for all the concrete mixes.
From the tables (4, 5 & 6) and bar graph, it is observer that the
highest compression strength obtained is for concrete containing
75% replacement of M sand as fine aggregates, where the
compression strength are 51.35 MPa, 44.63MPa and 36.27 for
90,28, and 7 days respectively. And it is also, observes that up to
75% replacement of M-sand in place of river sand compression
strength increases gradually with curing ages. It decreases
drastically for 100% replacement of M-sand in place of river sand.
The lowest concrete strength produce is for 100% replacement of
fine aggregates with M-sand where the strength are 17.38 MPa,
33.03Mpa, and 23,68 Mpa for 90, 28 and 7 curing days. 100%
replacement of M-sand sand in place of river sand is not applicable
for the concrete production since it produces low concrete strength
due to its physical properties. Excessive use of M-sand produces
poorly graded of aggregates distribution in the concrete mix and
increase the surface area of the particles. It leads to decrease in
compression strength of concrete. This can be concluded that the
optimum value for the natural sand replacement in concrete
production is by using 75% of manufactured sand of natural sand.
This result is proven for 7,28, and 90 curing days. It is due to the
tremendous bonding between fine and coarse aggregates is the
main reason for the compression strength increment of concrete
with M-sand [7].

Table 4: Compressive test results for 7 days curing

7days Average
b
% of M- Cube strength in MPa stféln geth
Sand specimen | specimen | specimen | in MPa
1 2 3
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0 31.23 29.39 29.56 30.06
25 32.92 31.42 29.33 31.22
50 23.56 33.42 38.5 31.83
75 38.08 35.77 34.97 36.27
100 30.39 15.8 24.85 23.68
Table 5: Compressive test results for 28 days curing
28 days Average
0 . cube
% of M- Cube strength in MPa strength
sand specimen | specimen | specimen | in MPa
1 2 3
0 32.74 32.86 35.53 33.71
25 40.49 40.22 40.99 40.57
50 42.24 41.09 42.2 41.84
75 43.14 46.71 44.03 44.63
100 32.48 37.99 28.62 33.03
Table 6: Compressive test results for 90 days curing
90 days Average
b
% of M- Cube strength in MPa stf:ngth
Sand specimen | specimen | specimen | in MPa
1 2 3
0 36.07 34.44 35.31 35.27
25 44.49 42.79 4291 43.40
50 46.87 45.39 47.87 46.71
75 49.80 52.33 51.92 51.35
100 17.63 17.53 16.97 17.38

4.2. Modulus of rupture Test

The test for the modulus of rupture of all the samples has been
conducted at 7, 28 and 90 days after curing in a water tank. The
proportions of different types of fine aggregate and results
obtained are tabulated in tables 7,8 and 9. Furthermore, the bar
graph figure 14 represents the results of the modulus of rupture
obtained on the 90", 28", and 7" day day for all the concrete mixes.

From the bar graph and tables (7,8 & 9) it is observed that the
higher modulus of rupture obtained is for concrete 75%
replacement of M sand as fine aggregates where the modulus of
rupture are 2.83 Mpa, 2.79 MPa and 2.31 Mpa for 90,28, and 7
days respectively. However, for 90 and 28 days of curing modulus
of rupture of conventional concrete is higher i.e 2.76 MPa and 2.49
MPa as compared to concrete with 25% and 50% M sand as fine
aggregate replacement. The concrete with 100% of manufactured
sand as fine aggregate, enhance the modulus of rupture of the
concrete with reference to conventional concrete after 90 days of
curing. It can be presumed that up to 100% replacement of M sand
in place of river sand enhance the modulus of rupture of concrete

[7].
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Modulus of rupture is about 10 to 15 per cent of compression
strength depending on the size, volume, and types of aggregate
used in concrete. Modulus of rupture can be improved by adding
mineral admixtures, fibers and superplasticizer using M sand as
fine aggregate [8].

Figure 11: Compression strength test

60.00
50.00
40.00

30.00 u7 days

20.00 " 28 days

=90 days
10.00

Compression strength in Mpa

0.00
0 25 50 75 100

% of M-sand

Figure 12: Variation of compression strength at 7,28 and 90 days

4.3. Correlation between modulus of rupture and compression
strength

The empirical equation 1 is attained by using MS excel with
help the experimental data of compression strength and modulus
of rupture of concrete for 28 days of curing. A polynomial relation
is attained with a correlation coefficient of 0.7431 between
compressive and modulus of rupture.

o yf=0.0097x.2-0.7183x. + 15.544
R>=0.7431 (1)

. The predicted modulus of rupture of concrete is determined
using equation 1,2 and 3 with the help of compression strength
results obtained from the 28 days of curing. Yusuf, Jimoh, &
Salami [12] reported that the equation 2 and 3 equation suggested
by the Indian Standard code and Eurocode Code to determine the
modulus of rupture of concrete for 28 days of curing.

o yf=0.7x"° )
o yf=03x."2 3)
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where yf is modulus of rupture in MPa and x. is compression
strength in MPa

Figure 13: Modulus of rupture test

o

S 250
R=

5 2.00
Y
%1.50
& 100
o
2050
=

2 0.00
p= 0 25 50 75 100

% of M-sand

m 7 days
=28 days
=90 days

Figure 14: Variation of modulus of rupture at 7,28 and 90 days

From table 10 and figure 15 it is noticed that, the predicted
values of modulus of rupture determined using equation 1 is very
close to the experimental values of modulus of rupture. The
predicated modulus of rupture determined using equation 2 & 3 is
very high as compared to equation 1 values. It can be concluded
that equation 2 and 3 suggested by IS and EC code is not suitable
to evaluate the modulus of rupture of concrete made with M sand.

4.4. UPYV test

The UPV test was performed on specimen size 150 x 150 x150
mm according to the BS EN 12504-4 as shown in figure 10. For
curing days mentioned, three concrete cubes were tested for all the
mixtures to obtain the average of UPV as shown in table 11. From
table 11, it is found that UPV is ranging from 3.65 to 4.19 km/s.
As per table 3, M-sand and conventional concrete come under
good quality concrete.

Table 7: Modulus of rupture test results for 7 days curing

7days Average
o ; Modulus
% of M- Beam strength in MPa of rupture
Sand specimen | specimen | specimen | in MPa
1 2 3
0 2.34 1.89 2.03 2.09
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25 2.39 2.28 2.08 2.25
50 231 2.09 2.42 227
75 2.23 2.36 2.34 231
100 1.96 1.91 1.9 1.92

Table 8: Modulus of rupture test results for 28 days curing

28 days Average
% of M- Beam strength in MPa é\g Sf;tluurse
Sand specimen | specimen | specimen | in MPa
1 2 3

0 2.61 2.43 2.44 2.49
25 2.3 2.32 2.31 2.31
50 2.47 2.46 2.35 2.43
75 2.81 2.76 2.8 2.79
100 2.63 2.36 1.74 2.24

Table 9: Modulus of rupture test results for 90 days curing

90 days Average
Modul
%SOf 1(\1/[- Beam strength in MPa of su;;lri
an specimen | specimen | specimen | in MPa
1 2 3
0 293 2.432 291 2.76
25 2.42 2.47 2.55 2.48
50 2.53 2.66 2.62 2.60
75 2.87 2.79 2.82 2.83
100 2.85 2.76 2.82 2.81
5.00
=0.7x%5 [ ]
s 4.50 Y=L @
S 4.00 o .
E350  y=0.3x0¢ K
2 ' 4
3 3.00
= 2.50 ® e @IS code
o 2.00 ® Euro code
2 y =0.0097x? - 0.7183x + 15.544
= 1.50 R = 0.7431 ® experimental
B 1.00
= 0.50
0.00
0.00 20.00 40.00 60.00

Compression strength in MPa

Figure 15: Correlation between modulus of rupture and compression strength for
28 days of curing

4.5. Correlation between compression strength and UPV

The correlation between the UPV and compression strength of
the concrete shown in figure 16. It is observed that as the
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compression strength of concrete increases UPV values also
increases as shown in figure 16. Equation 4 is obtained by using
MS excel with the help of experimental data of compression
strength and UPV of concrete for 28 days of curing. A polynomial
relation is attained with a correlation coefficient of 0.808 Ibetween
compressive and UPV.

e y.=99.001x,’ - 686.44x, + 1219.8
R2=0.8081 4)
where y. is compression strength in MPa and x, is UPV in km/s.

Table 10: Evaluation of Modulus of rupture (Experimental and Theoretical)

% M- .

. Predicted Modulus of
sand 28 Experimental
rupture Mpa
days
Compression Modulus
strength of rupture eql eq 2 eq3
x Mpa y Mpa

0 33.71 2.49 2.35 4.06 3.17
25 40.57 231 2.37 4.46 3.59
50 41.84 243 2.47 4.53 3.66
75 44.63 2.79 2.81 4.68 3.82
100 33.03 2.24 2.40 4.02 3.12

Table 11: UPV test results

9% of M- UPV km/s
Sand 7days | 28days | 90 days
0 3.65 3.73 3.76
25 3.75 3.74 3.88
50 3.99 3.82 4.16
75 4.1 3.85 4.19
100 3.65 3.64 3.78

5. Conclusion

The replacement of the M-sand in place of river sand in
concrete production is a good approach to improve the strength of
concrete. From this research, it is determined that the percentage
replacement of 75% M Sand as fine aggregates contribute to the
best mix design to obtain high durable concrete.

75% replacement of the M-sand in place of river sand exhibit
the best compression strength, UPV, and modulus of rupture as
compared to other percentages. It is due to the attribute of its
physical properties which is rough in surface and angular in shaped
exhibit internal friction to produce a good interlocking bond
between the particles within the concrete. Even though M Sand can
act as fine aggregates in concrete mixtures but fine aggregates
cannot be fully replaced with M-sand. Fully replacement of M sand
in place of river sand in concrete drastically reduce the
compression strength of concrete. However, 100% incorporation
of M sand improves the modulus of rupture in concrete.
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A novel empirical equations 1 & 4 proposed. Which shows the
relationship of compression strength with a modulus of rupture and
compression strength with UPV for the concrete containing M-
sand as fine aggregate.

According to research conducted and literature review, it is
possible to replace the fine aggregate in concrete production by
using M-sand. However, a different percentage of the natural sand
replacement shows the increasing and decreasing of the concrete
strength. Full replacement of the M Sand as fine aggregates in
concrete mixing causing the lower performance of the concrete.
This concludes that the river sand is still in need of concrete to
maintain the eminence of the concrete. Thus, the substitution of M
sand in concrete can only as partial substitute of fine aggregates.
The natural sand cannot be fully replaced by other material such as
M Sand.

50.00
<
(=9
= 40.00
g
=
5, 30.00
5
£ 20.00 y=99.001x2 - 686.44x + 1219.8
g R2=0.8081
‘% 10.00
S
g 0.00
S 36 365 37 375 38 385 39
UPV in km/sec

Figure 16: Correlation between UPV and compression strength of concrete for
28 days of curing
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This Information technology (IT) has a crucial role to improve business processes in
companies. Getting the best technologies rapidly becomes as significant as understanding
and developing the business plan of organizations. Thus, different IT best practices and
norms are used by companies to help their services and IT business.

These standards are set of best practices based on the experience and knowledge of
numerous organizations; each of them focuses on specific governance issues such as ISO
27001 and ISO 27002 for IT security management, PMBOK and PRINCE? for project
management, ITIL for IT service management and COBIT for overall governance of an
organization.

As part of a collective research project that focuses on the IT governance axis, we have
developed a smart global IT-GRC platform that allows to IT manager to design his own
repository, considering the powers of each best practice, the organization's context and the
IT strategic needs expressed by their stakeholders.

To ensure the durability and the continuity of this project, we must consider the evolution
of the IT GRC market, the problem posed is how to integrate recent versions of IT GRC
frameworks, and how to ensure a periodic update of the knowledge base of the global IT-
GRC solution. It is the subject of this paper and the second part of an IT-GRC research
project.

1. Introduction

enhance the quality degree of their products and their services and
the control of their processes should be possible by applying

The improving of the strategic sight of an organization is a
major requirement of the Information Systems Department, that
contributes to the organization's performance. The good
functioning of an organization's information system, its evolution,
and its effective improvement in its services' quality; is
contemplated by the assortment and decent variety of IT best
practice. Since the fundamental actors of an organization use set of
IT directives which can be COBIT for the General Management
[1], ITIL for the Information Systems bearing [2] and the
arrangement of ISO 27000 norms for the IT Security [3].

Producing better and cheaper is a necessity common to all
companies, whatever their field of activity. Companies working in
the domain of information systems are not spared of events. To

*Corresponding Author: Aziza CHAKIR, BP 8110 Oasis, Casablanca,
azizal chakir@gmail.com
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several best practices.

The market for the IT Governance Risk Compliance (IT GRC)
has extended from a strategic basis on regulatory compliance to a
strategic key on company risk management [4]. Numerous
organizations are hoping to treat stakeholders' need by
incorporating and implementing a repository, and by about
management’s strategic constraints.

IT-GRC solution gives an elevated level model to IT GRC
which empowers the handling of strategic needs in a smart means
based on the all the best practices available in the IT GRC market.

In view of the above, the following problem arises “How to
integrate updates into the knowledge base of the IT-GRC platform,
in order to consider the recent versions of methods, standards,
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frameworks and best practices of the IT GRC; that are available on
the market”.

To answer to this problem, we propose an intelligent
architecture of IT governance, in its second version, which allows
to process the IT requests remaining lined up with the motivations
and goals of the organization's business processes through its
facilitators (data, IT processes, services, infrastructure and
applications ...). The updated layer is the most important layer in
our IT-GRC project, it is the layer which guarantees the continuous
improvement of the processing of the stakeholders' strategic needs
considering all the IT-GRC solutions.

In section 2, we provide an overview of IT governance risks
and compliance. In section 3, we define Artificial Intelligence for
IT governance as advanced technical axes.

In section 4, we present the results and analysis of an empirical
study showing the motivations of this approach. In section 5, an
outline of the principal variant of our smart IT-GRC platform.

In section 6, we present the proposed architecture of the update
layer and in the last section; we present a simulation of the global
solution.

2. IT Governance, Risk and Compliance (IT-GRC)

2.1. IT governance

The governance of information system or IT governance
consists to set the information system objectives related to the
company'’s strategy.

This approach helps to define the way in which the information
system contributes to create the value by the company and it
specifies the role of the various actors by considering their power
stakes; for example determinate the answer of "Is the Information
System Department responsible for the implementation of the
information system" [5].

The IT governance is a collection of best practices that add to
productive management and cooperative energy of all components
of its IS so as to get most extreme profit by it. So as to [6]:

e Hold up its value creation goals.

e Improve the IS processes's performance and their client
attitude.

e  Manager the financial axis related to IS.

e Enhance IS solutions and abilities that the organization will
require later on.

e  Ensure that IS's risks are overseen.

There are different frameworks developed to define, to assess,
to document and to improve internal control, information
technology in organizations such as ITIL, COBIT, ISO9000, and
CMMI. These methods make it possible to define indicators for
monitoring and steering the IS [7].

2.2. IT Risk management

IT risk management is a collection of directives to handle and
mastery the company toward risk. we recognize three targets in IT
risk the management [8,9]:
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o Improvement of information system's security.

e Justification of the budget allocated to secure the information
system.

e Provability the information system's credibility using the
analyzes carried out.

IT risk management directives and techniques permit an
organization to put in practice programs to augment their chances,
likewise it gouvern the effect of expected threats [10].

2.3. IT Compliance

IT compliance is a secret piece of a corporate risk management
and a critical part of good corporate governance. This concept
helps to ensure the corporate governance by identifying,
understanding and complying with the large number of laws,
regulations and standards that affect the way of functioning an
organization [11].

Becoming compliant requires a company to adopt best
practices, including internal control procedures for systems'
protection, processes' conforming and assets' creating value. A
number of risk management regulations have been introduced.
These include Sarbanes-Oxley, corporate governance codes, data
protection acts, and telecommunications laws [12].

3. Artificial Intelligence for IT Governance

Artificial intelligence (AI) has made techniques and devices for
computer-based knowledge handling, and approaches for
knowledge based reasoning and critical thinking. These
incorporate knowledges obtaining and designing, knowledge
modeling, critical thinking, machine learning, analogue reasoning,
automatic language handling, neural network, multi-agent systems,
and others [13].

In contrast to traditional computing, man-made reasoning is
additionally intrigued by humans, since they are the ones who
clutch knowledge: how to transmit knowledge, how to model it to
make it understandable to the computer, what type of reasoning is
the most effective for a given problem, how to program the
computer so that it can learn all alone and helps us in our work [14].

IT Governance defines frameworks that orient organizations to
manage risk and compliance and to guarantee a moral
methodology. The AI can possibly improve administration and
decrease costs, however it additionally makes challenges that
should be overseen.

IA combined with an IT GRC environment can increase
organization's capacity, help to consolidate frameworks',
standards' and best practices' necessities into a global framework
used to order complex guidelines and help the company's
stakeholders to process all the services and the information. Also,
it can be useful to ensure the alignment of requirements' regulatory
with internal taxonomies and organization's structures and IT GRC
data [15].

IT GRC should likewise address the ethical difficulties related
with the utilization of Al technologies. These incorporate the need
to clarify and to secure privacy, just as vulnerabilities that could be
used to assault the system [15][16].

In conclusion, Al technologies offer the potential to govern
organization easier by reducing the costs related to integration of
new regulations, managing controls, processing compliance data,
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discovering hidden knowledge in databases, and searching for
relevant information in a large amount of information.

4. Motivation of smart global IT-GRC platform

Many organizations have deployed and integrated IT
technologies to manage their business and meet their strategic
needs. the use of computer technologies has become essential to
rationalize and dematerialize processes and thus optimize work
and increase the profitability of the services provided regardless of
the organization's sector of activity. Having a quality IT
environment is a prerequisite for success because it is the strategic
issue that affects the whole organization.

To measure organizational progress towards establishment of
the strategic objectives and to make decision organizational, the
organization require the foundation of a reliable information
system. This IS giving possibility to provide decision help for
leaders, to less the degree of uncertainty, and to contribute to the
performance of decision-making.

The IS is not a basic instrument to enable the organization to
run productively, yet a genuine switch of power.

In this perspective we got on an empirical study on the
perception of the impact of the use of information systems on the
profitability of Moroccan organizations. The study concerns 262
Moroccan enterprises which have an IS and represent different
sectors of activity [17].

Each company in front of the market is looking for profitability:

the pure and perfect competition of the company to act on the
market. It is therefore only possible to accept the conditions and
adapt to them as best as possible. Hence the need to propose an
approach to measure the adequacy between the needs of companies
in IS and the proposed solutions and to evolve the trends of use in
IS, this is the objective of our project. This project concerns good
governance of organizations based on IT GRC best practices to add
value to the strategy, manage resources, and manage risk while
minimizing costs in a cost-effective way [18].

& From 100.000 to 500.000 MAD E

——~

From 500.001 to 1.000.000 MAD
High /
Moderately high o g \
* Ido not know
Yes, totall —_—
A
C Not at all high o D
Less of 1DD.DDDHM’AD | Yes, partially
+1.000.000 MAD
Not high

Figure 1: Multiple correspondence analysis "Variables: IS budget department, IS
management, IS cost"
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Through this empirical study we concluded that the Moroccan
organization lacks an IT governance approach that considers its
behavior in their choice of an IT framework and which improves
their performance by minimizing IT investments [18].

Based on the responses collected; the map below (Figure 1)
analyzes the three factors DSI budgets, IS management and IS cost
by presenting the perception and interaction between them.

We note that companies which invest a budget of more than
1,000,000 MAD, remain with a moderately high cost and an IS
management which partially cover all the IT needs (Zone C).

For the other areas, we can clearly see that there is no
equivalence between the three factors that influence the good
governance of an IS.

Managers must react to improve the efficiency of investments
and govern there IS in a way that performs well to reduce IS costs.

5. Smart global IT-GRC platform: version 1

GSI solutions available on the market have limitations, in
particular:

e Specialization in a specific trade of the organization,

e Necessity of coordinated IS management,

e Rigid usage of one of the IT GRC frameworks

e Need for GSI prerequisites from users to be able to use them.

The implementation of an information system that reacts viably
to business desires while controlling its effect on performance and
profitability; it is one of the significant challenges for
organizations.

However, the development of the current IT market, the
protection of the environment by be in compliance with regulations
and laws, force an iterative questioning of the IS. Consequently,
the requirement for an omnipresent governance of IS.

It is in this area fits our project, smart global IT-GRC platform,
which aims to design a smart autonomous distributed repository
capable of understanding continuously changing business needs,
adapting to any type of IS, including heterogeneous parts of the IS
and stakeholders, and advancing to collect the expertise of the
organization in issues of GSI.

The smart global IT-GRC platform exploits the synergy effects
between the organization and the multiple standards adopted. From
one viewpoint, organizations can address various areas in an
organized and regular manner. Then again, the shortcomings of a
solitary reference model can be overwhelmed by the qualities of
others. Information systems directors will use the best parts of
existing standards to design their own IT framework [19].

Five layers to design the architecture of the smart global IT-
GRC platform, namely (Figure 2):

Strategic layer (STR)

The strategic layer is based on COBIT to translate the
company's strategy into IT objectives and processes. This layer
guarantees an T strategic alignment with the requirements defined
by the stakeholders in an astute way [20].
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It depends on inter-organizational workflows (WIO) and multi-
agent systems and it is furnished with a semantic motor which
makes an interpretation of genuine business goals into a request
that can be deciphered by all the frameworks of governance [21].

To implement this solution, we handled as follows:
Design of an inter-organizational workflow explicit to the GSI,
e Integrated mediation expert system in the IOW,

e  Setting of a process of IS governance ontology that considers
all the best practices.

e Making of "IT Governance Ontology" as the fundamental
component for the semantic engine of the global IT GRC
solution.

Communication layer (COM)

All interchanges between the various layers are bolstered by
this layer. It gives exchange in two distinct modes: synchronous
and asynchronous. Every mode is set off as per the particulars of
the organization and the strategy being referred to. It incorporates
a communication block for each layer and this for ensuring the
flows' specificity of each layer and the particularity of the handling
to be set upstream before diverting the progression of flow of
information to the following layer [22].

Decision-making layer (DM)

This layer implements a savvy smart model fit for picking the
best IT framework for an IT request originating from the strategic
layer. To do this, it is based on the configuration of the company
and criteria for evaluating IT processes by reference [23].

This decision-making model is process-oriented; it generates
the best benchmarks based on several stages [24]:

e The first step is to diminish the size of the IT issue by
partitioning it into sub-issues, while basing on the mapping
between all the best practices and standards of IT GRC. This
step guarantees the scheduling of these sub-issues as per
environmental variables (organization's type, IT need's
priority ...).

e In the second step, each sub-issue is formalized as per the
measures explicit to the organization and the performance
indicators stocked in the data warehouse, and this, so as to
generate the most ideal decision of good practice to fulfill IT
needs defined as input.

e The third step is to assess IT satisfaction and help make
decisions for each chosen benchmark.

A notification of better repositories is immediately sent to the
communication layer.

Processing Layer (PROC)

This layer implements all the IT GRC repositories, by attaching
for each IT GRC repository a smart system, which deploys the
recommendations and the actions of the selected repository in an
intelligent manner. Indeed, the interaction is finished by sending a
request to the first layer, to demand static data recently configured,
or open a questionnaire with an expected user, whose reactions are
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diverted to the knowledge base of the framework being referred to.
From a technical perspective, it has a lot of expert sub-systems
connected to knowledge bases explicit to the repository
implemented. Its subsystems have a set of intelligent,
communicating agents, allowing to dissect the request, to question
the concerned user and to analyze the existing one to give an
effective and documented answer. Each subsystem of the
processing layer is required to send a specification request as a
message to the strategic layer, passing through the communication
layer [21][25].

Updater Layer (UP)

This layer must guarantee the integration of new versions of
the IT GRC frameworks that have showed up on the market. At
this level, regulations must be outlined to include new knowledge
into the knowledge bases of the various layers of the smart global
IT-GRC platform.

This problem produces the second version of our project and
this is the subject of this research.
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Figure 2: Smart global IT-GRC platform's architecture
6. Discussion

Large companies have changed considerably in recent years.
Thousands of new employees have been hired. These newcomers
need to know their company’s culture, how to apply its procedures,
how to govern its information systems, manage risks and remain
in compliance with regulations. In addition, the projects they carry
out are increasingly complex, and time has accelerated, forcing
them to be more reactive.

Adapting and sharing new versions of good practice is a real
challenge: the reflex to invent a solution must be substituted for
that of finding the solution where it exists. Aware that this
challenge, more cultural than technological, was at the heart of
productivity, competitiveness and innovation, many companies
have developed an organization and roadmap aimed at creating and
developing this culture of sharing.

In this perspective, this research focuses on adapting the latest
versions of best practices in the smart global IT-GRC platform in
order to guarantee the following points:
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e Ensure and assess that the organization's business goals be
aligned with the IS goals and strategy.

e Govern information streams to address business needs, from
its expression to the usage of the action plans of the related
processes.

e Manage IT processes according to the recommendations of
the repository.

7. Proposed architecture - Updater Layer

The proposed approach Smart-Updater is based on the overall
process of integrating the recent versions of the IT frameworks,
which is based on four activities carried out by all actors:
continuous searching of new versions, collecting, integrating, and
innovating knowledge.

The proposed approach requires Al to build aggregate
decisions in complex circumstances, to deal with the intricacy of
incoming streams (e.g. documents and web), to find knowledge in
texts and in databases (for example level documents). Al can
enhance the proficiency of aggregate work, the aggregate design
of complex hardware, and it can likewise add to global
development of the IT-GRC knowledge.

The proposed approach (Figure 3) receives the strategic request
with a list of repositories that can implement it; and it process to
check if the knowledge base requires an update or no, by using the
following entities:

7.1. Knowledge search layer

This layer is able of organizing the sources of knowledge of the
governance of information systems: humans, documents, and
computers. It receives an IT request from the communication layer
(COM-IT request) that present the list of IT objectives with the
adequate best framework. In a smart way, this layer searches the
recent versions of the adequate best practices.

It is not limited to searching only for the new versions of the
proposed frameworks; it also searches for the new IT-GRC
framework which appeared recently on the IT market and which is
capable to process the IT objective.

7.2. Knowledge seeker

It is the entity responsible for searching for a knowledge of any
kinds in the knowledge base of the Smart global IT-GRC platform,
in the memory of the organization through its facilitators (data,
files, processes, services, infrastructure, applications and web...)
if the answer is favorable, it sends an information alert to the layer
“Strategic integration of knowledge layer”, and if the answer is
unfavorable, an information alert will be send it to “Request layer”
that ensure the sending of the same IT request to the
communication layer.

7.3. Strategic integration of knowledge layer

In a smart mean, this layer manages the knowledge of the IT
governance on two stages, the initial step «Knowledge creation»
comprises to create new knowledge as indicated by the framework
model of the smart global IT-GRC platform's layer (DML-IT
Framework Model, PROCL-IT Framework Model,...) and the
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second step «Knowledge optimization» permits to enhance and to
gain by information sources.

7.4. Knowledge update layer

This layer intermittently updates the versions of IT GRC
repositories used in the global project. This update is guaranteed
from a correspondence between the procedures of the old and the
new version if there is just an enhancement of the functionalities,
we return to the ongoing adaptation of the knowledge recognized
in the knowledge bases of the various layers of the platform, else
we include the knowledge on the new processes identified in the
knowledge bases of the various layers of the global IT GRC
solution.

7.5. Request layer

The request layer prepares the new request (COM-IT request)
to be sent to the communication layer, respecting the format
required by this layer. It changes the repository and its recent
version in the request to send to the communication layer. If there
is no appearance of new versions on the IT market, it returns the
request received with a notification of the nonexistence of update.
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Figure 3: IT-GRC Updater Layer-approach
8. Simulation

Suppose that the smart global IT-GRC platform receives as
input the strategic need of the stakeholder [Define a strategic IT
plan].

To meet this need, the strategic layer sends the request via the
communication layer to the update layer in the format [Define a
strategic IT plan, ITIL 3]. At the level of "Knowledge search layer",
we seek if there is new knowledge in governance of information
systems appeared on the market capable of processing this request.

For the implementation of this request, we have as a proposal
framework the ITIL version 3, the “Knowledge seeker” entity will
check if there are new versions of ITIL appeared on the market or
indeed if there are new frameworks capable of handling this
request. This entity will identify the existence of version 4 of ITIL.
There after this knowledge will be transmitted to "Strategic
integration of knowledge layer", which will be responsible for the
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creation of new knowledge according to the knowledge models of
each layer of the global platform, for example for the decision-

making layer, it must comply with the DML-IT Framework Model.

After knowledge creation, knowledge optimization is necessary to
optimize and capitalize the knowledge of version 4 of ITIL.

New knowledge is created, at the "Knowledge update layer"
level, an upgrade is necessary to make the link between the old and
the new processes, subsequently an injection of the new
knowledge into all of the knowledge bases of the global platform.

The table (Table 1) below provides the mapping between
practices of the recent version of ITIL (version 4) and processes of
the old one (Version 3) for the "Service management practices".
For the processes which do not present a subject of change, we

keep them like for example the process "Availability management".

For the others which present an improvement like for example the
process "Change enablement" an upgrade is necessary. And for
newly developed processes such as "Business analysis" we update
the knowledge bases of the global project by injecting the new
knowledge [26].

And finally, at the “Request layer” level, the preparation of the
new request to be sent to the communication layer with the new
version detected.

The objective is to make the ITIL version 4 usable and
interpretable by all layers of the smart global IT-GRC platform.

The figure below (Figure 4) represents the global architecture
of version 2 of the smart global IT-GRC platform.

Table 1 : ITIL 4 practices vs. ITIL V3 processes - Service management practices

ITIL 4 management

practices Related ITIL V3 processes

Availability management Availability management

Business analysis --

Capacity and performance Capacity management

management

Demand management

Change management
Change enablement

Change evaluation

Incident management Incident management

IT asset management --

Monitoring and event

Event management
management

Problem management Problem management

Release and deployment

Release management
management

Service catalogue

Service catalogue management
management
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Service asset and configuration
management

Service configuration
management

IT service continuity
management (ITSCM)

Service continuity
management

Design coordination
Service design

Service level management

Incident management
Service desk

Request fulfillment

Service level management Service level management

Service request management | Request fulfillment

Service validation and

. Service validation and testing
testing
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Figure 4: The smart global IT-GRC platform version 2
9. Conclusion

The aim of this paper is to keep up the operability of the generic
information systems governance solution which is skilled to
guarantee and to assess the alignment of the organization's
business targets with the IS's strategy and goals, likewise to
manage data streams by answering to business needs from its
expression to the execution of actions for related processes.

The generic solution has an updated layer to follow the
development of the IT market, based on a new method to
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knowledge management based on the powers of artificial
intelligence, in order to integrate and share recent versions of IT
GRC frameworks in all the knowledge base blocks of the smart
global IT-GRC platform.

As perspectives, we plan to integrate ecological governance,
Green IT into our smart global IT-GRC solution to achieve more
benefits for organizations and more cost savings.
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This paper studies a trade-off between security (intercept probability (IP)) and reliability
(outage probability (OP)) for a multi-hop decode-and-forward (DF) relaying protocol in
an underlay cognitive radio network, in presence of a multi-antenna eavesdropper. In the
considered protocol, all primary and secondary terminals are equipped with multiple
antennas, and they employ transmit antenna selection (TAS) (at transmitter sides) and
selection combining (SC) (at receiver sides) techniques to enhance the system performance.
Relying on channel state information (CSI) of the primary-to-secondary interference links
known or unknown, two efficient TAS/SC techniques are proposed for the secondary
networks. Moreover, operating on the underlay spectrum sharing mode, the secondary
transmitters including source and relays must adapt their transmit power so that OP of the
primary network is not higher than a pre-determined threshold. Under impact of Rayleigh
fading and co-channel interference, the end-to-end (e2e) OP and IP are expressed by exact
closed-form expressions that are verified by Monte-Carlo simulations. Then, both

simulation and theoretical results are presented to show the OP-IP trade-off.

1. Introduction

MIMO (Multiple Input Multiple Output) [1, 2] and diversity
relaying [3-4] are efficient techniques used for wireless
communication systems operating on interference, path-loss,
fading, noise environment. In MIMO, transmitters and receivers
are equipped with multiple antennas, and use transmit and receive
diversity techniques to enhance data rate, channel capacity,
diversity order as well as to reduce outage probability (OP), error
rates. Efficient combiners such as SC (Selection Combining) [5, 6],
EGC (Equal-Gain Combining) [7], MRC (Maximal Ratio
Combining) [8] are commonly used by the receivers to enhance
reliability of the data decoding. The best combiner is MRC, but its
implementation is too difficult, while the SC combiner is simplest.
Indeed, using SC, the receivers only use the receive antenna which
provides the highest signal-to-interference plus noise ratio (SINR)
to decode the received signals. In transmit diversity techniques,
transmit antenna selection (TAS) [9, 10] and maximal ratio
transmission (MRT) [11] are often used. In TAS, the transmitters
select one of their antennas to send data to the receivers. To obtain
the highest SINR, TAS requires feedback channel state
information (CSI) from the receivers for selecting the best transmit
antenna. Unlike TAS, the receivers employing MRT use all the

*Corresponding Author: Pham Minh Nam, phamminhnam@iuh.edu.vn
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antennas to transmit data. The implementation of MRT is hence
more difficult than that of TAS, but it obtains higher performance.
To further enhance the system performances for wireless
communication systems, combination between the transmit
diversity and receiver diversity techniques, such as TAS/SC [12],
TAS/MRC [12], MRT/SC [13], MRT/MRC [14], were proposed.

Relaying techniques can be efficiently used when the distance
between a source and a destination is enough far or a source node
cannot directly communicate with a destination node. In these
techniques, intermediate nodes or relay nodes are employed to help
the source-destination data transmission [3-4, 15-16]. Depends on
the signal processing methods, the relays are categorized into two
main groups: DF (decode and forward) [15-16] and AF (amplify
and forward) [17-18]. The DF relays first decode the received data,
encode it again, before sending the encoded signal to the
destination. On the contrary, the AF relays only forward the
amplified signals to the destination without performing the
decoding. Hence, the AF technique is simpler than the DF one, but
DF outperforms AF because the noises can be removed at the DF
relays. Until now, published works concerned with performance
evaluation of the relaying scenarios have mainly focused on dual-
hop networks, e.g. [3-4, 15-18]. In [19-20], the authors considered
multi-hop relaying models, where the source data are relayed to
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the destination over multi-hop or multi-relay. Reference [19]
evaluated end-to-end (e2e) symbol error rate of the multi-hop AF
relaying protocol. In [20], the multi-hop DF relaying protocol was
proposed and analyzed. To enhance the e2e system performances
for the multi-hop relaying networks over fading environments,
various diversity relaying methods were proposed. References [20,
21] introduced path-selection strategies to exploit spatial diversity.
The authors in [22, 23] studied the e2e OP of multi-hop MIMO
relaying protocols where the TAS/MRC technique was used to
obtain diversity gain at each hop.

In wireless communication systems, security is a critical issue
because the transmitted data can be easily overheard by
eavesdroppers. Recently, physical-layer security (PLS) [24, 25]
has gained much attention as a promising solution to guarantee
secure communication. PLS can be simply implemented in
practice because the security can be attained, relying on physical
channel information such as link distances and channel quality.
Indeed, the data transmission can be considered to be secure if the
data channel is better than the eavesdropping one. The secrecy
performances of the PLS systems can be evaluated via secrecy
capacity defined as difference of channel capacity obtained on the
data and eavesdropping links. References [26-29] proposed the
transmit and receive diversity techniques to enhance secrecy
performances for the MIMO systems. In [30-31], secure
communication relaying protocols operating over fading channels
were proposed and analyzed. Conventionally, the source and
relays cooperate together to confuse the eavesdropper, i.e., they
randomly generate code-books as transmitting the data [31].
Reference [32] analyzed the e2e secrecy performance of the multi-
hop DF relaying protocol over Nakagami-m fading channels with
imperfect transceiver hardware. Unlike [26-32], performance
metrics of the PLS systems considered in [33, 34] are OP of the
data transmission and intercept probability (IP) of the
eavesdroppers. As shown in [33, 34], trade-off between IP and OP
was investigated.

Due to rapid increasing of wireless devices, J. Mitola proposed
cognitive radio (CR) [35] to solve spectrum scarcity issue. In CR,
primary users can share their licensed bands to secondary users
provided that the primary QoS is guaranteed. To realize this, the
secondary users have to adjust their transmit power appropriately
so that co-channel interference at the primary receivers must be
below a given threshold [36, 37]. Recently, PLS in CR [38, 39] has
been much attention of researchers. Reference [40] investigated
trade-off between IP and OP of the secure communication in the
secondary network operating over Rician fading channels.
Moreover, in [40], the TAS/SC technique is used for the primary
data transmission. The authors in [41] proposed a cooperative
routing approach to enhance the e2e secrecy performances for the
underlay CR networks, as compared with a conventional multi-hop
relaying method. In [42], the TAS/SC technique is used at each
hop in the secondary network to obtain better secrecy performance
in presence of hardware imperfection. In [43], a best-path selection
strategy was proposed for secrecy performance enhancement of
cluster-based CR networks using cooperative jamming technique.

This paper investigates the e2e IP and OP performance of the
multi-hop MIMO relaying protocol in the underlay CR network
with presence of a secondary multi-antenna eavesdropper. In the
proposed scheme, the TAS/SC technique is used by both the
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primary and secondary networks. More particularly, the secondary
source and relays must reduce their transmit power to guarantee
that OP at the primary receiver is always below a required
threshold. Under the joint impact of the limited transmit power and
co-channel interference, the secondary transmitters use TAS/SC at
each hop to improve the reliability of the data transmission. Also
in the secondary network, the eavesdropper with the SC combiner
attempts to illegally decode the transmitted data over multiple hops.
Moreover, we consider two cases where the interference from the
primary transmitter on the secondary nodes is known or not. From
two these cases, we propose different TAS/SC techniques for the
secondary network. Different with [40, 43] in which the wireless
devices only have single antenna; all the nodes in our proposed
protocol have multiple antennas, and employ TAS/SC to attain
higher diversity order. While references [41-44] derived the
secrecy performance by using secrecy capacity, this paper
investigates the trade-off between IP and OP. Moreover,
references [42, 43] do not consider the presence of the primary
transmitter, as well as ignore the impact of the co-channel
interference from the primary network.

In the following, we summarize the main contribution of this
paper as

e We propose TAS/SC-based multi-hop MIMO relaying
protocols in PLS underlay CR networks. Moreover, under
impact of the co-channel interference, we consider two
efficient TAS/SC techniques applied for the secondary
network, depending on channel state information (CSI)
between the secondary nodes and the primary transmitter is
known or not.

e From an exact closed-form formula of the outage performance
of the primary network, we derive expressions of the transmit
power for the secondary transmitters including source and
relays.

o Exact closed-form expressions of the e2e OP and IP over
Rayleigh fading channel are derived, and are validated by
Monte-Carlo simulations.

This paper is organized into sections as follows. Section 2
describes system model and operation principle of the proposed
model. Section 3 measures the system performances in terms of IP
and OP. Both simulation results and analytical results are
presented in Section 4. Finally, conclusions are provided in Section
5.

2. System Model

In Fig. 1, the primary transmitter (T) and the primary receiver
(R) are equipped N, N, antennas, respectively, and they use

TAS/SC to communicate with each other. Considering the
secondary network; the source node S, wants to sends its data to

the destination S, via (K —1) intermediate relays named S, ,
S,, ..., S¢, . Assume that all of the nodes S, (k =0, 1,...,K) have
Ny antennas, and the S; — S, data transmission is accomplished

via K orthogonal time slots. In addition, at the k£ —th hop, S, ,
sends the datato S, by performing TAS/SC. Also in the secondary
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network, an N -antenna eavesdropper (E) attempts to overhear
the data transmitted at each hop.

L.

) L
5, 8, J see T— Sy, J L Sg
T Ly L
Ny N Ny Ny

/ Primary network

,ffmsf'
! .sc‘

Figure 1: System model of the proposed TAS/SC-based multi-hop relaying
protocol in the underlay CR networks.

We denote yyy as channel gain of the X-Y Rayleigh
fading channel, and hence the channel gain is an exponential
random variable (RV). Similar to [3], parameter of yxy is
Ay =d>€y, where dyy is X-Y distance, and g is path-loss
exponent. More particularly, distribution functions of y,, are
given as follows:

F,. (x) = l—exp(—iXYx),f},XY (x) = Axy exp(—/ixyx), 1)

where [fy; () and fy () are CDF (cumulative distribution

function) and PDF (probability density function) of RV U,
respectively.

Next, we consider the primary and secondary data transmission
at the k—th time slot, in which S, | and T at the same time send
their data to S, and R, respectively. Assume that S, | uses the
m—th transmit antenna, T uses the p —th the antenna, S, uses
the n—th receive antenna and R uses the g —threceive antenna,
where me {1,2,...,NS} , N€E {1,2,...,Ns} , DE {1,2,...,NT} ,
qe { 1, 2,...,NR} . Due to the cross co-channel interference

between two networks, the instantaneous SINR obtained at S, and
R can be formulated by (2) and (3), respectively as

by
Progs = P—T"qu’ 2)
Sk—l}/Sf,lR" t0o

PSk—l j/S,'Z’_]SZ

7
PTyTPSZ +GO

€)

Psp sy =

Now, we introduce notations used in (2)-(3). F; is transmit

2 . . . .
power of each antenna of T. oy, is variance of Gaussian noises at
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R, and it is also variance at all the receivers. g is transmit
power of S, . 7yuys 1s channel gain between the a — th antenna
of X and the b —th antenna of Y, where (X Y) € {Sk_l,Sk ,T,R}
and (a,b) € {m,n,p,q} .

Considering the T — R transmission; the TAS/SC technique
is used to obtain the maximum SINR between T and R, as

wpy = Max max ( ) s 4
Prir p=12,..Ny (q—l,Z,...,NR Proges ) @)
where u and v are the optimal transmit-receive pair,
we{l,2,.,Nr}, ve{l,2,...,Ng}.

Comment 1: To realize the strategy given in (4), the T and R nodes
have to know the interference component PéA Yen ra which can
- k-1

be obtained by requesting the cooperation from S, , .
2.1. OP of Primary Network

From (4), the instantaneous channel capacity of the T-R link is
given as

Cos :%bgz (1+¢T“RV ), (5)

where the fraction 1/K implies that the data transmission in the
secondary network is realized in K orthogonal time slots.

Next, OP of the primary network is defined as the probability

that Cp is below a positive value denoted by Cpy . Then,
combining (2), (4) and (5), we can formulate OP at R as
OPp = Pr(CP,k <Cpyy ) = Pr((ﬂTuRv . thh)
T R P
TV prRa
TP <y | ©
p=l g=1 Skl}/sm R”+O-0
I
where
KC
Ppiy =27 P —1. @)
Next, we rewrite the probability /; marked in (6) as
2
I = PT(PT?’Tqu <K Prnlgr g T 00 thh)
+00 (8)
=[ £, (R ) s ()
0
where
2
Ppth G0 Prih
= My = . ©))
Pr by
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CDF F,

Vrpra

Substituting and PDF

(#1Psk,,x+ﬂz)

Lo (x) obtained in (1) into (8); which yields
S;:LIR

I =1- ﬂSk_lR exp(—ﬂer,uz)

+00

< [ exp(~Am R, pir)exp(~s_gx)dx  (10)
0

As, R
As, r TAmEs, M

Then, substituting (10) into (6), we obtain

OP,; =|1- i
| A, R +ARFs, M

2.2. Transmit Power of Secondary Transmitters

:1—

exp(—Arr b )-

NpNg

CXP(_AIR,UZ) - (1D

At first, the primary QoS is defined as OPp < &py, (Vk),
where &py, is apredefined threshold. By solving OPp ;. = &py, , an

exact closed-form expression of [)Sk—l can be given as

+

R = xp(“rwt) g | s (12)
- : Arr 4

l_(gPth )m

where [x]+ = max(O,x).

At high transmit power values of P, i.e., P — 400, we can

approximate Fy - asin (13):

Pr—+© P
PS]H T N 1 1 ~1 iSTkIR T _ §PT, (13)
1— ( iy ) A R Ppth
where
E= ! —-1 Ao (14)
ATR Ppi

1 _(gPth )m

Comment 2: The transmit power of the secondary transmitters is
calculated by the primary network as in (12), and then sent to the

Si-; node. Next, it is worth noting that Fg =0 means the

primary network does not obtain the required QoS, i.e.,
OPp > &py, - Finally, equation (13) shows that as P is high

enough, the primary QoS is always satisfied, and the transmit
power Fy  becomes a linear function of F;.

2.3. TAS/SC methods
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In this section, two practical TAS/SC techniques are
considered. The TAS/SC technique is proposed in [12], in which
the transmitter and receiver select an optimal transmit-receive
antennas to maximize the instantaneous SINR of the data link.
However, with presence of the co-channel interference, the
TAS/SC technique in [12] may not be optimal any more. This
motivates us to reconsider the TAS/SC technique in the
interference environment.

Case 1: Co-channel interference from Py is known

In this case, we assume that the co-channel interference can be
perfectly estimated by the secondary nodes. Hence, similar to (4),
the TAS/SC technique can be setup by S,_; and S, as

PS/ -1 yS’” Sp
_ d -1k
Py ¢ = max max | ———— (15)
k1% m=1,2,.,Ng| n=1,2,...,Ng PTJ/T"S" + 0
3

where z and ¢ are the selected transmit-receive antenna pair at
S;_; and S, respectively, (z,t) € {1,2,...,N5} .

For a fair comparison, assume that the interference from the
primary network is also known by E. With the SC combiner, the
SINR obtained at E can be given as

Bl J (16)

¢)Sz Ee = max 5
-1 r=1,2,...,Ng PTj/T“E’ +o-0

where e s the selected antennas at E for decoding the source
data, and e e {1,2,...,NE} .

Case 2: Co-channel interference from Py is unknown

It is worth noting that in practice the primary network does not
need to cooperate with the secondary network (but the secondary
network must cooperate with the primary network). Hence, the
secondary nodes may not obtain perfectly the information about
the co-channel interference caused by PT. In this case, the TAS/SC
technique should be performed, only relying on CSlIs of the data
links, i.e.

= max | max (rg o)) (17)
m=1,2,...,Ng\ n=1,2,...,Ng k—1°k

where a and b are the chosen antennas at S,_; and S, ,
respectively, (a,b) € {1,2,...,NS} .

Vs st

We can observe that the TAS/SC technique in (17) is only sub-
optimal because the S, ; and S, nodes have not perfect

information of the channel gain Vqugn -
k

Hence, the SINR obtained at S, in this case can be given as

_ PSH ySZ,ISi’
Pt = (1s)
PT7T"S’; + 0
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Also, it is assumed that E has no information of the co-channel
interference links, and hence the best antenna selected by E is
given as

max (75;;,@" ), (19)

7. 1=
S 12, Ny

where l(le{l,Z,...,NE}) is the selected antennas at E for

decoding the source data. Then, we can formulate the SINR
obtained at E as

By, Ve

14 S;_E

¢SLIE,=—“ e (20)
Pryquge + 00

At high transmit power P, ie. P >+, B[ 0'5 , from

(13), equations (15), (16), (18) and (20) can be approximated
respectively as

P —+o0 }/Sz, ISZ
P ¢ F max max | ——% 1|, (21)
k=12k m=1,2,..,Ng | n=1,2,...,Ng yT"SZ
Pr—+o0 é:}/SLEr
Py ge = max |———|, (22)
k-1 L2 Np Yo
Py —+o0 é:}/sZ Si
~ o k12k
Pso st % ’ (23)

7 TS}

P>+ f}/si E

QS;L]EI ~ . (24)

Vyuge

Comment 3: As observed from (21)-(24), at high P values, the
obtained SINRs do not depend on P

2.4. E2e Channel Capacity of Data and Eavesdropping Links

Due to usage of the DF relaying technique, the e2e channel
capacity of the S; — S, link in the first and second cases can be

respectively given as (see [19, 29])

1
Casel _ 1 1
CD,eZe =7 log, (1 + kjglfl,,K((pSi-lsz )j: (25)
1
Case 2 _ 1
clue? = Elogz (1 + min ((/)SZ_ISZ )) (26)

Considering the channel capacity obtained at the eavesdropper.

Because of the random code-book generation at each hop, the
channel capacity at E in Case 1 and Case 2 can be formulated,
respectively as

1
couel = Elogz (1 + max (ws;,]Ee )), (27)

,,,,,,

1
Case 2
ez =gtows (14 max (og )} @9

3. Evaluation of E2e OP and IP
At first, the e2e OP and IP are respectively defined as in [36]:
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OPGEe! =Pr(CSS < G ), (29)
PG = Pr(CES 2 G ), (30)

where Cgy, is a pre-determined threshold, i € {1,2}.

3.1. E2e OP

In this sub-section, we exactly and asymptotically evaluate the
e2e OP in two cases considered in Sub-section 2.3. At first,
combining (25), (26) and (29), we can obtain (31) as

Case i .
OP =Pr| min ( . )<
e 2k (”SHS{ Psth

=1—]£[(1—Pr(cosz_lsf <pal] oD

k=1

1—

1~

(1—0P,S“° )

=~
Il

1

where
Do = ZKCsm — I,OP]Sasei — Pr((/)S;LISi < Psth ),
(z.1).ifi=1 (32)
(%)= -
(a,b), ifi=2

Case 1: Co-channel interference from Py is known
Substituting (15) into OPF™°", which yields

Ng Ng P
S }/ m o Qn
Case 1 _ k17 Sp_ 1Sk
OP, _| || IPr — 2 < o,

m=1 n=1

Ns  Ns

=TI TPelrse s < g + ) ()

m=1 n=1

:D‘“”Fy (tix+ 1) 1, (x)dx}st,

m on ugn
0 Sk*lsk T S,L

where

2
My = s My = : (34)

Similar to the derivation steps in (8)-(10); substituting CDF
(,u3x+,u4) and PDF fy (x) obtained in (1) into (33),
TS}

}/ m n
Sk—15k

after some manipulation, we can obtain (35) as follows:
NS

s, exp (—ﬂsk,lsk Hy ) - (35)

Ars, +4s, s, M3

Substituting (35) into (31), an exact closed-form formula of the
e2e OP in the first case can be written as

OPkCasel =l1=
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OPe(;aése 1 —
K N
36
-TT41- I—Lexp(—ﬂs‘,,lskuét) Lo
k=1 j'Tsk +Zsk—lsk/u3
At high P; values, by using the approximate expression of
PSS! can be

(ps;?lsfk in (21), with the same derivation method, OP_;;

approximated as follows:

Pr—to0 LS Y2 N
OPCéase [ 153 .37
o lk_[ ﬂfrsk ﬂsk,lsk )

Case 2: Co-channel interference from Py is unknown

Substituting (18) into OPF™°? | we can obtain (38) as

+00
OPL™e? = JO F o (mxrm)f, (x)ds G8)
From (17), we can write F,  (u3x+ 1) as
SiiSk
S S
Fysz, (133 + 14) Hl}:{ T st (1 + p14)
Ng
= (1-exp(~As, s, (4rx+ 115)))
N3
=1+ Z( 1) sz exp( mﬂskilsk Hy ) exp (_mﬂsk—lsk ,Ll3X),
m=1
(39)

where C ]r\';g is binomial coefficient which is expressed as
()

m !(N - m) r

Substituting (39) and PDF frTu

Ccy, =

e (40)

, (x) into (38), after some

manipulation, we obtain

NS

Case 2 m C]r\r/l2 S; eXp(_m}sk,]sk,%)
OPE™2 =14y (—1)" A
m=1 Ars, +mAs, s, 1

. (41)
Hence, the e2e OP in this case can be expressed as

+1
P(;ase 2 =1- H sz (_l)m stzﬂ,rsk exp(—mﬂskilsk ’u4) .
o /qfrs,( +mﬂsk,,sk M3

k=1 | m=1

(42)

As Py is high enough, OPS®¢? can be approximated as

e2e
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2

—>+00 K S sz }LITS
OPe(;aeSCZ Tz I_H Z(_l)mH Ny k ) (43)
k=1 | m=1 Ars, + 45, s, M3
3.2. E2e IP
Combining (27), (28) and (30), which yields
Case i
IPezzse Pr (k—I],IlZ%),iK (¢SZ—1E'V ) Z pSth j
K (44)
=1- H(Pr(goszilEy < Psth )),
k=1
where
( ) (z,e), ifi=1
xX,y)= 45
Y (), iti=2 @

With the same derivation methods of OPéisel and OPegzse 2

we can calculate Pr((psx g < psm) , and then IPS;sn and
k-1

IPS™¢ % can be respectively written as in (46) and (47):

Ng
IPCase 1 =1 _]ﬁ 1- ATE exp<_/1$k71Eﬂ4)
. k=1 2’TE + AS,HE/J?) '

(46)

IPCase2 zl_f[ 1+§(_1)n C]I\IIEATE exp(_nﬂsqu#“) .

k=1 =l Arg +nls, gl
(47)
Athigh P; regions, (46) and (47) can be approximated by
[pCase! A - ﬁ{ EA5 JNF 48
e i +As, bt ) @)
< NE Arg

M

K
g2 H[
k=1

4. Simulation Results

— MR 49
:1 j’l'E-}_n/lSk 1E:u3]( )

Section 4 verifies the formulas obtained in Section 3 by Monte-
Carlo simulations realized by MATLAB. Assume that the nodes T,

R, S, and E are located at (X;, ¥1), (Xz, g )»(k/K,0),and (x;,
Vg ), respectively. In all the simulations, the system parameters are
set as follows: x; =0.5, y, =03, and the by =3, o, =1,
Coy =15, C,, =02, Ny=N, =2, &, =0.01.

4.1. OP of Primary Network and Transmit Power of Secondary
Transmitters

Figure 2 presents OP of the primary network as a function of
B
0.5,0.6) and (0.35,0.3
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N; =Ny =1, OP at T is higher than &, when P, <15dB, and

when Ny =N, =2, OP at T is higher than &, when P, <0dB.

This means than the primary network can obtain the required QoS
with lower transmit power P, by equipping more antennas at T

and R. It is shown in this figure that the OP value converges to ¢,
at high P value due to the data transmission of the secondary

networks. Finally, we can observe from Fig. 2 that the simulation
results verify the theoretical ones.

§\ [¢] Sim (NT = ’\iR = 1_)
—— Theory (N = Ng = 1)
\ & Sim(N;=Ny=2)
10" \ —— Theory (N = Ng = 2)
\
SN
o
O .\
10?
10°
-5 0 5 10 15 20 25
P, (dB)

Figure 2: OP of the primary network as a function of P, (dB) when x; =0.5,
yr=06, x =035, y,=03, K=2.

. Transmit Power (dB)

0 5 10
P, (dB)

Figure 3: Transmit power of the secondary transmitters as a function of P, (dB)

when x, =05, y,=0.6, x, =035, y, =03, K=2.

Figure 3 illustrates the transmit power of S, and S, as a
function of P, in dB. We note that the system parameters in Fig.
3 are same with those in Fig. 2. As shown in Fig. 3, the secondary
transmitters S, and S, can use the licensed bands when P, is

high enough, i.e., when N, =N, =1 then P, >15dB, and when
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N; =Ny =2 then P, >-1dB. Because the OP performance of the

primary network is better when the T and R nodes are equipped
with more antennas, the secondary network has more opportunity
to access the licensed bands. Finally, we can see that the transmit

power of S; is higher than that of S; because the S; —R distance
is higher than the S, —R one.

4.2. OP and IP of Secondary Network

In this sub-section, we present the e2e OP and IP of the
proposed protocol in two cases considered in Section 3. In all of
the presented figures, we fix the number of antennas at T and R by

2 (N, =N, =2), and the positions of T and R at (0.5,0.6) and
(0.5,0.4), respectively.

® Case1-Sim
V¥ Case2-Sim

— Theory
; \ = — == Asymptotic
10

E2e OP
»

0 5 10 15 20 25
P, (dB)

Figure 4: E2e OP as a function of P (dB) when x, =05, y,=0.6, x, =05,
=04, N.=N,=2, K=3.

— )

07 /,/'
e
e

® Case1-Sim
V¥V Case2-Sim
— Theory

05 / / ****** Aymptotic
0.45

E2e IP
—
e

5 1 5 20 25

0 1
P, (dB)

Figure 5: E2e IP as a function of P (dB) when x; =05, y;=0.6, x, =05,
=04, N.=N,=2, K=3.
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Figures 4 and 5 present OP and IP as a function of P; in dB

when the number of hops (K) equals to 3. As we can see, the OP
and IP values at high P, region do not depend on P, as proved in

Section 3. This also means that with the impact of the co-channel
interference from the primary network, the secondary network
cannot obtain diversity order, i.e., there exists the error floor in
the OP performance. As shown in Fig. 4, the e2e OP in Case 1 is
much lower than that in Case 2. However, Figure 5 presents that
the e2e IP in Case 1 is higher than that in Case 2. From Figs. 4
and 5, it is clearly presented the trade-off between OP and IP.
Particularly, if the transmit power P is higher, the e2e OP is

lower but the e2e IP is higher. Also, if the TAS/SC technique in
Case 1 is used, the OP performance is better, but the IP
performance is worse. Finally, it is also illustrated that the
simulation results verify the derived formulas of the e2e OP and
IP in Section 3.

10 —3
10"
o
o 2
© 10
I
w ® Case1-Sim
V¥ Case2-Sim
— Theory
10°
10"
2 3 5 6

PSS

Figure 6: E2e OP as a function of K when x;=0.5, y;=0.6, x, =0.5,
=04, Ny =N, =2, P,=15(dB).

//

o
g 10 ® Case1-Sim
L V¥V Case2-Sim
— Theory
N
4
107
2 3 4 5 6
K

Figure 7: E2e IP as a function of K when x,=0.5, y,=0.6, x, =0.5,
Yo =04, N, =N, =2, P, =15(dB).
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In Figs. 6-7, the e2e OP and IP is presented as a function of the
number of hops (K) with P. =15 (dB). As presented, the OP values

increase with the increasing of the number of hops, but the IP
values decrease. Similar to Figs. 4-5, the OP and IP values in Case
1 are lower and higher than those in Case 2. Again, it is shown
that there exists the trade-off between the e2e OP and IP
performance, and the value of K should be carefully designed. For
example, if the required OP of the secondary network is 0.1, then
the optimal number of hops used in Case 1 and 2 (to obtain
minimum value of IP) is 4 and 3, respectively.

5. Conclusion

This paper proposed the TAS/SC based multi-hop relaying
protocol in the PLS underlay CR networks. The practical
applications of the proposed protocol are listed as: i) enhancing
the spectrum usage efficiency with underlay CR approach; ii)
enhancing the performance of the primary and secondary
networks with the TAS/SC techniques; iii) two practical TAS/SC
techniques are applied for the secondary network; iv) all the
derived expressions are in closed-form, which can be easily used
for evaluating and optimizing the systems. Moreover, the results
showed the trade-off between the IP and OP at the secondary
network, and the bad effect of the co-channel interference from
the primary network. Finally, the important parameters such as
the number of hops and the transmit power of the primary
transmitter should be carefully designed.
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Vehicle systems are controlled by embedded electronic devices called electronic control units
(ECUs). These ECUs are connected together with network protocols. The Controller Area
Network (CAN) protocol is widely implemented due to its high fault tolerance. However, the
CAN is a serial broadcast bus, and it has no protection against security threats. In this paper,
we propose a fast stream cipher based on a chaos neural network (CNN) that is able to generate
pseudo-random numbers at a high speed, faster than that of the Advanced Encryption Standard,
to protect ECUs on the CAN bus by encrypting CAN messages. We discuss the chaotic orbit
of the CNN and statistical properties of pseudo-random numbers from the CNN. For a stream
cipher, it is very important to share the symmetric key. We designed a symmetric key that is
shared with ID-based encryption without the need to use digital certificates. We evaluated our
method’s performance with embedded boards and showed that the stream cipher is efficient for
the embedded software of the ECU. Further, it does not need a hardware security module to

accelerate the encryption.

1 Introduction

This paper is an extension of work originally presented at the IEEE
10th International Conference on Awareness Science and Technol-
ogy [1]. In that work, we found that a chaos neural network (CNN)
is able to generate pseudo-random numbers (PRNs) at high speed,
49% faster than that produced with the Advanced Encryption Stan-
dard (AES) [2], [3], and it can be easily implemented even for
embedded devices.

Generally, electronic devices embedded in vehicles to control ve-
hicle systems are called electronic control units (ECUs). A modern
vehicle is usually equipped with more than 70 ECUs [4]. To share
information and control the subsystems, those ECUs are connected
together with network protocols, such as a Controller Area Net-
work (CAN), Local Interconnect Network (LIN), Media Oriented
Systems Transport (MOST), or FlexRay.

The CAN is a broadcast serial communications bus that is widely

*Corresponding Author: Zhongda Liu, Faculty of Science and Engineering,
Ishinomaki Senshu University, Ishinomaki, 986-8580, Japan
Email: liuzd @isenshu-u.ac.jp

www.astesj.com
https://dx.doi.org/10.25046/aj050509

introduced because of its fault tolerance. The CAN identifier (ID)
(see Sec. [2]and Fig. [I)) is used for prioritizing messages on the
bus and avoids collisions by design. However, security issues were
ignored during designing since people took it for granted that a
vehicle would be a closed system [3], [6]. Unfortunately, messages
are broadcast on the CAN bus, and external devices, such as on-
board diagnostics readers, are able to access the CAN bus in modern
vehicles.

A pseudo-random number generation (PRNG) is crucial to a
stream cipher in information security field. We have reported vari-
ous PRNG methods [[7]-[11] and the property of PRNs from a CNN
[9] has been confirmed [[10] by National Institute of Standards and
Technology (NIST) Special Publication 800-22 [12]. An ultra-long
period PRNs that has reached 1072432 [T1]] can be generated with the
chaotic time series from the CNNs. The chaotic time series is hard
to predict because it is sensitive to tiny change of the initial status.

In this paper, we propose a fast stream cipher based on a CNN to
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protect CAN messages by encrypting them. The remainder of this
paper is organized as follows: Section [2]introduces CAN and secu-
rity issues and surveys some related work. Section [3]describes our
CNN and discusses some of its characteristics. Section ] presents
the CNN stream cipher, including sharing of the symmetric key and
the procedure for encryption and decryption of the stream cipher.
A performance evaluation of the proposed CNN stream cipher is
given in Section[5] Finally, Section [6]concludes this paper.

2 Related Work

A CAN is a serial communications bus defined by the International
Organization for Standardization (ISO) and originally developed for
the automotive industry to replace the complex wiring harness with
a two-wire bus [13]]. Balanced differential signaling reduces noise
coupling and enables high noise immunity in the CAN bus.

CAN Frame

-|SOF| D |CUntruI|DLC| Data |CRC|ACK|EOF|-

Figure 1: Structure of the CAN data frame

The CAN communication protocol is a carrier-sense multiple
access protocol with collision detection and arbitration on message
priority. A CAN message contains a unique ID field that represents
the priority and function of the message. The CAN protocol sup-
ports four different message types: overload, error, remote, and data
frame. The CAN data frame begins with a start-of-frame (SOF) bit
and is followed by the ID, a control field (6 bits), 4-bit data length
code (DLC), 0-64 bits of data, a cyclic redundancy check (CRC)
sequence (15 bits), a 2-bit acknowledgment (ACK), and a 7-bit end
of frame (EOF) sequence that marks the end of the frame. Between
CAN frames, a 7-bit inter-frame space (IFS) is required by the CAN
controller to provide time for moving a received frame to a message
buffer area (see Fig. [I).

The CAN was subsequently adopted as ISO standards. ISO
11519 (low-speed CAN) is for applications up to 125 kbps with a
standard 11-bit ID, while ISO 11898 (high-speed CAN) provides for
signaling rates from 125 kbps to 1 Mbps. Furthermore, high-speed
CAN supports two data frame formats, where the standard frame
consists of an 11-bit ID, while the extended format contains a 29-bit
ID.

Unfortunately, security issues were ignored during designing
because people took it for granted that CANs would be a closed
system in automobiles [5], [6]. Security issues with CANs relate
mainly to authentication and encryption at the present time.

Authentication: To identify whether an ECU is authorized, sev-
eral authentication proposals based on message authentication codes
(MACSs) have been released. Key sharing is a matter of grave con-
cern. CANAuth [14] implements a backward-compatible message
authentication protocol on the CAN bus. One or more pre-shared
128-bit MAC keys are to be available on each CANAuth node.
CANAuth assumes that the keys are intended to be stored in tamper-

www.astesj.com

proof storage that cannot be queried by anything but the node itself.
LiBrA-CAN [15]] splits authentication keys between groups of mul-
tiple nodes, rather than achieving authentication independently for
each node.

Encryption: A CAN frame is broadcast over the bus. In modern
vehicles, external devices, such as on-board diagnostics readers, are
able to access the CAN bus, making it is easy to intercept a CAN
message. Cryptographic approaches based on the AES have been
proposed to guard against such interception. The problem is the
computation load of the AES, which might have an undue influ-
ence on the response of the ECU. Wolf and Gendrullis [16] and the
EVITA Project [177]], [18]] implemented a hardware security module
(HSM) to accelerate the AES measures. However, even if a HSM
is used, the cryptographic measure requires 60 clock cycles (at 100
MHz) for the encryption of one AES block [18]. This is insufficient
for dealing with the real-time response required of an ECU. Also,
the additional hardware increases the cost of the ECU.

In this study, we focused on the encryption issues in CANs. We
propose a fast stream cipher based on a CNN that does not need the
additional HSM hardware.

3 Chaos Neural Network

As a chaos generator the CNN consisted of 4 neurons in a discrete
time system (see Fig. [2).

O——@

y
Wi, Wiy

Wy
— ==

Figure 2: CNN consisting of four artificial neurons

An output from the jth neuron at time ¢ + 1 is defined as:

X+ 1) =

Sluj(0)] (D

Here, An activation-function f (see Fig. [3) is an asymmetric
piecewise-linear function (APLF).

For the jth neuron, the total value of inputs at time 7 is defined
as:

ui(t) = Z wiixi(t) + 1 2
i=1

I; is an external input of the jth neuron. x;(¢) is an input from

the ith neuron at time ¢, and w;; is a synaptic. Generally, the start

value of x; is set as 0, and the synaptic weights are set as follows:

wip = —12.60001, wiy = 4.511, wyz = 5.951, wiy = —4.7004 and

wa) = —7.345007. The synaptic weights adjust the input values
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from other neurons. If extreme synaptic weights were set, the out-
put range of neurons would be limited [19]. The external inputs /;
and I share a common value (I; = I4), and I; and I5 are set as 0
(I, = I3 = 0). Thus, a different CNN would be obtained if a different
value for I; and 14 were set.

At (21,0002, 21.0

(4.980101, 12.6891)

(0.0, 0.499012)

(-4.980101, -12.9899)

(-21.0001, -21.0)
Figure 3: An activation-function f (APLF)

An activation-function APLF can avoid a periodic window cor-
responding to a non-chaotic periodic orbit. The activation-function
APLF composed of linear functions by connecting five points. Those
points can be changed as independent parameters. In a cipher sys-
tem, the points of APLF can be selected as secret keys [9], [10],
[20].

Discard

| 3 bits |

T .
o N

| Pseudo-Random Number (8 bits) |

CNN Output (Fixed-Point Number, Q5.26)
‘ S | Integer Part | ‘

Fraction Part

Figure 4: The extraction method of a PRN from a CNN output

Generally, discrete time system of the CNN is implemented
with floating-point arithmetic [9]. But many embedded devices
do not support 64-bit floating-point arithmetic. In this paper, the
CNN is computed by 32-bit fixed-point arithmetic (Q5.26) and it
allows overflow and underflow of variables. Comparing to 32-bit
floating-point arithmetic, the fractional part of Q5.26 has enough
long bit length. PRNs are extracted by the method presented in
Figure ] With regard to the CNN output, the lowest 3 bits of the
fraction are discarded [8]] and the lower 8 bits of the fraction are
extracted as a PRN. Those PRNs from the CNN are applied to the
proposed stream cipher .

3.1 Chaotic Orbit

A chaotic orbit is hard to predict because it is sensitive to tiny
changes of the initial status. Here, Figure 5] shows time series from
a CNN (Q5.26). Corresponding to all external inputs, output time
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series in the diagram present no bifurcation pattern but chaotic char-
acteristics. It suggests that all external inputs can be used for chaos
generation. In fact, the CNN generates the same time series on
the ARM CPU and X86 CPU when the same parameters are set.
Therefore the CNN is portable between different machines. More-
over, the Lyapunov exponents A are computed per time series. The
maximum Lyapunov exponents is about 2.5 and all of value is 2 > 0.
The Kolmogorov-Sinai entropy [21] is also computed by use of
Lyapunov exponents, it is about 4.2. Those results demonstrate that
the time series from the CNN has chaotic orbit and a high degree of
randomness.

30
20

10

x(t)
o

-10

-20

-30

-10
External input

10 30

Figure 5: The input-output characteristics of time series from a CNN

3.2 Randomness

Randomness of the PRNs that were extracted from the CNN was
confirmed by NIST Special Publication 800-22 statistical test suite
[12]. Since NIST test has a couple of trouble (asymptotic approx-
imation, etc.) even the test suite is updated [22]], [23]], NIST test
method presented in the literature [24] was adopted.

We performed the NIST test for 1,000 times. And 10% x 1,000
bits of PRNs were generated by the method shown in Fig. ] for per
test. NIST test results are presented in Table [T] The failure ratio
for the proportion is under 1%, and the failure ratio for the P-values
that check for uniformity of distribution is less than 0.1%. All of
those results suggest that all of tests passed these criteria, and the
tested PRNs from the CNN have good statistical properties.

4 CNN Stream Cipher

The proposed stream cipher has two phases: an ID-based encryption
(IBE) phase and a stream phase (see Fig. [6). Each phase uses dif-
ferent CAN IDs; that is, the CAN ID associates a CAN frame with
a specific phase. In the advance IBE phase, the symmetric key is
shared with IBE [23]], [26] among authorized ECUs. Subsequently,
an authorized ECU sends encrypted data frames to other authorized
ECUs and those ECUs can decrypt data using the symmetric key in
the stream phase.
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Table 1: NIST SP800-22 statistical test results

| FR*] BF'| CS*[ RU‘[ LR*[ RK*| FF*| NT*

Proportion | 0.3 02| 03]05|04|04|09]| 0.2

P-value | 00| 00|00] 00| 0.1]0.0]0.1]|0.0
\ OT*‘\ UNa\ AEa\ REa\ RVa\ SEa\ Lc?
Proportion | 0.3 | 0.7 | 0.2 | 04 | 0.2 | 0.2 | O.1
P-value 0000 |00|00|00|00]O0.1

FR: Frequency, BF: Block Frequency, CS: Cumula-

tive Sums, RU: Runs, LR: Longest Run, RK: Rank,

FF: FFT, NT: Non-overlapping Template, OT: Over-

lapping Template, UN: Universal, AE: Approximate

Entropy, RE: Random Excursions, RV: Random Ex-

cursions Variant, SE: Serial, LC: Linear Complexity
4 Numbers are average ratio of failed tests (%).

IBE

I D o
Data Data

Stream

“ “ Phase

Figure 6: Overview of CNN stream cipher

4.1 IBE phase

It is an important step for the stream cipher to create, manage, and
share the symmetric key. A public key infrastructure is used in
the Internet to ensure secure communication generally. With this
infrastructure, an on-line certificate authority (CA) is necessary, and
the cost for issuing digital certificates may become prohibitive [27].

CAN ID Private Key

CANID CANID Public Key
ECU 2
Private Key ECU1 CANID Private Key
Generator *
ECU3
y ”—

(Public Key, Private Key)

Figure 7: IBE phase

In the proposed stream cipher, we use IBE [26]] to create, man-
age, and share the symmetric key. Fig. [7]shows how the symmetric
key is shared among authorized ECUs. The private key generator
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(PKG) can be offline and does not need to use digital certificates
instead of a CA. The PKG initially defines which CAN IDs are
used in the IBE phase. For each valid CAN ID, the PKG outputs a
public and private key pair that is issued to authorized ECUs. Thus,
an ECU can use the public key to encrypt the symmetric key that
is used in the stream phase and send it over the CAN bus. When
an ECU receives a CAN frame, it checks the CAN ID to confirm
the phase and decrypts the data in the CAN frame to obtain the
symmetric key in the IBE phase.

4.2  Stream phase

In the stream phase, authorized ECUs use the symmetric key that
was obtained during the IBE phase to encrypt and decrypt CAN
frames (see Fig. [§). The CNN implemented in authorized ECUs
generates a stream of pseudo-random bits: Ry, Ry, Rs, ..., R; with the
symmetric key. This stream is XORed with a stream of bits, Dy, D,,
Ds, ..., D;, which are from the data in a CAN frame, to produce the
stream of cipher text bits. Then each cipher text character is given
by C; = D; ® R;, which is loaded into a CAN frame and translated
with the CAN bus. The procedure of decryption is almost the same:
when an authorized ECU has received a CAN data frame, the CNN
in the ECU generates the same stream of pseudo-random bits R; and
the original data is obtained by D; = C; @ R;.

'f' @
ECU 'ECU v
CNN | CNN

& | l&-
2 G | G 2
g

CAN Bus

Figure 8: Stream phase

5 Evaluation

It is most important to ensure the safety of the vehicle and its pas-
sengers. Therefore, the embedded software of the ECU must run
quickly to deal with the constraints of a real-time response. This
section describes the performance evaluation of the CNN stream
cipher with two embedded CAN boards (listed as Board A and B in
Table[2) that were provided by P&A Technologies Inc. These CPUs
have a different architecture, where Board A was implemented with
a SH2A CPU, while Board B used an ARM CPU. Those boards are
connected by a length of about 80cm twisted pair cable with D-sub
connector.

Table 2: Specifications of experimental CAN boards

Component Board A Board B
CPU R5S72630P200FP | SAMASD27C-D1G
SH2A-FPU core ARM Cortex-AS5
(196 MHz) (492 MHz)
RAM SDR SDRAM DDR2-SDRAM
(64 MHz) (120 MHz)
CAN Controller Built-in CPU FPGA 1P
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5.1 Experimental setup

In our experiments, we tested only the high-speed CAN whose bit
rate is typically 500 Kbps, up to 1 Mbps. In fact, another CAN
standard specifies low-speed CAN (see Sec. [2)) at transmission rates
above 40 Kbps up to 125 Kbps. It is more difficult to deal with real-
time constraints at the high-speed CAN bit rate. Thus, we assumed
that our stream cipher would work well at the low-speed CAN bit
rate if it successfully ran with the high-speed CAN.

The PKG can be performed offline. Thus, we assume that Boards
A and B are two authorized ECUs and they have already gained the
symmetric key. Then we implemented the CNN on Boards A and B.
According to the symmetric key, the same stream of pseudo-random
numbers was generated in both boards and used to encrypt the data
part of a CAN frame in one board and decrypt it in the other board.

5.2  Experimental Results

One thousand CAN message frames were sent between Boards A
and B to confirm the validity of the CNN stream cipher and mea-
sure the encryption and decryption time. We tested with 500-Kbps
and 1-Mbps bit rates. The CAN bus was loaded with over 60%
higher-priority traffic.

Table 3: Results of performance testing with CAN boards

average time
44 us
4 us

Board A
Board B

We confirmed the CAN log data of Boards A and B, which
showed that each board encrypted and decrypted CAN data frames
successfully. With Board A, the procedure for encryption or de-
cryption was performed within 44 us on average. With Board B,
the procedure only took 4 us on average (see Table [3). The re-
sults suggest that the performance of the CNN stream cipher is
adequate for real-time requirements of an ECU without additional
HSM hardware.

6 Conclusions

In this paper, we have proposed and evaluated a fast stream cipher
based on a CNN to provide security for the ECUs on a CAN bus.
We have shown that the CNN is chaotic and have strong randomness,
and that PRNs with a high degree of randomness can be generated
from a CNN. In the proposed stream cipher, IBE is used to create,
manage, and share the symmetric key. The PKG can be performed
offline and does not need to use digital certificates. The stream ci-
pher was evaluated with embedded CAN boards. The performance
test results suggested that our method is efficient for software em-
bedded in an ECU and has no need for a HSM to accelerate the
encryption process.

As future work, we will design a new activation-function APLF
to extend randomness of the CNN and improve the performance of
the stream cipher based on the CNN.
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Low power OTAs are the most preferred circuits in the realization of continuous time filters
of analog front end of wearable healthcare devices. A low transconductance OTA with
series parallel current mirror to realize large time constant of the filter is designed. The
differential pair of the OTA uses bulk driven PMOSFETs and the subthreshold operation
of the circuit achieves 44 nW power with supply voltage of £0.4 V. The designed OTA has

f;{vwo(;ﬂzse'r OTA DC gain of 29.59 dB and UGBW of 34.28 KHz. Using the proposed OTA, a multifunction
Low ]Z utoff frequenc filter which can operate as low pass and high pass filter, having cut-off frequency in the
Multi funétion filter Y range 25 Hz - 225 Hz is designed in gpdk 180 nm CMOS technology. The simulation is
Bulk driven performed using Cadence virtuoso design environment.

Series parallel current mirror

Biquad

1. Introduction

Energy efficient wearable biomedical devices are most widely
used in modern healthcare services. In such systems, the design of
analog front end (AFE) circuits using existing CMOS technology
has multiple design constraints having tradeoffs. As the AFE
circuits need to remain on all the time to sense the bioelectric
signals continuously, they consume largest share of the overall
power budget. So, the energy efficiency of these circuits is major
concern along with other performance parameters.

As shown in Figure 1, the analog front end (AFE) consists of
low noise amplifier followed by continuous time active filters.
Using the sensors or electrodes, biomedical signals such as ECG,
EEG, EMG etc. are captured. These signals are having amplitude
in the range of pV to few mV and frequencies in the range of dc to
few Hz. Therefore, these circuits have to be designed with good
low frequency performance. As the signal from the electrodes has
dc component, large off chip capacitors are used. However, use of
subhertz cutoff frequency high pass filter eliminates these large
capacitors. The low pass and band pass filters are used to select the
required signal.

The analog filters were designed using opamps. The
bandwidth of opamp-RC filters is limited by the excessive gain-
bandwidth product requirement for the opamp, to obtain ideal

*Corresponding Author: Sushma Padubidri Shivaprasad,
pssushma@nitte.edu.in
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filter response. The high gain-bandwidth product of opamp
based topologies consume more power. Therefore, in recent
designs, Operational Transconductance Amplifier (OTA) are used
in place of opamps. OTAs are also used as the low noise amplifier
(LNA), where they need to have high gain and less noise.
Therefore, OTA is an important circuit in the analog front end
(AFE) of low power systems. OTA is a voltage controlled current
source and it converts differential input voltage to output current.
The circuit symbol for OTA is shown in Figure 2.

Analog Front End

From # — Anal
Sensors nalog To
LNA . "
Electrodes Filters VGA e ADC
PR

Figure 2: Circuit symbol for OTA
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Figure 3 shows the circuit diagram of single ended current
mirror OTA with bulk driven PMOS differential pair, where all
nodes have either drain-gate connected or source connected
MOSFETs except for input devices. The diffential input ( Vi, -
Vin- ) is applied to the bulk terminal of PMOSFET pair M1 and M2
that results in output current given by (1). The transconductance of
the OTA is constant for the specifies range of differential input and
is controlled by bias current p;as.

Iout = Gm (Vin+' I/in-) (1)

| 1K |
me 4| 1= m7
MlE J M2 Vout
Vin- | | Vin+ —

ni e

+
Vdd —

il | |

Figure 3: Schematic of current mirror OTA with bulk driven PMOS differential
pair

The low voltage operation of OTA is necessary for low power
operation. In strong inversion region operating voltage cannot be
lowered below the threshold voltage of the MOSFETs. The state
of the art digital circuits are operating at 0.3 V to 0.5 V range. To
make analog circuits work with same supply voltage range in a
chip, they are operated in subthreshold or weak inversion region
by choosing appropriate inversion level if[1][2]. To lower the
operating current level bulk driven MOSFETs are used, resulting
in low transconductane and increased linearity. The bulk driven
MOSFETs have low cutoff frequency leading to poor frequency
response characteristics. The low frequency operation requires
large time constants which can be achieved by designing OTAs
with small transconductance. In weak inversion gm/Id is high. In
order to reduce gm series parallel current mirror [2] is used
wherein small bias current and large division factor is used to
reduce the output current. Choice of small bias current leads to
poor input linear range. Compared to low transconductor design
techniques like current division [3], bulk driven [4], attenuator
based modular reduction of transconductance [5], current steering
[6], source degeneration [7], current cancellation and series
parallel current division technique gives lowest transconductance,
low offset and better linearity. However, there is trade off with low
power.

The proposed series parallel bulk driven OTA (SPOTA) is
explained in section 2. The simulation results of the OTA is
discussed in section 3. In Section 4, second order multifunction
Gm-C filter with tunable cut-off frequency as an application of the
proposed SPOTA is explained followed by conclusion in Section
5.

2. Proposed Bulk Driven Series Parallel OTA

In low power analog designs, choice of circuit topology
significantly matters for power reduction. In the design of analog
filters, OTAs are suitable alternative for opamps. The
transconductance of the OTA is an important parameter in the

WWwWw.astesj.com

design of active filters. In analog filter applications, the
transconductance value is chosen depending on the cutoff
frequency range. For low cut off frequency analog filters, large
capacitors and resistors are required. As integration of the large
resistor is not area efficient, small transconductance cells are
designed. In series parallel current division technique, output
current is divided by high ratio to achieve very small
transconductance [2]. The bulk driven PMOSFET differential pair
further reduces overall transconductance.

The OTA shown in Figure 3 is modified to obtain bulk driven
series parallel (SP) OTA as shown in Figure 4. The differential
input voltage is connected to the substrate of PMOSFETs M1 and
M2 and the gates are connected to Vi . Therefore, the
transconductance of the OTA depends on g,,, , the body
conductance which is 0.2 to 0.4 times g,,, the transconductance of
the MOSFET. The bulk driven PMOS differential pair at the input
with  series-parallel current mirror load reduces the
transconductance and increases the linearity of the OTA. All
devices in the circuit are biased to operate in weak inversion region,
by maintaining gate voltage Vs < Vi , the threshold voltage and
drain to source voltages Vs = 4V;. The weak inversion drain
current I, under these condition is as given in (2),

In=2nKVPA(W/L)exp((Vos—Va)/nVr) ()

where K = u,C,s, the process dependent parameter which is the
product of mobility of charge carrier and the unit gate capacitance,
Vr is the volt equivalent of temperature approximately equal to 26
mV at room temperature and » is given by (3),

n=_gn+gm)/gn ®)
The transconductance g, in subthreshold region is as given in (4),
gn=Ip/nVr 4

Also, the drain conductance g, is expressed as in (5),
go=Alp (5)

The current mirror load of the differential pair has series and
parallel placed MOSFETs so that output current is small. The
overall transconductance of the OTA is calculated using (6),

Gm = 8mbi /N2 (6)

where g,us; is the body transconductance of PMOS M1 and N is the
number of series-parallel connected transistors of current mirror
load of the differential pair. The current source I is realized using
PMOS current mirror to provide bias current.

The voltage gain of the circuit is given by (7), with K=1.
Av = 8mbl /(g07 + gon) (7)

where g, is the overall output conductance of series connected
NMOSFETs at the output node. The unity gain cutoff frequency is
given by (8),

fT = 8mbi /2w CL (8)

The transconductance in pS to few nS can be realized when
current is divided at the load instead of at the input side. The
advantages of series parallel current mirror OTA are low input
noise, wide linear input range, small transconductance and nano
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watt power. This OTA is used as Gm-cells of a second order Gm-
C filter.

M8 Hi }E M7

Vdd —=—— Vout

Vin- M13

M0 M14

Vss

L

M6

MM- M2

Figure 4: Schematic of proposed bulk driven series-parallel OTA

3. Discussion on Simulation Results of SPOTA

The series parallel current division technique is applied to the
current mirror OTA for gate driven and bulk driven input PMOS
differential pair. Using the spectre simulation in Cadence Virtuoso
tool power dissipation, DC gain, unity gain bandwidth,
transconductance, gain and phase margin of circuit are determined
and compared. The CMOS technology used is gpdk 180nm. The
gate driven SPOTA has power supply of 1.6 V while bulk driven
circuit is operated at supply voltage of + 0.4 V. The input and
output waveforms of the bulk driven SPOTA is shown in Figure 5.
For + 1mV input, output voltage of 128 mVpp is obtained. The DC
gain is 29.59 dB and 44 nW of power is consumed as can be seen
in Figure 6 and in Figure 7 respectively. The SPOTA is stable with
530 of phase margin and has gain margin of 28.2 dB. The OTA
has unity gain cutoff frequency of 34. 28 kHz and CMRR of 74.68
dB. The output is linear for + 50 mV differential input voltage,
which is a good range for biomedical applications.

Table 1 gives the comparison of bulk driven SPOTA with gate
driven circuit. It is observed that the bulk driven MOSFETSs can be
operated with supply voltage near the threshold voltage, while for

gate driven MOSFETs overdrive voltage requirement has to be met.

Therefore, gate driven SPOTA with 1.6 V supply voltage has
higher power consumption of 194.336 nW whereas bulk SPOTA
power is reduced to 44 nW. The transconductance of the OTA is
function of bias current. For bulk driven circuits,

T

Figure 5: Input and output waveforms of bulk driven SPOTA
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Figure 7: Power dissipation curve of SPOTA

the operating current can be very small. A transconductance of
6.03 nS for bulk driven and 24.63 nS for gate driven is achieved
using series parallel technique for N=7 and can be reduced to pS
by choosing large value for N. Hence the transconductance of the
bulk driven SPOTA is small compared to that of gate driven at the
cost of reduced bandwidth, gain margin and phase margin. The
CMRR is improved in bulk SPOTA.

4. Gm-C Filter Design

The SPOTA proposed has small transconductance, hence its
use in analog filter design for low frequency applications is
demonstrated. The circuit structures in CMOS for active filters
include Gm-C, OTA-C, switched capacitor integrator and Opamp-
RC structures. The Gm-C filter is preferred because of its
simplicity, ease of cascading, less area and minimum power
consumption.

Table 1: Comparison of Bulk Driven SPOTA with Gate Driven SPOTA

Design Parameter Gate SPOTA Bulk SPOTA
Technology (nm) 180 nm 180 nm
Vpp(V) 1.6 0.4
Bandwidth (kHz) 74.93 3.504
DC gain (dB) 21.15 29.59
Phase Margin 62.6° 53°
Gain Margin (dB) 38.1 28.2
CMRR (dB) 62.96 74.68
Transconductance 24.63 nS 6.03 nS
Power (nW) 194.336 44
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Gm-C filters rely on OTAs and capacitors to realise the
transfer function of the filter. Since the transconductance of
proposed SPOTA is less than 10 nS and can be even pS if N is
chosen large, the integrated capacitor value can be limited in the
order of fF to few pF. A second order Gm-C filter realized using
biquad structure [8] [9] is shown in Figure 8. It can be set as low
pass or high pass filter using the inputs Vi, .p and Vj, up. The two
OTAs are used in unity gain mode. For low pass filter, the input is
connected to V;, rp with Vi, gp grounded, whereas it is connected to
Vinup With Vi, p grounded for high pass filter. The filter is
synthesized by neglecting the nonidealities. In Figure 8, voltage V'/
is as given by (9),

VI = Gm](Vout - Vin LP) /SCI (9)

Vinpp

= VinHP

Figure 8: Block schematic of biquad Gm-C filter

Also, the output voltage is as given by (10),

Vout = (GmZV] + SCZVinHP) /(SCZ + GmZ)

(10)
Substituting (9) in (10) we obtain the output voltage V., as in
(11),

Vour (8) = (Gt Gmz/ C1 C2) Vinrp + 82 Vinrp) /(8* + 5 ( Gz /

C) + Gui G2/ C1 C>) (11)

Choosing G,; = G2 the transfer function of biquad Gm-C
low pass filter is obtained by setting Vi, zp = 0 and is given by

(12),
Hip(s) = (G /C1Co)/(*+5(Gu/Co) + G /C1 C) (12)
Similarly, the transfer function of high pass filter is obtained
by setting Vi,rp =0 and is given by (13),
Hup(s) =8/ (? +5( G2/ C2) + Gui Gu2/C1 C2)  (13)

The 3 dB cutoff frequency and the quality factor of the filter
is as given in (14),

fo=(1/2r)sqrt (G, /C; C2)and Q=sqrt(C./C;) (14)
5. Simulation Results of Biquad Gm-C Filter

The simulation of biquad Gm-C filter is carried out using
Cadence Virtuoso Tool with gpdk180nm CMOS technology. The
magnitude response of the low pass and high pass filter are shown
in Figure 9 and Figure 10. The proposed OTA connected as voltage
follower is used as Gm cell. The filters have butterworth
magnitude response with cutoff frequency in the range 25 Hz to
225 Hz for C; = 10 pF. Gain and power consumption are around -
7.4 dB to -7.8 dB and 91.7 nW respectively.
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Figure 9: Magnitude response of low pass filter using bulk driven SPOTA
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Figure10: Magnitude response of high pass filter using bulk driven SPOTA

By varying capacitor values or by varying the bias current to
SPOTA, required cutoff frequency for the filter can be set. When
the input signal is applied to Vi, .p with Vj, zp connected to ground,
biquad filter is configured as low pass filter, whose cutoff
frequency can be tuned by varying C, from 25 Hz to 225 Hz.
Therefore it can be used to select biomedical signals such as ECG.
When the signal is applied to V;, up with Vj, .p connected to ground,
it is configured as high pass filter, which can be used to allow
signals starting from DC to 225 Hz. The series parallel technique
reduces the transconductance of the filter to very minimum value.
Implementation of low cut off frequency filters using bulk driven
SPOTA, results in small capacitors for the filter because of low
transconductance. Also the bulk driven SPOTA consumes low
power, hence it is useful in active filter section of the low power
biomedical AFE.

Table 2 gives comparison of Gm-C filter implementations
with different types of OTA. It can be seen from the table that the
series parallel current division technique gives smallest
transconductance value. The series and parallel connected unit
transistors are used to realize the circuit. The designed Gm-C filter
is a multifunction filter as low pass and high pass operations can
be realized in the same circuit. Also filter can be electronically
tunable if the dc current to the OTA is varied. The range of 3 dB
frequency of the filter is suitable for selection of biomedical
signals. The circuit operating voltage is less than 0.5V hence can
be used in the analog section of low voltage, low power system on
chip (SoC).
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Table 2: Comparison of Gm-C filter Implementations

Parameters Ref [3] Ref[1] Ref [5] Ref [6] This work
2002 2006 2014 2018
Technology 1.2 pm 0.8 um 0.35 um 180 nm 180 nm
Vop (V) +1.35 2 1 1 +0.4
Transconuctance 10 nS 33pS-2.35nS 33ps 50pF/pole 6.03 nS
8.2u
Power (OTA+bias 100 nW 82n 1.75uW 91.7 nW
circuit)
Current division, | Series parallel | Preattenuated | Current steering | Series parallel
Type of OTA used | bulk driven current mirror | input, current | current mirror current mirror
in the filter current mirror OTA mirror OTA OTA Bulk driven
OTA with bump OTA
transistor
Cut-off frequency 0.17Hz 10 Hz-1.2 kHz | 0.69 -72 Hz 0.225- 16 kHz 25-225 Hz

6. Conclusion

An OTA operating at +0.4 V supply, consuming around 44 nW
power with transconductance as low as 6.03 pS is designed. Very
small transconductance is obtained by series parallel current
division technique. Further reduction is transconductance is
obtained using bulk driven input PMOS differential pair. The bias
current and the number of series-parallel connected NMOS current
mirror determine the transconductance of the OTA.

A low cutoff frequency Gm-C biquad filter is then realized
using the SPOTA proposed, which can be configured as low pass
or high pass filter. The second order filter thus designed consumes
91.7 nW of power. The small value of transconductance of the
SPOTA has led to small capacitors in the design. So this
multifunction filter can have on-chip capacitors. The filter has
Butterworth response with low power consumption, low cutoff
frequency and hence suitable for AFE of biomedical devices.
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Optimal integration of distributed generation (DG) into the distribution system results in
reduced power losses and improved bus voltages. In this article, a combination of two
techniques has been analyzed:

The integration of DG and reconfiguration of the distribution system by removing the
Normally Open Point NOP in different places of the system.

These two techniques are applied to a real distribution network " distribution network of
Kenitra city in Morroco", considering as key objectives the reduction of power loss and
improvement of voltage profile.

To investigate the effectiveness and robustness of our system a model was performed using
ETAP. The simulation results improve that we can minimize greatly the power losses in the
distribution network by the implementation of DGs and reconfiguring our distribution

network.

1. Introduction

The role of the distribution network transfers the electrical energy
directly from the substations to consumers. The distribution
network administrator currently faces several challenges resulting
from increased penetration of renewable energy resources and the
demand of customers. The Distribution Network Operators (DNO)
has noted that the traditional solution of the network may not be
sufficient. The increasing load demand in the distribution network
creates an important challenge for research in phases of studying
the management of the distribution network to satisfy the need
with the actual infrastructure.

The determination of the grid concept of the distribution system
depends on special specifications and side conditions [1].
distribution of electrical energy in a grid network is done in two
ways: closed-ring networks and radial networks as presented in
Fig.1.

Radial grid: The open ring is generally the structure of the
distribution network as presented in Figure 1, the advantage of this
structure is that during a fault, the currents propagate in one
unidirectional direction, so the detection and the position of faults
became more flexible than in closed rings arrangement. Moreover,
the inconvenience of this architecture is that when a fault befalls,

"Corresponding Author: Ismail Moufid, ismail. moufid@usmba.ac.ma
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the part of the network after the fault is detached from the
substation, this situation makes the management of the distribution
system more complicated.

Closed-ring grid: The closed ring grid has the same structure as
the radial structure, just that a part of the rings is performed as
closed rings as we can see in Figure 1 b. the problem of this kind
of structure that the protection of the grid became more
complicated than in the radial case because when a fault happens
the currents propagate in different ways. The disadvantage of a
radial configuration can be skipped by adopting the closed-ring
structure [1].

The benefit of the closed-ring structure is that more than one
charger feeds the system, so if a feeder is inoperative or in
maintenance, the grid is stay powered by the other feeders. In this
way, customers are not concerned, even if one of the feeders is
down or becomes inoperative. Moreover, the ring dispensing of the
network is provided with many isolated parts. Furthermore, in the
case of a fault in a section, this section is isolated by opening the
corresponding breakers.

Usually, the structure of distribution networks is carried out
according to the network shown in Figure 1.the closed-ring
distribution network is created with a NOP, dividing the circle into
two outlets from an open electrical point [2].
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. HV/MV

substation
[ | [ |
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— 't 9

radial grid

closed-ring grid
Figure 1: The structure of the closed-ring grid and radial grid.

By using NOP in the distribution network we assure the selectivity
of the protection systems and minimize the consequence of faults;
so the number of customers affected in the event of failure can be
reduced in this case.

The power flow can be affected by the position of NOP.
Throughout the day, the number of customers changes, so the
power flow also changes.

Consequently, the optimal position of the NOP would change, so
the current in each power line became nearly equal. we can reduce
power losses and improve the voltage profile of the distribution
network by adjusting the loads between the adjacents feeders.

Authors in [3] have proposed a strategy to determine the suitable
best location for DG “Distributed Generations” to reduce
distribution power losses. The approach is based on a specific loss
equation. The strategy has been examined with different size of
DG. The authors in [4] have defined an objective function of cost
to place solar, wind, and fuel cell. An analytic hierarchy method
has been utilized to decide on finding the optimal positions for
various sorts of DGs.

The improvement of voltages profile placing DGs in different
positions has been discussed in [5]. They have suggested voltage
sensitivity to install DGs. Authors in [6] have defined the position
of DG to minimize the power losses, the algorithm of Kalma is
used to determine the optimal size of DG.

Authors in [7], proposes an approach to determine the Hosting
Capacity of distributed generation (DG). The approach proposes a
model of the lines utilizing the « type. The capacitance of different
lines is not neglected, and we obtained a higher value of HC. we
are concentrate on this study on line overloading.

An optimal power flow method and hybrid PSO for optimal
position and sizing of DG considering the power loss reduction and
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DG cost minimization was proposed in [8]. The optimization
problem satisfies some constraints like the thermal limit of the
transformer and lines and the limit of the voltage profile. Authors
in [9] proposed a method for the optimal position of DGs. They
have also discussed the sensibility factor to choose the best place
of DG. In [10] a GA methodology respecting indices of power loss
and voltage profile was discussed. Authors in [11]have suggested
a strategy to choose the position and the size of the DG regarding
the constraints of minimizing power losses and harmonic
distortion. They adopted a multi-objective PSO approach based on
conventional weighted aggregation which may lead to a
suboptimal solution in some cases. The optimal DG placement is
determined based on voltage stability study as a security estimate
by authors in [12].A method to evaluate the Sizing and sitting of
various DGs based on the reduction of power loss was proposed
by authors in [13].

In [14], authors have presented a technique to choose the optimal
DG placement Based on Power Stability Index (PSI) based DG
placement. In this method, the value of PSI is calculated for each
row and sorted from the most important value to the most inferior
value. DG was placed at the bus terminal of the most important PSI
branch. The PSI value has been recalculated and by the same
method location for the next DG. Authors in [15] have discussed a
loss sensitivity based DG placement strategy. They used the bus
ranking approach based on loss sensitivity and for the placement
of DG they are placed in the buses who have the highest loss-
sensitive. A simple strategy for the optimal position and sizing of
generators in different buses was presented in [16]. The most
important aim of this strategy is to minimize the power loss and
cost of the distribution network. The authors also discuss the
optimization of the weighting factor, which equilibrate loss factors
and cost in order to achieve the desired aims with the highest
advantage possible. In [17] an optimal placement and sizing of
CBs and DGs in distribution systems the based on Spring Search
Algorithm (SSA) are proposed. The authors in [18] have studied
the impact of using SOP in the distribution system to reduce power
losses and improving the voltage profile. Authors in [19] have
proposed a new strategy for distribution systems including DG.
The principal objects were the reduction of the risk factor and the
cost reduction of total installation and operational. The optimal
size and position of the DG are fixed in the planning step. The
optimization of real power loss and the DG injection index are the
two objective functions studied in this DG planning. Authors in
[20] have analyzed the optimal placement of DG in order to assure
voltage stability and power loss minimization of the distribution
network. They have also adopted the PSO technique to find the
optimal size and the position of DG. The optimal size and location
of a single DG unit in different distribution systems are studied in
the paper.

This paper proposes a comparison between two approaches in
order to minimize power loss and improving the voltage profile of
the distribution network. The paper is organized as follows.

In the first section, the formulation of the problem of power loss
minimization and voltage improvement is discussed. In the second
part, a description of our test network was discussed.

The third section is divided into two parts. In the first part, the
efficiency of the suggested approach is tested to choose the best
point of the open point in our distribution systems.
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In the second part, DG is placed in a different place to choose the
best point of the minimum of power loss, and the achieved results
are presented. Lastly, some important conclusions are drawn.

2. Problem formulation
2.1. Power and current in the branches

we consider a distribution network with a radial configuration
formed of a set of branches as presented in fig.2. Each branch of
this network is modeled as a resistance in series with a pure
inductance. The impedance of any branch "i" of this network is
written as follows:

v | )
| RG) + () v

— Vst

Figure 2: Distribution network with a radial configuration formed of two buses.

The load flow in this type of network is done using a BIBC
matrix (bus injection to branch current) to calculate the currents
flowing through all branches of the network.

For a busbar to which a load is connected, the apparent power
S is represented by:

S;=P +jQ; )

where =123, ..,n

The equivalent current charge corresponding to the k™ iteration
is represented by:

=1+ i = (242) @)
where:

V¥ and IF : are the voltage load and current of the busbar for
the k™ iteration.

I ll and I] : are the imaginary and real parts of the busbar load.

5

Figure 3: A simple distribution network of 7 busbars and 6 branches.
2.2. The BIBC Matrix

The load currents at the busbar are obtained using equation (2), as
well as the currents circulating through the branches are
determined by utilizing Kirchhoff's law to the studied distribution
network. A simple distribution network constituted of 7 busbars
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and 6 branches presented in Figure 3 is used as an example to
facilitate the description of the method for determining the BIBC
matrix.

The branches currents can be represented as a function of load
currents as results:

Bi=L+L+1,+1s+1g+1;

By =L+ 1,+ 15+l + 1,

By=1,+15 (3)
B, =I5
Bs=I+1,
Be=1,

This means that the relation between the load currents of the
busbars and the branch currents can be written as follows:

B, 11111 1\ /L
B, 01111 1\[h
B;| 10 01 10 0f|L
Bl 7100 0 1 0 0flIs
\85/00001116/
By 0 00 0 0 1/ \I

In general, equation (3) can be written as follows:
[B] = [BIBC] [1].

where BIBC represent the matrix of currents injected into the
busbars which are a matrix containing only the values 0 and 1.

2.3. Active and reactive power losses:

The determination of the power flow is essential to locate the
overloaded electric lines and to calculate the value of the power
losses.

The active power losses at a branch (i) are written as follows:

(PZ+0?)
Ploss,i = Ril_gl “
I4h;

We can determine the total power losses of the network by
summing the losses of all branches of the equation (4).

Z[ivzblr Ploss,i (5)

The reactive power losses at a branch (i) may be written as
follows:

PT,loss =

(7 +0})
Qloss,i = Xi llvlgl (6)
L

We can also determine the total reactive power losses of the
network by summing the losses of all branches of the equation (6)

QT,loss = Z{\,:blr Qloss,i (7
2.4. Objective function:

The objective function is the measure of the system
considered. The primary aim is improving the voltage profile and
keep it between regulatory limits. But, this goal is transcribed

mathematically as a constraint, because the voltage limits are strict
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limits that the system cannot exceed and therefore they cannot be
expressed as an objective function.

There are several possible objectives for solving the problem of
choosing the optimal location of DGs in the distribution system.
Among the most common goals are:

e Improvement of voltage profile: we seek to balance voltage
profile while trying to minimize the sum of the relative
deviations of the voltage in each node compared to the
nominal tension.

e Minimization of online losses: Reducing Joules losses is
becoming a priority for distribution network operators. This
allows an increase in transit margins on power lines in
addition to improving the voltage profile.

Fobjectit = man{vzbf Ploss,i ®)

So the objective function is associated with the nature of decision
variables, constraints, and depends on the type of optimization
adopted.

2.5. Technical constraints related to the problem

Voltage constraint: The value of the voltage profile of each busbar
must be limited as follows:

Vmin < Vi < Vmax

Where Vmin = 0.95 p.u. and Vmax = 1.05 p.u. are the minimum
and maximum of voltage amplitude values at each busbar,
respectively. Active and reactive power balance constraints :

QG = Qloss + QD

PG: Ploss + PD and
where

Qg and Pg are the reactive and active powers injected by the Dg
while Qp and Pp are the reactive and active load powers at the k'
node.

Qioss and P are reactive and active power losses in the system.
3. Test Network

The network studied is the MV network of the Kenitra city in
Morroco it consists of a source substation with an installed power
of 36MVA and a short-circuit power of 397.15 MVA, which
supplies two distribution lines L1 and L2, its lengths are 9.4 km
and 12 km respectively. This line has various characteristics (Blue,
green and orange) which are shown in Table 1. This feeder
aliments a load of more than 4.5 MW and 2.76 MVAR.

Table 1: Cables Parameters

Parameters
Cables Impedance Capacitance Maximum
Q/km nF/km current A
Green 0.239+j0.11 300 300
orange 0.372+0.13 | 220 225
blue 0.145+j0.1 370 400
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The characteristics of this distribution network in Figure 4 are
given as follows:

e  Number of busbars = 40;
e  Number of branches = 39;
e Slackbus N°=1;

e Nominal voltage 20 kV
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Figure 4: Studied distribution network
4. Simulation and discussion

For simulation purposes, the network studied was implemented in
ETAP environment. The objective of this part is to choose the best
position of DG for our distribution networks, so here we are
interested in two constraints, the power losses and the voltage
profile.

In this paper, we considered two cases:

Case 1 we fixed the position of the NOP and we remove the DG
to have the minimum of power losses and we ameliorate the
voltage profile.

Case 2 we fixed the DG in the optimal position and we change the
position of NOP to minimize the power losses.

4.1. Simulation of case 1
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We study the network for the first time by removing the DG place.
The attitude of the distribution network after changing the
position of DG is illustrated in Figures 5 & 6.

Figure 5: Power losses after the integration of DG in different buses

As presented in Fig. 5 we can see that the power losses change
after removing DGs for different positions in our distribution
system. However, we can remarque also that the power losses are
minimum after the integration of DG in busbar number 18.

Vottage profite tpul

Busnumber

Figure 6: The voltage profile after the integration of DG in different buses

For the voltage profile, we took the average voltage value for the
buses because for each DG location we have 41 voltage values.

As we can see in fig.6 the voltage profile for all buses of our
distribution system is improved after the integration of DG in
different positions, so with the integration of DGs, we can avoid
the voltage drop. for the best place of DGs, we can remarque that
for bus 18 the voltage profile is near to 1 pu.

4.2. Discussion of case 1

We can note in Fig. 5 that the integration of DG in our system can
greatly reduce the total power losses of 0.15 MW, this reduction of
power losses are important in bus bar 18; so the best place to
integrate our DG is in this busbar, however, we can also observe
in fig.6 the improvement of the voltage profile after using dg in our
distribution network, we can remarque that for bus 18 the voltage
profile is near to 1 pu, we can express this by the integration of DG
in this place.

WWwWw.astesj.com

4.3. Simulation of case 2

We study now the performance of our network with DG fix in
busbar 20 and we will move the position of NOP.
The results are given in Fig.7

Voitage profite te.ul

Bus number

Figure 7: Voltage profile after removing the position of NOP

As presented in Fig. 7 the voltage profile of our distribution
network changes proportionally after removing NOP in the
different positions, however, we show that the voltage profile is
great when the position of the NOP is between bus 16-17 and 36-
37.

Bus umber

Figure 8: Power losses after removing the position of NOP

For Fig. 8 we can observe that removing NOP between buses
influence also the power losses, but we can remarque that the
power losses are minimum when the NOP position is is between
bus 16-17 and 36-37.

4.4. Discussion of case 2

We can remarque in Fig.7 that the removing NOP greatly reduces
the power losses of 0.03 MW, this reduction of power losses are
important when it's between bus 16-17 and 36-37, so the best for
NOP is between this busbar.

We can also remarque in fig. 8 that the voltage profile is maximum
when NOP is between the same buses.

We can explain that by balancing the loads between the feeders of

our system.
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4.5. Synthesis

To compare the two cases, we will draw the power losses of the
two cases in the same graph.

Power losses IMW]
T

Bus number

Figure 9: Power losses in case 1 & 2

As presented in Fig.9 the power losses are lower in case 2
compared to case 1.

We can recapitulate that by integrating NOP to balance the loads
between feeder we can minimize power losses in the distribution
network more than integrating DG in a different position.

5. Conclusion & Perspective

This paper has proposed two approaches to reduce power losses in
the distribution network, so we considered two constraints, reduce
power losses and improving the voltage profile. To evaluate the
effectiveness of this approach we worked on two cases:

Case 1 we fixed the position of the NOP and we remove the DG to
have the minimum of power losses.

Case 2 we fixed the DG in the optimal position from the first case
and we change the position of NOP. The principal objective was
to decrease the power losses in the distribution network. To study
the influence on grid losses we considered a Medium Voltage
distribution network which is the MV network of the Kenitra city
in Morroco it consists of a source substation with an installed
power of 36MVA and a short-circuit power of 397.15 MVA was
implemented using Etap and Matlab/Simulink. The results
presented illustrate that we can decrease power losses in
distribution systems by displacing the position of NOP more than
integrating DGs in our system.

For Future work, it will be interesting to integrate metaheuristics
algorithms like Butterfly optimization algorithm BOA [21] and
particle swarm optimization algorithm PSO [22] to reduce power
losses and choosing the best place for DGs and NOP.
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Global changes caused by the IV Industrial revolution and globalization processes resulted
in a redistribution of roles of participants in innovative infrastructures of countries.
Universities are leading both in terms of generating R&D products and in terms of
developing business activities. Now there is a problem of insufficient methodological
support of technological universities for pricing R&D products developed and prepared for
transfer to the business environment. Existing methods and models do not meet the needs
of the market, which is growing rapidly. At the same time, the market is characterized by a
high degree of volatility. The purpose of the article is to develop a method for modelling
prices for R&D products from universities to the business environment, which takes into
account: the specifics of the R&D product, modern market features for this R&D product;
the nature of the transfer and commercialization of this R&D product. The article identifies
the factors that determine the processes of transfer, commercialization and market launch
of R&D products, which affect the pricing of R&D products. Groups of characteristics that
characterize systematize these factors: 1) consumer value of R&D product; 2) market
susceptibility of R&D product; 3) transfer and commercialization processes of R&D
product. Justified a number of factor attributes within the formed groups and assigned them
the values of linguistic terms for adjusting the price of R&D product using fuzzy set theory
algorithms. The method takes into account elements of cost, revenue and comparative
estimation approaches. The method makes it possible to adjust prices for R&D products,
taking into account heterogeneous features in the composition of R&D products and
compare them with market analogues of R&D products. This contributes to achieving a
higher level of pricing accuracy for R&D products when they are transferred from the
university to the business environment. The resulting prices are compared with market
prices for competitive analogues, which makes it possible to determine the scenario of
transfer and commercialization of R&D product; justify the strategy of market development
of R&D product; increase the level of manoeuvrability of pricing management for R&D
product. The model was tested on a number of R&D products developed at Lviv Polytechnic
National University (Ukraine). Application of the proposed method is advisable in the
short-and medium-term forecasting period.
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1. Introduction
1.1. Framework of theme relevance

This work is a continuation of the development of issues raised
by the team of authors at the 14" International Scientific and
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Technical Conference on Computer Sciences and Information
Technologies [1].

Global changes caused by the IV Industrial revolution, the
popularization of the open innovation paradigm and the concept
of Society 5.0, the virtualization of many areas of human activity,
as well as other events and phenomena, caused the redistribution
of roles of almost all participants in the innovation infrastructure
of regions of countries. Leading positions are increasingly held by
technological universities, both in terms of technology
development opportunities and in terms of entrepreneurial
development. Universities have become hotbeds for generating,
transferring, commercializing, and even providing market support
for technologies. Now they are the main providers of interaction
between business, government and society.

This requires universities to constantly study the market needs
for R&D products in the context of prospective requests due to
scientific and technological progress and timely and reasonable
response to such requests. Thus, today the processes of
transferring R&D products from universities to the business
environment are taking place against the background of market
uncertainty. In contrast to business structures that are more mobile
in the market competition, universities should act on the basis of
careful strategic planning of R&D products transfer opportunities,
evaluating the level of efficiency of technology transfer in
general, being still at the beginning of the "R&D — market" chain.

The commercialization processes of University R&D products
are both goals and tools. Goals, since commercialization means
the relevance and expediency of further scientific research, and
tools — since commercialization makes it possible to make a profit
for their implementation. This requires providing universities
with the necessary resources and methodological tools. In
particular, pricing for R&D products prepared for transfer from
universities to the business environment requires priority attention
in this process.

As a result of unsubstantiated management decisions in
pricing their R&D products, universities can have significant
negative results both in the long term (loss of competitive
positions, loss of business reputation in research schools) and in
current activities (loss of revenue, revaluation of their own
positions, loss of qualified personnel), which can lead to a
weakening of interaction in the system of participants in the
innovation infrastructure.

Until now, the world economic science has not paid much
attention to the specifics of pricing for university R&D products
as part of their transfer processes. However, the growing
integration role of universities in the interaction of participants in
the innovation infrastructure and the rapid development of
technological universities in the world have led to the need to
review this issue.

1.2. Statistical Background

The importance and relevance of research on pricing issues for
R&D products prepared for transfer from universities to the
business environment, confirm the pace of dynamic growth in the
world of R&D products that are transferred by universities to the
market.

According to statistics, the overall effect of transferring R&D
products from universities to businesses to the global economy is
estimated at Supporting regional economic growth and new job
creation — up to $1.7 trillion in gross industrial output and 5.9

WWwWw.astesj.com

million jobs since 1996 [2].

According to this year's study, the global trend in R&D
spending continues to grow worldwide, reflecting a surge to $240
billion in the Information & Technology sector. As in previous
years, the growth in global R&D investments is being driven by
spending in Asian countries, in particular China, which exceeds
$500 billion in spending accounting for a 22 percent global share
in investments [3].

Association of University Technology Managers (AUTM) in
their research note that the contribution of universities to GDP as
a whole appears to be growing faster than U.S. GDP as a whole,
and faster than the manufacturing industries used in prior reports
[4]. However, when considering the research-intensive industries,
the modelled AUTM contribution to GDP appears to be growing,
in relative terms, about as quickly as these research-intensive
industries. In numbers it is the $723 billion contribution to gross
output, $374 billion contribution to GDP, and providing support
for 2.676 million jobs over the 22-year period, is based on an
assumption of a 5% earned royalty rate on licensees’ product
sales.

The World University Rankings in their methodology for
evaluating  knowledge-intensive  universities, they use
achievement levels in all their main tasks: teaching, research,
knowledge transfer, and worldview [5]. In the research task (takes
30%) on the rating scale, the profit from commercialization of
R&D products is estimated at 9%. Despite the different size of
universities and the scope of scientific activities, this indicator is
adjusted to take into account the number of teachers.

Solving pricing problems when commercializing R&D
products is particularly relevant for universities that have
technology transfer centres or other similar divisions. A study of
the world's leading university technology transfer centres
(Oxford, MIT, Stanford, Cambridge, Ruprecht-Karl University of
Heidelberg, the National University of Singapore, the University
of Toronto, etc.) has shown that even if there is methodological
support for their activities, they cannot always effectively apply
it. The pace of development and market needs for R&D products
is growing significantly faster than the corresponding
methodological support is being developed for them, in particular
in the field of pricing.

The world's leading science-intensive universities publish
annual reports on commercialization to improve their reputation
in business circles R&D products. Universities create specialized
technology transfer units that implement programs to promote
their own R&D products. In particular, start up companies based
on discoveries and inventions by University researchers. The most
popular form of knowledge transfer in the world, which is
developing, is Creative works (no patented technologies). They
may be trademarked or copyrighted and are often ready to be
licensed when the inventor discloses the invention. In FY2019 [6],
creative works earned $6.3 million in revenue from 109 licenses
across 55 technologies and leveraged online automated licensing
for over 1,000 additional transactions. There were 27 technologies
made available via online app platforms with more than 47,000
app downloads. Creative works come from colleges and centres
across all UMN campuses.

Paying attention to pricing for R&D products is important
when universities enter into contract research based on its
contractual obligations. Such transactions, providing business
advice is an important source for the development of universities.
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According to the annual reports of universities, sometimes such
an item of income can reach 10% of the total cost of maintaining
the university [7].

1.3. Formulation of the problem

Each engineering university is unique in terms of access to
resources, the scale and focus of their research efforts, and the
level of expertise in technology licensing, patenting, and sharing.
However, most of them have similar problems related to taking
into account these and other features in pricing for university-
generated R&D products, in particular in a changing market and
globalizing processes.

Existing approaches to pricing for R&D products cannot be
applied in modern market conditions due to a number of factors,
namely:

e accelerated pace and unpredictability of changes in
environmental factors;

e increasing the number of participants in the innovation
infrastructure, which is increasingly attracted to the region's
communities;

e acceleration of changes in market conditions due to
digitalization;

e spreading the use of open models of the innovation process;

e diversification of forms and methods of transmission R&D
products (Express licenses available online, Fast-track
opportunity licenses for early-stage technologies, Negotiated,
exclusive, and nonexclusive license agreements, Sponsored
research agreements (MN-IP), University start up companies
(Venture Centre and Discovery Launchpad));

e limited financial and time resources for full development of
R&D products by the developer (often before
commercialization, R&D products can be offered at different
levels of readiness);

e increasing the level of technology intellectualization;

e maturation of scientific technologies at early stages outside
of scientific organizations, using the resources of commercial
partners willing and able to continue the applied research and
experimental development necessary for the market launch of
the product;

e the emergence of unpredictable effects from the
commercialization and implementation of R&D products in
various sectors of the economy (convergence, spillover,
crowd effect, diffusion, multiplicative effect, etc.);

e increasing dependence of the developed functional
characteristics of R&D products, taking into account the
specifics of the conditions for their future implementation,
and so on.

The decrease in the level of predictability and objectivity of
results from the use of existing pricing methods for R&D products,
their low adaptability to the dynamics of the innovation
environment, the growth of the impact of economic consequences
from this, and other factors led to the search for new
methodological tools for effective pricing of R&D products
prepared for commercialization and transfer from universities to
the business environment.

2. Theoretical Background

The processes of transfer and commercialization of R&D
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products is a complex multi-attribute mechanism, the
effectiveness of which is largely determined by a reasonable
choice of approaches, methods and pricing models for R&D
products.

R&D product can result in different products (products,
technology, organizational and management decision, etc.) and be
at different Technology Readiness Levels (TRL's). Since R&D
product is a commodity in the innovation market, General
methodological approaches of the market economy are used for
basic pricing [8].

Pricing refers to the field of strategic management decisions
[9], so specialists in the system of strategic management mainly
consider the approaches to its implementation. There are study
three types of technology transfer strategies: income-generation
strategy, service-to-faculty strategy, and local development
strategy [10]. The highlighted strategies differ in the priorities for
implementing the transfer strategy.

R&D product transfer, as a process of technology transfer, has
its own pricing features in terms of technology transfer
transactions between countries [11, 12].

It is necessary to highlight the influence of such a factor on
pricing as a form of calculation the main payment types in use by
University Technology Transfer Units (TTUs) [13]. The more
frequent types of payment are the running royalties, but other
payment types are frequently included in the technology transfer
agreements, such as the minimums, the milestone payments, and
the patent costs reimbursement and maintenance.

Pricing strategy based on the subscription model could be an
effective strategy for any organization to increase its revenue and
maintain customer satisfaction at the same time [14]. The strategy
enables the organizations to get more revenue from their
subscribers over a longer period. It also reduces the upfront cost
paid by users, making it more affordable, which would help
increase, the number of subscribers.

The complexity of managing the transfer process and,
consequently, technology pricing is complicated by the growing
importance of the support package, which is «diversified and
performance of three key business-community services —
provision of consultancy, provision of continuous professional
development courses (CPD), and leasing of facilities and
equipmenty [15].

The complexity of pricing for technology transfers also lies in
the fact that the transaction process must be based on balance the
needs of the university, researchers, licensing firms and financiers
with government entities and the public that support — and
ultimately benefit from — the products and services created, along
with the economic vitality and job creation derived from the
commercialization process.

Pricing is influenced by many factors, including [16]: (1) the
characteristics of the property or service, (2) functional analysis,
(3) contractual terms, (4) economic circumstances, and (5)
business strategies.

In general, all the traditional approaches to R&D product
pricing known in the world can be divided into three areas: cost-
based, profitable and comparative, represented by many methods
and methods of their application.

2.1. Cost approach

For situations with the pricing of R&D products developed in
universities, with the purpose of their further transfer and
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commercialisation are mostly used methods are the cost approach
(for purposes of the base assessment, the definition of "bottom
border" prices R&D product, development of cost estimates for
studies, preparation of applications for grants and the like).

Scientists studies in modern research the valuation methods
used by universities, the concerns of usage, and the difficulties in
implementing the valuation methods. The author concluded that
the universities typically use cost approach, market approach,
income approach and auction to value the academic technologies
[17]. Among which, cost approach is the most widely used one.
The difficulties suffered by Taiwanese universities include
lacking staffs specialized in valuation, expensive valuation
service by external consultants, and the restrictions by
government regulations. Based on the interview findings and
previous studies, this study further designs a technology valuation
framework for Taiwan universities and applies the framework to
valuing the vaccines of duck viral hepatitis owned by a Taiwan
university. At last, this study offers suggestion for valuing
academic technologies by integrating the results from interviews
and the experiences in empirical applications.

Scientists [18] use a cost-based approach in their research.
When forming the price, they recommend operating the Setting
standard cost. To reduce the cost of R&D product is offered the
optimization method of standard cost setting.

Cost-based pricing methods for R&D product technology
developed within the University have their drawbacks and
limitations. Focusing on the amount of expenses incurred can
completely separate the developer from the real economic
situation on the market. Accordingly, the formation of estimates
for development will be carried out according to the priorities of
the University's development. Since research and development
can take many years, often with significant interruptions, it is
difficult to justify discount rates to bring costs to today's
conditions, especially for countries with unstable economies.

2.2. Income approach

The revenue-based approach to pricing is widely used in the
modern business environment. Scientists explore revenue
approaches through econometric multifactor asset pricing models,
which identifying the best factor-pricing model(s) is
conspicuously lacking in investment research applications [19,
20].

In scientific works the authors use a generic reduced-form
model economy with moderate risk premium nonlinearity to
examine the size of the resulting misspecification-induced pricing
errors [21].

Also some authors generalized model, what is presented to
jointly characterize the optimal pricing and inventory policies to
maximize the retailer’s total expected profit [22].

The revenue approach was considered on the example of
pricing for Massive Open Online Courses (MOOCs) [23].
Authors adopt a game-theoretic framework to model the
interaction and strategic choices of a MOOC platform, learners,
and universities. Based on the certificate prices and revenue
sharing ratios chosen by the platform for courses with various
certificate-purchasing rates, universities consider the competition
intensity and decide their course quality levels, to attract learners.

The complexity of applying the revenue approach methods for
university developments is related to the subjectivity of the
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justification of cash flows, which are often determined by the
place of application of the development. Paying attention to the
revenue approach is important in connection with the
development of value-based pricing in recent years.

Some scientists pay special attention to conceptualize key
stakeholders' perceptions of their experiences, opportunities, and
barriers to implementing value-based pricing [24, 25].

2.3. Comparative approach

Among the methods of this direction, the most common are
competitive methods, the essence of which is in comparison with
its analogue to determine the competitive advantages and
bottlenecks of R&D product. In particular, this method is used as
a price formation tool Bert Rand price game Based on game
theory, this paper studies the strategy of purchasing technology
and upgrading from a technology supplier in a duopoly market,
and analyses the pricing of products under different technology
procurement strategies [26]. The research shows that, under the
competition of product price, the game results of the enterprise’s
purchase of technology will be divided into symmetrical Nash
equilibrium or asymmetric Nash equilibrium. Group of authors
developed the complex of methodical support of the
implementation and commercialization of domestic innovative
devices [27].

The competitive pricing model has been developed for vintage
capital model that combines a competitive market structure with
an exogenous rapid rate of innovation [28].

There are many methods of estimating cost but as it is clear
that we cannot consider any single technique to be the best one as
each of the techniques have their own advantages and
disadvantages. Efforts should be made to use a combination of the
estimation techniques to arrive at a better cost and quality estimate
[29]. This will allow you to justify the best pricing option for
R&D products for the purpose of transferring it.

The developed approaches to determining the cost and price
of R&D products by NASA and the Software Engineering
Institute (federally funded research and development centre
sponsored by the U.S. Department of Defense). Both teams of
authors use the concept of technological readiness in their
methods and promote the idea of combining different approaches.

NASA's pricing methodology is aimed at using yet-to-be-
completed developments, for estimating the cost and schedule of
low TRL technology research and development projects. The
method involves using a system of 20 unique technology
parameters that are subsequently reduced in number and suitable
for use in characterizing these technologies. Further, a discussion
of data acquisition effort and criteria established for data quality
are provided. The authors offer recommendations on the gaps
identified, description of a spreadsheet-based estimating tool
initiated. The main cost analysis tool was parametric analysis.

TCASE generates anticipated ranges of cost and schedule
duration for a technology development project by drawing
analogies to historical and current project. Data for historical and
current projects is stored in an accompanying database.

The Software Engineering Institute uses TRL Calculator (one
for hardware and one for software) developed by Mr. Nolte at
AFRL, it is the negotiation of the answers that is labour intensive.
Thus, a good consensus building and conflict-resolution process
is also needed. Therefore, the accuracy of calculating the cost
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(price) of R&D products is determined by the quantity and quality
of negotiations between participants in the technology transfer
process. Therefore, an important issue is the choice of a rational
range of interviewees. The use of this technique is limited to
system components.

2.4. Theoretical generalization

Consequently, most existing methods and pricing models for
R&D products are inflexible. They are difficult to adapt to the
dynamic characteristics of R&D products. At the same time,
appraisers often do not take into account a significant number of
changing factors of the internal and external environment.

For a long time, the development of R&D products within
universities leads to an increase in the duration of the chain of
innovation "generation — commercialization — market diffusion",
so the use of exclusively expensive methods is impossible.

Since the sources of generating R&D products are not the
parameters of market demand, but the scientific achievements of
the university, the use of comparative approaches can also be used
in a limited format.

In turn, profitable approaches are also difficult to use in their
pure form due to the growing level of convergence of markets and
technologies, the emergence of new forms of business, the
emergence of unexpected effects of use, and so on.

Taking into account the above, the use of quantitative methods
alone will not give an adequate result of pricing, since there is a
risk of not taking into account many important situational factors
of a volatile market environment. The use of qualitative methods
carries the risk of obtaining such an indicator of the price of R&D
product that is not subject to adequate adjustment (the price,
although competitive in the market, but it is difficult to adjust it
under the conditions of market changes).

Currently, there are no methodological developments that
would provide a flexible pricing mechanism for R&D products
for their transfer from universities to the business environment in
a changing market. The lack of such developments causes
problems for universities:

e failure to provide an adequate contract price for R&D
products during their transfer from universities to the
business environment;

e it is impossible to take into account a number of important
indicators of an investment project for R&D product
(discount parameters, profitability indicators, cash flows,
etc.);

e inefficiency of pricing strategies for R&D product
(overestimating the price of R&D product in some cases, in
others — underestimation, which leads to loss of profit);

e lying of R&D products projects "on the shelves", etc.

It is important to develop a method that would make it possible
to adjust the price of an R&D product, depending on changes in
market conditions, and overcome the disadvantages of existing
methods. At the same time, this method should create the ground
for changing the target setting of pricing tasks for R&D products,
which will contribute to the formation of effective pricing
strategies.
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3. Research design
3.1. Methodology approach

The aim of this work is to develop a method for modelling
prices for R&D products for their transfer from universities to the
business environment, taking into account the conditions of
market variability.

The development of a method for modelling the price of R&D
products, taking into account the conditions of market variability,
is based on a combination of cost, comparative and profitable
approaches to pricing. The market is characterized by a variety of
features that affect the pricing of R&D products. In practice,
appraisers often neglect individual parameters of R&D products;
artificially simplify the interdisciplinarity of indicators and their
relationship, which reduces the effectiveness of pricing for R&D
products. This complicates the processes of transfer and
commercialization of R&D products, reduces the competitive
stability of the product in the market.

A scientific search has shown that prices for R&D products
that are being prepared for transfer from universities to the
business environment can be adjusted to take into account the
variability of market conditions, in particular by applying the
appropriate correction factor. This coefficient is essentially an
aggregate indicator that includes a number of relevant factors that
influence the pricing of R&D products.

Therefore, for further research and implementation of the goal,
the following hypotheses were formed.

Hypothesis 1. The methodological approach to modelling
prices for R&D products when they are transferred from
universities to the business environment, which takes into account
changing market conditions, should be based on: 1) based on the
amount of expenses incurred by developers, since the sources of
their formation can be justified; 2) taking into account the
correction coefficient developed to clarify the price of R&D
product.

This coefficient shows the influence of a combination of
factors (external and internal relative to the R&D product
environment) on pricing for this R&D product.

To do this, you should develop a correction factor that takes
into account expert assessments of the set of factors that affect this
R&D product. These are the factors that can indicate a possible
change (increase or decrease) in the value of the analysed R&D
product, and which can be transferred to the pricing plane.

This hypothesis will be tested by a comparative analysis of the
average market prices for a number of R&D products and prices
obtained by applying a correction coefficient for the proposed
author's method.

Hypothesis 2. The list of features used to model the price of
an R&D product prepared for transfer from a university to a
business environment is universal and exhaustive.

The signs that determine the change in the price adjustment
coefficient must be analysed in the process of practical research
of R&D products. This hypothesis will be tested by comparing the
features used for price modelling between different R&D
products.

Hypothesis 3. The methodological approach to calculating the
correction factor for improving the pricing of R&D products when
they are transferred from universities to the business environment
is universal and effective for strategic pricing purposes.
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When forming a correction coefficient, the problem arises not
so much in the economic as in the mathematical context:
indicators that reflect the specific features of R&D product and its
transfer processes, market uncertainty, and so on are quite
heterogeneous. These indicators are characterized by a complex
level of mutual correlation, and their influence on the integral
indicator (correction coefficient) is not always obvious.

In order to justify the method of adjusting prices for R&D
products when they are transferred from universities to the
business environment, which takes into account different types of
indicators and their dependencies of different levels of
complexity, it is advisable to use approaches within the theory of
fuzzy sets.

It is proposed to develop an R&D product price adjustment
coefficient based on the algorithms of fuzzy set theory, which will
effectively respond to changes in market conditions (in particular,
by adding or subtracting the corresponding scenarios in the
knowledge base, adjusting features, etc.). One of the promising
approaches of this theory for modelling and forecasting economic
processes is the fuzzy logic approach, which gained popularity in
economic applications in the second half of the last century.

The application of the fuzzy logic approach to develop a
method for adjusting prices for R&D products during their
transfer from universities to the business environment is justified
by the following arguments.

o The ability to take into account the interaction of factors of
influence on the R&D product that are interrelated with
different levels of complexity. Factors that influence the price
change for an R&D product can be both the specific
characteristics of the R&D product itself, and the
characteristics of the market to which this R&D product is
displayed (in particular, the market susceptibility of this
R&D product), as well as the processes of its transfer. These
factors are not in a linear relationship, but are closely related,
so considering them in the system using fuzzy set theory
algorithms will help refine the price of an R&D product.

e Adaptive capacity of expert assessments. Methods based on
the theory of fuzzy sets have a high adaptive capacity
according to expert estimates and are quite adequate in
practical use.

o Combination of qualitative and quantitative assessments.
The development of the R&D product price correction
coefficient within the framework of fuzzy set theory operates
with both qualitative and quantitative forms of its
implementation, which makes it possible to evaluate the
features, external and internal features, properties of the R&D
product market, and so on. The method also allows you to
take into account estimates that pass from one state to
another.

e  Feedback. The R&D product price adjustment method is
based on a number of indicators that can change during the
calculation of the adjustment coefficient. For example, if
some indicators are outdated or other indicators need to be
introduced, they can be replaced, along with appropriate
modification of scenarios in the knowledge base. This is
based on the principles of feedback-from the market entity
(consumer, enterprise, etc.) to the university.

By adjusting the price of R&D products based on fuzzy set
theory, we understand the process by which, based on available
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data, you can set significant parameters that are not directly
measured, but determine the nature of pricing for R&D products
and make it possible to analyse changes in its state.

The criterion for the effectiveness of price adjustment for
R&D products in the framework of fuzzy set theory is expressed
by maximizing the degree of suitability of the obtained estimates
for a specific market situation.

In economics, the most common models used for this type of
problem are Mamdani, Sugeno, Tzukamoto, Larsen, and others.
To adjust the price of R&D products based on fuzzy sets, we
selected the Mamdani model, which differs from other models in
that its rules in sequences contain fuzzy values (membership
functions).

The methodology of estimation processes based on the theory
of fuzzy sets is based on a number of theoretical assumptions, in
particular, stated by Zadeh L. (1976).

First, it is assumed that the object of research can enter a state
that belongs to a finite set of states S (the action of external and
internal processes changes, but the lack of its measurement leads
to a restriction of the set S). On the set S, there are two disjoint
subsets S; U S», where S; is a subset of states that are consistent
with the characteristics of the desired state by the level of
development of features; S, is a subset of states that are not
consistent with the characteristics of the desired (normative or
reference) state by the level of development of features. The
subset S; = {s;},i = 1,n contains state types that allow for
functioning and development. The subset S, = {sj}, i=1m
contains state types that respond to changes in parameters or
structural relationships that contribute to deviations from the
desired result.

Second, the solution to the issue of inventory and evaluation
of the real state of the object is based on the analysis of the set S
or a subset of S; and S>.

Third, the assessment is based on the appraisers' positions and
methods of conducting it.

Fourth, detecting deviations from the characteristics of the
desired state means that the object is in the process of transitioning
from the S state to the S; state, but the operating conditions may
not be violated if Sy and S; belong to a subset of S; states.

3.2. Data analysis

Based on the research, the factors that determine the processes
of transfer, commercialization and market launch of R&D
products, which affect the pricing of R&D products, are identified
and systematized by groups of features:

Group A (f(x;)) — characteristics that characterize the
consumer value of an R&D product;

Group B (f(xz)) — features that characterize the market
susceptibility of the R&D product;

Group C (f{x3)) — features that characterize the processes of
transfer and commercialization of R&D product.

Group A combines comparative indicators that allow us to
assess the value of R&D products for consumers. Consumer value
characterizes the utility of an R&D product to meet the
consumer's needs. The value that the developer creates in the form
of an R&D product determines the consumer value of the R&D
product in the form of a finished product and the consumer value
of the product that is obtained using the R&D product. This group
of attributes is not personalized and is directly related to the
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characteristics of the R&D product. The level of this group of
attributes allows us to assess the potential consumer value of R&D
product in meeting the consumer's needs.

In particular, the indicators include three levels of R&D
product readiness for commercialization (technological, patent,
and analytical). These three levels of readiness are related to the
assessment of the completeness (feasibility) of the R&D product
and determine the level of consumer value of the R&D product as
a commodity.

NASA development can be used to determine the level of
technological readiness [30]. This organization has developed and
successfully uses a methodology for assessing the levels of
technological readiness (TRL).

The level of patent readiness includes an assessment of the
availability (absence) of documents for intellectual property
objects or the process of obtaining them. The level of patent
readiness is evaluated as the level of protection of the R&D
product and directly affects the consumer value of the R&D
product.

The level of analytical readiness (ARL) can be assessed by the
degree of development of analytical documents by R&D product
developers. The lowest level of analytical readiness is associated
with the justification of the R&D product concept. The highest
level of ARL is considered a business plan for introducing
innovations to the market. The development of analytical
documents is based on marketing information and allows you to
simplify the process of using R&D product.

Signs of the level of novelty and level of improvement of R&D
product characterize the competitive advantages of R&D product
as an object of innovation. The level of novelty of R&D product
is related to the number of technological parameters that are
introduced by the developer for the first time and distinguish R&D
product from analogues. If R&D is product improving or
modifying an innovation to address customer needs, R&D product
has a certain level of improvement, such as increasing the level of
existing technological options, R&D product.

The level of quality and competitiveness of a product that is
obtained on the basis of R&D product, related to the evaluation of
indicators of competitive advantages of the product (products,
work, service), which is expected to be obtained as a result of the
application of R&D product.

The level of possible unauthorized reproduction of an R&D
product is related to the level of complexity of the R&D product.
A low level of complexity may expose the consumer to the risk of
losing the value of the R&D product.

The level of environmental friendliness of R&D product
provides an assessment of the impact of R&D product on the
environment when using R&D product or a product made on the
basis of R&D product (environmental cleanliness of the
development application, reducing environmental pollution,
energy saving, reducing raw material costs, etc.) development.

R&D product may not affect the ecology of society, or reduce
(increase) its influence on the analogue, both positive and
negative. Accordingly, the level of environmental friendliness of
the R&D product can increase or decrease the consumer value of
the R&D product.

Group B includes features that are correlated with the
assessment of the conditions for the introduction of R&D product
in a particular market (segment). These indicators allow us to
assess the level of attractiveness of market conditions for R & D
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products (direct action marketing environment).

In particular, the market susceptibility of an R&D product is
directly determined by the state and intensity of competition in the
target market. A high level of competition, i. e. a large number of
similar R&D products and R&D product substitutes, impairs
market sensitivity and reduces the level of consumer value of the
R&D product [31, 32].

The size of the sales market and the rate of change in its value
directly affect the market signs of the introduction of R&D
product. These attributes are related to the quantitative parameters
of the sales market. Their high level allows us to assess the market
sensitivity of the technology as high.

The update level of the market for R&D product provides an
opportunity to assess the level of intensity of innovation in a
particular economic activity and is associated with the estimation
of time expected use R&D to product replacement or
improvement.

The level of readiness of consumers to use the product that is
obtained based on R&D product is associated with the stage of the
life cycle of the need and technology and affects the marketing
costs for the consumer.

Group C allows you to evaluate the features of transferring
R&D product to a specific consumer and the specifics of
implementing R&D product in its activities.

Therefore, the second and third groups of attributes and their
estimates are adaptive to the conditions of a specific R&D product
transfer transaction.

The third group of features involves comparing and
determining the level of attractiveness of the conditions for
transferring rights to R&D product to the consumer and the
conditions for introducing R&D product to the consumer.

The transfer terms are evaluated by the components of the
transaction (the level of attractiveness of the financial terms of the
R&D product transfer-providing discounts, instalment payments,
rentals, etc.), as well as by the competitive advantages that the
developer provides when implementing the R&D product (the
level of completeness of technological support by technology
developers).

Becoming increasingly important the signs associated with the
direct introduction of R&D product from the consumer to evaluate
the need for and scope of additional time, financial and other
resources to conduct additional tests (the level of difficulty
implementation R&D product, the level of necessary material
resource support integration of R&D product, the level of initial
investment costs that should be involved to implement the R&D
product).

This group includes indicators of commercial (investment)
attractiveness of R&D product (the level of payback, the level of
indicators of economic efficiency of investment costs
(commercialization)).

The hierarchical order of factors of influence (f (x)) and their
features (p) on the price of R&D products is shown in Fig. 1.
The elements of the hierarchy of factors of influence and attributes
in Fig. 1 are interpreted as follows: S — relative indicator of price
change of R&D product (top of the hierarchy), %, xI, x2, x3 —
generalizing factors influencing the price of R&D product
(thermal peaks); pii ... Pin, P21 ... P2n, P31 ... P3n —Signs of factors
influencing the price of the R&D product.
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Figure 1: Hierarchical order of the influence of factors and attributes they contain on the price of R&D products

Reductions of fs, fu1, fx2, fx3 are performed based on a logical
output with fuzzy knowledge bases. A fuzzy subset of a set S is
defined as a set of ordered pairs A = {x, u,(x); x € S}, where
ta(x) is the characteristic function that takes values from some
ordered set M = [0, 1] — many accessories u, (x) > 0,Vx €
S,y (x) > 0,VXAS, supyes[p, ()] = 1.

In this case, the function w, (x) indicates the degree of
belonging of element x to a subset of A and is a tool for converting
linguistic variables to a mathematical language for further
application of the fuzzy logic method.

The description of the R&D product price adjustment process

based on the application of fuzzy set theory can be divided into
stages: 1) fuzzification; 2) development of fuzzy rules
(generalization of antecedents and consequents; inference using
logical connections); 3) defazzification.

4. Empirical results

The analysis made it possible to identify the most popular
features of factors within groups A, B, and C at this time and
assign them the value of linguistic terms for adjusting the price of
R&D product using the Mamdani model (table 1).

Table 1: Signs and values of linguistic terms of factors influencing the price of R&D product

Meaning and explanation of

Factors Signs linguistic terms of the factor
1 2 3
The technological readiness level of R&D product
The patent readiness level of R&D product o
The analytical readiness level of R&D product L —low indicator level [0; 1.25;
Group A (f{x1)) — | The level of innovation of R&D product 231

features of the
consumer value

The improvement of R&D product

The level of possible unauthorized reproduction of R&D product

T — tolerable indicator level [2.5;
3.75; 5];
A — applicable indicator level [5;

of an R&D The level of probability of unexpected effects from the introduction and use of R&D 6.25: 7.51;
product product . _ _ . H — high indicator level [7.5; 8.75;

The level of quality and competitiveness of the product that is obtained on the basis of 10].
R&D product
The environmental level of R&D product
The level of direct competition o
The level of competition among substitutes L- .IOW indicator level [0; 1.25;

Group B (f{x2)) — | The size of the market for R&D product 231

features of the
market

The growth rate of the R&D product sales market

The update level of the market for R&D product

T — tolerable indicator level [2.5;
3.75; 5];
A — applicable indicator level [5;

susceptibility of | The level of readiness of consumers to use the product that is obtained on the basis of ) ]
the R&D product | R&D d 6.25;7.5];
¢ ReD product | R&D product H - high indicator level [7.5; 8.75;
The level of time expected to use an R&D product before replacement or 10]
improvement )
Group C (f{x3)) — | The level of initial investment costs that need to be raised for the implementation of L — low indicator level [0; 1.25;

features of the

R&D product

2.5];
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processes of

The cost level for ongoing R&D product maintenance

T — tolerable indicator level [2.5;

transfer and The difficulty level of the integration of R&D product 3.75; 5];
commercializatio | The level of time spent on implementation and revision A —applicable indicator level [5;
n of R&D The level of required regulatory support for R&D product implementation (obtaining | 6.25; 7.5];
product permits, etc.) H — high indicator level [7.5; 8.75;
The level of indicators of economic efficiency of investment costs 10].
(commercialization)

The level of attractiveness of financial terms of R&D product transfer

The level of recoupment

The level of expenses for marketing support of commercialization

The level of necessary material resource support for R&D product implementation

The level of access to the necessary resources to use R&D product

The level of need to establish various forms of interaction to use (or the level of
sufficient capacity for self-implementation) R&D product

The level of completeness of technological support by technology developers

The model for adjusting product R&D prices when they are
transferred from universities to the business environment can be
expressed as a function:

S = f (the value of consumption of R&D products, and the
market susceptibility of R&D products, production and transfer
processes and commercialization of scientific and technical
products), which is a system of functions in the following order:

f(x1) =f (the technological readiness level of R&D product; the patent readiness level of
R&D product; the analytical readiness level of R&D product; the level of innovation of R&D
product; the improvement of R&D product, the level of possible unauthorized reproduction
of R&D product; the level of probability of unexpected effects from the introduction and use
of R&D product; the level of quality and competitiveness of the product that is obtained on
the basis of R&D product; the environmental level of R&D product);

f(x2) = f (the level of direct competition; the level of competition among substitutes; the
size of the market for R&D product; the growth rate of the R&D product sales market; the
update level of the market for R&D product; the level of readiness of consumers to use the
product that is obtained on the basis of R&D product; the level of time expected to use an
R&D product before replacement or improvement);

f(x3) =f (the level of initial investment costs that need to be raised for the implementation
of R&D product; the cost level for ongoing R&D product maintenance; the difficulty level of
the integration of R&D product; the level of time spent on implementation and revision; the
level of required regulatory support for R&D product implementation (obtaining permits,
etc.); the level of indicators of economic efficiency of investment costs (commercialization);
the level of attractiveness of financial terms of R&D product transfer; the level of recoupment;
the level of expenses for marketing support of commercialization; the level of necessary
material resource support for R&D product implementation; the level of access to the
necessary resources to use R&D product; the level of need to establish various forms of
interaction to use (or the level of sufficient capacity for self-implementation) R&D product;
the level of completeness of technological support by technology developers).

Using the Mamdani model in the Fuzzy Logic Toolbox
component of the MATLAB software package, a model was
developed for adjusting prices for R&D products when they are
transferred from universities to the business environment.

Based on the generated set of factor terms (table 1), a
knowledge base has been developed — possible scenarios for the
ratio of R&D product consumer value factors (Group A), market
susceptibility R&D product (Group B), R&D product transfer and
commercialization processes (Group C). 33 rules have been
established and justified. Note that in some scenarios, the weight
of the rule is applied, which is measured in the range [0 ... 1] and
indicates the level of significance of a particular scenario when
adjusting R&D product prices. A fragment of this rule base is
shown in figure 2.

Developed model of R&D product price adjustment from
universities in the business environment based on the theory of
fuzzy sets enables:

e to enter grades for groups of signs, A, B, C (previously
prepared by experts) and to obtain the correction factor prices
R&D product;

e the resulting coefficient takes into account the current market
volatility conditions and can serve as a basis for developing
a strategy for R&D product market development.

A fuzzy model for adjusting the price of R&D product when
transferring from universities to the business environment is
shown in figure 3.

1. If {Consumer_value is Low) or (Market_susceptibilty is Low) or (Implementation_R&D is Low) then (Adjustment_factor is Low) (1)

2 If (Consumer_value is Low) and (Market_susceptibility is Average) and (Implementation_R&D is Low) then (Adjustment_factor is Average) (1)

3. If (Consumer_value is Low) and (Market_susceptibilty is High) and (Implementation_R&D is Low) then (Adjustment_factor is Average) (1)

4 If (Consumer_value is Low) and (Warket_susceptibility is Average) and (Implementation_R&D is Average) then (Adjustment_factor is Average) (1)
5. If (Consumer_value is Low) and (Market_susceptibilty is Average) and (Implementation_R&D is High) then (Adjustment_factor is Tolerable) (1)

6. If (Consumer_value is Low) and (Market_susceptibility is High) and (Implementation_R&D is High) then (Adjustment_factor is Tolerable) (1)

!7 If (Consumer_value is Low) and (Market_susceptibilty is High) and (Implementation_R&D is Average) then (Adjustment_factor is Tolerable) (1)

If (Consumer_value is Average) or (Market_susceptibility is Average) or (Implementation_R&D is Average) then (Adjustment_factor is Average) (1)
If (Consumer_value is Average) and (Market_susceptibilty is Average) and (Implementation_R&D is Low) then (Adjustment_factor is Average) (1)
If (Consumer_value is Average) and (Market_susceptibilty is Average) and (Implementation_R&D is High) then (Adjustment_factor is Average) (1)
If (Consumer_value is Average) and (Market_susceptibilty is High) and (Implementation_R&D is Average) then (Adjustment_factor is Average) (1)
If (Consumer_value is Average) and (Market_susceptlibilty is High) and (Implementation_R&D is Low ) then (Adjustmeni_factor is Average) (1)

If (Consumer_value is Average) and (Market_susceptibilty is Lovs) and (Implementation_R&D is Average) then (Adjustment_factor is Average) (1)
If (Consumer_value is Tolerable) and (Market_susceptibility is Low) and (Implementation_R&D is Low) then (Adjusiment_factor is Low) (1)

If (Consumer_value is Tolerable) and (WMarket_susceptibility is High) and (Implementation_R&D is High) then (Adjustment_factor is Tolerable) (1)
If (Consumer_value is Tolerable) and (Market_susceptibilty is Low) and (Implementation_R&D is High) then (Adjustment_factor is Average) (1)

If (Consumer_value is Tolerable) or (Market_susceptibilty is High) or (Implementation_R&D is High) then (Adjustment_factor is High) (1)

If (Consumer_value is Tolerable) and (Market_susceptibilty is High) and (Implementation_R&D is Low) then (Adjustment_factor is Average) (1)
If (Consumer_value is High) or (Market_susceptibilty is High) or (Implementation_R&D is High) then (Adjustment_factor is High) (1)

If (Consumer_value is High) and (Market_susceptibilty is Average) and (Implementation_R&D is Low ) then (Adjustment_factor is Average) (1)
If (Consumer_value is High) and (Market_susceptibilty is Average) and (Implementation_R&D is High) then (Adjustment_factor is Tolerable) (1)
If (Consumer_value is High) and (Market_susceptibilty is High) and (Implementation_R&D is Low) then (Adjustment_factor is Average) (1)

If (Consumer_wvalue is High) and (Market_susceptibilty is High) and (Implementation_R&D is Average) then (Adjustment_factor is Tolerable) (1)

If (Consumer_value is Tolerable) and (Market_susceptibilty is Average) and (Implementation_R&D is Average) then (Adjustment_factor is Average) (1)

If (Consumer_value is Tolerable) and (Market_susceptibility is Average) and (Implementation_R&D is Average) then (Adjustment_factor is Average) (1)

If (Consumer_value is Tolerable) and (Market_susceptibility is Average) and (Implementation_R&D is Low) then (Adjustment_factor is Average) (1)

Figure 2: Fragment of the database of rules for adjusting prices for R&D products when they are transferred from universities to the business environment
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Fig. 3. Fuzzy model of R&D product price adjustment transfer from universities
to the business environment: (a) influence customer value R&D product and
market receptivity to corrective cost ratio R&D product; (b) influence of market
receptivity, R&D product and the nature of its transfer and commercialization at
the correct price ratio of R&D product

Market, usceptibility Implementation .&D

Using the described methodology, we will adjust the prices of
a number of R&D products in the sequence (table 2):

1) Expert assessment. Each feature of R&D product is
characterized by the level of its manifestation, which is proposed
to be assessed by experts, in points, in the range 1...3 where 1 is
little or no effect symptom, 2 — moderate effect of the symptom,
3 — severe impact signs (col. 3), and then summarize the points
and assign them a percentage (for example, on the first group: 9
points — the probability of a minimum 27 — maximum probable).
Based on this, a generalized estimate is formed for a group of
factor attributes, in %. Indicators for the corresponding R&D
product are evaluated by experts based on questionnaires. The
reliability of the evaluation results is confirmed by a sample of at
least 15 experts;

2) identification of the obtained factor value, % (col. 4);

3) entering the obtained values into the developed model for
determining the correction coefficient. The obtained factor value
with the average values of this indicator in the Fuzzy Logic
Toolbox component of the MATLAB software package (based on
a pre-formed knowledge base) are compared.

Therefore, the proposed method takes into account the ratio of
elements of income, cost and comparative estimation approaches.

The method makes it possible to conduct economic forecasting
in conditions of uncertainty; in particular, it is especially
important at the stage of conceptual decision-making, planning
the transfer and commercialization of R&D products from the
university to the business environment, and so on. The proposed
method has been tested on a number of R&D products developed
at Lviv Polytechnic National University (Ukraine) and prepared
for transfer to the business environment.

Table 2: Factors, signs of R&D product and their estimates

The level of Meaning and
Factors Sions feature explanation of
£ manifestation, linguistic terms of the
points factor
1 2 3 4
The technological readiness level of R&D product 1..3
The patent readiness level of R&D product 1..3
The analytical readiness level of R&D product 1..3 L _ low level of si
The level of innovation of R&D product 1...3 —lowlevel ol sign =
- 0...25%;
The improvement of R&D product 1...3 T — tolerable level of
Group A The level of possible unauthorized reproduction of R&D product 1..3 sion— 26 .. 50%:
(f(x1) The level of probability of unexpected effects from the introduction 1..3 Ag_ a lic.e.lt)le 12’\161 of
and use of R&D product sign E)IS)I 75%:
The .1eve1 of quahty. and competitiveness of the product that is 1...3 H — high level of sign —
obtained on the basis of R&D product 76 . 100%
The environmental level of R&D product 1...3
Factor estimate, % 0...100%
The level of direct competition 1...3 tow lovel of si
The level of competition among substitutes 1...3 I(; B ;;Z/ .eve ol sigh =
The size of the market for R&D product 1...3 B
T — tolerable level of
The growth rate of the R&D product sales market 1..3 .
Group B sign — 26 ...50%;
The update level of the market for R&D product 1..3 .
(f(x2)) - - A — applicable level of
The level of readiness of consumers to use the product that is 1...3 sign— 51 ... 75%:
obtained on the basis of R&D product o .
- H — high level of sign —
The level of time expected to use an R&D product before 1...3 76 . 100%
replacement or improvement
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Factor estimate, % 0...100%

The level of initial investment costs that need to be raised for the 1...3

implementation of R&D product

The cost level for ongoing R&D product maintenance 1..3

The difficulty level of the integration of R&D product 1..3

The level of time spent on implementation and revision 1..3

The level of required regulatory support for R&D product 1...3

implementation (obtaining permits, etc.)

The level of indicators of economic efficiency of investment costs 1...3 L —low level of sign —

(commercialization) 0...25%;

The level of attractiveness of financial terms of R&D product 1..3 T — tolerable level of
Group C transfer sign — 26 ...50%;
(f(x3)) The level of recoupment 1...3 A — applicable level of

The level of expenses for marketing support of commercialization 1...3 sign — 51 ... 75%;

The level of necessary material resource support for R&D product 1..3 H — high level of sign —

implementation 76 ...100%

The level of access to the necessary resources to use R&D product 1...3

The level of need to establish various forms of interaction to use 1...3

(or the level of sufficient capacity for self-implementation) R&D

product

The level of completeness of technological support by technology 1...3

developers

Factor estimate, % 0...100%

5. Discussion

of attributes can be supplemented and / or modified.

Taking into account peculiarities of market situation, groups

The proposed method is tested on a number of scientific and
technological complexes, developed at Lviv Polytechnic National
University and prepared for transfer to business environment. The

obtained results are shown in Table 3.

Table 3: Results of testing the R&D product price adjustment method prepared for transfer from the university to the business environment

Factor / factor estimate, % .
Co.rrec Current Adjusted . Market price,
< M O tion . . Price change, analogue
Ne R&D products o o o price, ths. price, ths. .
z 2 3 factor, USD USD +/ -; ths.USD price, ths.
5 5 S % USD
1 2 3 4 5 6 7 8 9 10
Technology of
. _oti 0, 0,
p | optically-stimulated |5, () | 44% 87% 1 00876 | 2302080 | 2299963 21,16 25 600
luminescent (T) (H)
dosimetry
2 Ensuring
Technological
Strength of Welded o 34% 61%
+
Joints with Armored 11% (L) T A) 0,0698 120,890 129,328 8,438 142,300
Steel of ARMSTAL
500-Type
3 Technology of
surface friction 0 0
strengthening of 27% (T) 4% 1% 0,0321 156,90 161,936 +5,036 165,89
~ (T) (A)
working surfaces of
machine parts
4 Mobile robotic
platforms: MRP-05 o 73% 82% ) )
"Borsuk" and MRP- 47% (T) (H) (H) 0,023 345,90 334,94 10,96 340,90
07 "Kubik"
5 Continuation of the 41% (T) 44% 73% 0,067 110,78 118,202 +7,42 129,97
www.astesj.com 90


http://www.astesj.com/

L. Lisovska et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 5, 80-93 (2020)

life of machine parts
by the method of
surfacing under a
layer of flux

(M (H)

6 Autonomous system
for detection of
smoke and carbon
leakage monoxide

51%
)

78%
)

T7%

-0,036
H)

0,084 0,081 0,003 0,205

7 Predicting and
providing a set value
of the initial
resistance of
heterogeneous and
homogeneous
materials of small
thicknesses and cross
sections with a point
capacitor contact
micro-welding

42%
(M

2%

39% (T) )

0,0912

0,370 0,403 +0,033 0,518

8 Equipment for
contact point
capacitor micro-
welding

67%
)

45%

34% (T) P

-0,027

0,074 0,072 +0,002 0,096

9 Technology of
surface friction
displacement of
working surfaces of
machine parts

32%
H)

68%

43% (T) )

0,33

2,10 2,73 +0,63 22,00

10 | Pocket City 90%

H)

45%
(M

81%

0,002
(A)

3,20 3,2064 +0,0064 28,00

11 Bulk food mixer 48%

(M

63%
(GaY)

50% (T)

0, 0731

3,10 3,32 +0,22 17,80

From the obtained results it can be seen, for example, in the
cases of R&D products from the positions 2,3, 5, 7, 9, 10 and 7
(according to table. 3) it is quite possible to set the price at a higher
level (in particular, at the level of corrected estimates).

It is predicted that sales of such products will not decrease, but
will remain at the same level. After all, the adjusted estimate is
based on a number of indicators that reflect the market perception
of the product, the level of which in these cases significantly
exceeds the level previously included in the cost of R&D product.

In cases 1, 4, 6 and &, the price of the R&D product should be
slightly reduced, which will help to increase its price
competitiveness in the market, and, consequently, increase sales
volumes.

The values obtained as a result of applying the model are
characterized by an indistinct number with a certain range of
values, which makes it possible to operate not with probabilistic
estimates, but with project data. This helps to achieve a higher
level of price accuracy for R&D product when it is transferred
from the university to the business environment.

6. Conclusions

Hypothesis 1 comes true. A methodological approach to
pricing for R&D products during their transfer from universities
to the business environment is developed based on taking into
account changing market conditions, which in particular were
given in table 2 and on the basis of certain expenses for the R&D

WWwWw.astesj.com

products. The result can become the initial price of R&D products
in the process of discussing the transaction for its transfer.

A practical study of R&D products for signs that determine
the impact on their prices has shown that hypothesis 2 does not
come true. Since each specific situation with R&D product has its
own pricing features, due to many factors. For example, those
features from factor groups A, B, and C that are relevant for their
consideration when modelling prices for R&D products in the
field of industrial electronics will not be relevant for R&D
products in the field of it. In addition, the same evaluation criteria
for R&D products in different industries may have different
approaches to the interpretation of their essence. Therefore, the
proposed list of features is not exhaustive, and may vary
depending on the types of R&D products, their branches of
application, features of transfer from the university to the business
environment, and so on.

Hypothesis 3 is confirmed, since the methodological approach
to calculating the correction factor for improving the pricing of
R&D products when they are transferred from universities to the
business environment is universal. This approach can be applied
regardless of the stage of readiness of R&D products, and
depending on the possibility of its transfer (in particular, in
situations where the buyer is ready to purchase these R&D
products at the initial stage of readiness). The methodological
approach is effective for strategic pricing purposes.

The criterion for the effectiveness of modelling prices for
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R&D products in the framework of fuzzy set theory is expressed
by maximizing the degree of suitability of the obtained estimates
for a specific market situation.

The advantages of the proposed methodological approach to

pricing for R&D products are as follows:

justification of the price based on the principles of the
author's method gives a more reliable result (takes into
account changing market conditions, implementation
conditions for a specific buyer, is characterized by flexibility
in accounting indicators, etc., the level of novelty);

the method is aimed at accounting not only for static expenses
(which sometimes even become irrelevant because they are
spread over a long period of time), but also for dynamic
market conditions of R&D products, conditions of the
consumer's operating environment, and so on;

the developer (university) has a lot of flexibility in terms of
profit management (in particular, according to the results of
the study, in most cases, the margin profit increases);

the level of trust of business partners is growing at the
university, as the procedures for modelling prices for R&D
products prepared for transfer from universities to the
business environment become significantly more transparent;
the author's approach can be used not only for the price, but
also for other pricing parameters for R&D products;

the metrics used in the method can be modified depending on
the type of R&D product (technological, product, etc.) and
market conditions;

Disadvantages:

the use of the proposed method is advisable only in the short-
and medium-term forecasting period;

the method is essentially based on the competence of experts.
Experts should have a proper level of knowledge, rely on the
results of marketing research, and have operational data on
the given characteristics.

The approach developed by the authors develops the principles

of marketing pricing, providing opportunities to clarify the
mechanism of influence of factors on the formation of the value
of R&D products, and therefore their prices.
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In this paper, the performance evaluation of a line-start three-phase Synchronous
Reluctance Motor (SynRM) with symmetrical distributed brass rotor bars is presented. The
machine, which has been designed from a conventional three-phase induction motor (IM)
NEMA frame stator is proposed as an alternative to a squirrel cage induction motor
(SCIM). The 2D Finite Element Analysis (FEA) under ac magnetic transient solution was
used to study some performance parameters of interest during starting transients. The
experimental measurements were carried out in order to validate the numerical
computation, to analyze the starting transients, and to explore the dynamic responses due
to load variations. The FEA and experimental results of the synchronous reluctance motor
with brass rotor bars (SynRM-BRBs) are compared to the results of a conventional three-
phase SCIM of the same NEMA frame stator. The results evidenced that the reluctance
torque developed by the SynRM-BRBs has a compounding effect on the accelerating torque,
reaching its steady-state operational condition faster than the SCIM. The dynamic response
of the SynRM-BRBs is faster in contrast to the SCIM during load variations. Furthermore,
it was noted through measured results that the proposed line-start three-phase SynRM had
a reduced dynamic no-load, and load current as opposed to the SCIM, thus positioning
itself as a good candidate to replace the SCIM in applications that require a line-start ac
motor with good starting transients and fast dynamic responses.

1. Introduction

with the squirrel cage IMs low efficiency and low power factor.
Therefore, the line-start PMSynMs are high-class alternatives to

In recent years, the increase in consciousness towards future
sustainable growth, as required by international energy
regulations, electric motor technologies for households, irrigation
systems and industrial applications are endlessly under
exploration for additional enhancements as far as the performance
and prime costs are concerned [1]. Thus, the need to broaden ac
machines’ technologies with good starting and dynamic abilities
has surfaced [2]. The SCIMs are the most used singly fed line-
start ac motors in households, irrigations systems and industrial
applications. Despite their robustness and ease of usability, they
suffer low efficiency, low power factor and longer time dynamic
responses. The possibility to replace squirrel cage IMs with
synchronous machines has emerged with several work focusing
on the line-start permanent magnet synchronous motors
(PMSynMs) that sought to bring solution to problems associated
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SCIMs, as they are well within the proposed 1E4 efficiency levels,
despite having excessive cost per kW [3]. Aside from the high
cost of PM materials and high risk of demagnetization, the
manufacturing process turns to be expensive, especially when
permanent magnets with high hardness are necessitated [4], [5].
Consequently, line-start PMSynMs cannot easily substitute the
very entrenched SCIMs [4].

During the last few decades, various scholars have extended
their interests beyond the line-start PMSynMs by investigating the
line-start SynRM that incorporates the constructional attributes of
three-phase SCIM and SynRM. The line-start SynRM can
develop an induction torque at starting and a reluctance torque
during acceleration, and at synchronous speed. The rotor copper
loss is zero during synchronous operation because there is no
current induced in rotor bars. To solidify the possibility to replace
the SCIMs with line-start SynRMs, several good work have
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sought to compare the performance between the three-phase
SCIM and three-phase SynRM with cage bars on the rotor, for
various applications [3-4, 6-7]. The Rotor design and dynamic
equations that govern the performance of line-start SynRM with
round copper bars are investigated in [8]. The dynamic model and
transient analysis of line-start SynRM with copper bars in flux
barriers are reported in [9] and [10]. Although the copper cage
bars have lower rotor resistance and offer a finer synchronization
ability than the aluminium, they contribute to the increase in rotor
moment of inertia due to their high net weight.

However, modern line-start SynRMs possess a die-casted
aluminium cage inside the rotor air barriers [4], [6], [7]. In
principle, manufacturing costs of a squirrel cage IM are the same
compared to SynRM with die-casted aluminium cage, but at full-
load synchronous speed, the efficiency of the line-start SynRM
with die-casted aluminium is higher, for the same frame size [7].
The weight of an aluminium conductor is less than the weight of
a copper conductor, subjecting the rotor to less stress from
centrifugal forces and reduced starting inertia, slighter vibration
while running, and it is easily movable than an analogous copper
rotor. Moreover, the low yield strength, low Young’s Modulus of
elasticity and low melting point of the aluminium conductor serve
as a good motivation to investigate other conducting materials to
be used on the rotors of line-start SynRMs.

Therefore, this paper proposes a line-start SynRM with brass
rotor bars. The line-start capabilities are acquired through round
brass bars placed inside the air barriers on direct-axis and in the
rotor core on the quadrature-axis as shown in Figure 1 (a). The
characteristics of brass used in the proposed machine are well
presented in [11]. Despite having a high electric resistivity
compared to aluminium and copper, the brass presents a high
yield strength, high Young’s Modulus of elasticity and high
melting point. In the proposed motor, the brass bars are
surrounded by cast epoxy resin. The latter permits to keep the bars
steady and provide good electric insulation between the brass bars
and the steel laminations. The bars are bolted, soldered and brazed
to a brass end-ring at both end-points of stack lamination to form
a cage.

The organization of this paper is in this manner: section 2
elaborates on ratings and specifications of the proposed SynRM-
BRBs, and section 3 presents the model of the SynRM-BRBs.
Section 4 deals with the ramifications of the number of rotor brass
bars on synchronous parasitic torques during starting, while
section 5 focuses on the performance evaluation of the proposed
SynRM-BRBs by means of FEA. Section 6 provides details
related to experimental validation, while section 7 summarizes the
key findings of this paper and further elaborations regarding
possible future work.

2. Motor Specifications and Ratings

In this paper, the starting transients and dynamic responses of
the SynRM-BRBs is compared to a squirrel cage IM that has
identical stator frame. Table 1 shows the ratings and specifications
of the SynRM-BRBs and SCIM, while Figurel depicts the rotor
cross sections of both machines. The proposed SynRM has 24
symmetrical distributed brass rotor bars, thus only a pole is
illustrated in Figure 1 (a). Atthe same time, the three-phase SCIM
has 43 rotor copper bars as depicted in Figure 1 (b). From a design
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point of view, the number of stator slots and rotor brass bars
should not equate [12]. The selection of the number of brass rotor
bars depends on the number of air barriers per pole, and on the
adequate combination between the number of stator slots and
rotor bars for an un-skewed rotor.

Figure 2 depicts the brass bars and end rings for the SynRM,
while Figures 3 (a) and (b) picture the prototype rotors for the
SynRM with brass bars and squirrel cage induction motor
respectively.

Table 1: Ratings and Specifications

Description Values
Stator slots 36
Poles pairs 2
Full-load line voltage, V 380
Base frequency, Hz 50
Full-load current, A 12
Full-load power, kW 5.5
Series conductors per phase 144
Stator external radius, mm 105
Stator inner radius, mm 73.33
Rotor inner radius, mm 72.8
Shaft radius, mm 24
Airgap Length, mm 0.35
Stack length, mm 160
o
@
®
@\
@)

@) (b)

Figure 1: Rotors ‘cross section, (a) SynRM with brass bars, (b) squirrel cage
induction motor

Figure 2: Photograph of brass bars and end rings

The adequate number of stator slots and rotor bars
combinations for a 4-pole, 36-slot machine with a skewed rotor
should be 36/25,36/27,36/28,36/29,36/30 and 36/43 [12]. In this
paper, the combination of stator slots and rotor bars is 36/24 for
the SynRM and 36/43 for SCIM. The rotor of the SCIM is skewed
by a slot pitch. Alternatively, a non-skewed rotor design was
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opted for the SynRM-BRBs, thus making the combination of
36/24 to be adequate.

(b)

Figure 3: Photographs of prototype rotors (a) SynRM-BRBs (b) SCIM

3. Model of the SynRM with Brass Rotor Bars

The brass rotor winding is modelled as two identical
windings, one on the direct-axis and the other on the quadrature-
axis. Figure.4 illustrates the d-and g-axis equivalent circuital
models of the SynRM-BRBs. The voltage equations that describe
the electrical characteristic of the SynRM-BRBs, in rotating
arbitrary reference frame are in (1)-(4).

Va =R iy, =04+ phy (1)
V=R 1, + 04, + phy, 2)
0=R,i,+ph,—(0-0)2, 3)
0=R i, +pl, +(o-w,)l, )

where p = (d / dt), the subscripts s and r indicate the variables

associated with the stator and rotor respectively, while the
superscript » refers to the rotating reference frame, A, and Ay
are the d-and g-axis stator flux-linkages, 4, and A, are the d-
and g-axis rotor flux-linkages, w and w, are the synchronous and
rotor speeds, in electric radians respectively. The two values of
rotor resistance for d-and g-axis in (3) and (4) contemplate the
non-isotropic character of the SynRM rotor. The flux-linkages
equations are given in (5)-(10).
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i = Loy + L1y (5)
A .= L isrq +L, . i;,q (6)
Apa =L g (7
g = Ly Ty (8)

A = ord €]
Ay=Ls, 1, (10)

here L, and L, are the stator and rotor leakage inductances, Lyuq
and L4 are direct-and quadrature-axis magnetizing inductances.

R, L, @ isq R Lora
{ 'sd [ : Tnd 'rd
VS&" p‘%sd L"”d p;tmd ‘pim’ _(m_mi‘)/ld
| |
(@)
R, LC” @A R Lcrr,q
M@ - -
VSQ' pA",Sq Lmq plmg pirq (ca—car ))1 d
‘ 2

(b)

Figure 4: Equivalent circuit of the SynRM-BRBs, (a) direct-axis circuital model,
(b) quadrature-axis circuital model

The torque developed by the three-phase SynRM with brass
rotor bars is expressed in (11).

T =2 p[(Bu =1, )iy + (L, = Ly 12)] 0D

Ignoring the friction coefficient, the dynamic equation of the
SynRM with cage bars that governs the torque balance at the shaft
is generally expressed as

_2Jdo,
p dt

T

em

+T1, (12)

here p is the number of poles, J is the total rotor moment of inertia
and 7} is the load torque. The electromagnetic torque in (11) has
two integrant expressions. The first expression is the reluctance
torque, which is the torque at rated synchronous speed, and this
torque pulsates at two times the slip frequency during holding
phase of the motor [4]. The second expression is the asynchronous
torque, which is the torque developed at standstill, also known as
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pullout torque. This torque exists only when the SynRM is out of
synchronism. A detailed derivation of the asynchronous and
reluctance torques is delineated in [7].

4. Space harmonics and Parasitic Torques

The field harmonic caused by the rotor bar current, stator
slotting and stator winding phase-spread can be obtained using
(13), (14) and (15) respectively [11-12].

n, =xXe 4 (13)
P
. :x(%J+l (14)
D
u, :2x(£j+1 (15)
(@2

where x is any positive or negative number, R; is the number of
rotor bars, p; is the number of fundamental pairs of poles, Qs is
the total number of stator slots and o is the phase-belt angle. The
analysis pertaining to the existence of field harmonics owing to
stator slotting, stator winding phase-belt and number of rotor bars
in the SynRM-BRBs and SCIM is well documented in [11].
Furthermore, the field harmonic components emanated from the
rotor gave rise to synchronous parasitic torques when linking with
the field harmonics arisen from the stator with the same order [12-
13]. From [11], it was noted that the synchronous parasitic torques
occur in both the SynRM-BRBs and the squirrel cage IM. The
effect of parasitic torques is more pronounced in the SynRM-
BRBs than the squirrel cage IM [11]. To circumvent the
synchronous parasitic torque caused by the interactivity between
the stator field harmonics and rotor slot harmonics, (13) should
not correlate (14) [11-12]. The effects of synchronous parasitic
torques on starting transients of both machines are discussed in
the succeeding section through FEA.

5. Finite Element Analysis
5.1. Machines’ flux density

The FEA has been carried out at nameplate voltage. The
distributed three-phase double layer stator windings are supplied
by three-phase sinusoidal voltage. The skin effect and core loss
are not disregarded in the FEA. The skew of the SCIM rotor is
accounted for in the FEA.

Figure 5 shows the flux density distribution plots; Figure 6
depicts the airgap flux density profiles, and their FFTs are given
in Figure 7. It is clear from the FEA results in Figure 5 that there
are localized saturations of stator back iron in both the
conventional squirrel cage IM and SynRM with brass rotor bars.
Localized saturations are also observed between some rotor teeth,
and on some magnetic wedges of conventional squirrel cage IM.
High flux density of about + 1.2 tesla is noticed on the magnetic
radial ribs of the SynRM-BRBs. In the latter, some magnetic
tangential bridges of the upper air barriers exhibit a flux density
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of about £ 1.4 tesla, while the flux density in other magnetic
tangential bridges levels between 1.2 tesla and 1.3 tesla.

The effects of stator slot openings are noticeable in the
airgap flux density waveforms illustrated in Figure 6. The FFT
results in Figure 7 (a) evidenced that the SynRM-BRBs has
achieved a fundamental airgap flux density of 0.61 tesla.
Elseways, the achieved fundamental airgap flux density of SCIM
is 0.57 tesla. The 17% space harmonic are dominant in both
machines. These harmonics are mainly due to stator slotting, and
are reliant on the stator slots and pole pairs’ numbers. The 17"
airgap space harmonics do not contribute to any asynchronous
parasitic torque that may occur during starting because they do
not produce rotor bar currents in both machines, whose magneto-
motive force (MMF) harmonic has the same order. The 3™ airgap
space harmonic is high in the SynRM-BRBs compared to the
SCIM. The net airgap flux density is the result of the MMF
harmonics and the airgap conductance harmonics. The latter is
due to slot opening, leakage, skew, and saturation harmonics. The
3" space harmonics are mainly caused by main flux path
saturation in the stator back iron as noticed in Figure 5, and they
are also due to airgap conductance harmonics caused by leakage
slot magnetic saturation.

Figure 5: Flux density distribution, (a) Squirrel cage induction motor,
(b) SynRM with brass bars
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Figure 6: Airgap flux density profile

Although both conventional SCIM and SynRM with brass
rotor bars show almost the same level of localized flux saturation
in the stator back iron, the rotor of SynRM with brass bars shows
a well-distributed main flux path saturation between air barriers,
thus increasing the airgap 3™ flux density harmonic components.
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These airgap 3™ flux density harmonics have the advantage to
positively contribute to the average airgap flux density and the
machine torque density [14-16].

From figure 7 (b), it is clear that the 35" and 37" airgap flux
density harmonics are dominant as far as high order number is
concerned. They are mainly due to stator slot and phase-belt
magneto-motive force harmonics. In the SynRM-BRBs the 35
and 37" airgap flux density harmonics produced in the brass bars
currents with the 35" and 37" MMF harmonics, thus producing
synchronous parasitic torques. On the other hand, the 21 and 23
airgap flux density harmonics in the squirrel cage IM produced
rotor currents with the 21% and 23 MMF harmonics. The same
can be stated for the 41 and 43 airgap flux density harmonics.
The latter produced rotor currents with 41% and 43" MMF
harmonics in the SCIM. The interaction of these space harmonics
which are originated from different sources (stator and rotor), and
having the same order number would contribute to the occurrence
of asynchronous or synchronous parasitic torques [12-13].
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Figure 7: Airgap flux density harmonic components, (a) low order
harmonics (b) high order harmonics

5.2. Motors’ performance parameters

The rated performance parameters in Table 2 were directly
obtained from FEA at the nameplate values. The magnetizing
reactance, which depends on the fundamental stator winding
number of turns, winding factor, effective stack length, effective
inverse airgap and saturation factor, is higher for the SynRM-
BRBs compared to the SCIM. This justifies the SynRM with brass
bars high value of the airgap fundamental flux density as observed
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in the previous subsection. The effective inverse airgap is
proportional to the carter factor. It should be noted that the carter
factor of the SynRM with brass bars does not account for rotor
slot opening, which is not the case for the SCIM.

Table 2: Performance Parameters

Description Value
M SynRM

Stator resistance , Q 0.559 0.559
Stator leakage reactance, Q 0.976 1.030
Stator slot leakage reactance 0.602 0.599
Stator end leakage reactance 0.212 0.212
Stator differential leakage reactance, Q 0.162 0.217
Magnetizing reactance, Q 31.21 41.95
Rotor resistance, Q 1.002 2.377
Rotor leakage reactance, Q 4.605 5.832
Rotor end leakage reactance, Q 0.071 0.062
Rotor slot leakage reactance, 4.069 6.659
Rotor differential leakage reactance, Q 0.250 1.077
Rotor skewing leakage reactance, Q 0.111 0

From Table 2, it is noticed that the value of the SynRM-BRBs
rotor resistance is more than twice the rotor resistance of the
SCIM. In addition to a high value of the brass resistivity compared
to copper resistivity, the brass bars have a low section area
compared to the squirrel cage bars. The skin effects, which are
associated with the flux and current density distribution in brass
bars or copper cage bars, influence both the rotor resistances and
rotor slot leakage reactances. The skin effects are more significant
in the SynRM with brass bars because 16 of the 24 brass rotor bars
are surrounded by great amount of cast epoxy resin having small
air bubbles. The skewing of the SCIM rotor has introduced the
skewing magneto-motive force responsible for additional leakage
component known as rotor skewing leakage reactance, thus
slightly reducing the magnetizing reactance, while increasing the
rotor leakage inductance. Though the SynRM with brass bars
rotor differential leakage reactance is high, there is a huge
difference as far as the stator differential leakage reactances are
concerned. It should be noted that the stator differential leakage
reactances are attenuated by the reaction of the rotor bars [12].
The two machines use the same stator NEMA frame and they have
the same series conductors per phase, therefore given rise to
almost the same values of stator resistance, slot leakage reactance
and end connection leakage reactance.

5.3. Transient currents and mass rotor torques

Excluding the shaft, the inertia of the rotor is 0.08087 kg.m?
for the SynRM with brass bars and 0.122 kg.m? for the squirrel
cage IM. In the latter, the total weight of bars and end rings is
found to be 6.418 kg, while it is found to be 3.279 kg for the
SynRM-BRBs. The low rotor inertia in the SynRM with brass
bars contributes to a fast response as far as the dynamic associated
with the mass rotor torque is concerned, as evidenced in Figure 9.
Furthermore, the transient currents shown in Figure 8 evidence
that the SynRM with brass bars draws low starting currents
compared to the SCIM.
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Figure 9: Transient mass rotor torque, (a) Squirrel cage IM, (b) SynRM
with brass bars

5.4. Transient torques and Powers

The total winding energy losses during motor starting and
acceleration depend on the stator current, rotor current, starting
stator resistance and starting rotor resistance. The starting torque
characteristics in Figure 10 indicate that the SynRM-BRBs has a
shorter transient response time compared to the squirrel cage IM.
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Figure 10: Starting torque, (a) Squirrel cage IM, (b) SynRM with brass bars

Towers Tnduction Motor &

20000.00 ]

Curve Info mean
—  FlecPower

Sctupl : Transicnt 6161.94
15000.00 — MechPower
Setupl : Transient 5 112-98

10000.00

5000.00

Real Power (W)

0.00 7]

SS000.00 | e
0.00 25.00 50.00 75.00 100.00
Time [ms]
(2
Powers Syn Rel Motor
14000.00
Curve Info mean
4 — ElecP
12000.00 Setupl ?C'I'I::;?:;nt 6327.7607
10000.00 ~—— MechPower
Setupl : Transient 4638.4322
E 8000.00 |
5
£ 6000.00 |
A~
Z 4000.00
2000.00 ]
0.00 7
“2000.00
0.00 20.00 40.00 60.00 80.00 100.00  120.00
Time [ms]
(b)
Figure 11. Transient input and output powers, (a) Squirrel cage IM, (b)
SynRM with brass bars

The SynRM with brass bars acceleration begins as early as 6
mSec, crawls for about £ 8 mSec before accelerating up to
synchronous operation. The interactivity of the 1% rotor slot field
harmonic (11" order) and the 2" stator winding phase-spread (11
order) field harmonic has given rise to synchronous parasitic
torque which are partly responsible for the crawling effect in
SynRM with brass bars as discussed earlier on. However, the
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squirrel cage IM has shown to have good acceleration without the
crawling effect. Both motors have almost the same steady-state
average torque, but the SynRM with brass bars exhibits high torque
ripple contents compared to the squirrel cage IM. The interactivity
of field harmonics of the electrical loading and the rotor anisotropy
is responsible for the high ripple contents in the SynRM with brass
bars. In addition to skewing the rotor, the optimization of rotor flux
barriers microscopic design variables may assist with the
mitigation of some torque harmonics that contribute to excessive
torque ripple in the SynRM with brass rotor bars [17-23].

Operating at 80% of full-load, the input electric and output
mechanical powers transient behaviors of the squirrel cage IM and
the SynRM with brass bars are given in Figure 11 (a) and (b)
respectively. The FEA results evidenced that the squirrel cage IM
absorbs a high real power during starting as opposed to the
SynRM-BRBs. This is because the squirrel cage IM locked rotor
current is also high.

However, the steady-state squirrel cage IM absorbed real
power is less as opposed to the power absorbed by the SynRM with
brass bars. The mechanical out powers follow the torque pattern as
observed in Figure 10. For the same torque density, the squirrel
cage IM delivers more output power in comparison to the SynRM-
BRBs. The low output mechanical power of the SynRM-BRBs is
caused by high transient rotor winding losses and high critical slip.
The latter is reached faster in the SynRM-BRBs, and it is mainly
dependent on the rotor resistance and total rotor leakage reactance.
Operating at 80 % of full-load, the efficiency of the SynRM-BRBs
is found to be 73.3 %, while that of the squirrel cage IM is 79.58
% for the same operational condition.

6. Experimental Results
6.1. Motors’ starting transients

The SynRM with brass rotor bars analysed in this paper
starts directly online with applied rated line voltage of 380 V.
Neglecting the stator resistance, the maximum pullout torque that
the motor is proficient to develop at a designated voltage V' is [4]

(L, -L
57;:O_>TSZEPV;M (16)
00 4" 2 (x,x))

where Lqg = (Los + Lina) , Ly = (Los + Lug), 6 1s the load angle, Xy
and X, are the d-and g-axis synchronous reactances respectively.
The d-and g-axis magnetizing inductances measured values are
34.3 mH and 10.77 mH respectively. Furthermore, the mesured
value of stator leakage inductance is 4.2 mH. Figure 12 shows a
photolof the experimenta:l setup.

Torque Display

Figure 12: Experimental setup rig photo
WWwWw.astesj.com

Figures 13 (a) and (b) express the no-load starting transient
torques of the squirrel cage IM and SynRM with brass bars
respectively, while Figures 14 (a) and (b) depict the no-load
starting transient currents. At starting, the SynRM developed an
asynchronous torque owing to great value of induced current in
the brass rotor bars.

Starting Torque on No-load
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@
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Figure 13: Starting transient torque at no-load (a) squirrel cage IM (b) SynRM
with brass bars

Furthermore, the starting currents on no-load of both motors
are more than three times the rated currents. The squirrel cage IM
motor starting current dropped fast once it begins to accelerate.
The crawling effects during acceleration mode are significant in
SynRM with brass bars as it was the case in the FEA results
illustrated in the previous section. The crawling effects are caused
by synchronous parasitic torques, and they may be mitigated by
exploring new designs of the SynRM with brass rotor bars, with
adequate combination between the number of brass rotor bars,
flux-barriers per pole and that of stator slots for an un-skewed
rotor [12-13].

Starting Current on No-load

Current (A)

Time (mScc)

@

100


http://www.astesj.com/

M. Muteba / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 5, 94-102 (2020)

Starting Current on No-load

>

N
S

20

~~

%0 H\H\HHH»H, i

é‘i O

40'” III'

-40

0 1 2

Time (mSec)
(b)

Figure 14: Starting transient current at no-load (a) squirrel cage IM, (b) starting
current of SynRM

6.2. Motors’ dynamic responses

This subsection deals with transients associated with the
dynamic responses when the motor mechanical load is abruptly
varied. The dynamic responses for currents of the SCIM and
SynRM with brass rotor bars are shown in Figures 15 and 16
respectively. The results in Figure 15 denote that the no-load
peak-to-peak current is low in the SynRM-BRBs compared to the
squirrel cage IM. In the latter, there is a steady increase of currents
for about 0.5 mSec and 1 mSec to peak-to-peak values of £ 9 A
and £ 12 A, when the load is varied from no-load to 50% and 60%
of the full-load respectively. There is a fast decrease of peak-to-
peak current for about 0.35 mSec and 0.6 mSec, when the load is
varied to no-load from 50% and 60% of the full-load respectively.

However, the results in Figure 16 indicate that the SynRM-
BRBs exhibits a fast dynamic response compared to the squirrel
cage IM, with a steady increase in currents for about 0.27 mSec
and 0.35 mSec, to a peak-to-peak values of £ 8 A and £ 10 A,
when the loads of 50% and 60% of the full-load are respectively
applied. The decrease of peak-to-peak current lasts for about 0.1
mSec and 0.2 mSec when the loads of 50% and 60% of the full-
load are respectively removed. Simply put, the SynRM-BRBs’
dynamic response is 0.23 mSec and 0.65 mSec faster than the
squirrel cage IM when there is a load variation from no-load to
50% and 60% of the full-load respectively. Furthermore, the
SynRM-BRBs’ dynamic response is 0.25 mSec and 0.4 mSec
faster than the squirrel cage IM when the loads of 50% and 60%
of full-load are respectively removed.
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Figure 15: Dynamic responses, no-load to 50% of the full-load current (a)
squirrel cage IM, (b) SynRM with brass bars
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Figure 16: Dynamic responses, no-load to 60% of the full-load (a) squirrel cage
IM, (b) SynRM with brass bars

7. Conclusion

This paper presented the analysis of a SynRM-BRBs as a
strong candidate to replace the squirrel cage IM in applications
that require a line-start ac motor with good starting transients and
fast dynamic responses. The FEA results evidenced that the low
rotor inertia of the SynRM-BRBs contributed to fast transient
responses. Furthermore, the reluctance torque has been observed
to have a compounding effect in both FEA and experimental
results, on the accelerating torque of the proposed SynRM-BRBs.

The proposed line-start motor has proved to have fast
dynamic responses, reduced steady state no-load, and load current
compared to the squirrel cage IM. The main contribution of the
proposed design is in the use of brass bars and end-rings on the
rotor, having a high yield strength, high Young’s Modulus of
elasticity and high melting point in contrast to copper and
aluminium cages used in modern line-start SynRMs.
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For future work, new designs of the SynRM with brass rotor

bars, with adequate combination between the number of brass
rotor bars, air barriers per pole and that of stator slots for a skewed
and an un-skewed rotor may intensively be explored in order to
alleviate the crawling effect due to synchronous parasitic torques.
The optimization of rotor flux barriers microscopic design
variables may also assist with the mitigation of some torque
harmonics that contribute to high torque ripple contents in SynRM
with brass rotor bars during synchronous operation.
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