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 Increasing the telecommunications products that allow Vector Network Analyzer is 
becoming more common tools to measure the S-Parameter. It will be an absolute number 
from the S-Parameter measurements produced in real and imaginary, other words it is also 
known as the product of the calculation. The calculation findings do not include the 
systematic and random errors. It's the reaction of the engineer to mitigate the likelihood of 
random and systemic errors. One of the common random error solutions is through the 
statistical analysis in the Vector Network Analyzer either repeated measurement or turn on 
high averaging measurement. The more data assessed, the greater the engineer's 
confidence in evaluating random errors did not contribute significant errors. Systemic 
Error is consistent and reproducible when the measurement is made. One way of 
harmonizing these errors is to evaluate uncertainty measurements in the calculation for 
Vector Network Analyzer to perform measurements of reflection and transmission. 
Transmission measurements produce the three systematic errors that were directivity, 
source match and frequency response reflection tracking. This paper will concentrate from 
300 kHz to 8.5 GHz directivity experimental to determine the accuracy of the Vector 
Network Analyzer. The experimental results will check balance with the Vector Network 
Analyzer specification. It is a validation process to ensure the Vector Network Analyzer 
meets the specification in order to perform an accurate measurement. The estimation of 
measurement uncertainty also refers to the Metrology 100 series Joint Committee for Guide 
to the Expression of Uncertainty in Measurement. The uncertainty expended should apply 
to Student Table's confident level of 95%. It creates awareness to demonstrate the 
importance of measurement quality associated with the uncertainty, particularly for an 
ISO17025:2017 certified competence testing and calibration laboratory. Without the 
uncertainty associate to the measurement, it is not complying to the standard 
ISO17025:2017. 

Keywords:  
Measurement Uncertainty 
Network Analyzer 
Reflection 

 

 

1. Introduction  

The raise of the telecommunication products enabling Vector 
Network Analyzer (VNA) [1] is getting more popular instruments 
to making the S-Parameter measurements. The Vector Network 
Analyzer is measuring in Time Domain Reflection and Time 
Domain Transmission converting into time domain. The Vector 
Network Analyzer had been helped engineer to solve the Fourier 
Transformation calculation and giving the results in real and 

imaginary number. The real and imaginary would be an absolute 
number, other words it is also known as measurement result. The 
measurement results are not including the random and systematic 
errors yet.  

In the Vector Network Analyzer random error is statistical 
deviations in any direction during calculation. This error's source 
is unknown. It is not a mistake that the technician made during the 
calibration of the Vector Network Analyzer. The same issue is 
also encountered even through a highest traceability chain in 
calibration performed by national measurement laboratory. It is 
not possible to eradicate random error from a calculation. It is the 
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duty of the engineer to mitigate the probability of the random 
errors. One of the common random error solutions is through the 
statistical analysis in the Vector Network Analyzer either repeated 
measurement or turn on high averaging measurement. The more 
data taken into calculation, the greater the engineer's confidence 
in evaluating a random error did not contribute substantial errors 
to the calculation of the Device Under Test [2].   

Systematic error in a Vector Network Analyzer is reproducible 
through the calibration experiment and unable to determine the 
systematic error by statistical analysis. This mistake demonstrates 
consistently the same direction in making measurements. 
Systematic error contributor may be calculated by instrument 
impact factors, environmental factors, incoming source frequency 
and others do not cause by statistical contribution. 

Random and systemic errors and consequences can lead to 
measurement uncertainty reporting in a huge number. Calculation 
of measurement uncertainty often refers to the Metrology 100 
series Joint Guide Committee which is the Guide to Expression of 
Uncertainty in Measurement. It is creating awareness to 
demonstrate the importance of measurement quality associate 
with the uncertainty. 

Many aspects in our life, we are accustomed to the doubt to 
estimate length in Meter, weight in Kilogram, temperature in 
Kelvin, time in Second, electric current in Ampere, amount of 
substance in Mole and luminous intensity in Candela. These are 
the 7 units of measure defined by the International System of 
Units were defined with its traceability. Quantitative 
measurement is not complete without uncertainty being reported 
with the measurement. For example, estimate a weight of a kilo 
pack of sugar. The manufacturer always including a tolerance 
from the weight that they measured. The manufacturer also has a 
tolerance of the weight they were examining. This means the 
measurement is in question by the manufacturer. This is the key 
reason why calibration is necessary to retain its tractability to the 
International System of Units. Another example of new Fifth 
Generation of Mobile Technologies (5G) sub-6GHz low 
frequency spectrum antenna required calibration up to 7.125 GHz 
[3]. The antenna manufacturer required to purchase the Vector 
Network Analyzer to perform analysis of the antenna reflection 
and transmission. Vector Network Analyzer examinations will 
help determine whether the antenna produce is pass or fail. Vector 
Network Analyzer's accuracy is critical to ensure the antenna that 
is manufactured within the product's limits. In this paper the same 
approach definition applies in the two ports Vector Network 
Analyzer measurement for transmission and reflection. To 
calculate the measurement uncertainty, the associated contributor 
must be established which will affect the calibration. Such 
calibration would give the antenna manufacturer a source of 
uncertainty in the calibration report associated with an absolute 
measurement [4]. This uncertainty reported in the calibration 
reports consists of the Type A and Type B [5] uncertainty 
calculation from the calibration provider. Type A uncertainty 
consist of repeatability [6] and Type B uncertainty consists of 
product error such as reflection coefficient [7]. The calibration 
report will be used in a subsequent evaluation of uncertainty or 
other words names as “imported uncertainty”.  

  This paper will implement a calibration of the 3 decibel (dB) 
fixed attenuator defined as a half power loss in the radio frequency 

transmission line [8]. The half power loss is the best case for 
simulating radio frequency components as measured in the Vector 
Network Analyzer in terms of transmission and reflection. It is a 
passive device and high stability in repeating measurement 
compare to other active device such as antenna, amplifier, mixer 
and filters in the production floor. These products manufactured in 
the production floor would own the wider specification, tolerance 
and low stability.  It is not a good sample for Vector Network 
Analyzer to perform the calibration and measurement uncertainty 
analysis because wider specification and tolerance contribute 
inaccurate measurement. At the same time, it will cause the Vector 
Network Analyzer measured in low accuracy, low precision and 
high uncertainty in calibration. Evaluation of type A uncertainty 
required a high stability system upon repeated measurement. This 
is for achieving the optimal measurement of type A uncertainty. 
Meanwhile, uncertainty of type B would allow a well-known good 
Vector Network Analyzer to perform the calibration of the 
transmission and reflection. This paper will demonstrate through 
calibration process associated with expanded uncertainty to the 3 
dB fixed attenuator measurement. The key advantage is the same 
technique often used for the process of calibration of power 
sensors, radio frequency cables and connectors. The evaluation of 
uncertainty measurement in calculation from 300 kHz to 8.5 GHz 
will be applied if the same PXIe-5632 Vector Network Analyzer 
remains. 
 This paper is an extension of the work originally presented in 
the 2016 7th International Conference on Mechanical, Industrial, 
and Manufacturing Technologies [9] and Journal of Engineering 
Science and Technology Vol. 14, [10]. The limitation of this paper 
is frequency bandwidth from 300 kHz until 8.5 GHz only and 
frequency response transmission tracking analysis did not perform.  
 At the end of this paper the effects of measuring uncertainty 
will be compared with the other well-known manufacturer of the 
Vector Network Analyzer. It is to compare the estimation of the 
expanded uncertainty in measurement with the specific frequency 
bandwidth range. Improvements for future research can be 
established from the comparison. 

2. Evaluation of Uncertainty Measurement  
2.1. Type A Evaluation of Uncertainty 

Evaluation of measurement uncertainty classified into two 
categories Type A and Type B. Type A evaluation evaluates the 
uncertainty resulted from the statistical study. The statistical 
analysis may be an undergrowth series of repeated measurements 
of the same process.  The series of repeated measurements will fill 
in a standard deviation of mean.  Type B evaluates uncertainty 
other than statistical analysis. The uncertainty is based on the 
manufacturer published specification. 

Estimation of Type A evaluation of uncertainty can be applied 
when a set of measurement was recorded under the same condition 
with minimum 2 repeated measurement. An example of a quantity Y 
input with N statistically independent (N > 1) observed as 𝑦𝑦𝑗𝑗  (where 
j = 1, 2, 3, …, n). The estimation of quantity of Y is 𝑦𝑦 ̅, arithmetic 
mean wrote as equation (1) or applying the function of Average in 
Excel shown by equation 1 [11]. 

𝑦𝑦� =
1
𝑁𝑁
�𝑦𝑦𝑗𝑗

𝑁𝑁

𝑗𝑗−1

                                                                                      (1)  
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The arithmetic mean of 𝑦𝑦� is evaluated in equation 2 or 
applying the function of VAR.S in Excel to estimate the variance of 
probability distribution define as 𝑠𝑠2(𝑦𝑦)  shown by equation 2 [11].  

𝑠𝑠2(𝑦𝑦) =
1

𝑁𝑁 − 1
  �(𝑦𝑦𝑗𝑗

𝑁𝑁

𝑗𝑗=1

−  𝑦𝑦�)2                                                       (2) 

After estimation of arithmetic mean and variance had been 
calculated, the experimental standard deviation for Type A 
uncertainty was calculated in equation 3 by applying the function 
of STDEV in Excel shown by equation 3 [12]. 

𝑠𝑠2(𝑦𝑦�) =
𝑠𝑠2(𝑦𝑦)
𝑁𝑁

                                                                                    (3) 

The Type A standard uncertainty 𝑢𝑢(𝑦𝑦�) associated with the 
initial set of measurement repeated 𝑦𝑦� is the experimental standard 
deviation formula in equation 3. The standard uncertainty 
calculation is applying the same formula in equation 3. In order to 
differentiate the standard uncertainty and standard deviation, shown 
by equation 4. Type A standard uncertainty share the same formula 
in equation 3. 

𝑢𝑢(𝑦𝑦�) = 𝑠𝑠(𝑦𝑦�)                                                                                       (4) 

The main purpose of repeated measurement is to disperse the 
data into a statistical waveform. This study obtains 5 repeated 
measurements to fill in the Type A measurement uncertainty.  

Table 1: PXIe-5632 Type B contributors 

Frequency 
Range 

300 kHz to <5 
GHz 

5 GHz to 
8.5 GHz Unit 

Directivity  0.0106 0.020 dB 

Source Match  0.0125 0.0195 dB 

Reflection 
Tracking  0.1 0.1 dB  

Transmission 
Tracking  0.12 0.12 dB  

Load Match  0.0048 0.0114 dB 

Power Step 
Resolution  0.01 0.01 dB 

Trace Noise  0.0060 0.0060 dB 

 

2.2. Type B Evaluation of Uncertainty for PXIe-5632 

Type B contributor to the uncertainty was based on the 
product specification of the PXIe-5632 Vector Network Analyzer. 
It is necessary to list as many as which aspect of the system will 
lead to the error. Table 1 describing seven types of contributors. 

Vector Network Analyzer directivity is the relation between 
the leakage signal and the reflected signal. The lower directional 
leakage signals the better measurement quality. Source match 
define as the internal reflection error between the Vector Network 

Analyzer generator and device under test. Reflection tracking is 
the loss from the test port, cable and connection at port 1 and port 
2 independently at the network analyzer. Transmission tracking is 
the loss from the test port, cable and connection from port 1 to 
port 2 at the network analyzer. Load match is the error occur from 
the device under test to the receiver of network analyzer. Power 
step resolution refer to the most sensitivity resolution setting in 
the Vector Network Analyzer. Trace noise is the stability of the 
power when making the measurement across the bandwidth [13] 
swept in the network analyzer.  

In the practical to perform a complete test and calibration set 
up shown by Figure 1 is a full two port characteristic calibration. 
This set up consists of a NI PXIe-1071 chassis, NI PXIe-8135 
Controller, NI PXIe-5632 Vector Network Analyzer, a pair of 
gore cable and NI Automatic VNA Calibration Module 70 kHz 
until 9 GHz. 

 
Figure 1 : A set up of PXIe-5632 Calibration 

There are other variables that may contribute to the Type B 
uncertainty other than the 7 contributors mentioned in Table 1. 
The performance of the equipment would be degraded over time. 
In the product specification, some manufacturer may mention the 
aging or drift. It is up to engineers to either estimate the drift 
relative to the maximum or minimum specification limits or 
included as another Type B uncertainty component. One way of 
solving this problem is by calibrating the entire device shown in 
Figure 1. The manufacturer recommended one-year calibration 
interval for Vector Network Analyzer and Automatic Calibration 
Module. It is to ensure the absolute reading measured from this 
system is traceable to the International System of Units. 
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Once the calibration had been completed in Figure 1, this 
system is ready to measure a wide range of radio frequency 
devices such as antenna, amplifier, attenuator, splitter, filters and 
many more. In this paper, a 3 dB fixed attenuator manufacturer by 
Mini-Circuit with model VAT-3+ had been selected as shown by 
Figure 2. 

 
Figure 2: A 3 dB Fixed Attenuator under full two ports calibration 

The 3 dB Attenuation L(X) to be calibrated was obtain shown 
by equation 5. 

𝐿𝐿(𝑋𝑋) = 𝛿𝛿𝐿𝐿𝛿𝛿 + 𝛿𝛿𝐿𝐿𝛿𝛿 + 𝛿𝛿𝐿𝐿𝛿𝛿                                                             (5) 

Where: 

δLm  = Correction to mismatch loss 

δLk    = Correction for leakage for signal between input and output  

δLr    = Resolution of the network analyzer 

The 3 dB Attenuation L(X) will be measured in the Vector 
Network Analyzer from 300 kHz until 8.5 GHz are known as 
absolute reading. These absolute reading will associate with 
estimated measurement uncertainty at the end of this paper. In 
order to measure the 3 dB Attenuation, there are 3 factors 
contribute to the measurement. It is identified as correction to 
mismatch loss, correction for leakage for signal between input and 
output and resolution of the network analyzer. 

Correction to mismatch loss define as the calibration system 
consists of NI PXIe-5632 Vector Network Analyzer, a pair of gore 
cable and NI Automatic VNA Calibration Module 70 kHz until 9 
GHz to perform the characteristics impedance calibration. Where 

the characteristics impedance calibration accuracy traceable to the 
NI Automatic VNA Calibration Module.  

Correction for leakage for signal between input and output is 
define as the power dissipate along the transmission line from the 
Vector Network Analyzer port 2 to port 1 (forwards transmission 
S21) and port 1 to port 2 (reverse transmission S12).  

Resolution of the network analyzer refer to least significant 
digit measured from the Vector Network Analyzer. The least 
significant digit refers to the lowest digit from the display.  

3. Uncertainty Analysis for PXIe-5632 Network Analyzer 

Uncertainty analysis for PXIe-5632 Vector Network Analyzer 
required to combine Type A and Type B contributors. The Type A 
uncertainty had been completed in previous study. Refer to Table 
2, there are 7 Type B contributors and 1 Type A contributor in the 
uncertainty analysis. Each of the Type A and B contributors 
required to identify the distribution type. Distribution type 
segregate by Normal Distribution, U-shape, Triangle or 
Rectangular.  

Table 2: Uncertainty component’s unit, evaluation and distribution type 

Uncertainty 
Component Units Evaluation 

Type  
Distribution 
Type 

Directivity  dB B U Shape 
Source Match dB B U Shape 
Reflection 
Tracking  dB B Normal 
Transmission 
Tracking  dB B Normal 
Load Match  dB B U Shape 
Power Step 
Resolution  dB B Rectangular 
Trace Noise  dB B U Shape 
Repeatability dB A Normal 

 

 
Figure 3 : PXIe-5632 Source Second Harmonics 

 Directivity, Source Match, Load Match and Trace Noise are 
identified as U-Shape distribution. The 4 contributors are mainly 
generated from the Vector Network Analyzer internal generators 
and receivers. It is systematic errors in the Vector Network 
Analyzer. An example PXIe-5632 generator second harmonic 
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recorded in the product specification [14] as shown by Figure 3. 
The trend of the source second harmonics does not populate in 
Normal Distribution, Rectangular or Triangle distribution. The 
source distribution type is populating close to U-Shape. 

 Reflection and Transmission Tracking were classified as 
normal distribution since uncertainty values recorded in dB were 
taken from the manufacturer specification. Element of 
repeatability uncertainty is normal distribution type. Table 3 will 
extend each of the uncertainty components calculation in divisor, 
standard uncertainty, degree of freedom and combine uncertainty. 

Table 3: Uncertainty calculation from 300 kHz to <5 GHz 

Uncertainty 
Component Divisor Standard 

Unc. 
Degree of 
Freedom 

Combine 
Unc. 

Directivity  1.4142 0.0107 1000 0.0076 
Source Match 1.4142 0.0195 1000 0.0138 
Reflection 
Tracking  2 0.0200 1000 0.0100 
Transmission 
Tracking  2 0.0700 1000 0.0350 
Load Match  1.4142 0.0048 1000 0.0034 
Power Step 
Resolution  3.4641 0.0100 1000 0.0029 
Trace Noise  1.4142 0.0060 1000 0.0042 
Repeatability 1 0.0176 4 0.0176 
Combined Standard Uncertainty 0.0432 
Effective Degree of Freedom 135.8664 
Coverage Factor 1.96 
Expanded Uncertainty 0.085 
Unit dB 

 For each variable, Table 3 calculates 4 contributors which were 
divisor, standard uncertainty, degree of freedom and combined 
uncertainty. Each part of the uncertainty was defined as the same 
element measured in dB. In this case, no conversion is necessary 
in order to convert to the same base unit. The sensitivity factor [15] 
for each contributor is equal to 1. U-Shape distribution divisor is 
1.4142. The manufacturer reported standard uncertainty for 
reflection and transmission tracking are 0.02 dB and 0.07 dB 
respectively. Reflection and transmission tracking divisor are 2. 
Rectangular distribution divisor is 3.4641 [16].  

 The degree of freedom for the 7 Type B contributors are 
calculate as infinite. It is because the uncertainty contributors were 
based on the product specification. Which means the 7 Type B 
contributor are the worst-case [17] standard uncertainty. When a 
worst-case uncertainty contributor taken from the product 
specification, the values involved in the calculation was infinite.  

 Combined uncertainty [18] applied shown by equation 6.  

𝑈𝑈𝐿𝐿 =
𝛿𝛿𝑈𝑈𝑠𝑠
𝛿𝛿𝑈𝑈𝛿𝛿

  𝑥𝑥 𝛿𝛿𝑈𝑈𝛿𝛿                                                                            (6) 

Where: 

δUs   = Standard uncertainty contributor 

δUd   = Distribution type of divisor 

δUf   = Sensitivity Coefficient 

 Combined Standard Uncertainty U(s) [19] applied shown by 
equation 7.  

𝑈𝑈(𝑠𝑠) =    ��(𝑈𝑈𝐿𝐿)2
𝑁𝑁

𝐿𝐿=1

                                                                       (7) 

Where: 

UL   = Uncertainty Components 

 Effective Degree of Freedom V(eff) [20] applied shown by 
equation 8. 

𝑉𝑉(𝑒𝑒𝛿𝛿𝛿𝛿) =    
𝑈𝑈(𝑠𝑠)4

∑ 𝛿𝛿𝑈𝑈𝑠𝑠4𝛿𝛿𝑈𝑈𝛿𝛿4
𝑉𝑉𝛿𝛿

𝑁𝑁
𝑗𝑗−1

                                                       (8) 

Where:  

U(s)   = Combined Standard Uncertainty 

δU(s) = Standard uncertainty contributor 

δUd   = Distribution type of divisor 

Vf      = Degree of Freedom 

 Coverage factor refer to Effective Degree of Freedom in Table 
3. It was calculated as 135.8664. Refer the value 135.8664 in 
Student T table. From Student T table, it was located between 100 
and 1000 as shown by Figure 4. Choose the round up value at 95% 
confidence level as 1.962.  

 
Figure 4 : Student T Table 

Expanded Uncertainty E(u) [21] applied shown by equation 9. 

𝐸𝐸(𝑢𝑢) = 𝑈𝑈𝑠𝑠  𝑥𝑥  𝐶𝐶𝛿𝛿                                                                              (9) 

Where:  

U(s)   = Combined Standard Uncertainty 

Cf      = Coverage Factor  

 From Table 3, it was concluded that the Expanded Uncertainty 
from 300 kHz until 5 GHz reported at 0.085 dB. The same 
methodology applied from 5 GHz to 8.5 GHz frequency range as 
shown by Table 4. 

 Coverage factor refer to Effective Degree of Freedom in Table 
4. It was calculated as 115.2108. Check the calculated reading 
115.2108 from Student T table. From the Student T table, it was 
located between 100 and 1000 as shown by Figure 5. Choose the 
round up value at 95% confident level as 1.962. 
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Table 4: Uncertainty calculation from 5 GHz to 8.5 GHz 

Uncertainty 
Component Divisor Std 

Unc. 
Degree of 
Freedom 

Combine 
Unc. 

Directivity  1.4142 0.0200 1000 0.0141 
Source Match 1.4142 0.0195 1000 0.0138 
Reflection 
Tracking  2 0.0200 1000 0.0100 
Transmission 
Tracking  2 0.0700 1000 0.0350 
Load Match  1.4142 0.0227 1000 0.0161 
Power Step 
Resolution  3.4641 0.0100 1000 0.0029 
Trace Noise  1.4142 0.0060 1000 0.0042 
Repeatability 1 0.0212 4 0.0212 
Combined Standard Uncertainty 0.0495 
Effective Degree of Freedom 115.2108 
Coverage Factor 1.96 
Expanded Uncertainty 0.097 
Unit dB 

 

 
Figure 5 : Student T Table 

From Table 4, it was concluded that the Expanded Uncertainty 
from 5 GHz until 8.5 GHz reported at 0.097 dB.  The expanded 
uncertainty evaluation was reported respected to its frequency 
points as shown by Table 5. Forwards transmission (S21) and 
reverse transmission (S12) was the magnitude of absolute 
measurement associate with expanded uncertainty. The expended 
uncertainty should report in 2 decimal points. 

Table 5: An Example of Calibration Report with Expanded Uncertainty 

DUT Calibration Report 
Frequency 

(GHz) S21 Uncertainty S12 Uncertainty 

0.0003 -2.939 0.084 -2.951 0.085 

1 -3.092 0.084 -3.111 0.085 

2 -3.154 0.084 -3.168 0.085 

3 -3.189 0.084 -3.195 0.085 

4 -3.29 0.084 -3.297 0.085 

5 -3.239 0.084 -3.242 0.085 

6 -3.379 0.093 -3.395 0.097 

7 -3.408 0.093 -3.425 0.097 

8 -3.497 0.093 -3.498 0.097 

8.5 -3.553 0.093 -3.562 0.097 

4. Discussion 

In this paper the measurement uncertainty calculation was 
referred to the process flow of ISO / IEC Guide 98-1 to quantify 
the measurement uncertainty as Figure 6.  

 
Figure 6 : ISO/IEC Guide 98-1 Uncertainty Calculation Process Flow 

The flow diagram was divided into two major groups. It is 
input and output. In this paper, Tables 1 and 2 represent input. 
Whereas Tables 3, 4 and 5 reflect output. All tables describe the 
flows necessary to calculate the measurement uncertainty. There 
are total 6 systematic errors in reflection and transmission were 
found in the Vector Network Analyzer. It is identified as 
directivity, source match and frequency response reflection 
tracking for reflection. Transmission measurement generate 
another 3 systematic errors identified as isolation, load match and 
frequency response transmission tracking. The limitation from this 
paper to calculate the measurement uncertainty is without isolation 
taking into the consideration.  

However, the vector Network Analyzer and Calibration Kits 
were used in the calculation of measurement uncertainty will 
undergo the process of validation to ensure whether the hardware 
meets the minimum specification as discuss in 4.1. 

4.1. Vector Network Analyzer Directivity Validation by Using 
Anritsu Mechanical Verification Kits 

The reading of Directivity and Source Match in Table 1 was 
released by the manufacturer as product specification. Validation 
is necessary to ensure the Vector Network Analyzer complies with 
the specification. To perform the validation, verification kits are 
expected using the airline, as shown in Table 6. 

Table 6: Directivity and Source Match Experimental Test 

Experimental  Directivity  Source Match 
300 kHz to  

5 GHz 
Anritsu SC7953 

Super Termination 
Anritsu 23K50 Male 

Short 

5 GHz to  
8.5 GHz 

Anritsu SC4808  
20 dB Offset 

Termination and 
Anritsu SC7594 

Airline 

Anritsu 23KF50 
Female Short and 
Anritsu SC7594 

Airline 
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Directivity is load test and source match is short test. Both 
directivity and source match sharing the same Anritsu SC7594 
airline in high frequency. Either the validation of the directivity or 
the source match is enough to justify the efficiency of the Vector 
Network Analyzer, and the calibration kits comply with the 
specification specified in Table 1. In this paper the validation of 
the directivity was chosen to compare against the product 
specification. This is because the vector network analyzer uses the 
directional couplers or bridges to make reflected measurements. 
When the Vector Network Analyzer calibrated with the calibration 
kits, a small amount of incident signal leakage through the 
directional couplers or bridges into the receiver. This incident 
happens on both ports 1 and 2 of the Vector Network Analyzer. 
The leakage signal will affect the accuracy and precision of the 
Vector Network Analyzer. The leakage signal in directivity 
validation could be validated using the SC7953 super termination 
and SC4808 20-dB offset termination attachment to Anritsu 
SC7594 airline as shown in Figure 7. 

  
Figure 7 : Directivity Validation by Using Anritsu Verification Kit from 300 kHz 

to 5 GHz (left) and 5 GHz to 8.5 GHz (right) 

 
Figure 8 : PXIe-5632 Port 1 Directivity Validation Results Measured from          

300 kHz to 5 GHz 

 
Figure 9 : PXIe-5632 Port 2 Directivity Validation Results Measured from         

300 kHz to 5 GHz 

Once the Anritsu SC7953 super termination attach to the ports 
1 and 2 at the Vector Network Analyzer, the SC7953 super 
termination will absorb the power transmitted from the Vector 
Network Analyzer generator. The results of this test shown by 
Figure 8 for port 1 and Figure 9 for port 2 of the Vector Network 
Analyzer respectively measured at -46.29 dB and -48.21 dB.  

The maximum product specification is -42 dB from 300 kHz 
until 5 GHz. This experiment shows that the Vector Network 
Analyzer performed better than the specification required. 

Figures 10 and 11 demonstrate the ports 1 and 2 directivity 
test measured from 5 GHz until 8.5 GHz. The maximum accepted 
ripples are 3.1dB. The Vector Network Analyzer was found within 
the product specification. 

 
Figure 10 : PXIe-5632 Port 1 Directivity Validation Results Measured from            

5 GHz to 8.5 GHz 

 
Figure 11 : PXIe-5632 Port 2 Directivity Validation Results Measured from          

5 GHz to 8.5 GHz 

In this validation experimental, the Vector Network Analyzer 
directivity measurement swept from 300 kHz to 8.5 GHz 
concludes the Vector Network Analyzer was performed better than 
the required specification. Since the directivity of the PXIe-5632 
Vector Network Analyzer performed better than the warranted 
specification, directivity component listed in Table 1 is validated. 

4.2. Vector Network Analyzer Mismatch Validation with 3 dB 
Fixed Attenuator Product Specification 

The Anritsu Verification kit used to measure the Directivity 
and Source Match ripples. The ripples measured from the Vector 
Network Analyzer would be the Type B contributor respected to 
its frequency bandwidth. Meanwhile the Load Match from Table 
1 was determined from below criteria as Table 7. 
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Table 7: Fixed Attenuator and VNA Mismatch Calculate in dB 

Frequency 3 dB 
Attenuator VNA Mismatch 

(%) dB  

300 kHz 
to 5 GHz 1.15 1.016 0.1107 0.0048 

5 GHz to 
8.5 GHz 1.5 1.032 0.5256 0.0227 

From Table 7, the voltage standing wave ratio for 3 dB 
attenuator measure at 1.15 and 1.5 were taken from the 
manufacturer specification. The voltage standing wave ratio for 
Vector Network Analyzer measured at 1.016 and 1.032 was 
conversion from the product specification Load Match 42 and 36 
dB respectively. To calculate the Load Match from the Vector 
Network Analyzer together with the fixed attenuator VAT-3+ by 
applying the mismatch formula [22]. The calculated mismatch was 
in percentage. It is required to convert the mismatch in percentage 
to dB [23].  

Table 2 used to determine the distribution type for each 
contributor. The main reason why reflection and transmission 
tracking did not category as U-Shape distribution type because 
from the product datasheet it was provided the info as uncertainty 
in typical. The uncertainty value reported in typical is identical to 
2 sigma uncertainty. In order to calculate the Type B contributor 
for reflection and transmission tracking correctly, it is normal 
distribution type. If both reflection and transmission tracking 
identified as U-Shape distribution type, the expanded uncertainty 
will be increased as Tables 8 and 9. The uncertainty will be 
increased from 0.085 to 0.111 and 0.098 to 0.122. The expended 
uncertainty in Tables 8 and 9 could not classified incorrect 
expended uncertainty calculation because it is meet the ISO/IEC 
Guide 98-1 method. The only disadvantage for Tables 8 and 9 is 
the calculated expanded uncertainty approximately 30% increase 
from the initial calculation in Tables 3 and 4 respectively.  

Table 8: Effect of Reflection and Transmission Distribution Type Changed from 
300 kHz to 5 GHz 

Uncertainty 
Component 

Distribution 
Type Divisor Std 

Unc. Combined 

Directivity  U 1.4142 0.0107 0.0076 
Source Match U 1.4142 0.0195 0.0138 
Reflection U 1.4142 0.0200 0.0141 
Transmission U 1.4142 0.0700 0.0495 
Load Match  U 1.4142 0.0048 0.0034 
Power Step  Rectangular 3.4641 0.0100 0.0029 
Trace Noise  U 1.4142 0.0060 0.0042 
Repeatability Normal 1 0.0176 0.0176 

Combined Standard Uncertainty 0.0565 
Effective Degree of Freedom 337.94 

Coverage Factor 1.96 
Expanded Uncertainty 0.111 

Unit dB 
  

4.3. Vector Network Analyzer Reflection and Transmission 
Improvement 

Distribution type identification for each contributor in table 2 
is very important. We need to understand and identify the 

distribution type for each contributor correctly in order to compute 
the lowest expended uncertainty. The lower expended uncertainty 
calculated, the better system it is.  

 Table 9: Effect of Reflection and Transmission Distribution Type Changed from 
5 GHz to 8.5 GHz 

Uncertainty 
Component 

Distribution 
Type Divisor Std 

Unc. Combined 

Directivity  U 1.4142 0.0200 0.0141 
Source Match U 1.4142 0.0195 0.0138 
Reflection U 1.4142 0.0200 0.0141 
Transmission U 1.4142 0.0700 0.0495 
Load Match  U 1.4142 0.0227 0.0161 
Power Step  Rectangular 3.4641 0.0100 0.0029 
Trace Noise  U 1.4142 0.0060 0.0042 
Repeatability Normal 1 0.0212 0.0212 
Combined Standard Uncertainty 0.0614 
Effective Degree of Freedom 251.7565 
Coverage Factor 1.98 
Expanded Uncertainty 0.122 
Unit dB 

 
4.4. PXIe-5632 Vector Network Analyzer Limitation and 

Improvement for Future Work 

A comparison against the calibration and measurement 
capability for transmission S21 with other manufacturer had been 
completed in Table 10. The purpose of the comparison is to 
measure the gap analysis between other Vector Network Analyzer 
manufacturers and this study.    

Table 10: Transmission S21 Comparison With other Manufacturer 

Transmission S21 Study OEM1 OEM2 

Calibration and 
Measurement 
Capability in dB 

0.086 to 
0.094 0.057 0.029 to 

0.056 

VNA system in use NI PXIe-
5632 

HP 
8753ES MS 462xx 

The calibration and measurement capability for OEM1 and 
OEM2 were downloaded from Accredited body website. The 
manufacturer published the best capability in Transmission S21 
measurement. The differences between this OEM1 and this study 
is approximate 33.7% better in measurement capability. 
Meanwhile the gap analysis between OEM2 and this study was 
approximate 66.2% better in measurement. Both OEM1 and 
OEM2 delivered the better number in expanded uncertainty 
calculation because both OEM1 and OEM2 select the higher 
accuracy of the Vector Network Analyzer.  To improve this study, 
we need to focus at the main contributors is Tables 3 and 4 in order 
to enhance the system.  

From Tables 3 and 4, it was found that Transmission Tracking 
and Repeatability contribute more than half of the expended 
uncertainty calculation. To improve the Transmission Tracking 
uncertainty contributor, we need a calibrated 3 dB attenuator from 
National Measurement Laboratory becomes a reference attenuator 
to calibrate the NI PXIe-5632 Vector Network Analyzer. A 
calibrated 3 dB attenuator from United Kingdom National 
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Measurement Institute, National Physical Laboratory (United 
Kingdom Accreditation Service number 0478) could carry the 
reflection and transmission uncertainty as low as 0.01 dB and 
0.0012 dB respectively.  The known attenuation value calibrated 
from National Physical Laboratory could overwrite the NI PXIe-
5632 Vector Network Analyzer product specification in reflection 
and transmission Tracking accuracy by 2 time and 58 times 
improved respectively calculated in Tables 11 and 12. 

Table 11: Reflection and Transmission Tracking Uncertainty With Reference 
Attenuator from 300 kHz to 5 GHz 

Uncertainty 
Component 

Standard 
Uncertainty Combined 

Directivity  0.0107 0.0076 
Source Match 0.0195 0.0138 
Reflection 0.0100 0.0071 
Transmission 0.0012 0.0008 
Load Match  0.0048 0.0034 
Power Step  0.0100 0.0029 
Trace Noise  0.0060 0.0042 
Repeatability 0.0176 0.0176 

Combined Standard Uncertainty 0.0243 
Effective Degree of Freedom 14.4105 

Coverage Factor 1.96 
Expanded Uncertainty 0.048 

Unit dB 
Table 12: Reflection and Transmission Tracking Uncertainty With Reference 

Attenuator from 5 GHz to 8.5 GHz 

Uncertainty 
Component 

Standard 
Uncertainty Combined 

Directivity  0.0200 0.0141 
Source Match 0.0195 0.0138 
Reflection 0.0100 0.0071 
Transmission 0.0012 0.0008 
Load Match  0.0227 0.0161 
Power Step  0.0100 0.0029 
Trace Noise  0.0060 0.0042 
Repeatability 0.0212 0.0212 
Combined Standard Uncertainty 0.0343 
Effective Degree of Freedom 27.2742 
Coverage Factor 1.98 
Expanded Uncertainty 0.068 
Unit dB 

Nevertheless, the significant improvement in reflection and 
transmission tracking accuracy also will help to recalculate the 
Type A repeated uncertainty contributor to a smaller number in 
uncertainty are based on theory and for future study.  

4.5. Summary of Discussion 

Table 13 is the summary of improvement calibration technique 
applied the 3 dB reference attenuator into the NI PXIe-5632 Vector 
Network Analyzer calibration system. When this technique 
applied in the NI PXIe-5632 calibration system, the calibration and 
measurement capability performance is like other manufacturer 
Vector Network Analyzer and the investment is the lowest among 
the others.      

Table 13: Summary of Improvement Calibration Technique NI PXIe-5632 With 
Reference Attenuator  

Transmission 
S21 Study OEM1 OEM2 

Calibration and 
Measurement 

Capability in dB 
0.086 to 0.094 0.057 0.029 to 

0.056 

VNA system in 
use 

NI PXIe-5632 
With 3dB 
Reference 
Attenuator 

Agilent 
8753ES/ 
E5071C 

Anritsu 
MS462x 

Investment  Low - USD 
20k 

High -
USD 50k 

Medium- 
USD 35K 

 
5. Conclusion 

In this paper, an evaluation of measurement uncertainty for 
NI PXIe-5632 Vector Network Analyzer from 300 kHz to 8.5 
GHz is calculated. This frequency bandwidth is widely used in 
telecommunications particularly in the calibration system for the 
5 G sub-6GHz. This paper clarified the extended uncertainty 
measurement applied in the Vector Network Analyzer, valued to 
specific calibration techniques. A complete mathematical review 
shows the effects in each step involve changes to the contributor 
of uncertainty. This paper could help improve the scattering of 
parameters for commercial laboratories to extend the calibration 
potential in the new sector. The calibration technique of the 3 dB 
fixed attenuator also helps the commercial calibration laboratory 
explore existing measuring capacities and increase the degree of 
competence in the laboratory. In the discussion, it is explained 
different Vector Network Analyzer techniques applied in the NI 
PXIe-5632 could generate different expanded uncertainty in 
calculation. Based on the laboratory budget planning, the 
laboratory is free to choose which calibration technique would 
apply in the new scope. A part of the limitation of this paper is 
that isolation does not take into the estimation of measurement 
uncertainty calculation. It is because the manufacturer did not 
specify the specification for the isolation, but the systematic error 
of isolation could be established by validation or experimental. 
As future of this work, the first development is to increase the 
frequency from 8.5 GHz to 50 GHz. The second development is 
extending to Vector Network Analyzer Scattering Parameters port 
1 (S11) and port 2 (S22). The calculation of the reflections S11 
and S22 involved only port 1 or port 2. In addition, a measure of 
the test uncertainty ratio may also be added in future to satisfy the 
requirements of ANSI / NCSL Z540.  
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 To build a precise mathematical model describing a natural phenomenon, parameter 
estimation is needed to achieve the best parameter value. In this paper, we have calculated 
the best parameter value for a two-dimensional advection-dispersion differential equation 
of the biological oxygen demand degradation process in a facultative wastewater 
stabilization pond. This research was conducted with case study data collected from Sewon, 
Bantul facultative wastewater treatment facility located in Yogyakarta, Indonesia. The 
method employed in this research is based on the least square value by minimizing the 
difference between the observed data and the simulated data via quadratic programming 
using the interior point algorithm. This method gave the best value for the parameters 
observed in the model i.e. dispersion constant and the flow rate velocity. From the results, 
we have achieved that the best value for dispersion constant is 0.25, the velocity of the flow 
rate in the x-direction is 0.1, and the velocity of the flow rate in the y-direction is 0.15 
whereas the relative error of this parameter estimation was 11.5% that is acceptable. 
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1. Introduction  

People who dispose of their domestic wastewater directly to 
the river are still found around the world. It has a high potentiality 
to increase pollution in the river. Then, the water quality in the 
river will be decreased. Hence, wastewater treatment is needed to 
reduce the pollutant in the wastewater before it is disposed of.  
Many countries have been developing wastewater treatment 
plants (WWTP) to reduce the negative impacts of the wastewater 
they produced. Commonly, a WWTP was built with components 
of an inlet section at the beginning of the process, facultative 
ponds, maturation ponds, and outlet section [1]. To optimize the 
pollutant reducing on facultative ponds, many researchers have 
been developed some mathematical models to analyze the 
physical, biological and chemical processes on these ponds during 
the treatment. In the biological process, the organic material is 
decreased during a natural process which utilizes the bacteria and 
algae in the wastewater [2]–[4].  

In mathematical theories, many mathematical models are 
useful to analyze some phenomena which will produce some 
results to be used for mitigation, optimization, evaluation, etc. 
One of the most useful mathematical models is the partial 
differential equation. For example, an elliptic partial differential 

equation was used to solve a production planning problem [5], a 
partial differential equation model was formulated for infrared 
image enhancement [6], and a mathematical model was applied 
for inflammatory edema formation [7]. The more special 
mathematical model in a class of partial differential equations is 
an equation for the advection-dispersion phenomenon. There 
were many pieces of researches conducted to solve and to apply 
the advection-dispersion model. For examples, an advection-
dispersion rule was applied for analyzing of transport of leaking 
CO2-saturated brine along a fractured zone [8], a fractional 
advection-dispersion model was applied for hillslope tracer 
analysis, and a 3D advection-dispersion model was used to 
analyze the distribution of dissolved oxygen in a facultative pond 
[9]. The analytical solution of a partial differential equation is 
commonly not easy to find. Therefore, many researchers are more 
prefer to the numerical method to solve. Special for the advection-
dispersion model, some numerical methods were developed such 
as random lattice Boltzmann method [10], Haar wavelets coupled 
with finite differences [11], unified transform/Fokas method [12], 
a numerical method based on Legendre scaling functions [13] and 
many more. Each of these methods had some superiority and 
weakness. Furthermore, a mathematical model contains some 
parameters in the equation. To determine the value of these 
parameters, parameter estimation is needed to be performed. 
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Figure 1: Sewon Bantul wastewater treatment plant [19] 

Special for a partial differential equation, to be considered 
well to observe the modeled phenomenon, a parameter estimation 
process is needed to obtain the best parameter value to represent 
the phenomenon. There are many methods to be able to perform 
parameter estimation from classic methods like least square to 
some new methods like multi-parametric programming [14] and 
novel mixed artificial neural network [15]. Many researchers have 
been conducted some researches for parameter estimation process 
which have been applied for many problems like Ornstein–
Uhlenbeck process [16], plasmonic QED problem [17], and 
gravitational waves problem [18]. 

In this research, we conduct a study of parameter estimation 
on a BOD degradation mathematical model for a two-dimensional 
differential equation based on the advection-dispersion model for 
a facultative wastewater stabilization pond. To obtain the best 
parameter, we use the BOD observation data taken in the Sewon 
wastewater stabilization pond located in Bantul, Yogyakarta, 
Indonesia. 

2. Material and Method 

The methodology used in this research is explained as 
follows. First, we explain the WWTP that we observed. The 
sample data of the BOD concentration used in the parameter 
estimation process were observed in Sewon WWTP located in 
Bantul, Yogyakarta province, Indonesia. The scheme of this 
WWP is illustrated in Figure 1. 

This WWTP’s layout can be separated into three main parts 
that are inlet section, facultative ponds section, maturation ponds 
section, and an outlet section. These facultative ponds are 
connected as illustrated in the figure where the size of each 
facultative pond is around (77 x 70 x 4) m3. The sampling point 
of this research is explained in Figure 2. The used method to test 

the BOD concentration in the wastewater sample is 
APHA.AWWWA.WEF 5190 B-2012. 

 
Figure 2: BOD sampling points 

2.1. Assumptions 

The governed differential equation in this research is working 
under the following assumptions: 

• The observation data were collected in Sewon WWTP in 
the sunny season. We assume the achieved parameter is 
suitable for the sunny season. 

• The governed differential equation contains only two 
dimensions i.e. x-direction and y-direction. We omit the 
depth parameter and assume the BOD concentration is 
uniformly distributed in the depth dimension. 

• Dispersion constant in the x and y direction are assumed to 
be identic in the horizontal direction. 

• We observe only the BOD degradation in the facultative 
ponds. We omit the treatment on the maturation pond. 

The governed differential equation used the following symbols: 
i : index of sampling point coordinate in the x-

direction 
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j : index of sampling point coordinate in the y-
direction 

x : sampling point coordinate in the x-direction 
y : sampling point coordinate in the y-direction 

,x yD  : dispersion constant in the x or y direction 

,
n
i jC  : BOD concentration on sampling point (i,j) at 

observation time instant n (ML-3) 
x∆  : step length of observation sampling point in the x-

direction 
x∆  : step length of observation sampling point in the y-

direction 
t∆  : step length step of observation time instant 

,
ˆ n
i jC   : observation data value of BOD concentration at 

sampling point (i,j) at observation time instant n 
(ML-3) 

u : velocity of the flow rate of the wastewater in the x-
axis direction (LT-1) 

v : velocity of the flow rate of the wastewater in the y-
axis direction (LT-1). 

 
2.2. Mathematical Model 

The BOD degradation process can be illustrated in Figure 3. 
The velocity of the flow rate of the wastewater in the x-axis 
direction is u (LT-1) whereas notation v is the velocity of the flow 
in the y-direction (LT-1). 
 

 
Figure 3: The BOD degradation process 

 
Let ,x yD   be the dispersion constant in the x or y direction 

(L2T-1), the parameter estimation is conducted for the following 
BOD degradation mathematical model in the two-dimensional 
equation based on the advection-dispersion process [20]: 

( ) ( ) 2 2

2 2x y
uC vCC C CD D

t x y x y

∂ ∂∂ ∂ ∂
= − − + − +

∂ ∂ ∂ ∂ ∂
  (1) 

where C  is the BOD concentration (ML-3). We assume that 
x y hD D D= =   which means that the dispersion constant in the x 

and y direction are identic as the horizontal direction denoted by
hD  . By applying the finite difference method to solve the model 

numerically, we have the following solution 
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By simple algebraic manipulation, we have the following 
solution 
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∆ ∆

− +
∆ ∆

   (2) 

The initial value of the model is obtained by sampling with 
the following method. Firstly, by using the observation BOD 
concentration data shown in Table 1, we have calculated the curve 
fitting process to obtain a BOD concentration function of the grid 
based on these data. 

 
Table 1: BOD Concentration Data for initial condition curve fitting 

Sampling 
point 

y 
1 2 3 4 5 6 7 

x 

1 64.06 66.12 41.79 34.92 64.06 66.12 41.79 
2 34.92 64.06 66.12 41.79 34.92 37.44 40.64 
3 36.51 39.43 63.85 37.87 49.68 69.84 64.06 
4 66.12 41.79 34.92 37.44 40.64 36.51 39.43 
5 63.85 37.87 49.68 69.84 64.06 66.12 41.79 
6 34.92 37.44 40.64 36.51 39.43 63.85 37.87 
7 49.68 69.84 69.78 55.35 69.86 42.68 42.68 

 

 
Figure 4: Initial value curve fitting 

 
0.077x∆ = , 0.07y∆ = , curve fitting is resulting the 

following polynomial of degree 5: 
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which is illustrated in Figure 4. The derived initial value curve 
( , )f x y  is then used as the initial value of the BOD concentration 

for all sampling points in the parameter estimation calculation. 
 
3. Results and Discussions 

Let ,
ˆ n
i jC  denotes the observation data value of BOD 

concentration at sampling point (i,j) at observation time instant 
n. The governed optimization is formulated as 

( )2, ,
ˆmin n n
i j i j

i j n
C C−∑∑∑   (3) 

subject to:  
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∆ ∆ ∆ ∆

 

This mathematical model is explained as follows. The objective 
is find the best value for the parameters that will be estimated i.e. 
the flow rate in the x-direction & y-direction, and the dispersion 
constant.  The term “best” means that we want to find the value 
for the parameters so that the simulated data derived from (2)  will 
be closest to the observation data. This can be achieved by 
adopting the least square theory i.e. minimizing the difference 
between the simulated data and the observation data of the BOD 
concentration value for all time instants (observation time) and for 
all sampling points  in the quadratic form as formulated in (3) 
subject to the governed equation of the BOD concentration.  

Table 2:  BOD concentration (mg/L) data for parameter estimation at time 
sampling 2 PM 

Sampling point y 
1 2 3 4 

x 

1 37.44 40.64 36.51 39.43 
2 38.32 44.24 38.38 50.97 
3 46.10 23.32 47.06 53.86 
4 55.79 47.05 23.98 64.44 
5 51.02 36.40 35.56 54.71 

 
Table 3: BOD Concentration (mg/L) data for parameter estimation at time 

sampling 7 PM 

Sampling point y 
1 2 3 4 

x 

1 63.85 37.87 49.68 69.84 
2 48.33 33.84 66.78 76.40 
3 49.25 26.05 43.79 42.56 
4 50.28 47.43 40.66 49.90 
5 87.05 55.08 51.34 52.44 

 

By using the MATLAB programming language and interior-
point algorithm solver, we run the parameter estimation by using 
the observation data. The results are the value for parameters the 
flow rate, dispersion coefficient in the x-direction, and dispersion 
coefficient in the y-direction. 

Tables 2 and 3 show the BOD concentration observation 
data at sampling time 2 PM and 7 PM that we used to perform the 
parameter estimation. The optimization process or solving (3) was 
performed in MATLAB R2017b on a daily used personal 
computer with 3.2 GHz of processor, 8 GB of memory and 
Windows 10 of the operating system. From the solution for (3), 
the parameter value for dispersion constant is 0.25 and the 
velocity of the flow rate is 0.1 for the x-direction and 0.15 for the 
y-direction. These values can be used in the model so that the 
model will give the best fit to the data with a relative error of 
11.5% of the simulated data from the observed data. We argue 
that this relative error is acceptable which means that these results 
are implementable. These parameter estimation results, then, can 
be used to estimate the dynamics of the BOD concentration in the 
corresponding facultative domestic wastewater ponds via the 
governed differential equation (1). 

According to the fact that the more the observation data are 
used, the better the estimated parameters’ value are achieved. This 
means that derived parameters’ value in this research might be 
improved by the policy maker if more observation data are 
available to compute although it will be costly. Moreover, time of 
sampling is also affecting the estimated parameter. Then, the time 
for collecting the observation data would be better with different 
conditions such as various weather. Hence, the policy maker is 
suggested to collect the data with multiple observations so that the 
estimated parameters would be better. 

4. Concluding Remarks 

We have considered the parameter estimation for a two-
dimensional advection-dispersion mathematical model using 
BOD concentration data at Sewon wastewater facultative ponds 
located in Bantul, Yogyakarta, Indonesia. The parameters that we 
estimated are the flow rate in the two directions (x-direction and 
y-direction) and the dispersion constant. The parameter estimation 
process was modeled as a quadratic optimization problem in 
which the objective is finding the best parameter for the model 
and observation data using the least square scheme. We have 
achieved the best parameter for them with a relative error of 
11.5%. 

In our future works, we will develop the model for the three-
dimensional case so the depth of the water will be included in the 
model. Furthermore, the other models for other 
biological/chemical processes such as chemical oxygen demand 
(COD), dissolved oxygen (DO), plankton, and sediment analysis 
are interesting to study. 
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 It is difficult to accurately segment brain MRI in the complex structures of brain tumors, 
blurred borders, and external variables such as noise. Much research in developing as well 
as developed countries show that the number of individuals suffering tumor of the brain has 
died as a result of the inaccurate diagnosis. The proposed article, a novel hybrid method 
improves segmentation accuracy. The proposed research includes three basic steps. In the 
first step, the adaptive filter based on mean and local variance is utilized for noise removal 
in the input images. It helps in de-noising to a different orientation and scale, creates 
numerous responses for all components in the medical images while preserving the edges. 
In the second step, the development of a hybrid method takes place. It is the combination of 
extended K-mean clustering and fuzzy C-mean clustering. The purpose of the research is to 
develop a hybrid segmentation structure of single-channel T1 MR Images for multiform 
benign and malignant tumors. It removes the limitation of prefixed cluster size which helps 
in improving the segmentation accuracy by reducing the sensitivity of the clustering 
parameters. In the third step, the morphological non-linear operation performed for the 
removal of the non-tumor part. The proposed approach is evaluated against various 
statistical parameters such as mean, standard deviation, entropy, correlation, homogeneity, 
smoothness and variance. The parameters result predicts a greater balance between the 
automated tumor areas extracted by radiologists with the tumor areas extracted by the 
proposed method. The findings show that the proposed hybrid method achieves a 98% level 
of segmentation accuracy. 
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1. Introduction  

Advanced 3-D medical imaging techniques produce highly 
efficient and reliable images [1]. Segmentation of the medical 
image is the method of automatically or semi-automatically 
detecting boundaries within a 2D or 3D image. A significant 
challenge in segmenting medical images is the increased variation 
of medical images. First and foremost, there are significant modes 
of variation in human anatomy. Furthermore, a number of different 
modalities like X-ray, CT, MRI, Microscopy, PET, SPECT, 
Endoscopy and OCT are used in the processing of medical images 
[2]. Normal cells develop regulated in the human brain, whereas 
new cells replace damaged cells, tumor cells produce uncontrolled 
in the brain, which is not yet understood. Benign or malignant can 

be primary brain tumors. Brain tumors are heterogeneous and 
extremely variable in size, place, shape, and appearance. 
Automatic benign and malignant brain tumor segmentation is a 
difficult task. Some MR imaging artifacts also increase the 
complexity level in the tumor segmentation [3]. The slow growth 
of a benign brain tumor is certain and rarely diffuses, while its cells 
are not malignant. Figure 1 display below containing different 
types of benign MRI tumor images. 

 
Figure 1: Brain MRI images containing different types of benign brain tumor 

ASTESJ 

ISSN: 2415-6698 

*Kapil Kumar Gupta, Amity University, Shri Ramswaroop Memorial University, 
kapilkumargupta2007@gmail.com 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 16-27 (2020) 

www.astesj.com   

Special Issue on Multidisciplinary Sciences and Engineering 

https://dx.doi.org/10.25046/aj050303 

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj050303


K.K. Gupta et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 16-27 (2020) 

www.astesj.com     17 

Figure 2 display containing different types of malignant MRI 
tumor images. 

 
Figure 2: Brain MRI images containing different types of malignant brain tumor 

The tumor, causing normal tissue damage, compression and 
elevated intra-crane pressures can have an effect on the brain [4]. 
Symptoms like headache, dizziness and visibility problems can 
vary by type, size, and location of the tumor in the brain. 

In this paper, Image segmentation relates to pixel classification 
or grouping, so that each class or group represents an object that is 
viewed differently. Different characteristics are used for this 
purpose to discriminate between one item and another [5]. Texture, 
boundaries, edges, and color are some of the characteristics most 
commonly used to differentiate between different objects [6, 7]. 
Edge is a significant image feature, so edge detection plays an 
important role in the segmentation. A challenging issue for edge 
detection of digital medical images is noise. De-noising images is 
a classic yet active subject as it is an essential step in many 
applications. Since the pixel characteristics are discontinuous, 
there will be comparatively evident variations between the pixel 
characteristics on both sides of the edges. Therefore, the 
fundamental concept of the edge-based segmentation algorithm is 
to use some techniques to discover the limits. On one side of the 
corners the pixels are divided into one sub-image and on the other 
side, the pixels are considered to belong to another sub-image. It is 
sensitive to noise and generally gets incomplete data [8]. Linear 
filters that transform the image into a constant matrix, in the 
presence of additive noise, will generate the image that is blurred 
with the poor position of features and incomplete noise reduction 
[9]. A lot of research has taken into consideration and conclude 
that the adaptive mean and variance based filter is better than other 
filters for de-noising medical images.  

Clustering techniques are used to distinguish groups of similar 
objects in a multivariate data set gathered from areas such as 
Biomedical and Geospatial etc.. The Fuzzy C- Mean (FCM) 
clustering technique applies to a broad range of data in the 
assessment of biomedical information. For any set of numerical 
information, this program produces fuzzy partitions and prototypes. 
These partitions are helpful to support recognized substructures or 
to suggest substructure in unexplored information. A generalized 
minimum-square objective function is the clustering criterion used 
to aggregate subsets [10]. Extended K-means algorithms are used 
to separate the area of concern from the context [11]. 

For the assessment of Brain Tumor, the statistical parameters 
are implemented. Under the average data technique, statistical and 
mathematical parameters such as Entropy, Standard Deviation, 
Mean and Variance are introduced [12]. For the number of 
iterations, the statistical range of each parameter is calculated. The 
individual statistical parameter assessment is performed with its 
impact on MR images of the brain tumors. Factors such as intensity, 
artifact presence and similarities in gray-level images are also 
taken into account in the segmentation process. 

2. Background Study 

Segmentation of the magnetic resonance images relates to the 
pixel clusters. Each cluster represents an object that is viewed 
differently. Distinct characteristics are used to discriminate 
between one object to another. Medical image processing is always 
a focal point for researchers. The challenge is to predict the 
accurate areas of brain tumors within the given time frame. Many 
studies suggested in the field of brain tumor identification have 
been released over the past 30 years. Research has grown 
exponentially over the past decade. An article was written by A. 
Kharrat et. al. on the brain tumor recognition using the Wavelet 
Transform segmentation approach to break up images of MRI. In 
this proposed method k-means are implemented to remove the 
locations or tumors that are suspect.  The wavelet transformation 
functions Ѱx,y(s)called the wavelet family in equation 1. Equation 
2 evaluates many wavelets, which are derived from the scaling of 
a solitary function Ψ(s) called the mother wavelet [13]. 

                       Bx,y= ∫ a(s)∞
−∞ Ψx,y(s)ds                                   (1)                           

               𝚿𝚿𝐱𝐱,𝐲𝐲(𝐬𝐬) = 𝟏𝟏
√𝐱𝐱
𝚿𝚿(𝐬𝐬−𝐲𝐲

𝐱𝐱
) with x ≠0                                    (2) 

The method displays images at different levels of resolution. 
The wavelet test also allows the images to be compact or to de-
noise without any noticeable degradation. In this study, researchers 
achieved 21.6272 PSNR value and 17.7768 MSAD value. R. 
Ratan and. al. suggested a detection method for brain tumors based 
on multi-parameter analyzes of MR images. Segmentation of the 
Watershed was implemented in this process. By deciphering a 
force picture's inclination guide as a tallness appreciation, we get 
lines that seem to be edged by all accounts. The journey from the 
dividing lines to the corresponding catchment bowl would be 
discovered if the forms were a precipitation dropper. These lines 
of isolation are called watersheds. The shift in the watershed can 
be created on a grayscale by flooding method. It was used to detect 
brain tumors in 2D and 3D medical images [14]. A properly 
organized quick diagnostic of brain tumor technique was 
suggested by Qurat-Ul-Ain et al. In the first stage extraction of 
texture, features takes place while the second stage consists of the 
classification of brain pictures on the basis of texture feature using 
the hybrid base classifier. The extracted tumor region is 
categorized as malignant by using two-phase segmentation 
processes. The segmentation process in this technique involves 
stages of removal of the skull and extraction of tumors. The 
researchers achieved 99% classification accuracy [15]. M. U. 
Akram et al. suggested an automatic diagnostic system technique 
for MR images. In this approach, segmentation and fragmentation 
of the images are obtained in three phases. In the first phase, 
preprocessing is performed to evacuate the blurring and to sharpen 
the picture. In the second phase, thresholding based segmentation 
takes place and in the third phase, fragmented images are 
processed with morphology, and tumor cover is carried out to 
remove the falsified pixels. The authors achieved an average of 97% 
segmentation accuracy in the experiment [16]. S. Baurer et al. 
placed forward a distinctive approach in which tumor patients can 
select a healthy brain atlas for medical images. The simulation of 
tumor growth along with trained algorithms is used to equate a safe 
image of the brain with that of the patient's brain. Finally, the non-
stringent identification between the mutated atlas and the patient 
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image is used to allow a better contrast. It provides flexibility in 
the segmentation and enhanced tumor simulation and tumor 
enhancement treatment of atlas-based brain tumor images. In this 
approach, iterations are repeated until 90% of the tumor volume 
achieved [17]. A multiform brain tumor segmentation proposed by 
J. Huo et. al. used a hybrid approach. In this approach, they 
adopted three different methods: the first one is fuzzy 
connectedness, the second one is grow cut, and last is a 
classification of voxel using the vector supporting machine. As a 
hybrid rule, a confidence map averaging (CMA) technique has 
been used. In order to capture the global "joining together" of the 
voxels, a fuzzy correctness frame (FC) assigns the target object 
flipped affinities during classification. A paired t-test was found to 
be greater than 5 in the results of the experiments. A. Tom et. al. 
Suggested a technique of segmentation using invariant geometric 
transform analysis to detect brain tumors. The authors proposed a 
unique algorithm which is the combination of translational, 
rotational and scaling. The feature vector is calculated using the 
combination of shape, position, and texture. After that, the 
calculation of the Euclidean distance between the input vector and 
the preciously stored vector takes place. Images with minimum 
Euclidean distance are considered whose result is above a certain 
level i.e. threshold level. Experimental results achieved 90% of 
segmentation accuracy [18]. R. Vijayarajan et.al. explain about the 
medical image segmentation using fuzzy C-mean clustering 
technique where averaging is done by fusion of principal 
components. Image fusion is a technique of transmitting all 
appropriate and complementary image information into a single 
composite image from multiple MRI from the same source or from 
different sources. In this method, source images are segmented by 
the FCM clustering algorithm into K-number of clusters and the 
segmented regions are sorted specifically for fusion regions. If the 
principal components for the k-clusters is p1i and p2i where, i is 
from 1 to K then the average of all the parts is assessed by equation 
3 and 4 [19]. 

                p1= (1/𝐾𝐾)� p1i𝑘𝑘
𝑖𝑖=0                                     (3) 

                p2= (1/𝐾𝐾)� p2i𝑘𝑘
𝑖𝑖=0                                     (4) 

K is subjective to various image inputs. And p1 and p2 are 
fusion weights. The fused image is obtained by the following 
equation 5 : 

          I=p1*i1+p2*i2                                                (5) 

Where, i1 and i2 are two images which are going to be fused. The 
average quality index is around 85% which better than the other 
algorithm as given in the experiments.  

The distinctive local, independent transformation based 
segmentation and classification of CT and MRI images have been 
submitted by M. Huang et al. In their study, the LIC method is 
employed to identify the segments into separate classes. Locality 
plays an important part in LITC's autonomous urban development, 
which solves problems. The locality is used to bind the anchor code 
to solve linear transformation issues instead of other coding 
techniques. On the basis of the actual patient results, the average 
dice similitude of the proposed whole tumor, tumor center, and 
tumor section are 0.84, 0.685 and 0.585, respectively [20]. The 

method was suggested by N. Dhanachandra et. al. for the solution 
of the problem of segmentation using the K-mean algorithm of 
clustering and subtractive clustering algorithm. In this approach, 
the enhancement in the image quality, partial stretching 
improvement is applied to the picture. The clustering subtractive 
approach is an information clustering technique. Therefore, the 
subtractive cluster is used in k-means algorithms for the division 
of the images. The median filter is then placed in the segmented 
image to eliminate any undesired part from the image. 
Experimental results showed that RMSE is 0.0017 and PSNR is 
35.77 which is a good result for segmentation. The ACM 
segmentation and ANN-LM classification methods used in brain 
tumor MRI analysis were used by A. Shenbagarajan and others. 
The proposed image analysis of MRIs using the ACM method 
regionally used to segment and the ANN algorithm based on the 
LM to efficiently identify MRIs as normal brain and timorous 
brain. The proposed MRI image-based brain tumor evaluation 
should effectively address the segmentation process and the 
classification method for brain tumor evaluation using feature 
removal techniques so that the technique would lead to a better 
result of brain tumor diagnostics before use in medical areas [21]. 
M. Sornam and others focus on establishing an independent 
diagnostic tumor program using pictures of MR weighted T1 and 
T2. The beginning step is to separate the brain MR images into 
benign and malignant by filtering images and the k-mean 
algorithm. The textural and form-based extraction process is 
performed with Wavelet and Zernike methods in the intermediate 
step. The final step is to determine the difference entre benign and 
malignant tumors using the ELM (Extreme Learning Machine) 
algorithm. Researchers found that the proposed algorithm 
achieved 77% of segmentation accuracy [22]. Figure 3 depicts an 
example of wavelet and Zernike based segmentation results.  

 
Figure 3: A – Benign, B – Malignant are the images after segmentation using k-

mean [22]. 

In order to classify images of the MR of brain tumor, R.Ahmed 
et al. suggested the use of a support vector machine and ANN.  For 
the segmentation of MRI images, the combination of tempered K-
means and modified Fuzzy C-means (TKFCM) is used. TKFCM 
assimilates with few improvements K-means and Fuzzy C-means. 
A combination of Temper with K-means has identified in the brain 
MR images by gray level intensity. Equation 6 shall assess the gray 
based strength and picture complexity. 

A(𝑎𝑎𝑖𝑖, 𝑏𝑏𝑗𝑗 ) =∑ ∑ 𝑅𝑅(𝑎𝑎𝑖𝑖  , 𝑏𝑏𝑗𝑗)𝑄𝑄+𝑚𝑚
𝑗𝑗=𝑚𝑚+1

𝑃𝑃+𝑚𝑚
𝑖𝑖=𝑚𝑚+1  𝑆𝑆𝑃𝑃𝑄𝑄(𝑟𝑟𝑟𝑟𝑟𝑟𝑖𝑖𝑟𝑟𝑟𝑟)                    (6) 

Equation 7 gives the Temper window.  

 𝑆𝑆𝑃𝑃𝑄𝑄=∑ ∑ 𝑅𝑅(𝑎𝑎𝑖𝑖  , 𝑏𝑏𝑗𝑗)𝑄𝑄−𝑚𝑚
𝑗𝑗=𝑚𝑚+1

𝑃𝑃−𝑚𝑚
𝑖𝑖=𝑚𝑚+1                                                 (7) 

Tempe-based image matrix is given with G gray-level intensity 
number and B bin numbers used for image R (ai , bj ) temper 
detection. Where, m is defined as m= (winsize -1)/2. Application 
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of exact temper values, rank and column is obtained by placing the 
desired temper.  

 𝐿𝐿𝑔𝑔 = ∑ ∑ 𝐴𝐴�𝑎𝑎𝑖𝑖  , 𝑏𝑏𝑗𝑗�||𝐺𝐺
𝑗𝑗=1

𝐷𝐷
𝑖𝑖=1  𝑎𝑎𝑖𝑖 − 𝑑𝑑𝑗𝑗 ||2                            (8)   

       𝐿𝐿𝑝𝑝 = ∑ ∑ (𝑉𝑉𝑖𝑖𝑗𝑗)𝐺𝐺
𝑖𝑖=1 ∗ (ℎ𝑖𝑖𝑗𝑗)2𝑄𝑄

𝑗𝑗=1                                             (9)                                  

The description with which the tumor area could be located as 
follows (8) and (9) equation: 

      𝐿𝐿𝑔𝑔𝑝𝑝 = ∮ (Lg , Lp).
d                                                                    (10) 

P and Q are row and column of A (ai, bj) and d is contour value. 
Cluster number, cluster center, and data point’s number are 
identified by G, Q, and D respectively. The proposed study 
evaluates the sample data with 97.37% classification accuracy [23]. 
X. Ma et.al. proposes a noise removal method in SAR images. In 
this method, shift-invariant K- means singular value 
decomposition (SVD) with guided filter is used. The entire 
technique is made up of two steps. The first stage is to deal with 
the noisy image, the K-SVD shift, and the original de-noisy images. 
In the second step, the guided filtration is performed for the initial 
de-noisy image. Researchers achieved an average of 31.4040 
PSNR over 6 images in the given method [24]. The automated 
brain tumor identification technique suggested by A. Mukaram et. 
al. is composed of the picture and separating two principal sections. 
Smoothing of the image can be accomplished through the use of a 
median filter, followed by an image enhancement method that can 
be accomplished through Sobel edge detection. For the 
Segmentation purpose, the K-means pillar algorithm is used. Pillar 
K-mean algorithm involves pillar pixel selection for efficient 
segmentation [25]. Hanafy M. Ali presented a study on MRI 
images for noise removal. MRI images are usually susceptible to 
noise such as the Gaussian noise, salt, pepper, and spatula noise. 
Therefore, having a precise brain picture is an extremely severe 
activity. A precise brain image is very important for further 
diagnosis. To remove noise, a median filter algorithm is used. 
Input images are combined with Gaussian noise and salt and 
pepper noise at various levels. To solve the problem of noise 
reduction it will be introduced a combination of the proposed 
Middle filter (MF), adaptive Middle Filter (AMF) and adaptable 
Wiener Filter (AWF). The filters are used to eliminate the additive 
noise from images of the MRI [26]. S. Riaz et. al. applied a unique 
technique on images having large scale data. This incorporates 
rough Fuzzy C-mean clustering with the methodology of the neural 
network. The main concept is to first create an original cluster core, 
then update image clusters and representations jointly during 
preparation, using a single layer of clustering by multi-layers of 
CNN. Fuzzy rough C-mean (FRCM) will be used for upgrading 
the forward pass cluster centers, while Stochastic Gradient Decent 
(SGD) will be used to upgrade CNN parameters. This rough 
collection of low and limited approaches addresses uncertainty, 
vacuity, and incompleteness in the definition of clusters and fuzzy 
sets which make it possible to effectively manage overlapping 
partitions in a noisy environment. The experimental result predicts 
that the given method has an average of 91% clustering accuracy 
among 4 different datasets [27]. Exhaustive research carried by A. 
Zotin et. al. used in brain tumor pictures to detect edges.  In this 
technique, you look for a set of the fuzzy cluster by searching 
iteratively. A related fuzzy membership matrix specifying the 

membership level of the kth element is prepared in the first set of 
vectors of the ith cluster. Equation 11 calculates the objective 
function.   

 f (D, C) =∑ ∑ d .m
k=1

n
i=1 (xm − cn)2                                    (11) 

Where, d is the membership value, xm is the mth cluster and cn 
is the centre of the nth cluster. After dividing the image into a series 
of homogenous clusters with the fuzzy C-mean (FCM) algorithm 
the canny edge detector is implemented. The authors achieved 98.4% 
segmentation accuracy in 2 images [28, 29]. Proposed A Robust 
segmentation on MRI and field correction, incorporated into a 
clustering model through local contextual information by Z.  
Zhang and J. Song. In this study, the precise segments of brain 
MRI, which is corrupted by noise and intensity homogeneity, are 
used to produce a new robust clustering of local context 
information (RC-LCI). In order to produce the respective 
anisotropic weight to update the present core pixel and eliminate 
noisy pixels, the weighting method incorporating local contextual 
data was used to construct a pixel in the principal pixel region. A 
multiplying structure consisting of a real image product and a bias 
field could then efficiently segment the brain RMI and analyze the 
bias domain. In terms of the coefficient of Jaccard similarity, the 
results obtained by RC_LCI were increased by 0.195 +/- 0.125 
[30]. A unique algorithm proposed by F. Han for the detection of 
high-speed moving locations in a noisy environment. In 
conjunction with the Wavelet Coefficients tree and Lipschitz 
Expertise Noise Property, the definition of the neural network 
activation function is agreed on for the activation evaluation 
technique. Then it is possible to retain the important wavelet 
coefficients. The non-important coefficients were also excluded by 
the process of testing the independent coefficients. High-frequency 
data can be preserved during the wavelet transformation by raising 
the disappearance of wavelet filters which is useful for edge 
sensing [31]. A. Nyma et. al. presented a research paper on a hybrid 
technique for MRI segmentation. In this study, they adopt the 
vector median filter for the removal of noise. Thereafter, the Otsu 
threshold is used to define the homogenous regions of the input 
image in the first coarse segmentation process. An improved FCM 
is used to separate brain MR pictures in several segments that use 
the optimal deletion factor in the given data set for perfect 
clustering. The experimental result showed that it achieves around 
96% of segmentation accuracy [32]. M.Z. Abderrezak et. al. 
discuss a new hybrid approach for the analysis of brain MRI. In 
this approach, the nonlocal median filter is used for the 
preprocessing. For the post-processing, authors propose a new 
model that is based on geometrical transformation. The 
segmentation efficiency is up to the mark for the tumor and the 
multiple detections of sclerosis [33].  R.Ahmad et. al. discussed a 
different approach for solving brain tumor problem. The combined 
SVM and ANN classification techniques were adopted by the 
researchers. In order to segment an image, temper based KMFCM 
is used. The numbers of clusters are assigned more than the 
standard K-mean algorithm. Automatically modified FCM 
membership eradicates tumor field contouring issues. The 
statistical characteristics obtained from segmented images are used 
to identify and distinguish tumors from normal SVM brain MRI 
images. The classification of benign tumors is based on 2 sets of 
features and ANN is used for four stages of malignant. In this 
method, 97.37% classification accuracy achieved. 

http://www.astesj.com/


K.K. Gupta et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 16-27 (2020) 

www.astesj.com     20 

3. Proposed Hybrid Method 

On the basis of the historical research and result analysis of the 
different segmentation methods for brain tumor diagnosis, the 
authors proposed a unique hybrid method for automatic brain 
tumor detection. The framework of the proposed method is given 
below: 

 
Figure 4: The framework of the proposed novel hybrid method for brain tumor 

segmentation 

As shown in Figure 4, this article primarily divides the 
segmentation algorithm into three components. 

Step 1: Preprocessing: Input the brain image from the Kaggle 
database [34]. Add Gaussian noise with different levels like 0.005, 
0.007, etc. In this step noise removal is takes place with the help 
of adaptive mean and variance bas filter. By smoothing the MR 
images, it eliminates noise. This filter also reduces the variability 
in the intensity of MR images between one pixel to another. 

Step 2: Applying Hybrid Method: In this step, a hybrid method 
which is the combination of modified K-mean clustering and fuzzy 
C- mean clustering (KMFCM) is applied. Segmented image with 
5 different clusters are shown in figure 4. Brain tumor clustering 
and segmentation is done according to a threshold value. 

Step 3: Post-processing: In the post-processing morphological 
operations are applied to the finding exact tumor region. For this 
purpose, the bounded box is used to show closed tumor areas. Also, 
the exact prediction of brain tumor some more eroded images and 
tumor outline images is added.  

3.1. Preprocessing 

 On the degraded images containing Gaussian noise, the 
adaptive filter is applied. The mean and variance are the two 
statistical measures depending on a locally adaptive filter with a 

specified region of m × n window. The Function of adaptive filter 
is given below: 

 f(x,y) = g(x,y)- (σ2
noise

2/ σ2
local)(g(x,y)-µ)                                (12) 

 Where, g(x, y) is the pixel value of the image at position (x, y), 
σnoise is the variance of the overall noisy image, σlocal is the variance 
of the local region and µ is the local mean. The overall noise 
removal process is explained below with the help of an example: 

• Define a 3 × 3 window size.  

• Consider an input image B with additive Gaussian noise 
level=0.005. Noisy image is a 218 × 180 matrix having values 
from 0 to 255.  

• Appending 0’s to all four sides of the matrix B. The resultant 
matrix is C of order 222 × 184. 

• Calculate the local mean (µ) and variance by sliding 3 × 3 
window on the entire matrix C. Local mean is the mean of 
window of a matrix of 3 × 3.  

• Calculate local variance (σlocal) with the given below 
equation: 

σlocal = mean(window2)-(mean(window))2                      (13) 

• The noise variance (σnoise) of the whole image is calculated by 
taking the average of all local_variance. 

• If (σnoise > σlocal) then σlocal = σnoise. 

• The Filtered image is calculated by the following equation: 

         Ifiltered = B-(σnoise
2/ σlocal

2) × (B- µ)             (14) 

Noisy image and the filtered image is shown in the figure below: 

 
Figure 5: (a) Noisy Benign brain tumor image (b) Filtered image of an after 

processing adaptive filter (c) Noisy Malignant brain tumor image (d) Filtered 
image of c after processing adaptive filter   

3.2. Applying Hybrid KMFCM Method 

The proposed hybrid method is the combination of the 
modified K-mean clustering technique and Gaussian based fuzzy 
C- mean clustering technique. In the first stage, the extended K-
mean is applied for deterministic cluster centroid initialization to 
prevent overfitting and then use the Fuzzy C-means algorithm for 
enhancing the classification capability. The extended K-mean 
algorithm is based on the standard K-mean algorithm having the 
capability of deterministically initializing the centroids. 
Maximizing the distance between the original cluster centroids is 
the fundamental principle of the extended K-means algorithm for 
initializing cluster centroids. This technology allows cluster 
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centroids to be initialized deterministically and resolve the 
shortcomings of the K-means algorithm linked to their 
initialization instability. Given below is the method of 
initialization of an extended K-mean algorithm:  

• Select a sample pixel as the first initialized cluster centroid 
from the information set randomly. 

• Select the centroids of the all k- clusters and compute the 
distance between sample pixel (i.e. the point within the 
cluster) and cluster centroid. 

               di = √((xc-xi)2+ (yc-yi)2)                                (15) 

Where, (xc, yc) is the centroid of the cluster and (xi, yi) is the 
ith sample pixel. 

• After finding the distances between cluster points with the 
remaining pixel values, extract the point with minimum 
distance. 

• Compute the probability of remaining sample pixel by using 
equation 16 

         P(pixel)= d(𝑥𝑥’)2/Σ𝑥𝑥∈𝑅𝑅 d(𝑥𝑥)2                                (16) 

Where, x is the sample pixel within the set of R pixels. d(x) 
is the distance between the sample pixel x to closest cluster 
center and d(x’) is the distance between the nearest pixels. By 
probability, select the sample with the biggest probability as 
the new centroid cluster. 

• Repeat the above method until the determination of k cluster 
centroids.  

• Now applying, fuzzy C-mean clustering for further updating 
in the cluster center.  

• Let, Xi is the input cluster centers obtained from extended k-
mean clustering.  

• FCM partitions input information set Xi, where i=1 to R, is 
assigned to different clusters by assigning membership 
values to the set of points. 

• Calculate the membership values with the help of objective 
function given below: 

                     Fm = � � µ𝑖𝑖𝑗𝑗
𝑚𝑚

𝑐𝑐

𝑗𝑗=1

𝑅𝑅

𝑖𝑖=1

(xi - cj)2                      (17) 

Where, m>1, µij is the degree of membership of cluster input data 
set xi in the jth cluster having cluster centre cj. 

• k is the number of steps. Iteratively optimizes the objective 
function and updates the degree of membership µij and the cj 
cluster centers. 

         µij =  �� �
𝑥𝑥𝑖𝑖−𝑐𝑐𝑗𝑗
𝑥𝑥𝑖𝑖−𝑐𝑐𝑘𝑘

�
2/(𝑚𝑚−1)

𝑐𝑐

𝑘𝑘=1

�
−1

                                      (18) 
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𝑚𝑚 × 𝑥𝑥𝑖𝑖�
𝑅𝑅

𝑖𝑖=1

� µ𝑖𝑖𝑗𝑗 
𝑚𝑚

𝑅𝑅

𝑖𝑖=1

� �                            (19) 

• Calculate the value of µdiff  = µij
(k+1)  - µij

k . If the µdiff  is less 
than ε then terminates. The value of the ε is the fixed value 
between 0 and 1 throughout the computation of the hybrid 
method. 

The results after applying the hybrid method are given below 
in figure 6: 

 
Figure 6: Clusters numbered 1 to 5 are shown after processing input image to the 

proposed KMFCM method  

3.3. Post-processing 

Morphological operations such as erosion and dilations applied 
to the results to improve the accuracy of segmented areas. 

• Erosion is a method in which the structuring element is 
translated across the image domain. In a binary picture, 
erosion shrinks or thins items. A structuring element controls 
the way and magnitude of shrinking. 

• The erosion by a structuring factor S of the binary image I 
generates a new binary image Ieroded = I Ө S with those 
positions (x, y) where the structuring element S matches the 
input image I originated, i.e. I(x,y) = 1 suited I and 0 
otherwise, this process will be repeated for all the image 
pixels. 

• Dilation is an operation in the binary image that develops or 
thickens items. A structuring component controls the way 
and magnitude of shrinking. Dilation is a method in which 
the structuring element is translated through the image 
domain. 

The results after applying the morphological operations are given 
below in figure 7: 
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Figure 7: Eroded image, dilated image (Tumor Outline) and detected tumor are 

shown after processing input image to the morphological operation.  

4. Evaluation Results 

We randomly select 250 images from the kaggle database for 
the purpose of testing the proposed method [34]. These images 
are collected from different patients to check the reliability of the 
proposed method. Evaluation results of 10 images are given in 
table 1. 

5. Result Analysis 

The result is assessed on various parameters such as mean, 
standard deviation, Entropy, RMS, correlation, variance, 
smoothness, kurtosis, and skewness in order to inspect various 
aspects of this proposed method. 

Table 1. Evaluation results of 10 different images containing benign and malignant tumor 

Input 
Image 

Noisy 
Image Results after Applying Hybrid Method Types of Tumor 

  

  

Benign 

  

   

Malignant 

  

   

Benign 

  

   

Benign 
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Malignant 

  

   

Malignant 

  

   

Malignant 

  

   

Malignant 

  

   

Malignant 

  

   

Malignant 
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5.1. Platform for Evaluation 

MATLAB implements the proposed model with the specific 
system requirements as shown in the table 2. 

5.2. Result Analysis after Applying Proposed Method 

Result analysis based on the statistical parameters is given in 
table 3. The statistical parameters are mean, standard deviation, 
entropy, RMS, correlation, variance, smoothness, kurtosis, and 
skewness. Table 4 predicts the detected tumor area, elapsed time. 
It is also able to classify the tumor is benign and malignant 
categories. Tables 5 show the comparative analysis between the 
size of the image and the elapsed time for brain tumor detection. 

5.3. Histogram Analysis of Size of the Image vs. Elapsed Time 

Figure 8 shows the histogram analysis of the result shown in table 
5. Histogram analysis of the images shown that as size increase 
the time of brain tumor detection also increases. 

 
Figure 8: Histogram analysis of 10 different images based on the sizes in pixels 

and elapsed time in the Matlab 

5.4. Comparison Based on the Segmentation Accuracy 

Comparative result analysis based on the segmentation accuracy 
is shown in table 6. The proposed method contains 98% 
segmentation accuracy. 

Table 2. System requirements of the proposed hybrid method 

Operating System Processor Disk Space RAM Graphics 

Windows 10 Any Intel or AMD x86-64 
processor 2 GB 2 GB 

It is suggested to have a hardware 
accelerated OpenGL 3.3 graphics 

card with 1 GB GPU RAM. 

Table 3. Result evaluation of 10 images with different parameters like mean, standard deviation, entropy, RMS, correlation, variance, smoothness, kurtosis, and 
skewness 

Image Mean Standard 
Deviation Entropy RMS Correlation Variance Smoothness Kurtosis Skewness 

1 0.00324997 0.0944484 3.25081 0.094491 0.149077 0.0089188 0.920936 6.31294 0.346882 

2 0.00262226 0.087009 3.31088 0.087039 0.124667 0.0075712 0.921683 7.78956 0.662543 

3 0.00311785 0.0857021 3.62058 0.085749 0.091271 0.0073174 0.933302 6.71334 0.514491 

4 0.00260813 0.0999868 2.77989 0.100000 0.131878 0.0099708 0.86225 7.30026 0.505607 

5 0.00287338 0.0883515 3.65058 0.088388 0.079195 0.0077465 0.927916 5.70919 0.385260 

6 0.003997 0.08567 3.21550 0.085750 0.114946 0.007309 0.9472 10.49700 0.829200 

7 0.002789 0.08835 3.08390 0.08839 0.106534 0.007804 0.9239 11.15900 0.972100 

8 0.002625 0.08701 3.4965 0.08704 0.039998 0.007511 0.9218 6.8506 0.4296 

9 0.003545 0.08569 2.6891 0.08575 0.136652 0.007345 0.9409 13.195 1.1142 

10 0.004851 0.08968 3.6828 0.0898 0.065291 0.008028 0.9547 5.3377 0.3763 

Table 4. Comparative result analysis of 10 images with different parameters like detected tumor area, elapsed Matlab time and type of tumor. 

Image Detected Tumor Area Elapsed Time( mili seconds) Types of Tumor 

1 753.925 3967.4151 Benign 

2 15.9 3898.48409 Malignant 

3 56.18 3934.035306  Benign 

4 55.385 4159.82001 Benign 
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5 23.85 4187.05282 Malignant 

6 120.575 4283.705 Malignant 

7 19.345 4565.229 Malignant 

8 563.655 4777.548 Malignant 

9 55.385 4952.883 Malignant 

10 1444.52 5151.964 Malignant 

Table 5. Comparative result analysis based on the size of the image and elapsed time 

Image Size of the Image 
(Pixels) 

Elapsed Time  
(mili seconds) 

1 180×218 3967.4151 

2 216×234 3898.48409 

3 225×225 3934.035306 

4 158×158 4159.82001 

5 211×239 4187.05282 

6 225×225 4283.705 

7 214×236 4565.229 

8 215×235 4777.548 

9 225×225 4952.883 

10 205×246 5151.964 

Table 6. Comparative result analysis based on segmentation accuracy 

S. No. Segmentation Technique Imaging 
Modalities Image Task(s) Segmentation 

Accuracy 

1 Proposed Hybrid Method MRI Noise Removal 
and Segmentation 98% 

2 Wavelet transform with morphology based segmentation 
technique MRI Segmentation 80% 

3 Computer Aided method that includes the segmentation of the 
morphological erosion and dilation MRI Segmentation 97% 

4 Multistage modeling using Eulerian approach based 
segmentation technique MRI Registration and 

Segmentation 90% 

5 Probabilistic neural network based segmentation technique MRI Segmentation and 
Classification 79% 

6 Watershed & Thresholding based segmentation technique CT Images  and 
MRI Segmentation 92% 

7 Geometric transform invariant based segmentation technique CT Images  and 
MRI Segmentation 90% 

8 Watershed based segmentation technique MRI Segmentation 97% 

9 SVM and ANN based segmentation technique MRI Segmentation and 
Classification 97.37% 
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6. Conclusion 

The brain images in this study are different in tumor sizes. 
Therefore, the tumor region is calculated by the proposed process. 
A variety of statistical and machine learning algorithms such as 
extended K-mean and modified fuzzy c-means are combined with 
noise removal adaptive filter technique for implementing such an 
efficient algorithm. The non-linear morphological erosion and 
dilation operations carried out to remove the non-tumor portion. 
As a result, segmentation accuracy and time of brain tumor 
detection improved with previously discussed techniques in this 
era. The proposed hybrid method achieves 98% segmentation 
accuracy. Also, an average of 4 to 5 seconds is the time taken to 
detect brain tumors depending upon the size of the image. 
Depending on the outcome review of the various techniques, 
segmentation level accuracy is higher than other approaches in the 
background study. It is also found that the statistical parameters 
such as standard deviation and image are small, which indicates 
that the statistical analysis outcomes of the proposed method are 
better than previously discussed algorithms. 

Conflict of Interest  

So far the knowledge, the authors declare no conflict of 
interest regarding this article. 

Acknowledgment 

This work is supported by the director, ASET, Amity 
University, Lucknow. They would also like to thank the 
anonymous readers and reviewers for their important and 
constructive feedback and suggestions, which significantly 
improved this paper's content. 

References 

[1] N. Goel, Dr. A. Yadav and Dr. B.M. Singh, “Medical Image Processing: A 
Review” IEEE International Innovative Applications of Computational 
Intelligence on Power, Energy and Controls with their Impact on Humanity 
(CIPECH), 57-62, 2016. 

[2] Sivakumaran, “Identifying Bone Cancer Using Markov Random Field 
Segmentation”, 4 June 2018, Available online:  
https://electronicsforu.com/electronics-projects/prototypes/cancer-markov-
random-field-segmentation . [Accessed: 21-August-2019] 

[3] Huo, Jing & Okada, Kazunori & van Rikxoort, Eva & Kim, Grace Hyun & 
R Alger, Jeffry & B Pope, Whitney & Goldin, Jonathan & S Brown, Matthew, 
“Hybrid segmentation for GBM brain tumors on MR images using 
confidence-based averaging”. Medical physics, 2013. 40. 093502. 
10.1118/1.4817475. 

[4] A. Shenbagarajan, V. Ramalingam, C. Balasubramanian and S. Palanivel, 
“Tumor Diagnosis in MRI Brain Image using ACM Segmentation and ANN-
LM Classification Techniques”, Indian Journal of Science and Technology, 
Vol  9(1), 1-12,  Jan 2016. 

[5] Aiman Badawi and Muhammad Bilal, ”High-Level Synthesis of Online K-
Means Clustering Hardware for a Real-Time Image Processing Pipeline”, J. 
Imaging 2019, 5, 38; doi:10.3390/jimaging5030038 

[6] Yuheng, S.; Hao, Y. Image Segmentation Algorithms Overview. arXiv, 2017; 
arXiv:1707.02051. 

[7] Cardoso, J.S.; Corte-Real, L., “Toward a generic evaluation of image 
segmentation”, IEEE Trans. Image Process. 2005, 14, 1773–1782. 

[8] Chong Zhang , Xuanjing Shen, Hang Cheng, and Qingji Qian, “Brain Tumor 
Segmentation Based on Hybrid Clustering and Morphological Operations”, 
Hindawi, International Journal of Biomedical Imaging, Volume 2019, 
Article ID 7305832, 11 pages https://doi.org/10.1155/2019/7305832. 

[9] N. Nezamoddini-Kachouie and P. Fieguth, “A Gabor based technique for 
image denoising”, Canadian Conference on Electrical and Computer 
Engineering, 2005. Saskatoon, Sask., 2005, pp. 980-983. doi: 
10.1109/CCECE.2005.1557140 

[10] James C.Bezdek, RobertEhrlich, WilliamFull, “FCM: The fuzzy c-means 
clustering algorithm”, Computers & Geosciences volume 10, issues 2–3, 
1984, Pages 191-203. 

[11] Nameirakpam Dhanachandra, Khumanthem Manglem, Yambem JinaChanu, 
“Image Segmentation Using K -means Clustering Algorithm and Subtractive 
Clustering Algorithm”, Procedia Computer Science volume 54, 2015, pages 
764-771.https://doi.org/10.1016/j.procs.2015.06.090 

[12] Kale Vaishnaw, Vandana B. Malode, “A Novel Approach based on Average 
Information Parameters for Investigation and Diagnosis of Lung Cancer 
using ANN”, Pattern Recognition and Image Analysis april 2018, volume 28, 
Issue 2, pp 301–309. 

[13] Ahmed Kharrat, Mohamed Ben Messaoud, Nacéra BENAMRANE and 
Mohamed ABID, “Detection of Brain Tumor in Medical Images”, 
International Conference on Signals, Circuits and Systems, PP 1-6, 2009. 

[14] Rajeev Ratan, Sanjay Sharma and S. K. Sharma, “Brain Tumor Detection 
based on Multi-parameter MRI Image Analysis”, ICGST-GVIP Journal, 
Volume (9), Issue (III), PP- 9- 17, June 2009. 

[15] Qurat-Ul-Ain, Ghazanfar Latif, Sidra Batool Kazmi, M. Arfan Jaffar and 
Anwar M. Mirza, “Classification and Segmentation of Brain Tumor using 
Texture Analysis”, Recent Advances in Artificial Intelligence, Knowledge 
Engineering and Data Bases, PP 147- 155, Jan 2010. 

[16] M. Usman Akram and Anam Usman, “Computer Aided System for Brain 
Tumor Detection and Segmentation”, International Conference on Computer 
Networks and Information Technology, PP 299-302, July 2011. 

[17] Stefan Bauer, Christian May, Dimitra Dionysiou, Georgios Stamatakos, 
Philippe B¨uchler, and Mauricio Reyes, “Multiscale Modeling for Image 
Analysis of Brain Tumor Studies”, IEEE Transactions on Biomedical 
Engineering, Vol. 59, No. 1, ,PP 25-29, January 2012. 

[18] Arun Tom, P. Jidesh, “Geometric transform invariant Brain-MR Image 
Analysis for Tumor detection”, IEEE conference on Circuits, Controls and 
Communications (CCUBE), 1-6, Dec 2013. 

[19] R. Vijayarajan and S. Muttan, “Fuzzy C-Means Clustering Based Principal 
Component Averaging Fusion”, International Journal of Fuzzy Systems, Vol. 
16, No. 2, June 2014 PP-153-159. 

[20] Meiyan Huang, Wei Yang, Yao Wu, Jun Jiang, Wufan Chen and Qianjin 
Feng , “Brain Tumor Segmentation Based on Local Independent Projection-
based Classification”,  IEEE Transactions on Biomedical Engineering , 2633 
- 2645 , Vol. 61,  Issue 10, Oct  2014. 

[21] K. K. Gupta, N. Dhanda and U. Kumar, “A Comparative Study of Medical 
Image Segmentation Techniques for Brain Tumor Detection”,  2018 4th 
International Conference on Computing Communication and Automation 
(ICCCA), Greater Noida, India, 2018, pp. 1-4. 

[22] M. Sornam , Muthu Subash Kavitha , R. Shalini, “Segmentation and 
Classification of Brain Tumor using Wavelet and Zernike based features on 
MRI”, IEEE International Conference on Advances in Computer 
Applications (ICACA),  Coimbatore, 166-169, Oct  2016. 

[23] Rasel Ahmmed, Anirban Sen Swakshar, Md. Foisal Hossain, and Md. Abdur 
Rafiq, “Classification of Tumors and It Stages in Brain MRI Using Support 
Vector Machine and Artificial Neural Network”, In Proc. IEEE International 
Conference on Electrical, Computer and Communication Engineering 
(ECCE), Bangladesh, 229-237, Feb 2017. 

[24] Xiaole Ma, Shaohai Hu and Shuaiqi Liu, “SAR Image De-Noising Based on 
Shift Invariant K-SVD and Guided Filter”, remote sensing, November 2017. 

[25] Arbaz Mukaram, Chidananda Murthy and M.Z.Kurian, “An Automatic 
Brain Tumour Detection, Segmentation and Classification Using MRI 
Image”, International Journal of Electronics, Electrical and Computational 
System, Volume 6, Issue 5 May 2017. 

[26] Hanafy M. Ali, “MRI Medical Image Denoising by Fundamental Filters”, in 
High-Resolution Neuroimaging - Basic Physical Principles and Clinical 
Applications, Ahmet Mesrur Halefoğlu, Intechopen, pp-111-124, March, 
2018. 

http://www.astesj.com/
https://electronicsforu.com/electronics-projects/prototypes/cancer-markov-random-field-segmentation
https://electronicsforu.com/electronics-projects/prototypes/cancer-markov-random-field-segmentation


K.K. Gupta et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 16-27 (2020) 

www.astesj.com     27 

[27] Saman Riaz, Ali Arshad and Licheng Jiao, “Fuzzy Rough C-Mean Based 
Unsupervised CNN Clustering for Large-Scale Image Data”, applied 
sciences October 8(10), 1869 , 2018. 

[28] Alexander Zotin, Konstantin Simonov, Mikhail Kurako,Yousif Hamad, 
Svetlana Kirillova, “Edge detection in MRI brain tumor images based on 
fuzzy C-means clustering”, 22nd International Conference on Knowledge-
Based and Intelligent Information & Engineering Systems, PP-1262-1270, 
2018. 

[29] Gupta K.K., Dhanda N., Kumar U., “Depth Analysis of Different Medical 
Image Segmentation Techniques for Brain Tumor Detection”, in: Jain L., 
Virvou M., Piuri V., Balas V. (eds) Advances in Bioinformatics, Multimedia, 
and Electronics Circuits and Signals. Advances in Intelligent Systems and 
Computing, vol 1064, 2020. Springer, Singapore. 

[30] Zhe Zhang and Jianhua Song, “ A Robust Brain MRI Segmentation and Bias 
Field Correction Method Integrating Local Contextual Information into a 
Clustering Model”,  Recent Advances on Signal Processing and Deep 
Learning for Public Security and Engineering Applications, Appl. Sci. , 9(7), 
1332, March, 2019.  

[31] Fangfang Han , Bin Liu , Junchao Zhu and Baofeng Zhang, “Algorithm 
Design for Edge Detection of High-Speed Moving Target Image under Noisy 
Environment”,  Sensors 2019, 19(2), 343; 
https://doi.org/10.3390/s19020343 

[32] Alamgir Nyma, Myeongsu Kang, Yung-Keun Kwon, Cheol-Hong Kim and 
Jong-Myon Kim, “A Hybrid Technique for Medical Image Segmentation”, 
Hindawi Publishing Corporation, Journal of Biomedicine and Biotechnology, 
Volume 2012, Article ID 830252, 7 pages, doi:10.1155/2012/830252. 

[33] Mohamed Zaki Abderrezak, Mouatez billah Chibane, Prof. Karim Mansour, 
“A New Hybrid Method for the Segmentation of the Brain MRIs”, Signal & 
Image Processing: An International Journal (SIPIJ) Vol.5, No.4, 77-84, 
August 2014. 

[34] Navoneel Chakrabarty, “Brain MRI Images for Brain Tumor Detection 
Dataset”, Apr, 2019. Available online: 
https://www.kaggle.com/navoneel/brain-mri-images-for-brain-tumor-
detection.  [Accessed: 21-August-2019] 

http://www.astesj.com/


 

www.astesj.com     28 

 

 

 

 

Centralized System of Universities Learning Materials 

Ruslan Vynokurov*, Volodymyr Tigariev, Oleksii Lopakov, Kateryna Kirkopulo, Olena Pavlyshko 

Odessa National Polytechnic University, Institute of Industrial Technologies Design and Management, 65044, Ukraine 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 15 January, 2020 
Accepted: 11 April, 2020 
Online: 03 May, 2020 

 This article considers the creation of a program / website as an example of a centralized 
system for all universities in order to more easily familiarize an applicant and / or student 
with the internal politics and capabilities of the university. Existing problems in the training 
system are examined, why distance learning is relevant, what problems exist in it and how 
they can be solved. Based on the proposed distance learning projects, an argument is built 
on its meaninglessness without further advancement, and how a website concept can help 
solve this problem. The concept of the website and its possible implementation using 
existing analogues in other areas that successfully complete the tasks are considered. 
Theoretically, using the proposed methods, the concept will simplify the choice of a further 
place of study for schoolchildren and applicants. The method consists in parsing the desired 
university website into the necessary categories: a number of specialties, disciplines, 
foreign programs, distance learning materials and so on. This will allow you to create a 
library of universities, their materials and open data (specialties, disciplines), without 
coming to excesses, such as creating a video hosting service for broadcasting recorded 
disciplines, less data to be stored, and more. 
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1. Introduction 

This paper is an extension of work originally presented in IEEE 
PICS&T 2018 [1].  

The purpose of this article is to consider the possibility of 
creating a website that will combine higher education institutions 
with the goal of easier navigation in higher education. 

The original article examined why the decision to use the 
Unreal Engine 4 (https://www.unrealengine.com/en-US/) game 
engine is relevant to create a platform. Thanks to blueprint 
technology, which is a system of nodes with built-in code scripts, 
you can easily perform many tasks without knowing the syntax of 
a programming language, in this case C++. Saving time for 
studying the syntax and focusing forces on the program logic, it 
becomes possible to devote more time directly to the program 
itself, which positively affects the quality. 

Also in the original article, the creation of a workflow for 
filling the platform with materials was considered: what 
components are needed to create a working system, what programs 
and their bounds were proposed for compiling the content of the 
proposed lessons, a conceptual example used at the Odessa 

National Polytechnic University was considered. All this was done 
in order to describe one of the possible options for creating such a 
platform/hub, where students could find the materials they need 
and navigate the relevance of knowledge that the university has 
been presenting during the studying. 

This article focuses on the consideration of the previously 
described problem, its expansion and argumentation. An approach 
was taken to collect information from third-party sources and 
combine them to provide more specific structured information to 
applicants through the website. The process of the platform 
creation was partially considered [1,2]. 

At the moment, students are often not aware of what 
universities are like. According to the experience of the authors 
who live in Ukraine, at the start of student enrollment, different 
universities arrange open house days when you can go in and look 
at the place where the applicant thinks to continue his studies. 
According to this event, the student receives a plot of information 
about who he will study with, who will teach him and what he will 
be able to achieve. Often, since in Ukrainian universities a shortage 
of students in certain specialties is a frequent occurrence, it is 
customary to embellish a university story and indicate only the 
advantages of the specialty and/or specialization, without 
informing applicants about possible shortcomings. The 
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disadvantages can be in different areas: poor teaching staff, the 
relevance of the teaching materials presented, poor learning 
conditions and more. 

There is also the problem of choice, which should solve the 
confines between graduation and the beginning of a university. 

The problems that prevent students from choosing their future 
profession will be considered below. 

2. Main Problem 

There are a number of problems that do not allow obtaining the 
necessary knowledge for a person. It is also necessary to indicate 
that these problems are considered in several areas: preparation of 
the applicant for admission to the university and student gaining 
knowledge in the university environment. According to the 
authors, there are two most common problems: 

• The problem of awareness. 

• The problem of the existing education system. 

2.1. Awareness problem 

The authors' experience is based on a model of the Bologna 
system, as well as on the basis of statistics from some universities 
in the Russian Federation. The moment of transition from school 
to a higher educational institution often raises many questions, 
since this stage is constantly updated and supplemented by various 
acts. All these updates are briefly explained, but the busyness of 
schoolchildren with the upcoming exams does not make it possible 
to immerse themselves in the question completely. 

The exam procedure itself is relatively simple, but preparing 
for them can entail enormous costs in time, which limits students 
in reflecting on who they want to become in the future. Short time 
for studying the material and pressure from the family and the 
teaching staff leads to procrastination among schoolchildren, 
which affects their general level of anxiety, productivity and 
academic performance [3]. Such employment and a 
psychologically difficult situation do not allow the student to 
adequately assess their strengths and weaknesses, which would 
allow to come to the correct decision regarding the choice of 
specialty and specialization. 

According to the considered statistics, only 11% of 
schoolchildren in grades 8-9 are determined with the place of 
forthcoming education. 54.1% is determined only by the end of 
grade 11. 5.2% of students initially knew where they would go. 
19.7% are determined either immediately before admission, or do 
not do it at all. The choice is complicated by a large number of 
criteria and a variety of conditions, thanks to through which the 
choice of university is made: parents’ advice, teachers’ advice, 
print university advertising, television and radio advertising, open 
day at the university, conversations with university students, 
speeches, meetings, conversations with teachers, job fairs, 
university rankings in the media and more [4]. Due to the fact that 
applicants cannot decide on the choice of a profession at school, 
they are trying to find the specialty that is relevant and necessary 
at the time of selection — the trend. 

Often, professions are selected on the basis of superficial 
knowledge about this type of activity. Each specialty has its own 

requirements for a person in different fields: level of knowledge, 
stress tolerance, responsibility, level of emotional intelligence, 
sociability, teamwork and other human qualities. This can be 
called a characteristic of a single profession, which for the most 
part should be observed in candidates. Many people make an 
unconscious choice of their future profession, since the 
characteristic is a huge amount of details and, often, the only way 
to understand whether you can relate to this specialty is an 
internship, which can be completed with an average level of 
knowledge in the specialty, which suggests studying in this area. 
Therefore, those 54.1%, as well as 19.7% of schoolchildren who 
make decisions at the last moment, cannot have a complete picture 
of what they need to study in order to become a specialist in a 
certain kind of activity, since this requires a lot of amount of time. 
This leads to poor-quality training of students due to the lack of 
their motivation to study further. And this, in turn, to work not in 
the specialty and lack of qualifications in another kind of activity. 

2.2. Education system problem 

Countries should try to develop in the field of education as fast 
as countries with similar capabilities do [5]. The main problem in 
the development of distance learning is an incorrect education 
system. According to statistics from the American Federation’s 
National Policy Summit for Children, online schools in their early 
days did not achieve proper exams due to funding for a non-
working education system. From the very beginning, virtual 
schools were suitable only for some disciplines [6], but with the 
advent of new mechanics it became stronger in others, which 
gradually leads to the popularity of this approach for learning. 

In the CIS countries, this situation lies in the lag of the teaching 
methodology, which is manifested in the students' lack of interest, 
since the training system is not clear and complex, which leads to 
a lack of understanding of the need for a particular discipline 
and/or specialty as a whole. This is due to the formalism of the 
materials presented. It is expressed in a mechanical, passive, 
insufficiently meaningful assimilation by students of teaching 
material, in memorizing verbal formulas by them, devoid of 
specific content, in the inability to connect the knowledge gained 
with life [7]. This educational system was used in the USSR and 
developed to the maximum possible to meet the requirements of 
the ruling party. Subsequently, the education system was not 
changed and only updated the knowledge provided, which led to 
the depletion of the system and its inability to improve further, 
namely, to include modern technologies as part of the learning 
process, such as AR/VR/MR and so on [8]. 

3. Information About Distance Learning 

At the moment, distance learning is becoming more and more 
popular in the world, which helps many students to gain 
knowledge without being in an educational institution. Distance 
learning is gradually becoming the standard throughout the world. 
This can be seen by the number of queries in popular search 
engines. For example, according to the data from the multi-
functional SEO platform Serpstat, on google.com the query 
“distance learning” is entered into the search line 133900 times a 
month (on average for 2019), and the phrase “online school” is 
255300 times under the same conditions. Now the term “online 
school” is becoming popular, which consists in distance learning 
through various communication platforms and video conferencing 
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of the teacher. Special business accelerators are being created, 
which are aimed at helping start-ups and companies related to this 
type of studying and helping to transform a successful business out 
of it through templates and promotion schemes.  

The largest universities in the world have long possessed this 
type of education, for example: Boston, Florida and Arizona State 
Universities, the University of Wisconsin at Madison, as well as 
the State University of Pennsylvania in the USA. With the help of 
this system, the University of Florida allowed 400000 students to 
get education in 135 countries of the world. There are examples in 
the UK: University of Liverpool, Suffolk University Campus, 
Ruskin University England, School of Oriental and African 
Studies, University of Manchester. The latter currently provides 
knowledge to about 40000 students only through distance learning 
in 154 countries around the world [5]. 

3.1. What is wrong with distance learning organization 

Despite such local and international success, it is not possible 
to refer to the current distance learning - there is no primary source 
that would immediately tell about many available options from 
different universities and at the same time give access and 
description to it. 

The above examples are well-known mastodons of science, 
which in any case will be found by applicants if they wish, because 
you can hear about them at school age as the most desirable places 
to study, but applicants absolutely do not know anything about 
other places, which also may be good for learning. Examples show 
that distance learning is valid, but it is impossible to confine 
oneself only to these mastodons - on the contrary, it is necessary to 
expand knowledge, it is necessary to make it clear that the world 
of education is much wider and more spacious, and does not close 
to the top ten most popular universities. 

For example, the YouTube website 
(https://www.youtube.com/) is a great place to store distance 
learning videos, but it was not originally created for this. You can 
restrict access to video, as well as collect video playlists, but 
adding a description to each playlist to make it convenient is 
impossible due to lack of functionality. And it would be possible 
to create an analogue of Instant View (hereinafter referred to as the 
IV) from Telegram (https://telegram.org/) and still store the video 
on a service from Google, but at the same time pre-set and display 
it with the necessary data on the website. 

The point is that it is necessary to fundamentally change the 
existing system and introduce a core that can connect all that is 
different that exists at the moment. Each person should have the 
opportunity to look at different universities and decide which one 
will be most suitable for him. This implies the lack of 
centralization of the final result, in this case, the showcase of 
distance learning and the university as a whole. 

3.2. Why is this a problem 

At this stage, an applicant who has the opportunity to enter any 
university should find universities on the Internet and check the 
availability of specialties, specializations, what he will be taught, 
who he will become in the end, what perspectives the industry has 
and much more. It takes time to surf on the Internet, which students 
do not have, as it was described earlier. The problem is that the 

more responsible the student approaches the question of exams, the 
more irresponsible he is to his future. It is quite difficult to find a 
balance, since both questions are complex and difficult to study, so 
the idea of centralizing information about universities from one 
point seems quite reasonable. 

3.3. How a solution to this problem affects on progress 

When a website appears with an extensive list of universities, 
it becomes possible to compare their statistics: popular specialties, 
the relevance of discipline programs, teacher qualifications, etc.  

 
Figure 1: Scheme of each applicant choice and how the solution should be 

implemented. 

Thanks to this website, students can easily compare and 
contrast universities: see different and general, study programs, 
with which foreign partners there is cooperation, foreign programs, 
opportunities for graduation, with which companies the 
educational institution cooperates. Also, applicants gain the 
opportunity to see other universities, the existence of which they 
might not know. Since the website will also have distance learning 
materials, this allows applicants to review the teaching 
methodology, compare with other universities and make an 
informed decision about admission to a particular educational 
institution. 

This implies a great knowledge of the choice of a university, as 
well as a dry balance of the necessary information without frills, 
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which allows a sober assessment of the proposed educational 
institution. As a result, students study in more relevant specialties 
for them at the universities most suitable for this, which is what the 
research of this article seeks. The overall idea is described on the 
Figure 1. 

4. Solution 
The examples of solutions that allow you to learn much more 

efficiently and faster are shown below, but due to the lack of 
information about such solutions, few people think about their 
existence. At the same time, they can provide an incentive to create 
competitive software, or make additions to existing code, which 
will improve the UX and functionality of existing programs. This 
approach is widespread in the IT field and this is evidenced by such 
communities as GitHub, Stack overflow, the open source Unreal 
Engine 4, which can be supplemented by various plug-ins and the 
Blender 3D modeling program, which also has open source code 
and can be supplemented by functionality that users deem 
necessary. 

All this speaks of the popularity of the approach when people, 
specialists in their field, are aware of this. That is why it is 
necessary to show and disseminate new techniques and show them 
to a wide audience, in which the proposed website concept can 
help. 

4.1. Solution examples 

There are different AR applications and many of them have 
very different goals. AR technology allows you to reproduce 
objects that are difficult to read in 3D models, which makes it 
easier to accept abstract and complex content. This is useful for 
those who remember visually and who need a translation of the 
theory into a tangible concept. For example, Polytechnic 
University of Leiria, in Portugal introduced AR to math classes and 
students speak of it as a very useful, easy and interesting solution. 

Nvidia Holodeck may be an example of VR technology, whose 
technology allows people from different parts of the planet to work 
together in virtual space, makes it possible to develop design, 
assembly lines, technological processes and much more, having 
their 3D counterparts in a virtual environment [1]. 

A team from Stanford University created a project called 
STRIVR. It began as a VR training tool for their university football 
team. Subsequently, they found out about the project, and it turned 
into a platform for staff training and works with companies such 
as Walmart. United Rentals (hereinafter referred to as UR), which 
is the largest equipment rental company in North America, trains 
third-party sales representatives (hereinafter referred to as TPSR) 
using STRIVR technology. Using photos or videos in the 
classroom does not allow students to gain practical experience, 
because UR used the STRIVR immersion platform to create the 
next generation TPSR tutorial that uses VR technology. It includes 
5 practical steps in VR, so that training takes place with a sense of 
presence directly at the workplace, but actually not there. Thus, 
they achieved an increase in efficiency and reduced training time 
by 40% [1]. 

4.2. Conclusions from the proposed concepts 
Above are local, point solutions that allow you to gain an 

increase in the effectiveness of training using practical experience. 

This decision is relevant, as the current education system in the 
CIS has reached its maximum. At the moment, it cannot fully 
compare the modern requirements of social expectations and real 
educational results [8], which leads to a lag and less interest of 
students to study. 

Also, these examples are relevant, since AR/VR/MR 
technologies are considered one of the most promising 
technologies of the 21st century, and also create new ways of 
presenting information and studying. 

The disadvantage of this system is the lack of cooperation 
between such solutions, which does not allow to switch from one 
technology to another within the framework of one application. 
Having created a common basis that opens up access to any of 
these solutions, you can think about implementing a technology 
that will demonstrate different disciplines (where applicable), 
allowing students to understand what a single discipline is in a 
particular specialty and what it is manifests itself.  

This technology allows to solve the problem of awareness in 
view of a more affordable solution for students and the opportunity 
to get some practical experience immediately before studying in 
this area. 

Also, this system involves either a complete change in training 
programs, or their adaptation to a new approach, which solves the 
problem of the education system and allows to increase the 
effectiveness of training, a more relevant choice by students of 
future specialties and areas in which they will study.  

4.3. Suggestion of solution 

It is proposed to create a website. It will serve as the basis for 
comparing universities, searching for information about 
educational institutions, study programs in them. It is proposed to 
minimize the work and use what already exists, namely, materials 
and approaches. 

Telegram messenger has IV technology, which was created 
specifically to display the content of other websites inside the 
messenger. When a user shares a website link inside Telegram, a 
bot instantly fires, which checks for the presence of a template for 
the website. A template is a set of rules that interprets a website as 
necessary, removing all unnecessary and leaving a purely 
necessary context in the form of text, links, tables, images. If such 
a template is found, the website opens inside the messenger 
without loading the page - instantly. It is noteworthy that any user 
can create a template and send it to the messenger developers for 
verification and subsequent approval. After confirming the 
suitability of the template, any page of the website will open 
according to the rules established in the template. 

The idea of the proposed website is a similar approach. Instead 
of re-creating the content, you can duplicate it and interpret it in 
the right way, managing the content as you need. 

This solution allows you not to create your own video hosting 
services, like YouTube, for storing university video data. Instead, 
you can simply link to existing pages and present information from 
the websites of universities and their individual projects, whether 
it's distance learning, or international programs, in one light and 
together in a user-friendly way. 
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This will allow you to view from one place all those existing 
lectures and materials, regardless of what they will be: an article, 
video, or the AR / VR / MR application. In the case of the latter, 
most likely, it will be necessary to install additional software 
recommended for their reproduction, but such a question is not 
included in the scope of this article. 

The uniqueness and unification of the website is a guarantee of 
freedom in the implementation of projects (websites) of other 
universities. The existence of such a website will not limit the 
creators of university websites to change anything in the design or 
development approach. 

5. Implementation 

As mentioned earlier, the concept is a website that uses a 
similar IV technology created by Telegram. 

The proposed website concept can solve the problems 
indicated in section 2. Since the concept collects a database of 
different places for higher education, having the ability to expand 
and modify the list of institutions and their characteristics 
according to the method below, the problem of awareness can be 
overcome with a single condition: the provision of such a basis to 
applicants in advance and with an explanation. 

The system works like an online store with a large number of 
filters - what interests the applicant has selected: direction, 
specialty (final profession), country, tuition fees, other filters that 
will allow you to get a selection of final results. Provides a 
description of the specialty, possible previews of training materials 
for better reference. Applicants have a chance to look at a specialty 
and form an opinion about it, which makes it easier to make a 
decision. 

The final result of solving the problem of awareness remains 
behind the desire of applicants to understand this issue, but the 
presented concept will simplify the task for them by collecting 
everything they need in a single database. 

Initially, existing university materials will be presented, both 
on distance learning and lecture materials from various platforms, 
for example, YouTube. The website will initially focus on 
downloading various additional materials from external sources. 
This is due to the lack of servers and capacities that are required to 
service such networks. The website will only target educational 
materials from trusted sources that are either presented at the 
university, or distance learning materials. This is also the main 
difference from YouTube, Vimeo (https://vimeo.com/) and other 
similar services, where in addition to educational content, you can 
also find entertaining, which can distract the user. Thus, having the 
opportunity to accept materials from a variety of resources, the 
website acts as a place where only training materials will be 
collected. 

5.1. Functionality and purpose of the site 

To be able to open articles from a single resource, a template is 
created that transforms the data into the desired form and provides 
it in an IV which is a simplified form without such additional 
aspects as a list with other articles, website menu, advertising, and 
so on. 

The transformation of the page of any resource is carried out in 
the following 4 steps: 

• Determining which parts of a particular resource will be 
better suited to the conditions for creating the template; 

• Parses the basis of the website for the main tags of HTML 
code to present them in accordance with the requirements 
of the template. In case an information element is found that 
does not meet the rules of the template, it is necessary to 
use the functions provided by Telegram that transform 
them into a suitable element; 

• Remove all unnecessary content and provide a clean IV 
page for viewing using a dedicated feature; 

• Check the template using 5-10 links to other articles of the 
same resource to make sure that all applied functions work 
correctly and there is no need to use others to display 
additional content (for example, replace one HTML tag 
with another, insert a paragraph tag inside text structures 
and so on). 

According to a case study that was provided by Telegram based 
on an analysis of an article from medium.com, you can understand 
and take as a basic principle how the website content is 
transformed and its new look is compiled. 

This approach is quite flexible and scalable. Also, the Telegram 
code is open and exposed on the GitHub resource, which allows 
you to use the acquired technologies as needed. 

6. Related Work 

At the moment, work is underway on the development of 
application authentication and the functionality of the hub start 
page, the second component of the proposed solution, which was 
presented in the original article [1]. To create authentication, a set 
of libraries is used to implement standard scenarios (hereinafter 
referred to as the SDK) of GameSparks (https://bit.ly/3besv6D), 
which allows us to develop user authorization logic in detail. The 
start page at the moment is a block that contains video, the main 
control panel and news. 

For authentication, blueprint technology was used, which 
allowed us to create user registration and authentication. Figure 2 
shows the blueprint used. 

 
Figure 2: Authentication blueprint. 

At this stage, the website has not yet been developed, since the 
final goal is constantly updated and optimized. 
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7. Future Work 

As the upcoming works, the authors of this article see the 
development of the hub application, namely the creation of an 
application for playing their own AR/VR/MR projects and 
interaction with them. It will be considered creating a user account 
and saving information about it inside the application, the ability 
to edit it. Creating basic templates for learning materials, for 
example: video lecture, video with auxiliary files, AR project, VR 
project and more, in which all the necessary variables and 
components that create this template will be explained and 
recorded. Thanks to it, content of the same type will be able to 
collect in arrays and automatically load. 

Viewing videos from YouTube, Vimeo and similar websites 
will be implemented, when creating the subsequent pages of the 
application. 

Creation of the website described in this article where the 
functionality for comparing universities will be created. A bundle 
of a website and an application for synchronizing databases, since, 
for example, the GameSparks SDK stores all accounts inside its 
server. 

The application will be created using Unreal Engine 4, which 
will fully realize the main goal of the article: quick familiarization 
of applicants with the specialties and professions taught by 
universities in order to make a more informed and rational choice 
of further education. 
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 Modern microcontrollers are capable to realize not only traditional PID-regulators but 
also adaptive ones. Object of control parameters estimation is the biggest part of adaptive 
control from the point of view of time consumption. The ways to reduce this time for digital 
control systems based on ARM-CORTEX 32-bit and 64-bit processors are shown in the 
article. These ways include source code refactoring, using vector registers and parallelism 
of code. As result of program improvement, a new algorithm for least squares method was 
suggested. Intrinsics for vector operations and OMP directives were added to the program 
to realize data and code parallelism. All options were tested for time consumption in order 
to find out the best decision. The program suggested may be useful while realizing adaptive 
controller based on single-board mini-computers and microcontrollers 
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1. Introduction 

This work is an extension of conference paper “Optimization 
of the Program for Run Time Parametrical Identification for ARM 
Cortex Processors” originally presented in "2018 International 
Conference on Industrial Engineering, Applications and 
Manufacturing (ICIEAM)" [1]. Conference paper has the results 
obtained only with the 32-bit armv7 processor. The results 
obtained with the 64-bit armv8 processor are added in the current 
paper. Also, the questions of alignment data in memory and 
leftovers processing during vectorization are considered. 

Nowadays most of the micro-controllers are based on 
inexpensive but at the same time powerful ARM processors. High 
computing abilities of these processors allow to realize not only 
simple PID-controllers but more sophisticated adaptive controllers. 
Adaptive digital controllers are indispensable for technological 
processes which require high quality of control. In this case 
oscillation and overshooting are inadmissible and setting time 
must be minimal. And digital controllers are able to improve 
process control performance significantly. The theory of digital 
control systems was developed in 70-80 years of the last century. 
In particular, K. Astrom and B. Wittenmark [2] and R. Iserman [3] 
showed that digital controllers are the best when aperiodic 
transient processes are wanted and described how to make state 
variable modal digital controller capable to provide any in advance 
known characteristics of the transient process. When an object of 

control is timeinvariant it is possible to use experimental data and 
find out the coefficients of the digital transfer function of this 
object and the coefficients of digital modal controller and digital 
observer preliminarily. These calculations are carried out only 
once and their results may be used as the constants in the program 
for direct digital control. But when the object of control is unstable 
i.e. its characteristics drift with the time, or its characteristics are 
non-linear and its linear approximation depends on operating point, 
all above mentioned calculations must be made repeatedly at run 
time within controller itself with the pace of technological process. 
And in this case time consumption for such calculations may be 
crucial. In other case quality of control may decrease drastically. 

2. Using least squares method for parameter evaluation 

The most substantial part of calculations in discussion is the 
object's parameter estimation, i.e. the process of finding out its 
digital transfer function coefficients. And the task of this article is 
to show how time consumption of the program for parameter 
estimation may be reduced. The novelty of this work is in making 
new program realization of the least-squares method that includes 
refusing of function decomposition of the code. As a result, some 
intermediate matrices may be dropped and outer loops of 
sequential stages of calculations may be linked. Such a decision 
allows reducing the program's time and memory consumption that 
is very significant in the case of real-time applications based on the 
microcontrollers. Also, for further optimization, the code 
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parallelism and different ways of data parallelism are added to the 
program and a comparison of the obtained results is made. 

The general method of the object of control parameter 
estimation is the least-squares method or LSQ [4]. Using LSQ, one 
can get a transient function of the object in a discrete form. The 
coefficients of this transfer function are used to find out parameters 
for tuning adaptive dynamic regulators [3]. 

Despite the fact that LSQ is a rather old method, there are still 
a lot of publications connected with it. Each of them is devoted to 
special ussue. For example, identification of nonlinear systems [5], 
time-varing magnetic field analysis [6], signal processing [7], lines 
approximation in multidimentional space [8]. But among them, 
researches connected with LSQ utilization at microcontrollers 
when amount of RAM is limited and time constraint are strict are 
not found. 

LSQ is widely used in many fields of applied calculations and 
it's realization is available in many program libraries. First of all 
must be mentioned lapack library (https://www.netlib.org/lapack/) 
- standard library that may be found in many Unix-like operating 
systems. Another widely used library is gnu scientific library or gsl 
(https://www.gnu.org/software/gsl/). These libraries use QR-
decomposition [9] for solving LSQ problem. This method is 
considered to be one of the fastest for the big dimension tasks. 

But the objects of control usually are described with the models 
that have order between 2 and 6. So it is reasonable to suggest that 
program based on QR-decomposition will spend more time 
making preliminary computing than useful one when applied to 
such small systems. And with the micro-controllers situation when 
it will be not enough memory for such libraries is also possible. 

To check this hypothesis the program was written that applied 
matrix operations as LSQ suggests [9] and as is shown in (1): 

 [ ] YXXX
B
A TT ⋅⋅⋅=






 −1
  (1) 

where X – matrix with the dimension of Nx2M filled with values 
taken from input and output of the object with the regular intervals 
of time; Y – vector with the dimension of N filled with the values 
taken from the output of the object; A – output vector with the 
dimension of M having coefficients of transfer function 
denominator; B – output vector with the dimension of M having 
coefficients of transfer function nominator; L – number of 
experimental points; M – order of the object of control; N = L – M 
– number of equations. 

Covariance matrix is represented in (2): 

 [ ] 1−
⋅= XXC T    (2) 

Equation (2) that is the part of (1) plays special role and is used for 
evaluation of parameters dispersion [10]. 

How to fill matrix X and vector Y with the experimental values 
is shown in [3]. 

Other reasons to write such program are the following: 

At the first, for correct parameter estimation of the object of 
control the trace of covariance matrix must be minimal and the 

value of this trace depends mainly on sampling period [11]. This 
means that at the first stage of parameter estimation time step may 
vary and alongside with the model's parameters the trace of 
covariance matrix must be computed. Getting the covariance 
matrix is the part of LSQ method, so it's trace may be computed 
when direct matrix operations are involved. While using library 
functions this data are hidden inside them. And to get covariance 
matrix one needs to repeat a bigger half of computations already 
made. 

At the second, during LSQ parameter evaluation some 
dynamically allocated matrices are used for storing intermediate 
data. Each time when library function is called the memory is 
allocated for them and then released. While using our own code 
we can allocate memory for intermediate matrices only once and 
then use them with every next time step. 

As equation (1) shows LSQ consists of matrices multiplication 
and matrix inversion. Matrices multiplication may be written from 
scratch. An example of matrix inversion can be found in the 
Internet (http://www.programming-
techniques.com/2011/09/numerical-methods-inverse-of-nxn-
matrix.html). This program realizes the Gauss-Jordan method [12]. 

3. Program Testing and Optimization 

3.1. General Information about Testing 

For realization and testing of the programs singleboard mini-
computers CubieBoard-3 and Odroid-C2 were used. CubieBoard-
3 has two core CPU CORTEX-A7 (ARMv7) with the frequency 
1GHz and 2G of RAM. Operating system Linux Ubuntu 18.04.1 
with the kernel 4.19.57 is installed on this computer alongside with 
gcc compiler v 7.4.0. Odroid-C2 has quad core CPU CORTEX-
A53(ARMv8) with the frequency 1.5GHz and 2G of RAM, 
operating system Linux Ubuntu 16.04.09 with the kernel 3.14.79 
and gcc compiler 5.4.0. For the conference paper [1] programs 
were made with the gcc v 4.6.3, so results presented in this article 
may slightly differ, first of all due to the fact that the realization of 
optimization in these compilers is not identical. 

For program realization, the C++ language was chosen. It's a 
common practice nowadays even for embedded systems. If you do 
not use classes with the virtual functions, the productivity of the 
result code is almost the same, and at the same time, the full power 
of C++ as a language of generic programming is available. 

All programs were compiled with the -O2 level of optimization. 

Working with the matrices, one must decide how to store them 
in memory. First way suggests using dynamic one dimensional flat 
vectors. Matrix elements in this case are accessible with the 
function or overloaded operator () taking as arguments row and 
column number. E.g. getElem(X,i,j) or X(i,j). Second way 
suggests using dynamic two dimensional arrays. In this case X[i] 
is a vector of pointers containing the addresses of matrix's rows 
and X[i][j] is an element of matrix. First way is considered to be 
slightly faster as the data occupy continues space in memory. But 
for an adaptive controller second way is more suitable, because in 
this case matrix X must be renewed with every next step in time. 
Old data must be removed and new once added. With the flat 
vector all elements counted with thousands will be moved within 
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this vector from the end to the beginning. But with the two-
dimensional array only pointers counted with tens will be moved. 

3.2. Comparison of Code Using Library Functions and Code 
Using Direct Operstion with the Matrices 

To compare time consumption for LSQ 3 programs were 
written. The first used function dgel from the lapack library, the 
second used function gsl_linalg_QR_lssolve from the gnu 
scientific library and the third realized equation (1) using self-
written functions for matrix multiplication and inversion. Time 
consumption for the calculations was found out as the difference 
between the time measured before and after the calculations. To 
measure time the function clock_gettime was used. 

Time consumption were determined with the matrices of the 
following dimensions MxN: 2x40, 3x60, 4x80, 5x100, 6x120, 
7x140, 8x160 and 10x200. Objects of higher orders require more 
experimental points. But this does not mean that to evaluate 
parameters of the for example 4 order object, one must use exactly 
80 experimental points. It is just an average value. 

The matrix X and vector Y were filled with the random 
numbers because we need to get not the results of LSQ-evaluation 
but only time consumption for getting them. 

Calculations for each program and for each dimension were 
repeated 5 times. Maximum and minimum were removed and out 
of the rest three measures, an average value was calculated. To run 
programs, calculate time consumption and to make plots the 
special script in Python language was written. The resulting plots 
with the time consumption against object order are shown in 
Figure 1 for CubieBoard3 and Figure 2 for Odroid-C2. 

 
Figure 1: Time consumption for LSQ parameter estimation against object's order 

by the programs with the double precision numbers on CubieBoard-3. 

The plots in Figures 1 and 2 show that the program that uses 
matrix operations takes less time then library functions for the 
tasks of small dimensions. But this program must be rearranged in 
order further to improve its efficiency. 

First, decision must be made is there any sense to replace the 
double precision variables with the single precision variables or 
with the fixed-point ones. 

3.3. Time consumption for Carring out Arithmetic Operations 
For this purpose, it will be useful to find out how many time 

take arithmetic operations with the operands of the different types. 
And proper program with the three operands expression was 
written and run on CubieBoard-3 and Odroid-C2 computers: 

a = b # c 

where # in turn is + - * and /; b=2; c=3. 

The results are shown in Table 1.  

 

Figure: 2. Time consumption for LSQ parameter estimation against object's order 
by the programs with the double precision numbers on Odroid-C2. 

Table 1: Time Consumption in μs for Carrying out 1000 Operations on Single-
Board Computers CubieBoard 3 and Odroid-C2 

Variable 
type 

Operation 

Addition Subtraction Multiplication Division 

CubieBoard-3 

int 13,5 13,5 14,6 30,2 

long 13,5 13,5 14,6 30,3 

float 14,6 14,6 14,6 29,2 

double 14,6 14,6 17,7 43,8 

Odroid-C2 

int 7,1 7,1 8,5 8,5 

long 7,1 7,1 9,1 8,5 

float 9,8 9,8 9,8 15,6 

double 9,8 9,8 9,8 21,5 

 

As Table 1 shows, the time consumption for processing integer 
variables is less than the time for processing floating point 
variables by 8% for armv7 and 28% for amrv8. But realization of 
LSQ in adaptive controller requires support of numbers in wide 
range of values. For example, parameter evaluation of the 3 order 
object using the experimental results where input varies between 
0.0 and 1.0 and output between 0.0 and 200.0 will give values in 
the intermediate matrices varying from 1.0e-3 to 1.0e6. Obviously, 
integer values can't be used for such computing. 

http://www.astesj.com/


V. Olonichev et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 34-40 (2020) 

www.astesj.com     37 

Time consumption for single precision and double precision 
floating point variables is identical for addition, subtraction and 
multiplication at both platforms. But division takes considerably 
more time especially for double precision variables. 

3.4. Using Single Precision Variables and Parallelism of Code 

Time consumption of the program depends not only on time 
required for the computing but also on cache misses [13]. Float 
variable takes 4 bytes and double takes 8 bytes. That means that 
the processor's cache can hold more data in case of float variables 
and so, cache misses will be met less often. 

There is one more reason to use variables of single-precision: 

• The vector unit of ARM-CORTEX-A (ARMv7) 
processes only single-precision floating-point 
numbers, and vectorization is a significant source of 
increasing program efficiency. 

• Microcontrollers STM32 has hardware support only 
for single precision, and software emulation of double 
precision is rather slow. 

Usually, it's recommended to avoid single precision variables 
in calculations [14]. But in our case, the dimension of the task is 
not big. And if to use in the experiments optimal sampling period, 
well-conditioned matrices will be obtained [11]. LSQ 
identification of the same object made with double precision and 
single precision numbers is almost identical. For these calculations, 
real experimental results obtained with the object with orders 3 and 
4 were used. 

There is also one more source of program efficiency improving. 
It is parallelism of code. And gcc compiler supports OpenMP 
specification, which provides parallelism or multi-threading. The 
results obtained are presented in Figures 3 and 4. 

 

Figure 3. Time consumption for LSQ parameter estimation against object's order 
by the programs with the single precision numbers on CubieBoard-3. 

The CubieBoard3 computer has 2 core processor and Odroid-
C2 has 4 core processor. 

Figures 3 and 4 show that using single precision variables 
instead of double has given about 25% increase in productivity. At 
the other hand on CubieBoard-3 parallelism has given expected 
results. I.e. while working with the small matrices synchronization 
between threads takes more time then parallelism saves it. And for 

objects with order 7 and higher parallel program becomes faster. 
But the results obtained on Odroid-C2 show that parallelism 
instead of increasing productivity reduces it in the whole range. 
The explanation of this fact may be following. The program calls 
several functions, and directives for parallel code are placed within 
them. So OMP preprocessor generates code that creates and 
cancels threads within each function. At CubieBoard-3 more 
modern gcc compiler was used with this problem fixed. 

 
Figure 4. Time consumption for LSQ parameter estimation against object's order 

by the programs with the single precision numbers on Odroid-C2. 

3.5. Refactoring of the Code 

Next stage of optimization is concerned the code itself. 

The first stage is also connected with the problem of cache-
missing. In the programs written in C, matrices are allocated in 
memory row-wise. During multiplication one of the matrices is 
scanned row by row, and a big piece of data is loaded into cache. 
But another matrix is scanned column by column, and getting the 
next element may come to a cache-miss. If preliminary to 
transpose another matrix it will be also scanned row by row [13]. 

There is a division in the inner loops of the function that makes 
matrix inversion. If to calculate the inverse number in the outer 
loop and replace division with the multiplication we can get 
another source of the productivity raising. 

From the point of view of the structural programming the code 
must be divided into functions each of them makes logically 
complete operation. In our case these are matrix multiplication and 
inversion. But its also known that such structural decomposition 
may reduce productivity of the program. 

If to make one function that makes all calculations in one step 
it will be possible to take into account specific properties of 
computing. Informational matrix XT·X is symmetric and it's 
possible to calculate only half of it. And also, it's possible to get 
away two intermediate matrices with the sizes [2*M][2*M]. And 
intermediate matrix [2*M][N] may be replaced with a vector with 
the size [N]. As a result, the number of cache-misses and total 
consumption of memory will be reduced. The last is especially 
significant for STM32 microcontrollers with limited RAM. In this 
one function, it's also possible to improve an algorithm. In this new 
program, the next stage of calculation will be started within an 
outer loop of the previous stage. 
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Alongside with the algorithm improvement, OMP directives 
were added to the code in order to apply parallelism. The resulting 
program was compiled twice. First time with an OMP flag to get 
parallel code. And second time without this flag to get code 
without multithreading. 

Calculations were repeated with the same data. The results are 
presented in Figures 5 and 6.  

 

Figure 5: Time consumption for LSQ parameter estimation against object's order 
by the programs with the optimized function on CubieBoard-3. 

 

Figure 6: Time consumption for LSQ parameter estimation against object's order 
by the programs 

Plots in Figures 5 and 6 show that optimization of code gave 
increasing in speed about 80% for CubieBoard-3 and 50% for 
Odroid-C2. And using parallelism in one function has given results 
on Odroid-C2. But also as one can see parallel code is faster only 
with 7 and higher-order object models. For the object's model with 
the order from 2 to 6 nonparallel code is faster and it may be 
recommended for practical utilization. 

And more significant is the fact that the optimized program is 
faster than programs using lapack and gsl libraries in the whole 
range from 2 to 10 at both mini-computers. 

3.6. Using Vector Operations 

Vectorization is another way to increase program efficiency. 
ARM-CORTEX-A processors have the vector unit named NEON. 
This unit has 128-bit registers that enough to keep 4 floating-point 
numbers. The vector instructions process all numbers in the 
vectors at one time. Theoretically, it can increase efficiency by 4 

times. But usually, this value is less because switching processor's 
pipeline between vector and regular registers takes a lot of time. 
(https://developer.arm.com/products/processors/cortex-m/). 

There are many options to use vectorization: special libraries, 
auto-vectorization of compiler, OMP directives, NEON intrinsics, 
and assembly code. In our case, the best decision is to use intrinsics. 
They provide access to all vector instructions and allows them to 
apply total control of instruction flow comparing with the auto-
vectorization. The efficiency of such code is close to the assembly 
one. 

For matrices processing, data parallelism may be used in two 
different ways. In the first case, the elements of the matrix are 
loaded into the vector register horizontally, first elements of the 
row with the indexes from 0 to 3, then from 4 to 7 and so on. For 
each subset of data vector instruction multiplication with 
accumulation is used. After the loop is finished, the dot product is 
obtained as a sum of four elements of the vector register. This 
method may be called horizontal vectorization and is simple for 
realization both for matrices multiplication and matrix inversion.  

The second approach that may be called vertical vectorization 
requires source matrices to hold data in a vector format of type 
float32x4_t in columns 
(https://community.arm.com/processors/b/blog/posts/coding-for-
neon---part-3-matrix-multiplication). In this case, code for 
matrices multiplication is very simple and efficient. But during 
matrix inversion, non-vector variables are used rather often. 

To compare these variants of vectorization, the programs were 
made for both of them. These programs run on CubieBoard3 and 
Odroid-C2 computers with the same initial data as previous 
programs. Resulting plots of these tests are shown in Figure 7 and 
8. 

 

Figure 7. Time consumption for LSQ parameter estimation against object's order 
by the programs using vector unit NEON on CubieBoard-3. 

As one can see in both cases horizontal vectorization gives 
better results. And further improvements and checks will be 
connected only with it. 

3.7. Data Alignment  

The next problem is data alignment. Old gcc compilers for 
armv7 required the directives explicitly showing that elements of 
the matrix rows and vector variables are aligned in memory at the 
boundaries multiple for 64 
(http://infocenter.arm.com/help/index.jsp?topic=/com.arm.doc.dd
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i0344k/Cihejdic.html). To find out the effect of the data alignment 
program with horizontal vectorization was modified. Compiler’s 
directives __attribute__((aligned (64))) and builtin_assume 
aligned were addad to it.  

 

Figure 8. Time consumption for LSQ parameter estimation against object's order 
by the programs using vector unit NEON on Odroid-C2. 

For comparison, together with 64, the numbers 8, 16, 32 and 
128 were used for alignment. Running these programs along with 
the program without alignment directives has shown that there is 
no any difference between their time consumption. That means 
that modern gcc compiler makes data alignment without the 
additional directives. 

3.8. Working with the Leftovers 

The next problem one always meets while working with the 
vectorization is leftovers. ARM NEON vector register holds 4 
single precision floating point numbers. The matrices sizes in real 
tasks are not multiple to 4, so the leftovers which can't be loaded 
into the vector register directly must be processed in some manner. 
Two ways to solve this problem are suggested 
(https://community.arm.com/developer/ip-
products/processors/b/processors-ip-blog/posts/coding-for-neon--
-part-2-dealing-with-leftovers). The first is to process the leftovers 
as non-vector data. And the second is to extend matrices to the 
sizes multiple to 4 and fill the edges with the zeros. The second 
way is considered to be faster because the vector's processing is 
not interrupted with the non-vector operations. 

In our case using extended matrices makes the code more 
sophisticated. Function for parameter evaluation takes two 
additional parameters and intermediate matrix S, holding 
informational and covariance square matrices side by side must be 
filled and processed in a not obvious way. As a result, the code of 
the function is tightly coupled with the rest of a program. 

To avoid such a problem, the third way to solve leftovers 
problem were suggested. In this case function for parameter 
evaluation has local floating point arrays with the sizes equal to 4. 
The leftovers are loaded into these arrays before the main cycle of 
processing and the arrays are processed after the main cycle. These 
local vectors are extending each row of the matrix in a turn. As a 
result, all specific features connected with the vectorization are 
hidden within the function. 

All three programs with different ways of solving the leftovers 
problem were checked for time consumption. The results are 
presented in Figures 9 and 10 for CubieBoard-3 and Odroid-C2 
correspondingly. 

Plots in Figures 9 and 10 show that variant with the local 
vectors is the worst from the point of view of time consumption, 
and the best is variant with the extended matrices. The difference 
for the object's order from 4 to 6 is about 50% for armv8 processor 
and 75% for armv7. This difference is significant, so using 
extended matrices for the solving of leftovers problem must be 
recommended. 

 

Figure 9. Time consumption for LSQ parameter estimation against object's order by 
the programs using vector unit NEON and different ways of leftovers handling on 
CubieBoard-3. 

 

Figure 10. Time consumption for LSQ parameter estimation against object's order 
by the programs using vector unit NEON and different ways of leftovers handling 
on Odroid-C2. 

3.9. Compare of all Results Obtained 

All experimental data received in this work are presented in 
Table 2. 

Types of the programs: 1 – QR-decompozition and dgels 
form lapack library; 2 – QR-decompozition and lsqsolve form 
gsl library; 3 – direct realization with the double precision 
numbers; 4 - direct realization with single precision matrices; 5 
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- direct realization with single precision matrices and 
multithreading; 6 – optimized function code; 7 – optimized 
function code and multithreading; 8 optimized function code 
with horizontal vectorization; 9 – optimized function code with 
vertical vectorization; 10 – optimized function code with 
horizontal vectorization and extended matrices; 11 – optimized 
function code with horizontal vectorization and non-vector 
leftovers. 

Table 2. Time Consumption in μs for LSQ Parametrical Identification on Single-
Board Computers CubieBoard-3 and Odroid-C2 for different Types of the Programs 

Typ
e 

Object's order 
2 3 4 5 6 7 8 9 10 

CubieBoard-3 
1 675,8 675.0 765.4 897,4 1086,1 1250,7 1568,6 1873,9 2255,9 
2 295.6 399.3 447.3 565.0 736.3 999.8 1399.4 1728.7 2228.7 
3 64.7 198.3 243.2 452.7 765.3 1259.5 1915.6 2852.7 3925.8 
4 37.5 92.3 191.4 355.8 596.5 981.2 1377.6 2125.9 2943.5 
5 440.3 442.8 510.3 564.7 710.7 885.3 1270.5 1746.3 2100.6 
6 18.8 50.5 110.5 215.2 348.6 545.3 828.2 1160.9 1551.4 
7 419.0 440.4 461.9 483.3 592.3 718.2 915.9 1086.5 1329.3 
8 29.5 59.8 109.5 175.7 272.3 384.7 540.6 746.7 944.2 
9 16.5 52.7 98.3 207.5 350.6 543.8 746.6 1135.2 1518.2 
10 13.02 31.8 56.0 104.8 156.5 250.7 339.8 497.4 636.3 
11 14.9 39.8 60.8 127.1 167.3 294.3 357.7 567.0 670.1 

Odroid-C2 
1 200.0 222.7 251.0 295.0 357.3 436.3 542.3 669.7 827.0 
2 111.3 130.0 163.7 211.7 280.0 370.0 487.3 639.7 894.0 
3 23.7 57.6 121.0 231.6 391.3 655.0 1031.7 1432.3 2007.3 
4 24.0 57.0 120.0 226.7 383.0 595.7 884.3 1243.7 1771.0 
5 543.3 547.0 627.7 819.3 925.3 1266.7 1478.3 1955.0 2422.3 
6 17.0 40.3 84.3 162.3 269.0 417.0 616.7 882.4 1203.4 
7 254.6 271.0 281.7 304.0 330.0 418.7 462.0 548.0 633.4 
8 19.3 32.0 52.0 77.3 119.0 161.7 233.7 294.7 401.0 
9 9.0 28.7 53.7 114.3 174.0 297.7 407.0 622.0 800.0 
10 10.7 22.7 31.7 54.3 81.3 126.3 166.7 241.0 307.5 
11 12.7 27.33 33.0 70.7 84.3 155.7 173.0 286.6 312.5 

 
As Table 2 shows, the measures taken to optimize the code of 

function for LSQ parameter estimation of the object of control 
have allowed to reduce time consumption in 4.7 times for the 
processor armv7 and in 3.5 times for armv8 for the objects with 
the order from 4 to 6. Such significant productivity-increasing may 
allow to widen substantially the area of utilization of the adaptive 
digital controllers. 

The sourse code of the programs tested in this article is 
available for free downloading under GPL license 
(https://github.com/basv0/lsq_armv7). 

4. Conclusion 

Wide using of the microprocessors systems that may provide 
high quality of technical objects control is restrained with the 
complexity of parameters estimation of these objects. As a result, 
the adaptive control may take more time than the technological 
process allows in hard real-time systems. This conclusion follows 
from the results of time consumption comparison for LSQ 
parameter estimation by the programs using function dgel from the 
linear algebra library lapack, function lsqsolve from scientific 
library gsl and functions for matrix multiplication and inversion. 
The tests show that direct realization of the matrix operations is 

more preferable for the tasks of not big dimensions and that using 
a single-precision floating-point variable instead of double 
precision ones does not decrease the calculations accuracy for the 
objects with the order less than 10. 

Applying multi-threading showed that it gives productivity-
increasing only for the objects with the order higher than 7 while 
in practice objects with the order between 2 and 6 are mainly met. 
Increasing productivity in the whole range from 2 to 10 may be 
achieved by the code refactoring and using intrinsic functions for 
the vector computations. 

An optimized function using horizontal vectorization and 
extended matrices with the dimensions multiple by 4 has shown 
the best results. And this function is recommended for practical 
utilization despite the fact that matrix extension makes the code 
more sophisticated. 
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 This study presents the design and construction of the Dual Axis Solar Tracking System to 
ensure maximum energy gain. The solar tracking system will automatically follow the sun's 
position to maximize the intensity of the light emitted from the sun. When the light intensity 
decreases, the system automatically changes its direction to get the maximum light intensity. 
Light Dependent Resistor (LDR) is used to track the coordinates of the sun. The two servo 
motors that receive signals from the central processing unit will turn the solar panel to the 
appropriate location for optimum performance. The energy results obtained by the dual-
axis solar system are compared with single and fixed solar systems. This research provides 
optimal solar energy usage. 
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1. Introduction  

Nowadays, environmental pollution is getting more serious, 
traditional energy sources such as oil, coal, etc. are gradually 
exhausted. However, the global demand for energy is forecasted to 
increase in the upcoming decades. Thus, many countries are 
promoting the development of alternative energy sources [1]. 

Renewable energy is an energy source that does not consume 
the limited resources of the earth. It can be easily and quickly 
replenished. Renewable energy plays an important role in meeting 
energy demand and contributing to climate change control [2]. 

Among renewable energy sources such as solar energy, wind 
energy, biomass energy, tidal energy, etc., Solar energy can be 
easily exploited in Vietnam because Vietnam has a high level of 
radiation, and advances in solar technology have made production 
costs more and more affordable [3] [4]. 

Because the earth is always orbiting its axis, the angle of 
sunlight is constantly changing, affecting the amount of solar 
radiation that is projected on the solar cell. To increase the 
efficiency of absorbing light from the sun, we need a system of 
devices called the solar tracking system that help the photovoltaic 
panels orientate to the sun. 

The solar tracking system includes tracking installation system, 
solar panels and tracking control system. The mounting structure 

is the body of the system, and the control system is its brain, which 
controls the movement of the solar panel system. 

Many authors have studied solar tracking. Mayank Kumar 
Lokhande [5] presented an automatic solar tracking system. The 
study designed a microcontroller-based solar panel tracking 
system and observed that the single-axis solar tracking unit 
increased efficiency by 30% compared to the fixed panel. 

Guiha Li, Runsheng Tang and Hao Zhong [6] experimented 
with a single horizontal solar tracking system. The study found that 
the east-west-oriented system was not significantly improved 
while the south-north oriented system was the best. The efficiency 
increase for the east-west axis is below 8% while for the south-
north axis it increases 10-24%. 

Chaiko and Rizk [7] have developed an effective solar tracking 
system. The authors designed a simple axis tracking system by 
using a stepper motor and light sensor. They observed that this 
system increased the efficiency of collecting energy by keeping a 
solar panel perpendicular to the sun's rays. The study also found 
that the electrical power increased by 30% compared to static 
systems. 

Imam Abadi, Adi Soeprijanto and Ali Musyafa [8] designed a 
single-axis solar tracking system based on fuzzy logic. They 
performed on ATMEGA 8353 microcontroller to improve the 
power of the panels. The study presented that the performance of 
solar tracking systems with fuzzy control increased by 47% 
compared to static systems. 
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Ashwin R, Varun A.K et al. [9] showed a single-axis solar 
tracking system based on sensors to achieve the highest energy 
level. The system automatically changes in the direction of solar 
panel to get maximum light energy. Therefore, the test results 
show the robustness and productivity of the proposed method. 

In 2013, Anusha, Chandra and Reddy [10] designed a solar 
tracking system based on a real-time clock. They compared a static 
system and a real-time system using an ARM processor. 
Experiments have proven that the new system is about 40% more 
efficient. 

Hussain S. Akbar [11] designed a single-axis solar tracking 
unit using the AVR microcontroller. The results show that the 
designed solar tracking system has improved the output power by 
18-25% compared to the static panels in Kirkuk, Iraq. 

In 2016, H. Fathabadi [12] tested that the energy level obtained 
from the dual-axis solar tracking system was 28.8% - 43.6% higher 
than static systems depending on the season. 

Jing-Min Wang and Chia-Liang Lu [13] implemented a dual-
axis solar tracking system in New Taipei City, Taiwan. 
Experiments show that their system boosts energy levels to 
28.31% for a cloudy day. 

Munna, M. S et al. [14] constructed and evaluated the 
performance of dual-, single- and fixed-axis solar tracking 
systems, the data showed that the dual-axis system is more optimal 
than the two systems. again. 

Mustafa, F. I. et al. [15] implemented a dual-axis solar system, 
data collected in one day showed that the efficiency of this system 
is 35% higher than that of fixed systems. 

The authors Chhoton, AC, and Chakraborty, N. R [16] 
performed a performance evaluation of the dual-axis solar tracking 
system, the data collected during the day showed that the 
performance of this system was higher than the fixed system. 40%. 

In this study, the authors designed and constructed a dual-axis 
solar tracking system with a simple and low-cost structure that still 
meets the requirements of increasing the efficiency of solar energy 
exploitation. The automatic operating system is controlled by 
Arduino microcontroller. The results of this study provide optimal 
solar energy solutions. Moreover, the results of this study provide 
an optimal solution for solar energy, helping to improve the 
efficiency of the solar power system, effectively serving the energy 
production process. 

This paper is organized as follows. Part 2 discusses the 
operating principles of a solar tracking system. Part 3 presents 
hardware and software design. Part 4 presents the test results, 
compared with the static system. The last part is the conclusion. 

2. Overview of Solar Tracking System 

2.1. A Solar Tracker 

The solar tracking system was created to take advantage of 
solar radiation as efficiently as possible, increasing the amount of 
energy radiated to the solar rig. Thus, the amount of electricity 
generated will be greater than the fixed devices [17]. 

 
Figure 1: Sun path in Thu Dau Mot City, Vietnam [18] 

A solar tracking system consists of three components: a 
mechanical mechanism, a solar panel and a control system. 

2.2.  Types of solar tracking 

Solar tracking system plays an important role in the 
development of solar energy applications, in order to improve the 
efficiency of solar power systems. 

According to the mechanical structure, the solar tracking 
system has 2 types: single and dual-axis systems [12], [19]. Of 
these, dual shafts are often used because it provides higher 
accuracy and is known to improve solar power captured capacity 
compared to single-axis tables [13]. In addition, there is a way to 
classify according to control with a positive and passive system [7-
9]. 

2.2.1. One-Axis Trackers 

The single-axis solar tracking system uses an inclined PV 
mount bracket and an electric motor to move the board in orbit 
closer to the position of the sun. Spindle can be horizontal, vertical 
or inclined. Figure 2 shows a general diagram of a single-axis 
tracker that shows both the axis of rotation (unit vector e) and the 
collector plane (the unit vector is normal for the collector plane). 
The angle between these two unit vectors is usually kept constant 
in this type of solar tracker. 

 
Figure 2: Characteristic vectors in a one-axis tracker [19]. 
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2.2.2. Two-Axis Trackers 

The two-axis solar tracking system can achieve the maximum 
power level because, because it is completely free to move in two 
directions, it is capable of tracking the sun anywhere. 

 
Figure 3: Characteristic movements in a two-axis tracker [19]. 

3. Proposed Solar Tracker System 

3.1. Architecture of The Overall System 

Our proposed design is a dual-axis solar tracking system, based 
on feedback loops. The system consists of optical resistors acting 
as sensors, servo motors, actuators, and Arduino microcontrollers. 
The whole system is divided into two main parts: hardware and 
software. The main equipment is listed in Table 1 and the system 
has diagrams as shown in Figure 4.  

Table 1: List of devices 

 

 
Figure 4: Block diagram of overall system 

3.2. Hardware Design 

Figure 3 depicts the structure of the model including 2 main 
components: fixed and mobile parts. Fixed parts are the base of the 
system; the movable joint is attached to the servo motor, placed 
above and below to rotate the solar panels in two directions. 

 
Figure 5: Complete hardware setup of a solar tracking system 

3.3. Software Design 

The sensor system consists of 4 resistors (R1, R2, R3, R4) that 
will receive light from the light source. Between these 4 resistors, 
there will be a cross-shaped partition dividing the 4 optical sensors 
into 4 different directions. This partition will serve as a guide for 
the 4 optical barriers always towards the strongest light source, 
namely the sun. When the sensor assembly is perpendicular to the 
radiation of the sun, the values of the 4 sensors will be equal. 

The signal from the sensor assembly will be transmitted 
directly to the Arduino control center and converted into a digital 
signal. Here, the Arduino compares the average of the two adjacent 
optical sensors to the average of the two opposite sensors. 

  A = (R1 + R2)/2   (1) 

  B = (R3 + R4)/2   (2) 

  C = (R1 + R3)/2   (3) 

  D = (R2 + R4)/2   (4) 

For R1, R2, R3, R4 are the resistance values of the 4 optical 
resistors LDR1, LDR2, LDR3, LDR4, respectively. These values 
are inversely proportional to the values of voltage transferred to 
the Arduino. 

If A = B, the servo motor controls the X-axis. 

If C = D, then the Z-axis servo motor is stationary. 

If A> B, it means that the light is more concentrated on R3, R4 
side, 1st servo motor rotates the panel downwards until the light is 
perpendicular to the panel then stops. 

No. Item Name Quantity 
1 Arduino Uno R3 1 
2 MG996R Servo Motor 2 
3 Light Dependent Resistor 4 
4 Module LM2596 2 
5 Solar Panel 10 W 1 
6 Solar Charge Controller 1 
7 Battery 12V 5Ah/10HR 1 
8 DSN-VC288 DC 100V 10A Voltmeter 

Ammeter 
1 

http://www.astesj.com/


B.T. Nguyen et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 41-45 (2020) 

www.astesj.com     44 

If A <B, which means more light is concentrated on R1, R2 
side, 1st servo motor rotates the panel upwards until the light is 
perpendicular to the panel then stops. 

Similarly, if C> D, which means more focused light on side 
R2, R4, servo motor 2 will rotate the solar panel to the right until 
the light is perpendicular to the solar panel. 

If C <D, it means that the light on the side of R1 and R3 is more 
concentrated, the servo motor 2 will rotate the battery plate to the 
left until the light is perpendicular to the solar panel, then stop. 

The rotation angle of servo motors is within the limit of 0 - 180 
degrees. 

 
Figure 6: Flowchart of Solar Tracking System 

4. Experimental Setup and Results 

This study has implemented experiments for three systems: 
fixed solar panels, single-axis solar tracking system, and dual-axis 
solar tracking system. The experiment was conducted on 
December 12, 2019, from 6:30 to 18:30, the weather was sunny 
and cloudy at the location 10 ° 58'49.8 "N 106 ° 40'26.4" E. 

In this experiment, we use the DSN-VC288 DC 100V 10A 
Voltmeter Ammeter to measure the amperage and voltage 
produced by the solar panel for a load (9W LED). From the 
recorded data, the authors use the Excel software to calculate the 
power output (Table 2) and plot the chart as Figure 7. 

Table 2 shows the statistical results for the three systems, and 
these results are plotted as shown in Figure 7. Experimental results 
in the dual-axis tracking system have a total output of more than 
14.28W (20, 77%) compared to a single-axis tracking system and 
20.31 W (32.39%) more when the solar panel is left standing. 
Thus, the use of the dual-axis solar battery tracking system will 
have a greater efficiency than leaving the battery in place and 
tracking a single axis. 

As shown in Figure 7,  the performance of the dual axis system 
is more optimal than that of a single and fixed system. The graph 
descended at 11 o'clock because of the cloud cover, at 11 o'clock a 
cloud appeared to cover the sun, so the output power of all 3 
systems decreased. 

Table 2: Data for different solar tracker 

Time 
(h: 

mm) 

Fixed Panel 
(Watt) 

Single Axis 
Tracker 
(Watt) 

Dual Axis 
Tracker 
(Watt) 

6:30 0 0 0 

7:00 0,16 0,16 0,32 

7:30 0,415 0,24 0,67 

8:00 0,765 0,32 2,27 

8:30 1,2 0,49 4,12 

9:00 4,6 5,04 6,26 

9:30 4,7 5,04 6,95 

10:00 6,3 7,27 7,84 

10:30 6,84 7,08 8,06 

11:00 1,58 1,69 1,8 

11:30 6,25 7,48 8,1 

12:00 6,25 7,48 8,1 

12:30 6 6,25 7,02 

13:00 6,8 7,12 7,52 

13:30 3,6 5,15 5,61 

14:00 1,8 1,89 2,18 

14:30 0,9 1,09 1,27 

15:00 1,26 1,13 1,39 

15:30 0,99 1,11 1,39 

16:00 0,8 0,91 1,1 

16:30 0,57 0,729 0,9 

17:00 0,45 0,49 0,59 

17:30 0,24 0,3 0,37 

18:00 0,236 0,29 0,29 

18:30 0 0 0 

Total 62.706 68.74 83.02 
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Figure 7: Graphical comparison of experimental data 

5. Conclusion 

Solar energy is an important renewable energy source. To get 
maximum solar energy, the solar tracking system is needed. In 
this study, the authors designed a solar tracking system that uses 
photoresists, Arduino microcontrollers, and servomotors. The 
research results show that the dual-axis solar tracking system is 
more optimal than the other systems, with an outstanding 
performance of 20.77% compared to the single-axis and 32.39% 
compared to fixed solar panels. The results show that this solar 
tracking system is a low cost, efficient and easily implementable. 
In the future, the study will improve the hardware with the display 
of time, voltage, current, power via LCD and export data via wifi 
network. 
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 The development of electronic healthcare systems requires to adopt modern technologies 
and architectures. The use of Electronic Personal Health Record (E-PHR) should be 
supported by efficient storage such as cloud storage which enables more security, 
availability and accessibility of patients’ records. Actually, the increase of availability of 
E-PHR enhances parallel access, which improves the performance and the throughput of 
the system. Using distributed systems, users are able to communicate and to share 
resources to achieve specific goals. Such kind of access needs to have more coordination 
to maintain parallelism, which can be provided through leader election algorithms. In 
leader election algorithms, users elect one of them as a leader to coordinate the work and 
to prevent conflicts. This paper introduces an adoptive leader election algorithm (ALEA) 
that considers medical and healthcare specifications, since it uses leader election algorithm 
for E-PHR in the cloud environment. The use of ALEA improves performance by allowing 
more parallelism and reducing the number of coordinating messages within the system, as 
well as facilitating the medical specifications such as having a primary doctor or handling 
emergency situations. Moreover, the paper highlights the strengths and weaknesses of using 
Blockchain technology in the field of healthcare. In fact, the paper investigates the 
implementation challenges of ALEA concepts using Blockchain technology. 
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1. Introduction 

Within the last decades, the development of technologies, the 
Internet and digital applications makes them essential components 
in some other fields such as education and healthcare. This paper 
focuses on the development of e-health systems using some 
supportive algorithms and modern technologies. Actually, this 
paper is an extension of work originally presented in the 
2ndInternationalConference on New Trends in Computing 
Sciences [1]. 

The competition among healthcare organizations encourages 
them  to  involve  modern  and  advanced  technologies  to  increase 
stakeholders’ satisfaction. These technologies help to improve the 
provided services.   For examples,  a patient can schedule an 
appointment online; doctors (physicians) can access, maintain, and 
transfer E-PHRs electronically anytime and from anywhere; 
doctors would be able to diagnose, complete the required treatment 
and even participate in surgery remotely; prescriptions are sent to 
the corresponding pharmacy electronically. In addition, these 
technologies enable costs and managerial efforts to be reduced. 

The services costs can be time, physical space, energy and 
infrastructure. Besides that, it gives deep and clear insight for 
better administration and decision making. The use of E-PHR as a 
digital version of PHR allows information to be accessed, updated 
and transferred in an electronic manner [2], which enhances 
information accessibility, availability, security, privacy, 
completeness and consistency.  It also helps to avoid the risk of 
having traditional PHR in case of natural disasters such as 
Hurricane Katrina [2]-[6]. 

Moreover, an efficient pattern of storage such as cloud storage 
is required to support the use of E-PHR in distributed systems. 
Actually the E-PHRs are stored in servers and can be accessed 
securely on the Internet [7], [8]. 

The presence of E-PHR, servers, cloud storage and many 
connected devices creates a parallel and distributed system.  In 
distributed systems, devices are connected through networks to 
perform specific tasks. Thus, it helps to improve efficiency and 
throughput of the process of sharing resources but it also requires 
more control and coordination. Therefore, leader election 
algorithms can be used to coordinate the parallel tasks and to 
preserve the consistency of E-PHRs [9]. Indeed, having 
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parallelism could result in conflicts, especially when a process tries 
to update an E-PHR, while another one is reading or updating it at 
the same time.  In fact, having a leader allows for an exclusive 
access (token) to an E-PHR, which keeps it consistent.  

In addition, Blockchain technology allows decentralized ledger 
to be managed within a distributed system.  The ledger contains a 
chain of blocks (records). In Blockchain many nodes share and 
process distributed copies of the same ledger. In fact, when a node 
proposes a new block of transactions, the other nodes process it 
and vote to commit it if its valid or to abort to if it is not. Based of 
the votes of the majority (consensus), the block commits and every 
node updates its copy of the ledger or the block is ignored [10]. 

 Nakamoto uses Blockchain to produce the Bitcoin as a first 
cryptocurrency, in which users execute electronic financial 
transactions without banks [10]-[12]. After that, Blockchain 
technology has been involved in many other areas such as 
judiciary, notary, copyrights, education and healthcare [12].  

This paper introduces an adoptive leader election 
algorithm(ALEA) that is suitable for E-PHRs and healthcare 
systems.  The paper proposes the principles of a primary and a 
secondary leader as well as having multiple tokens. ALEA allows 
the number of communication messages to be reduced in case of 
failures. Moreover, this work highlights the strengths and 
weaknesses of using Blockchain technology in the field of 
healthcare to implement the concepts of ALEA.  

The rest of our paper is organized as follows: in Section 2, 
some related work is discussed. Sections 3 and 4, introduce our 
proposed system model and algorithm. Section 5 discusses many 
important issues and techniques such as algorithm correctness, 
consistency, synchronization, file sharing, traffic flow and 
replication.  Finally, Sections 6 and 7 focus on the advantages and 
disadvantages of using Blockchain technology, while Section 8 
provides conclusion. 

2. Related Work 

There are many techniques to preserve data consistency in 
cloud storage [13], [14]. Some research proposes strict consistency 
while the others relax this concept and accept weaker levels of 
consistency. Coppieters et al. provide an algorithm with strict 
consistency, where they order all concurrent processes on all 
replicas.  Actually, the concurrent execution of processes should 
be matched with a correct sequential execution [15]. Zellag and 
Kemme introduce an efficient relaxed consistency model for cloud 
storage [16]. 

 Some  others  use  leader  election  algorithms  for  consistency, 
whereby a leader grants exclusive access to some memory objects 
to prevent conflict [9], [17].  For leader electing, a bully algorithm 
[9, 18], enables every user to have a unique identifier (Id) and 
every user sends its Id to all other users. So, they select the node 
with the maximum Id as a leader. The complexity of this approach 
reaches O(n2) messages, which is considered expensive. With a 
token ring algorithm [19], the users are structured in a linked-circle 
and every user sends its Id to the next one. After receiving the 
message, the user compares its own Id with the received one and 
sends the greater one to the next user.  The complexity of this 
approach costs O(n) messages. Numan et al. provide an algorithm 
that uses a centralized linked-list queue of all users. The leader is 

the head of the queue; and when it fails, another user acquires a 
lock and dequeues the old head. The complexity of this approach 
is O(1) [20]. 

 At the same time, many countries and institutions have started 
using E-PHRs. For example, at the beginning of 2014, the 
American Recovery and Reinvestment Act enforced all healthcare 
agencies (public and private) to use E-PHR. This facilitates 
accessibility, utilization and management. However, such a change 
requires specific technical and infrastructural support to be adopted 
[21]. 

In addition, Blockchain technology helps to allow 
decentralized management of E-PHRs, where there is no need for 
a third party such as hospitals or healthcare agencies. However,  
Blockchain has  been  enhanced  with  fairness  and  freedom  [22]. 
Therefore, Blockchain provides many advantages for many areas 
such as health-care systems. First, it supports the availability, 
robustness and security of E-PHR. In fact, many projects and 
companies, such as Data Gateways, Gem Health Network, Deloitte 
and Guardtime have started using Blockchain to manage their E-
PHR [11], [23].  Second, it supports all related financial operations 
such as funding, donations and insurance payments through 
cryptocurrencies. Third, Blockchain supports scientific clinical 
and biomedical research such as in the MedRec Health bank. 
Indeed, companies and organizations use Blockchain for data 
sharing and verification, ownership proofs and privacy of patients 
and organizations. In addition, it could apply the principle of "gain 
as you contribute" in scientific clinical and biomedical research. 
For example, while Bitcoin (which is the first cryptocurrency) is 
earned through solving puzzles, Gridcoin, is another 
cryptocurrency that is earned based on the contribution to scientific 
research [10], [11] and [24]. Fourth, Blockchain can be used to 
manage and process any kind of data such as the records of 
employees, healthcare facilities, medical instruments, medicines 
and pharmaceutical supply chains.  

Laure  and  Martha  use  Blockchain  as  a  control  manager  to 
manage  the  access  of  E-PHR. Actually,  this  work  focuses  on 
Blockchain’s advantages such as scalability, security and privacy. 
Indeed, the work proposes using a Blockchain system as an access 
control manager, so it only has indexes of records, while the real 
records are stored in separate storage (out of the Blockchain). This 
would help to avoid the negative impact of data redundancy, where 
every node in the Blockchain has a copy of all indexes instead of 
having a copy of all records [21]. 

 Kevin et al. suggest the use of Blockchain in healthcare to 
solve the issues of hardware and software heterogeneity.  The work 
focuses on the quality of sharing E-PHR in an understandable and 
meaningful manner.  So, they use the concept of Fast Healthcare 
Interoperability Resources with specific Application Programming 
Interfaces as standard for data formatting and presentation [25]. 

3. The System Model 

Before you ALEA is designed according the concepts of in 
well-organized bully algorithm for leader election [20]. The well-
organized bully leader election algorithm is implemented using a 
linked-list queue to minimize the cost of leader election to O(1).  
ALEA is a modified algorithm that is efficiently applicable for 
medical and healthcare systems.  
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ALEA creates a linked-list queue Queue of size Z, where Z is  
the  number  of  nodes  in  the Queue.   The Queue is  stored  in 
shared memory, so it is always visible to all nodes. A node 
(processor/doctor) is denoted as Nod and is represented with a 
unique identifier (doctorId), a pointer that is pointing to the next 
node ,and a token flag.  The new inserted node (doctor) can read 
the E-PHR but it has to get exclusive access to update it. The 
exclusive access is given by changing the token value from 0 to 1. 
The queue head is the leader (PL). To change the leader, dequeue 
the current head node and move the leadership (PL pointer) to the 
next node. 

For emergency cases where the PL is not accessible, a 
temporary queue TQ is created with a secondary leader called SL. 

Figure 1 shows Queue where the list has three doctors, and PL 
points to the head of the queue. It also shows the emergency block 
which has another list of TQ and SL. In reality, TQ is not usually 
there. 

 
Figure 1: Leader election linked-list Queue with a PL pointing to the queue head; 

while the emergency linked-list TQ and a SL appear in the emergency block. 

It is obvious that many doctors can read files in parallel, but 
conflict arises at the time of the update. For instance, the situation 
arises when one doctor is reading a file and another updating it. In 
this case, the data updated last should be visible to the reader. Also, 
when two doctors are writing to (updating) the same files, the two 
updating processes conflict with each others. To overcome this 
situation, it incorporates the idea of TokenPtr, which shows who 
holds the token flag to update the files. 

4. Proposed Algorithm 

• A hospital creates the patient’s E-PHR with a primary 
doctor (leader) PL, (see Function 1). Actually, the node 
(doctor) has three attributes as follows: first, data to have 
the doctorId; second a pointer pointing to the next node; 
and third a token flag. When a new doctor is inserted into 
the Queue, the doctor can read the E-PHR directly, but for 
update permission, the token has to be changed to 1.  The 
TokenPtr is another pointer pointing to the node that has 
the token (token=1). Finally, it increases the size of Queue. 

• If PL cannot be accessed for any reasons, except in the case 
of failure, it creates an emergence or temporary queue TQ 
with a secondary leader SL, (see Function 2). With the 

creation of a new node, the size of TQ is increased and the 
same procedures as in Function 1 are used. 

• Now Function 3 shows the process of adding a new node 
to the Queue. Considering the medical needs, PL can add a 
new doctor to the team, by creating and enqueuing a new 
node to the Queue. Then it increases the Queue size. This 
is also applicable to TQ. 

• Sometimes because of medical needs, the leader has to 
reorder doctors in the Queue, so it swaps the nodes as 
shown in Function 4. Based on the doctor’s Id, TempPtr1 
starts searching from the head position, until it finds the 
first doctor. Then, TempPtr2 starts searching from the head 
position, until it finds the second doctor.  After that, it 
swaps the doctors by inserting doctorId1 in the node of 
TempPtr2 and doctorId2 in the node of TempPtr1. 

• When PL retires from leadership of the E-PHR’s team, it 
follows the procedures for Function 5. If it is the only 
doctor who handles the E-PHR, which means Queue has 
one node only, then, the retirement is not allowed. Else, it 
uses TPtr to point to the PL node; moves the PL pointer to 
the next node; moves the token (if it is needed) and finally 
it dequeues the TPtr node and enqueues it again from the 
other end of the Queue. This is also applicable for SL and 
TQ. 

• In Function 6, a doctor leaves the E-PHR’s team (complete 
clearness).  If it is the only doctor who handles the E-PHR, 
which means Queue has one node only, then, the clearness 
is not allowed. Else, it is dequeued from the Queue (as in 
Function 5), but there is no need to enqueue it again. 

• Function 7, explains how to move the token among nodes. 
First, PL finds the targeted node according to its doctorId, 
then it gives the token (makes token=1), or gets it (makes 
token=0). In addition, PL allows parallelism by giving the 
token to many nodes simultaneously, which is explained in 
details later. 

• Function 8, shows the case of a doctor requiring the token, 
so it sends an acquiring message to PL and waits for some 
time (Timeout). It should wait until the time becomes equal 
to T where T=currenttime+Timeout. In fact, it is supposed 
to receive a reply message (acknowledgment) from PL. 
However, if the timeout finishes without receiving the 
reply message, then PL fails, and it calls PLFailure(). 
Actually many nodes may detect PL failure simultaneously, 
so each node has to copy the Id of PL (failed leader’s 
doctorId) (more details are given in Function 9). 

• Function 9, shows the case of leader PL failing. Upon the 
detection of PL failure, the detector node calls 
PLFailure(Id). It also passes PL’s doctorId. PLFailure(Id) 
moves the PL pointer to the next node and  

 

1. ║ Algorithm 1: ALEA1. 
  

2. 1. Initialization() 
3. //To create the linked-list  
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4. Queue Z=0; //The queue size 
5. Nod=newnode(); 
6. Nod→data=doctorId; 
7. Nod→next=NULL; 
8. Nod→token=0; 
9. PL←node; 
10. TokenPtr=PL; 
11. TokenPtr→token=1; 
12. Z++; 
13. Return 

 
14.  2. Emergency() 
15. //Adding a new doctor as SL & creating a temporary queue  
16. Z=0; //The queue size 
17. Nod=newnode(); 
18. Nod→data=doctorId; 
19. Nod→next=NULL; 
20. Nod→token=0; 
21. SL←node; 
22. TokenPtr1=SL; 
23. TokenPtr1→token=1; 
24. Z++; 
25. Return 

 
26. 3. AddDoctor() 
27. //Adding a new doctor to Queue 
28. Nod=newnode(); 
29. Nod→data=doctorId; 
30. Nod→next=NULL; 
31. Nod→token=0; 
32. Queue←enqueue(); 
33. Z++; 
34. Return 
35.  
36. 4. SwapNodes(doctorId1, doctorId2) 
37. //Swapping the doctors in Queue 
38. TempPtr1=PL; 
39. TempPtr2=PL; 
40. i=1; 
41. while(i ≤ Z) do  
42. { 
43.     if (TempPtr1→data, doctorId1) then 
44.     { 
45.     TempPtr1=TempPtr1→next; 
46.     i++; 
47.     } 
48.     else 
49.    { 
50.     //First doctor is found, now find the other one 
51.     Break; 
52.    } 
53. } 
54. i=1; 
55. while(i ≤ Z) do 
56. {  
57.     if (TempPtr2→data, doctorId2) then  
58.     TempPtr2=TempPtr2→next; 
59.     i++; 
60.     } 
61.     else 

62.    { 
63.     //Now Second doctor is found, so swap them 
64.     TempPtr1→data=doctorId2; 
65.     TempPtr1→token=0; 
66.     TempPtr→data=doctorId1; 
67.     TempPtr2→token=0; 
68.     Break; 
69.     } 
70. } 
71. Return 

 
72. 5. Rretirement() 
73. //Retiring from the leadership 
74. if (PL→next=NU LL) then  
75. Return False; 
76. else 
77. {  
78. TPtr=PL; 
79. PL=PL→next; 
80.     if (TokenPtr=TPtr) then 
81.     { 
82.     TokenPtr→token=0; 
83.     TokenPtr=TokenPtr→next; 
84.     TokenPtr→token=1; 
85.     } 
86. TPtr.dequeue(); 
87. T Ptr.enqueue(); 
88. } 
89. Return 

 
90. 6. Clearness() 
91. //Clearness 
92. if (PL→next=NU LL) then 
93. return False; 
94. else 
95. { 
96. TPtr=PL; 
97. PL=PL→next; 
98.    if (TokenPtr=TPtr) then  
99.    { 
100.     TokenPtr→token=0; 
101.     TokenPtr=TokenPtr→next; 
102.     TokenPtr→token=1; 
103.     } 
104.  TPtr.dequeue(); 
105.  } 
106.  Return 

 
dequeues the failed leader. If many nodes detect PL failure 
simultaneously, all of them invoke PLFailure(Id), which may 
cause multiple unnecessary dequeues. Thus, it is mandatory to use 
a Compare-and-Swap atomic operation (CAS statement), by which 
only one node changes the leader [26].  Using a CAS statement, 
one node checks if the PL is still in a failure (PL’s doctorId=Id), 
and it invokes Clearness(). In Clearness(), PL (failed leader) is 
dequeued and another leader is elected. Therefore, the other nodes 
that detected the failure of PL also use CAS, but find PL’s 
doctorId≠Id, since they find doctorId of the new PL that is not 
equal to the value of Id, and do nothing.  
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107.  7. Leadership(doctorId1) 
108.  //Moving the token among nodes 
109.  //Getting the token  
110.  TokenPtr→token=0; 
111.  //Find the targeted node based on Id 
112.  i=1; 
113.  while(i ≤ Z) do  
114. {    
115.      if (TokenPtr→data, doctorId1) then  
116.       { 
117.       TokenpPtr=TokenPtr→next; 
118.       i+ +; 
119.       } 
120.       else 
121.       { 
122.        //Give the token 
123.       TokenPtr→token=1; 
124.       Break; 
125.       } 
126.  } 
127.  Return 

 
128.  8. Reminder() 
129.  //Node sends a message to acquire the token 
130.  Sendmsg(PL, ”Acquire token”); 
131.  //Waiting (Timeout) 
132.  T=CurTime()+Timeout; 
133.  while(receiveack() = false && CurTime() < T) do  
134.  wait(); 
135.  //Timeout finishes and no response (PL fails) 
136.  if (receiveack()=false) then 
137.  { 
138.  Id=PL→data; 
139.  PLFailure(Id); 
140.  } 
141.  Return 

 
142.  9. PLFailure(Id) 
143.  //Leader still in failure 
144.  CAS (PL→data, Id, Clearness()); 
145. Return 

 
Figure 2 is an example of a failed leader.  Node 3 and 4 

discover that the leader has failed.  In Figure 2 (a), the two detector 
nodes elect a new leader in parallel, so both dequeue and move PL 
pointer. This causes one unnecessary dequeue. In Figure 2 (b) the 
two nodes elect a new leader in parallel using CAS (the lock can 
also be used), so both of them copy the doctorId of the PL in Id 
(Id=1). Both of them apply CAS such that one node will have 
successful CAS, and it dequeues the failed leader. However, since 
a new leader is already there, the doctorId of the new leader does 
not equal to Id anymore. Obviously, the doctorId is 2, while Id=1.  
As a result of this, the other node gets a failed CAS, so it does 
nothing. 
5. Analysis 
5.1. Correctness 

For ALEA correctness, the correctness of concurrent 
operations, that are made by doctors, are proved by satisfying 

Linearizability [26]. This requires the concurrent operations to be 
ordered to match a correct (valid) sequential execution. Indeed, 
ALEA is considered an event-based model [9], where a doctor 
performs the operations(a read/update) on the E-PHR, and each 
operation is represented by two instantaneous events (begin() and 
end()). A complete execution is a sequence of operations where 
there is no pending operation and every operation has the two 
events. For the correctness and legality of all operations, it is not 
difficult to argue about the correctness and legality of a sequential 
execution where all operations are running in one processor and 
one after another.  This helps to prove the memory consistency and 
to predict the situation of the file, before and after each operation. 
Since ALEA has two kinds of operations which are update and 
read, an update operation is legal if it appears instantaneously and 
all later reads read it, until another update takes place. A read 
operation is legal if it reads the last written data, and all later reads 
read the same data until another update takes place. A sequential 
execution is legal if all its operations are legal. Then, the 
concurrent execution is correct and the memory is consistent if the 
order of concurrent execution (including events of all concurrent 
operations) matches the order of a legal sequential one; this is 
known as Linearizability [26].  

 
Figure 2:  (a):  As result of the failure of the leader, two nodes are electing a new 
leader in parallel, which causes one more unnecessary dequeue: (b) As result of 
the failure of the leader, two nodes use CAS to elect a new leader in parallel, so 
one node dequeues the failed leader and the other does nothing 
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In ALEA, there are two kinds of operations, some operations 
process the linked-list queue and the other operations process the 
E-PHR. The first kind is to modify the linked-list queue of doctors. 
To update the queue, there are operations such as enqueue, 
dequeue (even electing new leader is conducted through 
dequeuing) or move the token.  In fact, ALEA maintains a queue 
of linked-list, so it follows the concepts of Michael and Scot [27], 
that is considered as one of the best lock-free algorithms in the 
field. Actually the enqueue and dequeue operations are conducted 
based on Michael and Scot’s algorithm [27], which is linearizable.  
For the operation of moving the token, it is executed only by the 
leader, so it is serialized. The read operation simply tries to find 
the current leader which is always able to see the last change.  In 
fact, the linked-queue is stored on a shared memory which makes 
all updates visible instantaneously. The second kind of operations 
is to update the E-PHR. Actually, some procedures that prove the 
correctness of the bully leader election algorithm [9, 18], and the 
well-organized bully leader election algorithm [20], are applicable 
in ALEA. To update the E-PHR it has to use the token which gives 
exclusive access, so it does not conflict with other operations and 
the operations can be ordered based on the token movement.  On 
the other hand, all read operations are executed concurrently and 
are ordered with respect to the real-time order. Indeed, ALEA 
satisfies Linearizability. 

5.2. Synchronization 
Processes synchronization allows resources to be shared 

without causing any conflicts (it preserves consistency).  Clearly, 
ALEA uses application level synchronization, but at some points 
it also relies on operating system primitives such as using locks 
and CAS atomic operation. Focusing on how to order events, 
Linearizability follows the real-time order of the concurrent 
operations (execution). In fact, when there is one thread, events are 
not interleaved on the same object. However, when there are many 
threads the synchronization satisfies a happens-before relationship.  
Therefore, the synchronization of events respects a well-formed 
clock.  Actually, the order depends on the exact time in terms of 
where and when the operation takes effect. However, having 
multiple time zones of doctors and patients due to remote access 
or travel; challenges the use of physical clock. Therefore, a logical 
clock such as Lamport’s logical clock [9, 23], is preferred. 
Lamport’s logical clock is one of the famous approaches that uses 
the happens-before (|) relationship such that, for any two 
operations a and b, it is said a happens-before b (a|b) if and only if 
the end() of operation a occurred before the begin() of b. However, 
if there is an overlap between operations then the two possibilities 
are considered (a|b) or (b|a). Using ALEA, it orders the operations 
even if they are executed in multiple processors since all of them 
are executed on a single version of E-PHR. The read operation 
isordered easily, while the update operation gets exclusive 
access(token), so it is also ordered based on the token movements. 

5.3. Parallel Access of E-PHR 
In this part, it is suggested the E-PHR to divided into multiple 

sections s, and doctors are able to access different sections 
concurrently. Therefore, ALEA has to use multiple tokens, let say 
k tokens, where k=s (a token for each section).  Now, the leader 
gives a suitable token to a doctor according to the needed section. 
Thus, TokenPtr of the original ALEA is replaced with a two-
dimensional array of pointers (with k rows and 2 columns). Each 

row of this array shows the doctor’s id and the corresponding 
section. 

5.4. Traffic Flow 
Processes It is known that the election of a new leader requires 

a number of messages to passed and that may costn2messages for 
n nodes [17, 18]. On the other hand, having one leader has severe 
negative impacts on the system in case of leader failure. To handle 
this situation, decentralized leader election algorithms enable 
many replicas for each file and more than one leader. To access 
any replica, voting is conducted and access is allowed according to 
the majority (consensus). Such type of permission requires 
approximately 2n messages [17, 18]. However, with ALEA the 
number of messages is reduced to 0, as it dequeues the head node 
(leader) and the new head will be the new leader (no traffic). In 
addition, other messages are sent to acquire the token.  In ALEA 
the leader can hold a token or move it to the targeted node as 
needed with no messages. Rarely, if a doctor needs to get the token, 
the doctor sends an acquire message (as shown in Function 8), and 
it receives a reply message from the leader, which causes no traffic. 

5.5. Fairness and Starvation (timeout) 
This part focuses on fairness of the leader election process and 

fairness of token movements.  For the fairness of leader election 
process, the leadership appointment has to follow the queue 
property first-in-first-leader. However, this is relaxed to 
approximate-first-in-first-leader to handle medical and healthcare 
requirements. Indeed, in ALEA, the leader is able to swap the 
doctors in the queue based on the medical needs, which is 
completely fair from the medical point of view. On the other hand, 
ALEA allows the leader to move token among nodes as needed, 
which is also fair from the medical point of view. 

5.6. Replication 
This part It would never be advisable to use a single centralized 

copy of the E-PHR since there is no way for recovery in case 
anything goes wrong.  In this regard, the idea of having multiple 
replicas of the same file is integrated, which is very important for 
reliability and performance. Firstly, many replicas allow recover 
of files if the reis an issue with a server, security problem, file 
corruption or failed operation (read/update). Secondly, the replicas 
allow improved performance as they can be distributed based on 
system capabilities, competences, load balancing or geographical 
distribution. However, having many replicas requires more effort 
to keep them consistent. For such an issue, it is suggested that the 
number of replicas be reduced to three copies. The main 
(permanent) replica is stored in a suitable place bearing in mind 
the geographical location of the patient and all doctors accessing 
this replica.  The second replica (backup1) should be stored in the 
same system or in a very close one, so it can be used easily for 
recovery.  The third replica (backup2) must be stored in a different 
server that is geographically located far away from the main one; 
so it can be used in case of natural disasters, for example. In order 
to maintain consistency in replicas, it is suggested to use the 
eventual consistency criteria where the consistency of file is 
relaxed [9, 15]. Eventual consistency is very suitable to E-PHRs 
and cloud storage. Using eventual consistency, read operations do 
not cause any harm, as the replicas remain consistent, but this 
scenario will be different in the update operation because the 
update operation changes the content of the replica. After 
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confirmation of an update, the change should be reflected in all 
other replicas in an asynchronous manner (over the network). In 
ALEA, the token can be given to more than one doctor working on 
different parts of the file, which causes a write-write conflict.  
Therefore, every update is labeled with two timestamps, which are 
the timestamp when the update takes effect, and the timestamp of 
the last update before this one took place. This helps all replicas to 
order the changes and maintain consistency among all of them. 
Another way is to use Primary-Based Protocol to conduct remote 
write/update; in this scheme, the user holds a local copy of a file 
and after performing the update operation locally, it sends are quest 
to the server for final approval [9]. This way, the main server takes 
responsibility for preventing conflicts. To avoid any type of 
conflict, it updates the other replicas instantly.  This protocol (of 
maintaining the local replica) is an actual support for mobile 
applications, where the user works on those selected files from 
different locations, which may affect the connection with the 
server. Besides this, a huge number of update operations on the 
system and the processes of maintaining replica consistency result 
in very high contention on the network.  To solve this difficulty, 
the techniques below is effective: 

• Directly, send the modified part of a file to replicas. This 
can be used in case of a considerable number of update 
operations. 

• Only send a notification to invalidate the other replicas. 
The invalidation notification has a smaller size compared 
to the update messages. Indeed the invalidation can be 
more specific to tell which part of the replica is not valid 
anymore. Then, the system denies access to that part until 
it finds a suitable time to update it. 

• For some kind of update, send the computation itself, so 
the others process it locally and make the update 
themselves. 

6. The Use of Blockchain 

Blockchain technology is a distributed ledger that is shared and 
processed by nodes according to consensus [10, 11]. In fact, 
Blockchain algorithms have three major phases which are 
proposing a new block, voting on the new block, committing or 
aborting it based the consensus [10, 11, 22]. The implementation 
of ALEA concepts using Blockchain technology requires some 
modifications. The creation of a new queue in Functions 1 and 2, 
will be based on the consensus of users, rather than hospitals or 
healthcare agencies. Moreover, adding, removing and swapping 
doctors (in Functions 3, 4, 5 and 6) will not be executed by the 
leader; instead, they have to make a proposal, vote and then take a 
decision according to the majority.  The same thing is applicable 
to token movements in Functions 7 and 8, as well as in case of the 
failure of the leader in Function 9. 

6.1. Transaction's Validation 
The Blockchain consists of a number of nodes (processors). 

Each node can access the patients’ E-PHRs and has a copy of the 
ledger. The ledger contains blocks and each block contains a 
number of transactions. The transaction contains some operations 
that are executed on E-PHRs. The operations on the E-PHR are 
either read or update (the update includes creating, editing and 
deleting E-PHR). After the execution of transactions, the miners 

validate the transactions by validating the output of the operations 
of those transactions. Indeed, the miners also consider the 
concurrency of transaction and can use some standard property for 
such issues such as Opacity [28]. According to this correctness 
property, a valid transaction commits and is placed on the blocks, 
while an invalid transaction aborts [29]. Note that more than one 
miner may validate the same transaction and every one places it in 
a different block. or heads, are organizational devices that guide 
the reader through your paper. There are two types: component 
heads and text heads. 

6.2. Block's Validation 
When the block is full (based on the size of the block), it is 

proposed to the validators (who are the team of doctors), so they 
validate the correctness of the block, considering the concurrent 
blocks as well. In fact, the content of the block is hashed to secure 
it. The hashing can be produced in many ways such as Proof-of-
Work (PoW) or Proof-of-Stack (PoS) [30]. In addition, validators 
validate the signature of the proposer node to verify that the block 
has been created by a legitimate node. Actually, the validators 
validate the identity of the proposer through its digital signature, 
the PoW and content of the block. According to this, validators 
vote to commit the block or abort it.  

6.3. Consensus 
Blockchain uses consensus to consider the validation processes 

of all validators. If the majority votes to commit the block, then it 
is added to the ledger, otherwise it is ignored (and then there is no 
need for a leader like in ALEA). The majority of votes means more 
than 50% is needed, and in some systems they increase it to 67% 
[31,  22]. In addition, the order of the committed blocks in the 
ledger is decided based on who gets PoW first.  Some work uses a 
unique timestamp for each block, so the one with a smaller 
timestamp is added first [22]. The blocks are chained in the ledger 
using the hash number, as every block has the hash of the previous 
one; thereforethe ledger is unchangeable. 

7. Discussion on the Use of Blockchain 

The implementation of ALEA’s concept using Blockchain has 
some strengths and weaknesses. Thus, this section discusses the 
issues of security, privacy, immutability, decentralization, 
robustness, availability,  ownership,  computational  costs  and  
system  traffic  flow [10, 11, 24, 21].  

7.1. Security, Privacy and Immutability 
Using Blockchain technology the identities of doctors are 

hidden. The E-PHRs and the operations on them are hashed and 
encrypted. Such security and privacy are positive points that 
encourage everyone to use Blockchain. On the other hand, users 
will be untraceable and that is an issue for healthcare systems, 
especially in terms of tracking suspicious and illegal behaviors. 

In addition, using Blockchain guarantees immutability, since 
the ledger (that has the records of all operations on E-PHRs) is 
unchangeable. Obviously, this is a positive point; however, such a 
system does not allow to rollback. 
7.2. Decentralization 

To avoid the presence and the control of the centralized third 
party such as a hospital, decentralization enables queue to be 
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created or emergency to be handled using consensus. The negative 
impact of consensus is the voting delays; as well as having non-
trusted nodes or misleading votes. 

7.3.  Robustness 
To The distribution of Blockchain technology helps to prevent 

a single point of failure, especially in the case of leader failure. 
Instead, the work will continue as long as the majority of nodes is 
still working. 

7.4. Availability 
Blockchain provides high availability, since all nodes have 

replicas of the files. The large redundancy of replicas requires 
more space (memory), communication and processing (to preserve 
the consistency of the replicas). To avoid such an issue, it is 
proposed to use Blockchain as an access control manager that 
shares copies of indexes rather than the real records, and the 
records are stored in separate centralized storage [21], as shown in 
Figure 3. 

 
Figure 3: Blockchain with indexes and separated centralized storage of records. 

7.5. Performance Cost 
The use of Blockchain technology results in huge increases in 

computational and communication costs. In ALEA, the 
computation is executed by one node, while in Blockchain all 
validators execute the computation to confirm its correctness. In 
addition, when a node proposes a new block, it broadcasts to all 
validators, so if there are n validators, it broadcasts n messages. 
After the validators execute the computation, they send votes to all 
nodes, let’s say m nodes, which costs m2 messages. Actually, the 
set of the validators is a subset of all nodes in the Blockchain.  
Then, every node calculates the majority and broadcasts messages 
of the decision (commit/abort), which also costs m2 messages. 
Finally, in case of commit, all nodes update their own copy of the 
ledger, rather than a limited number of replications. Thus, the use 
of Blockchain negatively affects the speed of the system and its 
traffic flow. 

7.6.  Fault Tolerance 
The consensus is a fault tolerant correctness property, where 

some validators do not confirm the validity of the block. In medical 

cases, it is not suitable to ignore the votes of 49% or even 33% of 
doctors because they are not the majority. This means, the 
Blockchain may still allow for some errors, which is very critical 
for healthcare specifications. 

8. Conclusion 

This paper proposes an adaptive algorithm, for E-PHRs in a 
cloud environment, so it can be easily used with minimal 
infrastructure. ALEA enhances parallelism using an alternative 
and modified leader election technique that suits medical and 
healthcare systems. This work investigates the performance and 
the characteristics of the ALEA in comparison to Blockchain 
technology, which shows that the use of Blockchain technology 
may result in some negative impacts  
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 Auditors now can no longer rely on the old-fashioned way of auditing manually. More and 
more jobs, increasingly complex work environment, the demands of the times, accuracy and 
speed of work require auditors inevitably must adopt technology. This research began with 
our success as academics in the audit family. Related to Indonesia, a large country and has 
several hundred public accounting firms and thousands of auditors, but computerized use 
of audits using software is still very little. The public accounting firm still uses a manual 
system, using normally typed paperwork. We want to find out what can boost the use of 
software among auditors. Our results are useful for auditors in Indonesia. From the results 
of statistical tests we found that auditors use compilation software by individual auditors 
themselves rather than organizations and individuals 
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1. Introduction 

This paper is an extension of work originally presented in 2019 
International Conference on Information Management and 
Technology (ICIMTech) [1]. The development of the information 
system used by the client has an impact on the expertise that must 
be mastered by the auditor who was originally approached 
manually, so with these changes the auditor is required to master 
the information system process used by the client and 
computerized audit technique for adjusting the audit process and 
the procedures used when carrying out field work such as changes 
in the manual accounting system environment into a computer-
based accounting information system causes the auditor to study a 
system. Purpose auditing for carried out effectively and efficiently, 
the auditor should adjust his audit techniques to the client's 
information system [2]. 

General Audit Software or commonly abbreviated as GAS is 
an auditing with computer technique, or better known as Computer 
Assisted Audit Techniques. In Western countries, this GAS has 
been widely applied by audit companies. [3] Revealed that 
"Adoption of General Audit Software (GAS) can improve audit 
quality, and this is the reason why its use is applied by US Auditing 
Standards". 

In terms of regulation (environment), the Indonesian Audit 
Standards suggest GAS in conducting works [4], but its use is not 

mandated / charged. Therefore, the use of technology in audit 
companies in Indonesia is not fully regulated. One of the Public 
Accounting Firm's Big Four states they use Generalized Audit 
Software because they have the software and own the resources. 

In terms technology, information technology proficiency 
including English as foreign language is very influential for public 
accounting firms medium and small. In terms of technological 
skills, the Big Four is not in doubt. Obviously, become problem in 
domain of public accounting firms that smaller. On the contrary, is 
nor serious problem; the elite office believe language matters 
won’t hamper their work, it used in operation every day. In 
addition, auditors must understand compatible software that is 
compatible to check/audit clients for accuracy in testing data 
integrity. 

Associate terms of audit companies (organizations), IT Capital 
Budget is very influential on the implementation of General Audit 
Software. Big companies tend having customized audit tools, 
while medium and small audit companies usually rely on 
commercially available and cheaper software. Besides that, the IT 
skills of auditors in the company are also very influential. 

On the other hand, the attitudes and intentions of auditors are 
also very influential in adopting General Audit Software (GAS). 
One senior auditor from the intermediate audit commented 
"Software is to help auditor work, nor to make it more 
complicated”. Difficult to operate software make hamper usage. 
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As a result, the auditor will need even more effort to be able to use 
it. Interestingly, the intermediate audit office found young 
employee pay more interest in Generalized Audit Software (GAS) 
[5]. These premises also supported by research conducted by [6] 
which resulted that people willing to adopt, when it simplify audit 
process times and do their jobs more efficiently. Auditors who are 
young and have IT insights will usually be more interested if given 
the opportunity to enhance their skills. 

2. Theoretical Framework and Hypothesis 

2.1. Technology Acceptance Model 

The Technology Acceptance Model (TAM) developed by [7]  
a successful and highly acceptable model for predicting 
willingness to adopt current information approach. Until now this 
theory was a pioneer and the foremost in uncovering the reasons 
people want to change to keep abreast of technological 
developments. Many studies have re-examined, expanded, and 
used TAM. 

The TAM model originated from theory of reason action [8], 
that is grounded from study of reaction perception for something, 
effect on person's will and behavior. Reaction and perception 
affect in acceptance of technology. One factor that can influence is 
the user's will, so that the reason someone sees the actions / 
behavior as a benchmark in the acceptance of a technology. The 
TAM model that is grounded with a premise reaction or perception 
for something which outcome in result behavior.  Reaction and 
perception affect in acceptance of technology. One factor that can 
influence it is the user's will his or herself. 

According to [9] people willing to leave old method and 
change to new modern one, because they think it was useful and 
easy. Both of these components when associated with TRA are part 
of belief. 

 Basically it will be very strong if someone already has a 
perception, perception will be a suggestion, it will make someone 
want to do it [10]. The main perception here is the perception of 
usefulness, namely that this technology is very useful. But in 
addition to usability, it must also be supported by perceptions of 
ease, because we find many useful but difficult, it will also be left 
by people. Based on this premises and previous study by [11], [12] 
we formulated our premise as follows: 

Hypothesis 1: PU has positive influence on System Usage 
(SU). 

Hypothesis 2: PEU has positive influence on System Usage 
(SU). 

Hypothesis3: PEU has positive influence on Perceived 
Usefulness (PU). 

2.2. Auditing Software 

CAATs according to [13] software designed to enable 
auditors with less sophisticated computer skills to carry out audits 
related to data processing functions. These packages can carry out 
certain analytical calculations, thus detect anomalies. Audit 
software is also interpreted as a computer program that allows 
automatic decision. Conventional tools such as system use 
programs, information reappearance programs, or high-level 

programming languages can be used for this audit. Real data 
processing goes through an audit program. Outputs are simulated 
and compared with regular outputs for monitoring purposes. 
Parallel simulation, redundant processing of all input data by 
conducting a separate program test, allows comprehensive and 
very precise validation to be carried out on important transactions 
that require 100% audit [14]. The audit program used in parallel 
simulations is usually a type of general audit program that 
processes data and produces output that is identical to the program 
being audited. Audit software is one of the software that adapted 
in educational work, along with other software used in 
college/university [15].  

2.3. Social, Individual, and Organizational 

Reflecting on the preliminary research, we find that there are 
recognizable 3 factors that are triggers for the perception of ease 
and perception of use. these three factors are individual, social and 
organizational [16]. The organization in our research context is the 
office where the auditor works. The policies taken by partners, 
which are the highest leaders in the public accounting firm, 
determine whether software is used or not. In accordance with [16] 
organization impact both Perceived Usefulness, Perceived Ease of 
Use (PEU). 

The second factor to be investigated is social. Socials in our 
study are peers or peers of the auditor. When working of course 
the auditor works in a team, where in the team consists of several 
people. This is where social interactions were influenced [16]. [11] 
said people tend to be the same and not too different from their 
peers or social community. If one uses software easily, the others 
don't want to be left behind to use it. this opinion is reinforced by 
the results of the study [17], [18]. 

The third factor is individual. These factors originated from 
within the auditor himself. Where they have their own intentions, 
have their own perceptions before being influenced by the 
surrounding environment [16]. Individual factors are suspected to 
have strong potential, because it involves beliefs from within [13], 
Based on this premises, we form these several hypotheses related 
to the social, individual and organizational factors to PU and PEU. 

H4: Organizational factor has positive influence on Perceived 
Usefulness  

H5: Social factor has positive influence on Perceived 
Usefulness 

H6: Individual factor has positive influence on Perceived 
Usefulness  

H7: Organizational factor has positive influence on PEU 

H8: Social factor has positive influence on PEU 

H9: Individual factor has positive influence on PEU 

3. Research Methodology 

Our research was an associative research using path analysis 
test. We use a total of six factors. The six variables contain three 
independents, namely: individual, social, organizational, also two 
intervening variables namely perceived usefulness and perceived 
ease of use and one dependent variable, namely system usage. 
Hypothesis testing performed using statistical software. 
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Hypothesis testing is done after the precondition namely validity 
and reliability. 

3.1. Population and Samples 

Respondents in our study were people who worked as 
independent auditors or financial auditors in public accounting 
firms. We do not limit the accounting firm, whether the big four, 
ten or others. The population size is difficult to know, because the 
number of auditors is very large and changing, based on the 
approach taken by Chassan [19]. it was concluded that the 
respondents were at least 30, so we decided to use 100 respondents 
similar like [20]. .  

3.2. Measurements of Factors 

Factors used within our research are adjectives, which are 
basically abstract. For this reason, in order to be concrete and can 
be explored with certainty, then we made the operation of 
variables to make measurements. Variable measurements are 
made to make abstract variables (derived from adjectives) more 
tangible and can be calculated quantitatively. Variable 
measurement is based on preliminary research and grand theory. 
Here in table 1 presented the operation of variables. 

Table 1: Table Operation of Variables 

Operation of Variables 
Variable Main indicator Source 

Organizational 
Factor (X1) 

1. Support 
2. Training 
3. Management Support 

[21] 

Social Factor 
(X2) 

1. Internalization 
2. Image 

[21] 

Individual 
Factor (X3) 

1. Job relevance 
2. Output quality 
3. Result demonstration 

[21] 

Perceived 
Usefulness (Z1) 

1. Improve job 
performance 

2. Useful 

[9] 

Perceived Ease 
of Use (Z2) 

1. Easy to Understand 
2. Easy to Use 

[9] 

System Usage 
(Y) 

1. Frequency of Use 
2. Use anytime 

[9] 

 
4. Research Result 

We use path analysis to examine whether there is influence and 
how strong is the influence between variables in our study. 
However, before we conduct hypothesis testing, the data must first 
be tested for validity, reliability and classic assumptions. This is 
done to ensure that the data is valid, reliable and worth testing.  

4.1. Reliability and Validity Testing 

A variable is said to be reliable when the Cronbach alpha value 
is above 0.7 [22], reliable means that even if tested over and over 
again, the results will remain consistent.  

Table 2: Cronbach’s Alpha 

No. Variable Reliability indicator 

List of variables Cronbach’s Alpha 

1. X1 Organizational factor 0.950 

2. X2 Social factor 0.830 

3. X3 Individual factor 0.879 

4. Z1 Perceived usefullness 0.820 

5. Z2 Perceived ease of use 0.861 

6. Y System Usage 0.947 

Different from reliability, validity is intended to know whether 
if a question is asked to many parties then the answer remains the 
same. Validity can be seen from the r count greater than r table. 

Table 3: Validity Testing 

Variable Variable 

Indicator r count r table Indicator r count r table 

OF  PU  

OF1 0.842 0.195 PU1 0.697 0.195 

OF2 0.932 0.195 PU2 0.697 0.195 

OF3 0.917 0.195 PEU  

SF  PEU1 0.756 0.195 

SF1 0.712 0.195 PEU2 0.756 0.195 

SF2 0.712 0.195 SU  

IF  SU1 0.900 0.195 

IF1 0.697 0.195 SU2 0.900 0.195 

IF2 0.862 0.195    

IF3 0.751 0.195    

 
4.2. Classical Assumption 

This must be performed as a data quality test in testing the 
linear regression model. Quality multiple regression analysis in 
this study are free from deviations of assumptions. The classical 
assumption test, there are several tests including normality, 
multicollinearity, heteroscedasticity, and autocorrelation. 

4.2.1. Normality Test 

In this study normality testing is performed using graph 
analysis and statistical analysis. 

The statistical test used in the study is Kolmogorov-Smirnov 
(K-S) non-parametric statistical test. Data requirements are 
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normal if the probability or p> 0.05 in the Kolmogorov-Smirnov 
normality test. Kolmogorov-smirnov test value > 0.05 means that 
the data is normally distributed [22]. If the Kolmogorov-Smirnov 
test value <0.05 then the data is not normally distributed. In Table 
4 the K-S test value is 0.200 which means it is greater than 0.05, 
which means that the data are normally distributed. 

Table 4: Normality Test 

 Unstandardized 
Residual 

N 100 
Normal Parametersab Mean .0000000 
 Std. Deviation 1.95132147 
Most extreme 
differences 

Absolute .088 
Positive .088 
Negative -.082 

Test Statistic .088 
Asymp. Sig. (2 tailed) .200c 

The criteria used in chart analysis are, if the data spreads 
around a diagonal line and follows the direction of the diagonal 
line or the histogram graph shows a normal distribution pattern, 
then the regression model meets the normality assumption. 

Based on Figure 1 it can be concluded that the data is spread 
around the diagonal line, so it can be concluded that the regression 
model meets the normality assumption 

 
Figure 1: Graphic Normality 

4.2.2. Multicollinearity Test 

Multicollinearity test aims to test whether the regression 
model found a correlation between independent variables. A good 
regression model should not accept a correlation between 
independent variables. To find out the presence / absence of 
multicollinearity is to use Variance Inflation Factor (VIF) and 
tolerance. A low tolerance value is the same as a high VIF value 
(because VIF = 1 / Tolerance). If the tolerance value ≤ 0.10 or VIF 
value ≥ 10, it means that there is multicollinearity, while the 
tolerance value ≥ 0.10 or VIF value ≤ 10, it means there is no 
multicollinearity. 

Based on Table 5, the tolerance values for the OF, SF, and IF 
variables are 0.597, 0.338 and 0.486, also for the PU and PEU 
variables, each at 0.532, which is greater than 0.100. In addition, 
the VIF values of the OF, SF, and IF variables of 1,674, 2,956 and 

2,059, also for the PU and PEU variables, respectively 1,880, 
which are all smaller than 10. Based on these results, we can 
conclude that the research data free from multicollinearity 

Table 5: Multicollinearity Test 

Model 
 

Collinearity Statistics 

  Tolerance VIF 

1. (Constant) 
  

 PU .532 1.880 

 PEU .532 1.880 

 Organizational .597 1.674 

 Social .338 2.956 

 Individual .486 2.059 

 

4.2.3. Heteroscedasticity Test 

Heteroscedasticity test aims to determine whether in the 
residual regression model there is an imbalance of variance from 
one observation to another. If the variance from one observation 
to another is the same, it can be called homoscedasticity and if it 
is different it can be called heteroscedasticity. Testing 
heteroscedasticity in this study is using statistical tests and plot 
graph tests. 

The statistics used in this study to determine the presence or 
absence of heteroscedasticity is the Goldfeld-Quandt Test. The 
testing steps are as follows: 

1. Sort the independent variable X from the smallest largest 
2. Then make two separate regressions, first for the 

smallest X value. Second for large X values and omit 
some data in the middle. 

3. Make the ratio of RSS (Residual Sum of Square = error 
sum if square) from the second regression to the first 
regression (RSS2 / RSS1) to get the calculated F value. 

4. Perform the F test using degrees of freedom of (n-d-2k) 
/ 2, where 

n = number of observations, 

d = the amount of data or observation values lost 

k = estimated number of parameters. 

F test criteria if: 

F arithmetic > F table, then there is heteroskedasticity 

F arithmetic < F table, then there is no heteroskedaticity 

Results of group I regression with RSS1 = 381.974. The 
results of group II regression with RSS2 = 814.614. F-stat = RSS2 
/ RSS1 = 814.614 / 381.974 = 2.132. F-table is 4.85. It can be 
concluded that F-statistic < F-table it means that no 
heteroscedasticity 
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Heteroscedasticity test plot graph to detect the presence or 
absence of heteroscedasticity by looking at the plot graph, if there 
are certain patterns such as points that form certain patterns and 
orderly, then heteroscedasticity has occurred. If the pattern image 
spreads above and below the number 0 on the Y axis indicates the 
absence of heteroscedasticity. 

Figure 2 illustrates the spread of scattered data so that it can 
be concluded that the data in this study is free from 
heteroscedasticity. 

 
Figure 2: Graphic Heteroscedasticity 

4.2.4. Autocorrelation Test 

Autocorrelation test was performed using Durbin Watson. If 
the Durbin Watson value ranges between the upper limit values 
(dU), then an autocorrelation violation is not expected. The 
following is a table of autocorrelation test results: 

Table 6: Autocorrelation Test 

dL dU 4-dU 4-dL DW 

1.61 1.74 2.26 2.39 1.740 

 

Based on Table 6 it is known that the Durbin Watson (DW) 
value is 1,740. In the table, we see DW to obtain dL value of 1.61 
and dU of 1.74. So, that in the regression equation, the DW value 
is in the dU <d <4-dU region. Then H0 is accepted meaning that 
the DW value is in the criteria of no autocorrelation. Thus, the 
assumptions on autocorrelation in the regression equation model 
have been fulfilled. 

We also used Breusch-Godfrey or often called the LM test. In 
order to detect the presence of autocorrelation, the following are 
things that can be done: 

1. Pay attention to the t-statistic value, R2, F test, and 
Durbin Watson (DW) statistics. 

2. Perform LM test (Breusch Godfrey method). This 
method is based on the values of F and Obs*R-squared, 
where if the probability value of Obs*R-squared exceeds 
the level of confidence, then H0 is accepted. This means 
that there is no autocorrelation problem. 

Testing the autocorrelation hypothesis: 

a. H0: autocorrelation does not occur 

b. Ha: autocorrelation occurs 
3. If the p-value Obs*R-square < α, H0 is rejected. 

Following are the results of autocorrelation testing with the 
Breusch-Godfrey test: 

Table 7: Breusch Godfrey Test 

F-Statistic 0.316 Probability 0.726 
Obs*R-Squared 0.835 Probability 0.657 

 

Based on the results of calculations using the Breusch-
Godfrey test, Obtained probability value Obs*R-square is equal 
to 0.657. This matter means probability > α = 0.01, then the 
conclusion is the level of confidence 99% of the regression 
models are free from autocorrelation problems. 

4.3. Hypothesis Testing 

The data has passed the prerequisite test, which means it is time 
to test the initial assumption / hypothesis. The test is presented in 
Tables 8 and 9. If the p-value is significant below 0.05 we find that 
the variable has a significant effect. After having an effect, we also 
see whether the effect is positive or negative. The direction is seen 
from the value of the beta coefficient, whether positive or negative. 
If positive means positive and vice versa. When referring to tables 
8 and 9 we can conclude that hypotheses 1, 2 and 3 are all accepted, 
have a significant effect and are in a positive direction, this result 
supported previous result in preliminary study by [23].   

Table 8: Hypothesis Testing 1 

No. Variable Unstandar
dized B 

t Sig. 

1. PU -0.319 3.439 0.001 

2. PEU 0.977 10.458 0.000 

Dependent Variable: SU 

Table 9: Hypothesis Testing 2 

No. Variable Unstandar
dized B 

t Sig. 

1. PEU 0.689 9.285 0.000 

Dependent Variable: PU 

 

H4 can’t be accepted and H5 and H6 can’t be rejected, this 
resulted in line with [24], in other word not supported [16] and 
[25]. 

Table 10: Hypothesis Testing 3 

No Variable Unstandar
dized B 

t Sig. 

1. OF 0.009 0.135 0.893 

2. SF 0.297 2.074 0.041 
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3. IF 0.573 7.219 0.000 

Dependent Variable: PU 

While H7 is can’ be accepted, H8 also can’t be accepted and 
H9 positively influenced. We have result that support [26],[25], 
[27].  

Table 11: Hypothesis Testing 4 

No. Variable Unstandardized 
B 

t Sig. 

1. OF 0.065  0.830 0.408 

2. SF -0.106 -0.599 0.551 

3. IF 0.235 2.398 0.018 

Dependent Variable: PEU 

 

The research path coefficient is presented below. 

5. Conclusion and Suggestion 

After getting the test results statistically, we followed up. The 
follow up that we do is to conduct interviews and observations of 
respondents. Our results have found that audit judgment 
expectancy and expectancy incentives can influence auditors' 
interest in using GAS. This is because the auditor's performance 
will increase, when performance increases, then incentives such 
as salary increases, benefits, bonuses, which are material and also 
praise/acknowledgement, non-material recognition will 
accompany their careers. Defers case with age similarity influence; 
It is true that auditors in their daily life prefer to associate with the 
same age. However, this association only affects behavior outside 
of work obligations. For example, it only affects hobbies, games 
and favorites foods. Meanwhile, to use audit software, it still has 
to be mandatory from the lead leader. 

While other results state that the availability of software and 
the desire to adopt influence people to actually use it. This is 
reasonable, because how is it possible for an auditor to use, if the 
software is not provided by the relevant accounting firm where he 
works. It is impossible for the auditor to install himself on a 
personal laptop and use it without the company's approval. For the 
influence between intention and behavior clearly follows 
psychological rules, that someone who already wants, will usually 
continue to use. 

Future studies can examine the actual process, on internal 
auditors and small accounting firms outside the big four and big 
ten. Future studies can test the extent to which the ability of the 

software. Future studies examine affect partners or owners can 
increase utilization by providing facilities and infrastructure as 
well as conducting training and socialization of its use. 
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 Over time, several routing protocols have been suggested for use in Mobile Ad Hoc Net-
works (MANETs). Because of availability of so many MANETs routing protocols, network 
engineers and administrators face difficulties in identifying an appropriate routing protocol 
for a particular scenario. This challenge results from the unavailability of adequate tech-
nical analytic studies designed to examine the effects of various algorithmic aspects of the 
available routing protocols. Availability of such studies are critical in routing identification 
and selection process, thus making the work of network engineers and administrators more 
manageable. Moreover, such studies can guide future development and implementation of 
MANETs routing protocols. Although there are studies meant to gauge comparative per-
formance of various routing protocols, very little or no attempts have made to ascertain the 
effects of nodal topological position-information data on overall performance. This study 
used purposive sampling to select the routing protocols for study, literature review process 
to review and critique the available studies and simulation to determine the effects of nodal 
position-location information. Largely, MANETs routing protocols are either characterized 
as reactive, proactive, hybrid or location-aided. Through purposive sampling, we selected. 
protocol Zone Routing Protocol (ZRP) to represent hybrid routing whereas Ad hoc On-
Demand Distance Vector routing (AODV) to represent reactive routing. Destination-Se-
quenced Distance Vector routing (DSDV) was selected purposively to represent proactive 
while Greedy Perimeter Stateless Routing (GPSR) was selected purposively to represent 
location-assisted routing. Initial elementary scalar variables of data throughput, packet 
drop rates, average delay and the number of packets received are simulated on NS2—to 
simulate ZRP and OMNET++--to simulate AODV, DSDV and GPSR. Simulation data from 
the two simulators was analyzed on RapidMiner. Simulation results indicate that GPSR 
outperforms other selected routing protocols. This result can possibly be attributed to pres-
ence of nodal topological position-location data in GPSR algorithm. However, this study 
held the number of nodes constant throughout the simulation process. Simulation results 
suggest that GPSR has better output in packet delivery ratio, delay and overall data packet 
throughput. The results suggest that inclusion of position-location algorithm in a routing 
protocol algorithm may enhance its performance. Clearly, the study findings suggest that 
it is prudent to select and implement a routing protocol that uses nodal position-location in 
its algorithm.  

Keywords:  
Mobile Ad Hoc Networks (MA-
NETs) 
Routing Protocols 
Reactive 
Proactive 
Hybrid 
Location-Aided 

 

 

1. Introduction 
In mobile computing, one of the least explored area is Mobile Ad 
Hoc Networks (MANETs). MANETs is part of wireless networks 
but does not depend infrastructure to function. Routing is very 
critical in MANETs because it is very dynamic networks—mobile 

nodes can join or leave a MANET autonomously. Indeed, selec-
tion of routing protocols to be used in a particular scenario is one 
of the critical decisions that face network engineers and adminis-
trators. There many factors to consider while deciding on a routing 
protocol to use. Among these factors is overhead (mainly power) 
utilization by the mobile nodes and efficient propagation of data 
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packets. Propagation of data needs reduced delay, drop rates and 
maximized amount of data packets throughput. 

Comparative studies on MANETs routing protocols generated 
from Google Scholar, IEEE depositories, and Springer Publishers 
reveal that majority of available articles and opinions are very ge-
neric in their methodology. For this reason, it is very challenging 
to attribute performance variations to precise algorithmic charac-
teristics of the examined routing protocols.    

Because MANETs are mostly deployed in areas whose infrastruc-
ture is non-existent or damaged, power management and reliable 
transfer of data packets is very vital. For example, in a military 
operation, the mobile devices must operate on minimum power to 
avoid catastrophic failures. But this power efficiency is only 
achievable through keen selection of an appropriate routing pro-
tocol that functions on minimum power as an overhead maxim-
ized data packets delivery is paramount. Reliable data packets 
transmissions demand minimization of other aspects of routing 
such a jitter, delay (latency) and packet’s drop rates. 

Determining the best combination of these factors or aspects of 
MANETs routing is paramount. However, this is only possible 
through a focused comparative study on specific algorithmic char-
acteristics of the routing protocols. Evidently, however, majority 
of the comparative literature on MANETs routing protocols are 
very general. That is, performance comparison is conducted with-
out stipulating the possible effecting traits behind the variations in 
results [1].   

In most cases, routing in MANETs is either proactive, reactive or 
a combination of both (hybrid routing). So far, very little research 
has been conducted on location-assisted routing protocols such a 
Location-Aided routing protocol (LAR) or Greedy Perimeter 
Stateless Routing (GPSR). Studies [2] and [3] are some of the lim-
ited studies that do not consider specific aspects of MANETs rout-
ing protocols. 

 Indeed, majority of research papers concentrate too much on ei-
ther proactive, reactive or hybrid routing protocols—see [4] and 
[5] as examples. This imbalance in research leaves the location-
assisted routing protocols largely unexplored. Because compara-
tive examination of proactive, reactive and hybrid routing proto-
cols require analysis of two counterintuitive routing concepts only, 
it remains unclear how inclusion of algorithmic position-location 
information may affect their performance. This is particularly 
problematic in routing protocols implementation by network en-
gineers and administrators because the current research is not 
comprehensive and specific enough to allow informed selection 
and implementation of routing protocols.   

 Typically, MANETs are deployed in situations occurring in 
places whose communication infrastructure is either unreliable or 
lacking altogether. Subsequently, MANETs are habitually in-
stalled in disaster and rescue operations, military operations and 
lately, in the delivery of learning to the marginalized areas [6]. All 
these situations require reliable routing protocols that guarantee 

intelligent utilization of critical overhead such as power and max-
imized delivery data of packets at steady speeds.  

A key trait in MANETs is the ability of mobile nodes to self-con-
figure wirelessly. According to [7], nodes in MANETs use adja-
cency and immediacy of nodes in signal transmission and data 
packet delivery. Therefore, nodes that are next to each other con-
vey signal and data packets between them. This chain of events 
repeats itself throughout the network. Another important charac-
teristic of MANETs is ability node to play a multi-purpose role of 
sensing, receiving, routing and transmitting. Additionally, MA-
NETs can multi-hop and self-configure. This trait introduces flu-
idity and flexibility as nodes autonomously come in or out of the 
network. Mutability of MANETs make them very useful for var-
ied emergency situations such as floods, fire, storm or earthquake 
evacuations [7].   

To achieve appropriate characterization of such emergent scenar-
ios and response, it is possible to introduce and use the concept of 
clustering in MANETs [8]. Clusters in MANETs are composed of 
nodes dedicated for communication in such cases—military oper-
ations or emergency. 

 
Figure 1: Example of a MANET network. Adapted from [8] 

Description of various ways of signal transmission and data 
packet delivery in MANETs is conducted through examination of 
routing protocols [9]. Due to the abrupt, endless and unregulated 
participation in the network by the nodes, MANETs topological 
information is perpetually changing. This constant change of top-
ological information of nodes in MANETs is considered as one of 
the hindrances to the possible reliability and security. Different 
and new nodes are included or excluded from the network. How-
ever, the efficacy of packets and the signal broadcast inside a net-
work is primarily reliant on the routing protocol selection [9]. A 
routing protocol in MANET decides on the utmost proficient route 
from the source node to the destination node.  

Categorization of routing protocols in MANETs is carried out 
through various methods. Generally, the topological information 
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of network is used in categorizing a routing protocol as either re-
active or proactive. On the other hand, the plan, strategy or the 
general design of a MANET communication applied during signal 
and data packet transmission may result to either multicast, broad-
cast, or unicast routing [10]. Moreover, MANETs routing can be 
categorized into groups that depend on routing network topologi-
cal tables or into groups that require route request from a source 
to initiate routing [11]. However, some studies suggest that this 
classification is arrived at through application of routing strategy.  

The structure of the network is another method applicable in the 
classification of MANETs routing protocols. Classifying of rout-
ing protocols on network structure, generally, three classes are de-
rived. That is, the group of routing that is aided by geographic 
information, flat routing and hierarchical routing. Network topo-
logical routing table dependent and the source node route discov-
ery routing protocols are included in flat routing. On the other 
hand, routing protocols in MANETs mainly lie in either proactive, 
reactive and or hybrid categories [11]. 

 
Figure 2: Routing protocols groupings in MANETs based on design philosophy 

[11]. 

Network topological routing tables maintain the network infor-
mation on routing over the connectedness period. However, the 
topological routing information maintained by proactive routing 
protocols are not used constantly during the network’s state of 
connectedness. Because MANETs connect on peer-to-peer basis, 
every mobile node in a proactive network maintains routing infor-
mation of the neighboring devices. Proactive protocols rely on 
network topological routing tables to accumulate and maintain 
routing data on every neighboring mobile node.  

One of the shortcomings of table-driven routing is the need to oc-
casionally update according to the constant and abrupt inclusion 
and exclusion of mobile nodes. MANETs nodes signal and data 
packets propagation derive its guidelines from the link state of 
nodes. Therefore, a signal propagation and routing procedure is 
established through routing information as stored and maintained 
in a network topological routing table. Furthermore, proactive 
routing protocols can be made up of more than one type of data in 
a routing table [12]. For example, a routing table may contain the 
nodal-zonal information or the link-state of a mobile device/node.  

Because table-driven routing protocols preserve routing statistics 
of every mobile node, they are wasteful and unfitting for use in 

highly interconnected ad hoc networks. But, if table-dependent 
protocol is used in a highly interconnected network, the routing 
information available for storage and maintenance may exceed the 
capacity of routing tables. Consequently, this may lead into addi-
tional overhead of more power consumption. Oppositely, reactive 
routing protocols avoid holding onto routing information—topo-
logical, of nodes in routing tables. Similarly, reactive protocols do 
not maintain network events in tables. Reactive protocols initiate 
routing process on request by the source nodes. During the on-
demand event, the concerned nodes articulate the most efficient 
routes in a network. Reactive routing transmits data and the re-
lated signals as requested by other nodes. However, lack of rout-
ing network topological tables in reactive routing may require 
route flooding during route discovery process [12]. 

 
Figure 3: Classification of MANET Routing [12] 

In hybrid routing protocols, the operational design and capabili-
ties of proactive and reactive routing are unified to maximize ef-
fectiveness. Because hybrid routing is designed to minimize rout-
ing overhead—such as power consumption, they are mostly de-
ployed in large networks. Routing overhead results from the sys-
tematic topological data apprises and maintenance in the routing 
tables. Besides, hybrid routing minimizes data packet delivery de-
lay in table-driven (reactive) routing protocols [13]. Latency re-
sults from route discovery procedure initiated in the reactive part 
of hybrid routing. Over period of time, latency reduces the overall 
number of data packets delivery per unit.  

In Zone Routing Protocol (ZRP), zones—determined through 
hops, are composed of nodes whose location is defined by the 
maximum size of the radius. Zones in ZRP can be conceptualized 
as small networks within larger networks. The radius of a subnet-
work is determined by the number of hops. For example, a radius 
of two is equivalent to the zone whose maximum hops are 2. Be-
cause ZRP uses hybrid routing, it utilizes operational technicali-
ties of both proactive and reactive routing. A local zone uses table 
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driven (proactive routing), while nodes outside local zones use re-
active routing. Local zones use proactive routing protocols for 
speedy transmission of signals and data packets among nodes. To 
minimize possible overhead, ZRP uses reactive routing for inter-
zonal transmissions [14]. 

Since DSDV is a table-drive (proactive) routing protocol, it relies 
on network topological routing tables to store and preserve the 
network information [15]. Mobile nodes in DSDV uphold routing 
tables containing topological information and data of the network. 
These routing tables maintain information on addresses, the num-
ber and subsequent hops to destination node, and the sequence as-
signed to the various nodes—particularly, the destination node. 
DSDV uses the concept of Routing Information Protocol (RIP). 
In RIP, each node carries routing tables whose routing infor-
mation includes probable end points of communications(mes-
sages) and the hop quantity vital in enabling transmission of the 
messages in the ad hoc network. Another trait of DSDV is dis-
tance vector routing. That is, it utilizes bidirectional links. A key 
short coming of DSDV is its limitation to utilize one/single route 
in internodal communications. 

Greedy Perimeter Stateless Routing (GPSR) protocol relies on lo-
cation information of nodes during route discovery. In GPSR, for-
warding a packet is built on the known position of the rout-
ers/source node and the destination node. It a “novel routing pro-
tocol for wireless datagram networks that uses the positions of 
routers and a packet’s destination to make packet forwarding de-
cisions” [15, p.5]. The information stored in topological routing 
tables is utilized in greedy propagation of data throughout the 
nodes in ad hoc network. Upon reaching the limit of greedy trans-
mission, GPSR uses a set of rules (algorithm) to traverse the limits 
of the network.  

Notably, with the increase in the quantity of destination nodes, 
GPSR “scales better in per-router state than shortest-path and ad-
hoc routing protocols” [15, p.1) because it only maintains the top-
ological link state the local topology in a network. Since Manets 
are dynamic—mobile nodes are autonomous to either join or leave 
the network, their topologies are subject to variations. But, GPSR 
handles this topological dynamism and its effects through exploi-
tation of the local network topological data for route discovery. 
Mostly, GPSR is appropriate require highly connected/dense net-
works. 

Apparently, all MANETs routing protocols are unique in their al-
gorithmic composition. However, virtually all performance com-
parative studies evaluate these routing protocols on general terms 
without ascribing the variations of their performance to any exact 
algorithmic feature. With such generality, it becomes problematic 
to use them for routing selection by the network engineers and 
administrators. Moreover, it becomes difficult to use such studies 
for future MANETs routing designs. For this reason, it is critical 
that comparative performance analysis grounded on particularity 
of these unique algorithmic foundations. The research question of 
this study is: 

1. What algorithmic elements attributable to variations in per-
formances of selected MANETs routing protocols? 

2. Theoretical Background 

Performance comparison studies of MANETs routing protocols 
are not new. However, majority of these studies conduct perfor-
mance analysis in general, without pinpointing to specific possi-
ble algorithmic aspects that affects variations in performance. For 
instance, study [16] compares the general performance of Dy-
namic Source Routing (DSR), Ad hoc on demand distance Vector 
Routing (AODV), and Destination Sequenced Distance Vector 
(DSDV) to establish the effectiveness of each of the protocols. 
Study [16] measures packet delivery ratio, average throughput, 
average end-to-end delay, and packet loss ratio based on nodes as 
the variable. 

Likewise, paper [17] studies ad hoc on demand distance vector 
(AODV), dynamic source routing (DSR), and destination-se-
quenced distance vector (DSDV) routing protocols by means of 
various parameters of Quality of Service (QoS). These metrics in-
clude packet delivery ratio (PDR), normalize routing overhead, 
throughput, and jitter. The study aimed to establish the difference 
in performance of the listed protocols. Characterization of the 
simulation scenario in this study was based on parameters depict-
ing large-area MANET with high-speed mobile nodes. Simulation 
results are thereafter analyzed through AWK and Xgraph. 

Meanwhile, study [18] compares the performance of three routing 
protocols—DSDV, DSR and AODV. Finally, the paper presents 
the overall properties and performance of these protocol. Mark-
edly, however, the study is not clear on the significance and types 
of parameters simulated or analyzed. Other works such as [19], 
uses literature review to compare various protocols on the basis of 
some selected performance metrics such as scalability, overhead, 
reliability. In this study, however, the tools of research or study 
are not clear. Additionally, the criteria for selecting routing proto-
cols for analysis is not clearly indicated.  

Paper [20] comprehensively compares AODV, DSR and OLSR 
on a real-word scenario—office. The study compares the routing 
protocols in three probable situations (based on mobility) via UDP, 
Ping and TCP traffic. The study also tries to determine their com-
parative performance variation among simulation, emulation and 
the real world. Matching protocol employments applied in each of 
the environments. A key shortcoming of this paper is its failure to 
highlight the reasons behind the selection of study and compari-
son routing metrics. As such, this disadvantage diminishes the 
contribution of this study. Other performance based comparative 
studies include [21] that presents comparison of the prevalent 
broadcast-based MANETs routing protocols. The study examines 
the performance of Dynamic Source Routing (DSR)—IEEE 
802.11 standard based protocol, on performance metric parame-
ters of throughput, end-to-end packet delay, jitter and salvaged 
packets using. Performance evaluation was done on QualNet 5.0.2 
network simulator.  

http://www.astesj.com/


M. Ichaba et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 62-71 (2020) 

www.astesj.com     66 

Studies such as [22] evaluates and compares the performance 
DSDV, AODV and DSR. It bases the examination on metrics of 
throughput, packet delivery ratio and average end-to-end delay 
simulated NS-2. However, the paper fails to present a detailed 
case where either a single trait or a group of routing characteristics 
are pinpointed based on their effects on the presented performance. 
Similarly, studies [23]-[30] conducted various analysis on basic 
and common metrics such as data packet delivery ratio, general 
packet outputs, delays and latency. A key limitation of these stud-
ies is the lack of precision on routing protocol selection method-
ology and the lack of specificity on effects of various characteris-
tics of the compared routing protocols. Consequently, it is chal-
lenging to attribute the differences in performance to any particu-
lar characteristic or principle of the routing protocols. 

3. Study Methodology 

To identify and select the MANETs routing protocols to be eval-
uated, this study used purposive sampling method. A purposive 
sample is also called judgmental or expert sample [31]. It is non- 
probabilistic in its approach to sampling. The core goal of a pur-
posive sampling is to obtain a sample that is a reasonable repre-
sentative of the population. To select the routing protocols to 
study and compare, this study used the following criteria; 

• Zone Routing Protocol (ZRP) represents hybrid routing 
protocols 

• Ad hoc On-Demand Distance Vector routing (AODV) rep-
resents reactive routing protocols.  

• Destination-Sequenced Distance Vector routing (DSDV) 
represents proactive routing  

• while Greedy Perimeter Stateless Routing (GPSR) repre-
sents location-based routing protocols 

Review of the selected routing protocols followed the steps out-
line in [32]. Before simulation, we formulated the following re-
search questions from pre-liminary review of the existing studies 
on MANETs routing protocols.  

• How are current comparative performance studies in MA-
NETs limited? 

• What is the general approach in MANETs routing proto-
cols comparative performance studies? 

Identification of answers to the above questions was followed by 
critical analysis and evaluation of the current studies on MANETs 
routing protocol comparative performance. Literature review and 
analysis suggests that the current studies do not try to associate 
certain traits of routing protocols to differences in performance. 
The following research questions cannot be answered by the cur-
rent studies:  

• What algorithmic aspects of the routing protocols that 
could possibly cause the differences in performances? 

• What is attributable to the differences in performance in 
MANETs routing protocols?  

Without an answer to the above research questions, it introduces 
generality that is not helpful in future designs of MANETs routing 
protocols. Additionally, without answers to above questions, it be-
comes challenging for network engineers and administrators to 
select the appropriate routing for given scenarios.  

 
Figure 4: Literature Review and Analysis Steps [32] 

After selection of the above listed routing protocols, both NS-2 
and OMNET++ was used for simulation. NS2 was used to simu-
late ZRP while AODV, DSDV and GPSR were simulated on OM-
NET++. Simulation data from the two simulators was analyzed on 
RapidMiner. General review of literature followed the steps out-
lined in [32].  

4. Results and Discussion  

Metrics on data packets received, latency, drop rates and through-
put of packets relating to ZRP were obtained from NS2 simulator 
while OMNET++ was used to generated simulation data for 
AODV, DSDV and GPSR. It should be clear that this study seeks 
only to analyze the effects of algorithmic nodal position infor-
mation in selected MANETs routing protocols and not to a com-
prehensive study of performances under combinations of various 
parameters. Indeed, this study seeks to examine the inclusion of 
algorithmic location information at basic level. Notable from the 
parameter table 2 is the lack of various common parameters nec-
essary for comprehensive performance analysis in MANETs rout-
ing protocols.  

This has been done through design because the purpose of this 
study is to uses basic parameters to determine the algorithmic el-
ements of initiating performance variations in selected routing 
protocols. For example, this study leaves out jitter, power and sim-
ulation node density.   
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Table 1: Preliminary parameters 

Parameter Metric 

Quantity of simulation 
nodes (x) 100 

Simulation Area (a) 500m*500m 

Simulation Packet Size (p) 512 bytes 

Simulation time (t) 1000s 

Simulations(n) 50 

Data packets received refers to the packets difference between the 
quantity sent and the quantity lost. Data packets successfully 
transmitted is entire amount of data packets that effectively 
reaches the intended destination node over the period of simula-
tion. Data packets transmitted from the source node comprise of 
the packets sent. This fractional metric is created on the count of 
Constant Bit Rate (CBR) from the source node to the destination. 
To calculate the metric for the packets delivery ratio (PDR), the 
following formula is used: 

𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑆𝑆𝑃𝑃𝑆𝑆𝑃𝑃

 

However, the aim of this study was not to conduct a general per-
formance analysis, but rather, basic examination of algorithmic 
code on the selected MANETs routing protocols. Packet Delivery 
Ratio, however, shows the relationship between the data packets 
received successfully and the packets sent. A low count of packets 
received results to a lower PDR and indication of a big loss across 
the network. A big packet loss may suggest a possible technical 
problem in the network layer. Low PDR may also suggest a re-
duced normalized routing load (NRL), which measures the ratio 
between data packets delivered successfully and the original 
quantity of data transmitted.   
Nonetheless, this study is not designed to conduct a substantive 
analysis of comparative performance but rather to answer the fol-
lowing research question: 

• What algorithmic aspect of the selected routing protocols 
is attributable to difference in performance?  

Table 1 and figure 1 show the variation in the quantity of data 
packets successfully transmitted from a source node to the desti-
nation. From the table and the figure, it is evident enough that, 
however small in variation, GPSR steadily outperforms ZRP, 
DSDV, and AODV. Algorithmically, DSDV and AODV use hops 
to determine a route from the source node to the destination node. 
Despite DSDV depending on network topological tables to initiate 
routing process, it steadily outperforms AODV which depends on 
queries from source nodes to initiate routing. This could be at-
tributable to the algorithmic element to constant update network 
topological tables, hence faster access to route information. Easily 
accessible route information speeds up the routing process. The 
constant updates of routing tables by may utilize more power in 

the form of overhead, but this pays off in form of augmented rout-
ing efficiency.  

Moreover, ZRP—a hybrid protocol, seems to outperform both 
DSDV and AODV. This variation in routing performance can be 
credited to its utilization of algorithmic operational qualities in 
both AODV and DSDV. That is, its algorithmic properties to com-
bine proactive and reactive routing features. Conspicuous in the 
table 1 and figure 1 is the abrupt improved performance of GPSR 
at around 700th second of simulation. Consequently, the usage of 
nodal location as key determinant of routes in GPSR seems to out-
perform other selected routing protocols. But this phenomenon 
appears to exemplify with simulation time. One implication of 
such a routing behavior is dependability. Evidently, figure 1 indi-
cates that inclusion of nodal location information can be depend-
able network stabilizer, thus enhancing its dependability. In this 
case, for example, it is plausible for a network engineer or admin-
istrator to suggest deployment of GSPR in a military or rescue 
operations because they all demand stable and dependable net-
works. 

Because distance vector routing protocols determine best routes 
on relative distance—hops, AODV and DSDV appear to be effi-
cient but relatively unreliable for networks that require stability. 
ZRP on the other hand, seems relatively less reliable to GPSR. 
Although distance vector routing algorithm decides on best rout-
ing paths on basis of fewest hops, they are unstable and unreliable 
compared to location-assisted and hybrid routing.  

Table 2: A Summary of Data Packets Successfully in Selected Routing Protocols. 

GPSR ZRP DSDV AODV Time in 

Seconds 

9254 9100 9000 8500 100 

8951 8793 8695 8650 200 

10861 10733 10620 10531 300 

11064 10937 10848 10788 400 

12584 13637 12193 11926 500 

13502 13111 13099 14000 600 

14302 14150 13973 13600 700 

13064 11941 9491 10267 800 

12584 12391 10321 11927 900 

12987 11926 11871 11876 1000 

 
Visible in figure 5 is the trend that packets delivery is growing 
steadily with time. Particularly, on average, GPSR has more pack-
ets delivered from the source to the destination while experiencing 
least packet loss. Exhibiting better performance in comparison to 
the other two protocols—DSDV and AODV, is ZRP. One of the 
possible causes of this better performance can be attributed to 
presence of location-position data in the routing tables of a nodes 
in GPSR. With such information, possible flooding of nodes is 
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avoided during route discovery process. Flooding avoidance in 
IERP could also be associated to its second-best data delivery. 

 
Figure 5: Data Packets Received Successfully in Selected Routing Protocols 

Average delay determines the average time take by a single data 
packet from the source node to the destination node. Data packet 
delivery delay can be caused by route discovery process, broad-
casting/transmission buffer, retransmission requests, or general 
signal latency. High delay time is an indication of inefficiency in 
the network layer—as outlined in OSI model. Highly delay can be 
caused by factors such as network congestions or low network 
transmission capacity among other reasons. Average delay is de-
rived from subtracting Packet Send Time (PST) from Packet Re-
ceive Time (PRT), then divide it by the successfully received 
packets. Packet Transmission Delay (PTD) metric is calculable by 
using the following formula: 

𝑃𝑃𝑃𝑃𝑃𝑃

=
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃 𝑃𝑃𝑅𝑅𝑇𝑇𝑃𝑃 − 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑆𝑆𝑃𝑃𝑆𝑆𝑅𝑅 𝑃𝑃𝑅𝑅𝑇𝑇𝑃𝑃

𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑃𝑃𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
 

 

(1) 

Table 3 and figure 3 represent average delay results as recorded 
from the simulation of the selected routing protocols. Delay in 
GPSR seems to be lowest among the selected routing protocols. 
Perhaps, inclusion of nodal location information element in its 
routing algorithm speeds up route discovery process. Delay in 
GPSR seems to start comparatively high but reduces with time. 
This is explaining why GPSR, comparatively, takes longer to out-
pace other selected routing protocols. Similarly, ZRP begins on a 
relatively higher delay but makes up the ground with simulation 
time. Delay dormancy in both of these routing protocols—GPSR 
and ZRP, is attributable to their uniquely algorithmic routing fea-
tures compared to the other selected routing protocols.  

As GPSR and ZRP minimize delay with simulation time, AODV 
and DSDV begin to increase their delay. Since AODV and DSDV 
use hops—however differently, to determine the best paths, their 
initial low delay can be attributed to average distances of adja-
cent/neighboring mobile nodes. Initial low delay suggests high 
reachability of the neighboring nodes, while high delay indicates 

low reachability of nodes further away from the source node. High 
delay at the beginning simulation in ZRP points to an existence of 
complexity as a result of combining two mutually exclusive algo-
rithmic features—reactive and proactive routing elements. Simi-
larly, GPSR introduces complexity in the initial stages due to lo-
cation calculation. The following formulas determine the location 
—distance and angular location, information in GPSR respec-
tively.  

 
 d = �(𝑥𝑥2 − 𝑥𝑥1)2 + (𝑆𝑆2 − 𝑆𝑆1)2 (2) 

 

 ∠ = tan−1
(𝑆𝑆2 − 𝑆𝑆1)
(𝑥𝑥2 − 𝑥𝑥1)

   (3) 

 

GPSR ZRP DSDV AODV Time in 
Seconds 

0.098 0.099 0.0119 0.0125 100 
0.087 0.092 0.0108 0.0121 200 
0.068 0.073 0.081 0.095 300 
0.045 0.051 0.062 0.072 400 
0.019 0.021 0.031 0.043 500 
0.06 0.067 0.073 0.089 600 
0.055 0.059 0.064 0.071 700 
0.068 0.074 0.074 0.078 800 
0.045 0.059 0.069 0.072 900 
0.019 0.041 0.035 0.069 1000 

 
In figure 4, GPSR consistently outperforms ZRP, DSDV and 
OADV in average delay of packet delivery. Although, generally 
the packets delay in all four routing protocols decrease overtime, 
delay in GPSR declines the most. A key deduction from this met-
ric—packet delivery delay, is that MANETs routing protocols uti-
lizing the position-location information reduces flooding and 
overlapping of zones, thus achieving overall better performance 
over a period of time. This holds true for packets drop rate and 
packets throughput as manifested in figures 7 and 8, respectively.  

Packets dropped during transmission represent the lost packets 
during routing. Table 4 and figure 7 show that comparatively, 
GPSR has a slight edge in the number of packets dropped during 
routing. Generally, however, all other three selected routing pro-
tocols significantly experience reduced packets drop rates over the 
course of simulation period. Lower packets drop rates in GPSR 
can be ascribed to availability of location information of destina-
tion nodes. Location information increases precision of location 
of network nodes—despite their movements within a network. 
This means that GPSR, unlike the other three selected routing pro-
tocols, constantly calculates the locations of its network nodes. 
Equipped with nodal location data, GPSR is able to propagate data 
packets with more precision than other selected routing protocols. 
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Figure 6: Packets Delay 

Dropped or lost data packets can be calculated by subtracting the 
number of packets successfully transmitted from the number of 
data packets successfully received, then divided by the transmis-
sion time. The following formula is applicable: 

Dropped or Lost Packets

=
Successfully Received Packets − Successfully Sent Packets

Transmission Time
 

 
(4) 

 

Table 4: Packets Drop Rates in Selected Routing Protocols 

GPSR ZRP DSDV AODV 
 

5326 5339 5438 5531 100 
6784 6869 6912 6954 200 
4586 4625 4735 4891 300 
3400 3981 3999 4103 400 
1105 1230 1421 1531 500 
627 936 999 1023 600 
521 950 962 964 700 
625 1020 1025 1037 800 
500 925 947 981 900 
607 890 903 955 1000 

 
Figure 7: Packets Drop Rate 

Table 5: Packets Throughput Across Selected Routing Protocols 

GPSR ZRP DSDV AODV 
 

13624.01 13523 13267 12348 100 
14215.32 13181 13080 12670 200 
14832.97 14735 14621 14210 300 
15462.76 15371 15213 15104 400 
18952.85 17731 17512 17111 500 
18108 18000 17836 17000 600 
18321 17900 17520 17390 700 
19001 18273 18040 17900 800 
15000 17671 9439 9100 900 
19000 17943 17391 16890 1000 

 

 
Figure 8: Packets Throughput 

5. Conclusion and Further Recommendations 

Comparative performance studies on MANETs routing is one of 
the highly examines areas of networking. A keen enquiry, how-
ever, reveals that majority of performance analysis research works 
are very general. Absence of provenance to exclusive algorithmic 
elements in MANETs routing protocols make hard for network 
engineers and administrators to develop, select and implement 
routing. Moreover, such studies fail to make significant contribu-
tions vital in future design, development and implementation of 
MANETs routing. 

This study attempts to investigate the effects of various unique 
algorithmic elements in selected MANETs routing protocols. 
Through purposive sampling, systematic literature review and 
simulation tools and analysis (NS2, OMENT++ and RapidMiner), 
we strive to associate variations in MANETs performances to 
identified algorithmic elements such position-location nodal top-
ological information. 
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However, we must note that this study is basic in its approach. For 
instance, we left out critical parameters during simulation. This 
was done purposely to delimit the research to its topic variables. 
By simulating these purposively selected MANETs routing pro-
tocols—GPSR, ZRP, DSDV, AODV, the results suggest that 
GPSR, over time, outperforms the selected MANETs routing pro-
tocols on: data packets delivery, delay and overall throughput. 
Better performance of GPSR could be, generally, attributed to its 
use of algorithmic nodal location-position information elements.  

However, this study used time (fixed at 1000 seconds) as variable 
metric for simulation. Consequently, it is suggested that further 
simulations be conducted on composite variables of number of 
nodes. Using number of nodes as the basis (variable factor) for 
investigation, can reveal the most effective MANETs routing pro-
tocols for small, medium and large networks. 
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 In recent years, cyber security has been received interest from several research communities 
with respect to Intrusion Detection System (IDS). Cyber security is “a fast-growing field 
demanding a great deal of attention because of remarkable progresses in social networks, 
cloud and web technologies, online banking, mobile environment, smart grid, etc.” An IDS 
is a software that monitors a single or a network of computers from malicious activities 
(attacks). Detecting an intrusion or prevention (due to increase the usage of internet), is 
becoming a critical issue. In past, several techniques have been proposed to overcome or 
detect intrusion in a network. But most of the techniques (used now days in detecting IDS) 
are not able to overcome this problem (in efficient manner).Together this, Machine Learning 
(ML) also has been adopted in various applications (due to providing good accuracy results 
(in respective domain)). Hence, this work discusses “How machine learning anddata mining 
can be used to detect IDS in a network” in near future.ML use efficient methods like 
classification, regression, etc., with efficient results like high detection rates, lower false 
alarm rates and less communication costs. This work also provides a detail comparison with 
metrics in table 1-3 (with their performance/ algorithms/ dataset or metrics used). 
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1.  Introduction 

Cyber security involves the practice of preventing the exposure of 
computers, programs, etc. from attacks, unauthorized usage, 
modifications, destructions, etc. It’s a common practice to find 
every Cyber Security system to have a firewall, antivirus 
techniques and Intrusion Detection System (IDS). IDS are a 
crucial component as they help in spotting any undesirable and 
unwanted changes in the system [1]. Intruders are mainly 
categorized as External Intrusions/Intruders (i.e., attack by the 
people who don’t belong to the organization) and Internal 
Intrusions/Intruders (i.e., attack by the people from within the 
same establishment). However, cyber analytics can be separated 
on the following bases: i) on the basis of misuse or signatures ii) 
on the basis of anomalous encryptions iii) on the basis of hybrid 
nature.  
The first form of classification is created to represent attacks 
following an ordered pattern to spot and prevent a similar attack 
in the further years along with the detection of famous attacks 

(though they become hard to use in the case of naïve outbreaks). 
It is to be pointed out that this method can’t be used for the 
identification of novel (or zero day) catastrophes. The second 
classification (i.e., based on anomaly) replicates the behavioristic 
approach by developing an activity profile, hence differentiating 
the ambiguity from the normal attitude. This method can be used 
for the detection of novel-attacks and hence are deeply 
encouraged. Furthermore, it customizes the normal activity 
routine for every instance, ensuring that the intruders are unable 
to comprehend which of the activities can be performed incognito. 
But just like how every coin has two sides, this technique too has 
its own disadvantage – it is likely for False Alarm Rates (FARs). 
The last categorization involves the combination of the first two 
methods – misuse and anomaly detection. They are mainly 
implemented to raise the rate of detection of common attacks and 
reduce the False Positive (FP) rate for the minor attacks. IDS’s 
can also be divided based on network or host. An IDS which 
depends on the network identifies attacks by keeping an eye on 
the traffic through the network devices. A host-based IDS screens 
all processes and file activities related to the software with a host. 
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a) Host-based IDS (HIDS): It mainly focuses on analyzing the 
internal functioning of a computing system. It might detect 
activities like which program is trying to access which 
particular resource and are there any attempts on illegitimate 
access. For example, a word processor which spontaneously 
alters the system password database. 

b) Network-based IDS (NIDS): It focuses on analyzing and 
filtering the traffic among network device. It’s commonly 
found that intrusions occur as ambiguous patters. These are 
mainly caused by the attacks launched by external intruders 
who wish to access the network to gamble the network and 
destroy it. 

Hence, the article is organized into a number of sections. Section 
2 discusses several classifications (like signature and anomaly) 
with respect to cyber security. Further, section 3 discusses several 
cyber data sets available for making a comparison and later on the 
significance of machine and data mining in detection of intrusion 
detection in cyber security/ applications (in near future) has been 
discussed in section 4. Further Section 5 discusses “how machine 
learning and artificial intelligence can be more useful for cyber 
security professionals for detecting vulnerabilities or preventing 
attacks”. Finally, this work is concluded with some future 
enhancements in brief in section 6. 

2. Cyber Security’s Classifications 

The three types of Intrusion detection in support of cyber security 
are [2]-[4]: Misuse-based or Signature based, Anomaly-based, 
and Hybrid. Here, each one can be discussed in detail as: 

2.1. Misuse-Based or Signature Based 

There are multiple ways to replicate an attack. The attack can be 
a pattern, or a signature used to identify the deviation. They are 
bound to detect a majority or most of the common attack 
techniques. However, they come to be of little use in the case of 
minor or unidentified attack patterns. These systems try to spot 
and differentiate on the principle of “bad” behavior. The prime 
obstacle to overcome is on how to create a signature that combines 
all the varieties of a consistent attack. A plethora of Machine 
Learning methodologies have been put into use for the detection 
of misuse in these systems. These detections prove to be useful to 
identify the outbreaks on networks by associating the routine 
activities with that of the expected actions of an intruder. 

In [5], the author proposed a framework to identify and classify 
network activities based on Artificial Neural Network (ANN). 
The data sources are based on various formats, i.e., limited, 
incomplete, and nonlinear in nature. They implemented data 
detection that utilizes the analytical strengths of neural networks. 
A multi-layer classification prototype using MLP is used to detect 
the misuse by developing the architecture containing four fully 
connected layers. The neural architecture consists of 9 nodes as 
input and 2 output nodes. The data pre-processing were conducted 
at three different levels includes a) Protocol Identifier (PID) – the 
rules and regulations pertaining to an event (TCP = 0, UDP = 1, 
ICMP = 2, and Unknown = 3) b) Source Port c) Destination d) 
Source Address ( IP address corresponding to a source) e) 

Destination Address (IP address of a destination) f) ICMP type 
(like echo requests, null, etc.) g) ICMP Code h) Raw Data Length 
(length of the data packets) i) Raw Data.  

The neural network model was trained using a back-propagation 
algorithm for 10,000 iterations of the selected training data. Out 
of 9.462 records, 1000 were randomly selected for testing and the 
remaining was used to train the system. The neural network model 
required 26.13 hours to complete. The results reveal that on 
training data the root mean square error is 0.058298 and on Test 
data root mean square error is 0.069929. Finally, an accuracy of 
93% can be considered based on RMS, where each data packet 
was classified as either a normal or an attack set. 

 In [6], the authors proposed Online Analytical Processing (OLAP) 
Mining and Classification based IDS, (OMC-IDS). OMC_IDS 
handle any intrusion detection data using historical data analysis 
from heterogeneous sources and summarization them by filtering 
the data by removing the irrelevant data. Apart, a data cube is 
constructed and integrate OLAP techniques. They applied 
association rule mining to extract the interesting patterns and 
classify each connection as normal or any attack. They proposed 
association rules to find the correlation between TCP/IP 
parameters and the types of attack on DARPA 1998 data set. They 
generated rules and less constraint is retained. After the rules are 
generated, a C4.5 classifier is applied for new connection records. 
The experiments were carried out on DARPA19985 dataset. The 
training data and test data are generated in the first seven weeks 
and in the next two weeks respectively. The results show that total 
of detection rates as 99%, 97%, 86% and 74%, respectively. The 
main drawback of association rule mining is that the generated 
rules may express correlation, but the approach is promising for 
attack signature building.  

Further in [7], authors proposed an algorithm to use the existing 
signature data and find the signature of the related attack in less 
time. They compared their approach with algorithm based on 
Apriori called Signature Apriori (SA) and found that it takes less 
processing time. Such algorithms can be used to generate new 
signatures, i.e., used into misuse detection systems such as Snort. 
The proposed method finds newly attack signature based on the 
known signature. Scan Reduction method is also used for the 
reduction of time consumed for scanning of databases. This 
method involves the determination of a new attacking signature in 
an efficient way when compared to the Signature Apriori 
algorithm. Authors have implemented the data mining approach 
to complement the signature discovery in IDS based on network 
[8]. This not only generates signatures for the detection of misuses 
dependent on transfer protocols, but also for those based on 
content of traffic. The Signature Apriori (SA) is based on the 
typical association rules algorithm – Apriori algorithm [8]. The 
experiments have two parts to it: a) Speed testing of SA algorithm 
b) Accuracy testing of the signatures being mined. This evolves 
70% support and the time consumed is extremely less (one is less 
than 50111s the other is 330 ms). On the whole, the techniques 
which are applied to tackle the cyber-attacks have been active 
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predominantly as they emphasize on screening the traffic in the 
network, identification of anomalies and traffic sequences of 
cyber-attack. Apart from this, the misuse detection can be 
enforced for the detection of these outbreaks prior to them actually 
being a part of the attack. Some authors have spotted the 
command and control traffic (C2C) in Internet Relay Chat using 
the technique of machine learning to adhere to the botnet 
existence, for which TCP level data sets have been put into use. 
Wireless traffic sniffers were used extensively to gather complete 
TCP/IP headers from around 18 locations around the campus. 
This was divided into two major stages: (i) The initial stage 
involved the distinction between IRC and non-IRC traffic, (ii) 
after which, there was a distinction between botnet and real IRC 
traffic. For the initial stage, the comparison of performance is 
done between J48, naive Bayes, and Bayesian network classifiers 
to identify IRC and non-IRC traffic damages by attaining an 
excellent overall classification accuracy. Only the naïve Bayes 
classifiers were capable of achieving reduced false negative rate. 

The naive Bayes classifiers accurately classified 35 out of the 38 
botnet IRC (which flows correctly and achievesFalse Negative 
Rate (FNR) of 7.89%) [9]. In Stage (ii), by applying classification 
they accurately labelling IRC traffic as botnet and non-botnet were 
more challenging. In [10], author proposed an adaptive intrusion 
detection system which is considered as a framework for detecting 
intrusion detection using Naïve Bayesian network. The DARPA 
KDD99 dataset with 38 attacks are used to find the new intrusion 
signature like DoS, r21,u2r and probe.The dataset consists of 9 
features in the inference network such as Protocol type, Service, 
Land, Wrong fragment, Numerous failed login, Logged in, Root 
shell, Is guest login. In the first stage, a junction tree inference 
technique is used to identify the normal or attack data with 
performance detection rate 87.68% on normal and 88.64% on 
intrusion. In the second stage, the dataset is classified into 4 
classes: DoS, Probing, R2L and U2R.The performance determine 
a detection rate of 88.64% for DoS, 99.15% for Probing, 20.88% 
for R2L, 6.66% for U2R and 66.51% for other classes.  

In [11], authors used reliable signatures generated based on 
supervised clustering algorithm and updating them in real-time 
using unsupervised clustering technique. The signature updating 
is done to change attack methods while retaining the signatures 
useful information. They used a simple density-based clustering 
algorithm, called Simple Logfile Clustering Tool (SLCT) to create 
clusters of regular and anomaly traffic. The study made use of a 
new user stricture, M, in SLCT which mentions the percentage of 
fixed attributes to be spotted out of all the attributes that a 
potential cluster is expected to have. If the value of M equates to 
0, it then allows the formation of clusters irrespective of the 
number of fixed attributes. By equating the value of M to greater 
values they recapitulate the intruder ones, thus classifying the 
original data. This is inferred to with the help of parameter M as 
SLCT attack. Both the clustering techniques are implemented for 
the detection of normal or attack traffic and for identification of 
the usual traffic in a supervised manner accordingly. In [11], the 
author treated anomalous centroid of cluster as a signature. The 

experiments are carried out using KDD data sets using different 
attack percentages (0%, 1%, 5%, 10%, 25%, 50%, and 80%) and 
the author reported impressive results without prior knowledge of 
any attacks in the KDD datasets. Further, Kruegel at el. [12] 
installed an intrusion detection signature using clustering 
algorithms to derive decision tree for intrusion detection. It was a 
placement with Snort. With the help of a decision tree, we are able 
to choose the features which highly distinguish the characteristics 
of the rule set, permitting parallel evaluation for every unique 
feature. It provides a better performance with respect to Snort. In 
[12], the author make use of the tcpdump files as the necessary 
dataset for the ten days of test data when considering the 
evaluation of 1999 DARPA intrusion detection. On comparing 
and contrasting the rate of processing of Snort and the decision 
tree for the above data, it was observed that real performance gain 
vary drastically depending on the basis of the comprehended 
traffic. 103% was found to be the maximum speed, while 5% 
turned out to be the minimum. The decision trees performed better 
as they result in an average speed of 40.3%. The second task was 
also conducted with increased number of protocols right from 150 
up to 1581. The results proved that the approach of the decision 
tree works efficiently, especially with respect to large rule sets. 
This approach notifies that the clustering action based on decision 
trees will definitely reduce the operating time, thus enhancing the 
processing speed. Furthermore, it portrays a generic solution to 
many of the other IDSs like host and network-based, and firewall 
and packet filters. 

Zhang et al. [13] study proposed a complete intrusion detection 
framework containing a detector used for signature-based attack 
prediction and a database to identify outlier. All the anomaly 
patterns identified by the system or user either manually or 
automatically are stored in the database. Because of the extremely 
quick nature of its implementation, it’s often used as an online 
solution. Gharibian et al. [14] has put forth a comparative study 
with the help of probabilistic and futuristic ML methods and 
processes for detection of intruders and their malicious acts 
namely, Naïve Bayes and Gaussian along with those of Decision 
Tree and Random Forests. A lot of the training data sets which 
have been constructed from KDD99 are being deployed for 
effective functioning today and each of the methods have been 
used for categories of attack like DoS, Probe, R2L and U2R with 
a proper analytical study of their results. Normalization used in 
the formation of these datasets, complementing the argument that 
the features in KDD are not similar to those of the others and they 
possess high variance scales. The executional capability of 
Decision Trees (DT) and Random Forests (RF) portray valid 
results and operations in the identification of DoS. On the contrary, 
Gaussian and Naïve Bayes results shows much better in few of 
the varied attack domains like Probe, R2L and U2R. Based on the 
results, the author stated that the probabilistic techniques are more 
robustness in nature than predictive techniques for intrusion 
detection.  

Mukkamala et al. [15] considered the performance of ANN, SVM 
and Multivariate Adaptive Regression Splines (MARS) and 
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proved that ensembles of ANNs, SVMs and MARS is of top 
priority for individualized perspectives for the detection of these 
attacks with respect to precision of division. The five class 
classification experiments were performed on 11,982 records. 
They applied 3 classification algorithms like SVMs, MARS and 
ANNs. The ensemble of SVMs, MARS and ANNs approach out 
performs with accuracies of 99.71% for Normal, 99.85% for 
Probe or Scan, 99.97% for DoS, 76% for U2R, and 100% for R2L 
are reported respectively. The accuracy of four classes are 99% 
using SVM, RP, SCG, OSS algorithms and the accuracy on the 
U2R class is much less with 76%. In this paper [16] the author 
used genetic algorithms to generate simple rules for network 
traffic.  

These rules are used to differentiate normal network connections 
from anomalous connections and these anomalous connections 
refer to events with probability of intrusions. Abraham et al. [17] 
applied genetic programming algorithms such as Linear Genetic 
Programming (LGP), Multi Expression Programming (MEP) and 
Gene Expression Programming (GEP) in attack classification. In 
[18], Hansen et al. used GP with homologous crossover for 
performing intrusion detection. Arnes et al. [19] proposed a novel 
approach to network risk assessment. The approach considers the 
risk level of a network as the composition of the risks of individual 
hosts. It is probabilistic and uses Hidden Markov models (HMMs) 
to represent the likelihood of transitions between security states. 
They tightly integrate the risk assessment tool with an existing 
framework for distributed, large scale intrusion detection, and 
apply the results of the risk analysis to prioritize the alerts 
generated by the intrusion detection sensors.  

An HMM is denoted by (P, Q, Π). Lee et al. [20] developed a 
systematic framework using data mining techniques for 
automated IDS.In [21] the author trained Naïve Bayes classifier 
on KDD 1999. The data is partitioned into training set and test set 
and the data was grouped into four attacks (1. probe or scan, 2. 
DoS, 3.U2R, and 4. R2L). The author stated an accuracy of 96%, 
99%, 90% and 90% for the respective attacks. Hu et al. [22] 
proposed a framework for malicious transactions. An cyber-attack 
detection model is needed as a prerequisite for fast damage 
recovery. The framework employed a sequential mining 
algorithm for finding the dependencies in database and presented 
as classification rules. The data captured from database logs 
including (Tname) transaction name, (TID) transaction ID, begin 
and end time, etc. They applied the framework for identifying 
U2R attacks as part of cyber security. The result presented 91% 
of TP (True Positive) rate and 29% of FP (False Positive) rate. 

In [23], the author presented an IDS model with high accuracy 
and efficiency using machine learning algorithms including K-
means, Support Vector Machine (SVM). They also employed 
feature reduction methods to eliminate the unwanted features. 
Table 1 shows the algorithm, data set, metric used for misuse-
based intrusion detection. 

 

2.2. Anomaly and Hybrid Detection 
Lippmann et al. [24] proposed an IDS system on transcripts of 
telnet sessions. The combination of training data and new 
keywords were used to find the common attacks using neural 
network model. The system achieves 80% of high detection rate. 
Palagiri et al. [25] proposed a model for learning the normal traffic 
patterns from TCP/IP port. They applied preprocessing 
techniques then perform clustering on normal traffic and final 
trained using Artificial Neural Network (ANN). The study 
reported a 100% normal behavior. 

Apiletti et al. [26] proposed NETMINE framework which 
classifies the traffic data using data mining/ machine learning 
techniques. The framework performs data stream processing, 
refinement analysis by using general association rule extraction 
for profile data, anomaly detection, and identifying recurrent 
patterns.  

Intrusion Detection Systems (IDS) mainly intend towards 
protection of computerized systems and helps in spotting 
vulnerabilities and other attack exposures. A novice structural 
outline which has its’ roots based on data mining methods have 
been put forth [27] for the creation of an IDS. This framework 
proposes Association Based Classification (BC) which is 
dependent on rules linked to fuzzy logic for the development of 
classifiers and this helps in categorization of normal and un-
normal records. Compatibility threshold is the central parameter 
in this application. The approximate value for this depends on the 
ROC curve of the system which is produced by carrying out lots 
of tests on datasets, with varied threshold values. Therefore, 0.06 
becomes the compatibility threshold which is to be dealt with in 
the detection of anomalous behavior. The FP error produced can 
be reduced to the level of that of misuse detection situation and 
there’s a huge decrease in the detection rate of existing attacks. In 
the case of unforeseen intrusions, the ambiguous case outshines 
the misuse perspective, and this is the key advantage of anomaly-
based approaches.  

Luo et al. [28] has combined the association rule along with the 
frequency episodes with that of fuzzy logic to determine the 
sequence in the data. This produces short and flexible variations 
for intrusion detection as a lot of quantifying features come into 
play. To ensure that data instances don’t outshine the contribution 
of that of the others, normalization is carried out before retrieving 
the fuzzy association rules. The required simulations have been 
conducted by customized programs and the results have proved 
the necessity of fuzzy rules and its’ frequency occurrences in 
intrusion detection. Kruege et al. [29] implemented an intrusion 
detection system for identifying attacks against Operating System 
(OS), they analyzed OS calls to detect attacks against daemon 
applications and set uid programs. Also implemented on machines 
running with Linux or Solaris with individual system calls. A 
feature vector is represented which captures information specific 
to each system call such as the system call number, its return code, 
and its arguments. They applied Bayesian network to classify 
events during open and executive OS calls.
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Table 1: The algorithm, data set, metric used for misuse-based intrusion detection. 

Paper 
Citation Algorithm Used Data Set Used Metric Used 

[5] Artificial Neural Network RealSecure network monitor (Internet 
Security Systems) Accuracy 

[6] OMC-IDS (OLAP and Association rule 
mining) DARPA 1998 Accuracy 

[7] Signature Apriori (SA) Signature based data Accuracy 

[8] Apriori algorithm SigSniffer architecture  Accuracy 

[9] J48, Naïve Bayes and Bayesian network Dartmouth's wireless campus network 
(TCP level) Accuracy 

[10] Bayesian network DARPA KDD Accuracy 

[11] Density-based clustering algorithm 
(SLCT) KDD  Accuracy 

[12] Decision Tree DARPA  Accuracy 

[13] Random Forest KDD  Accuracy 

[14]  Random Forest (Predictive techniques) KDD  Accuracy 

[15] ANN, SVM and MARS DARPA  Accuracy 

[16] Genetic algorithms DARPA Accuracy 

[17] Genetic algorithms DARPA Accuracy 

[18] Genetic algorithms KDD Accuracy 

[19] Hidden Markov Network KDD  Accuracy 

[20] RIPPER DARPA Accuracy 

[21] Naïve Bayes  KDD Accuracy 

[22] Apriori algorithm 
Sequence patterns of log files from 
database are examined to find database 
intrusions. 

Performance 

[23] Ant Colony Optimization (ACO) KDD Accuracy 

Table 2: The algorithm, data set, metric used for anomaly and hybrid-based intrusion detection. 

Paper Citation Algorithm Used Data Set Used Metric Used 

[24] Artificial Neural Network (ANN)  Transcripts of telnet sessions   Accuracy and False 
alarm 

[25] Artificial Neural Network DARPA    ------- 

[26] NETMINE framework 

Network capture tools are used to 
capture the network traffic 
packets and it was developed at 
Politecnico di Torino 

Support 
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[27] Fuzzy Association Based Classification 
(ABC) KDD Accuracy and FP rate 

[28] Fuzzy Logic Tcpdump Accuracy 

[29] Bayesian network DARPA Accuracy and False 
Alarm Rate (FAR) 

[30] Naïve Bayes algorithm DARPA         ------ 

[31]  sequence matching algorithms User command level (shell 
commands) 

Accuracy and False 
Alarm Rate (FAR) 

[32] EXPOSURE (C4.5 Decision Tree 
algorithm) DSN Accuracy and False 

Alarm Rate (FAR) 

[33] EXPOSURE (C4.5 Decision Tree 
algorithm) Real-World Network Accuracy and False 

Alarm Rate (FAR) 

[34] Genetic algorithms KDD Accuracy and False 
Alarm Rate (FAR) 

[35] Genetic Programming DARPA 

ROC (Receiver's 
Operating Curve) and 
False Alarm Rate 
(FAR) 

[36] Hidden Markov Network KDD 
(False Positive) FP rate 
and (False Negative) 
FN rate 

[37] RIPPER DARPA (False Alarm Rate) FAR 

[38] Bayesian network KDD Accuracy and False 
Alarm Rate (FAR) 

[39] Apriori algorithm DARPA Support 

[40] Robust Support Vector Machines DARPA Accuracy and False 
Alarm Rate (FAR) 

[41] Support Vector Machine NetFlow data (Flame tool)  Accuracy and False 
Positive (FP) rate 

[42] 
 Self-Organizing Feature Map (SOFM), 
Genetic Algorithms (GA), and 

Support Vector Machine (SVM) 
 DARPA 1999 

Accuracy, (False 
Positive) FP rate and 
(False Negative) FN 
rate 

The DARPA 1999 data set is used to excite the OS kernel by 
TCP/IP packets. These features are fed to Bayesian network 
model and if the output is close to zero it indicates normal or 
anomaly state. 

In [30], the author proposed alert correlation method based on 
naïve bayes algorithm. 2000 DARPA dataset with their intrusion 
objective are used to train Bayesian network. In [31], the author 
proposed a model for differentiating masquerader’s users from 

real users. The study stated a detection rate as high as 80.3% and 
a false positive rate as low as 15.3%. Table 2 shows the algorithm, 
data set, metric used for anomaly and hybrid-based intrusion 
detection. Now, next section will discuss availability of cyber 
security dataset (in current) globally. 

Bilge et al. [32] introduced EXPOSURE, a system that employs 
large-scale, passive DNS analysis techniques to detect domains 
that are involved in malicious activity. Bilge et al. [33] presented 
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DISCLOSURE, a large-scale, wide-area botnet detection system 
that incorporates a combination of novel techniques to overcome 
the challenges imposed by the use of NetFlow data. In [34] the 
author broadly demonstrates how information of the network 
connection can be replicated as genes and how the parameters in 
GA can be define in this respect. Lu et al. [35] presented a rule 
evolution approach based on Genetic Programming (GP) for 
detecting novel attacks on networks. Joshi et al. [36] classify the 
TCP network traffic as an attack or normal using HMM and to 
build an anomaly detection system. Fan et al. [37] proposed an 
algorithm to generate artificial anomalies to coerce the inductive 
learner into discovering an accurate boundary between known 
classes of normal connections and known intrusions, and 
anomalies. Amor et al. [38] uses a simple form of a Bayesian 
network that can be considered a Nave Bayes classifier in 
intrusion detection. Li et al. [39] applied AprioriAll, an algorithm 
for mining frequent sequential pattern in Data mining field, to 
discovery multistage attack behavior patterns. Hu et al. [40] 
presented a new approach, based on Robust Support Vector 
Machines (RSVMs) for anomaly detection. Wanger et al. [41] 
proposed an approach for evaluating Netflow records by referring 
to a method of temporal aggregation applied to Machine Learning 
techniques. In paper [42], they proposed a new SVM approach, 
named Enhanced SVM, which combines soft-margin SVM and 
one class SVM methods 

3. Cyber-Security Datasets 

Data plays an important role for ML and DM models. Today data 
is new oil for digital world (or for industries), i.e., based on 
collecting data, competitors can launch affordable services in 
market. For example, based on collecting requirements/ demands 
of particular things in an area, companies can shift towards to sell 
their product in that specified area/ region. The necessary 
elements for the efficient conduction of research related to cyber 
security includes the right choice of data and its’ proper utilization. 
To comprehend the ML and DM algorithms, put forth by a 
number of authors, requires a better understanding of data sets. 
We can achieve cyber security of data with the help of different 
gatherings like Win Dump or Wireshark tool to acquire the 
network data packets. It can also be done using the current public 
datasets. 
a. DARPA: DARPA (Defense Advanced Research Projects 

Agency) intrusion detection datasets was collected and 
published by the Cyber Systems and Technology Group 
MIT/LL (Massachusetts Institute of Technology Lincoln 
Laboratory. The data was generated using network 
simulation and compiled based on TCP/IP network data. The 
datasets can be downloaded from the website and it primarily 
includes: DARPA 1998, 1999, 2000. DARPA 1998 consists 
of data collected for 9 weeks, which includes training data 
(seven weeks) and of test data (two weeks). Similarly, 
DARPA 1999 consists of data collection for five weeks 
wherein training data is for three weeks and the last two 
weeks is test data. DARPA 2000 includes scenario-specific 
datasets. Table 3 lists the complete basic features of TCP 
connection. 

b. KDD 1999 cup datasets: The most popular and widely used 
datasets for intrusion detection are KDD 1999 datasets 
created by KDD cup challenge. This dataset is based on 
DARPA 1998 dataset with 4 million records. The KDD 1999 
datasets consist of normal and 22 attacks categorized into 5 
main components. Dos (Denial of Service attacks), R2L 
(Root to Local attacks), Probe (Probing attacks), U2R (User 
to Root attack) and normal. There exist 41 number of 
attributes containing features related to basic, content and 
traffic. 

 
Table 3: List of the Complete Basic Features of TCPconnection 

 
Basic 
Features 

Type Represented Description 

Duration Continuous Integer Time duration of 
connection 

Protocol, 
type 

Symbolic Nominal Type of the 
protocol (TCP, 
UDP and ICMP) 

Service Symbolic Nominal HTTP, Telnet, FTP, 
SMTP and others 

Flag Symbolic Nominal Connection status 

Src bytes Continuous Integer Number of bytes 
sent per connection 

Dst bytes Continuous Integer Number of bytes 
received per 
connection  

Land Symbolic Binary Value=1 if port 
numbers and src/ 
dst IP address are 
same 

Wrong 
fragment 

Continuous Integer Total of bad 
checksum packets 

Urgent  Continuous Integer Sum of urgent 
packets 

 
Hence, this section discusses current cyber security datasets in 
detail. Now next section will discuss a brief introduction of data 
mining and machine learning and necessary uses in detecting 
vulnerabilities or intrusion over cyber – network (cyber space). 

4. Introduction to Data Mining (DL) and Machine 
Learning (ML) for Cyber Security 

The terms Machine Learning (ML), Data Mining (DM), and 
Knowledge Discovery in Databases (KDD) are often used 
interchangeably. As per research, KDD process is represented as 
whole and deals with extracting valuable, earlier unknown 
knowledge/information from data. Fayyad et al. [43], has clearly 
mentioned and explained the process of DM as a specific step in 
KDD which handles the implementation of algorithms for 
retrieval of sequences from data. It can hence, be observed that 
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they possess common characteristics between ML and DM. The 
steps involved in KDD process are as follows: data selection, data 
cleaning and pre-processing, data transformation, application of 
DM algorithms, result interpretation/ evaluation. DM is one step 
among all and used for extracting patterns from data by applying 
algorithms. It’s to be pointed out that there is a plethora of 
publications [e.g., Cross Industry Standard Process for Data 
Mining (CRISP-DM) [44] along with industry participants who 
consider the process DM.  

These two terms are commonly discussed together and are applied 
interchangeably. According to Arthur Samuel Creator of Machine 
Learning (ML) defined “ML as a field of study that makes the 
computers to learn by itself without being explicitly programmed”. 
The machine learning algorithms mainly focus on classification 
and prediction techniques. The ML algorithms learn from the 
training/ past data and finds the insights for future/unknown 
conditions. The various classification algorithms in general 
applied to cyber security are discussed as below. 

• Decision Trees 

Decision trees are the important and popular techniques used for 
classification. A decision tree is nothing but a simple flowchart 
similar to that of the structure of a tree which has every internal 
node denoting a test with respect to an attribute such that each 
branch indicates the outcome of the test and each leaf node 
acquired a class label.ID3 (Iterative Dichotomiser) is a decision 
tree algorithm which was developed by Ross Quinlan. He then 
represented the successor of ID3 – C4.5 which has turned out to 
be a benchmark for comprehending algorithms 

• C4.5 Algorithm 

This model forms its basis from ID3 algorithm along with 
additional characteristics to acknowledge the issues faced by that 
of ID3. It’s considered to have a greedy approach and it is said to 
possess a top-down recursive divide and conquer method.Given a 
data samples S, C4.5 applies divide and conquer algorithm for tree 
generation and the process is stated as follows:  

a) If S is small or all the data samples in S belong to the same 
class, then the leaf node is labeled with the most frequent 
class in S. 

b) Or else, the process of selecting attributed is made use of to 
control the criterion of the splitting process. The criterion 
for the process of splitting indicates which attribute is to be 
tested at node S by identifying the most efficient way to 
distinguish the tuples into separate classes. 

The process continues recursively to form a decision tree. 

• Naive Bayes Algorithm: 

The Naive Bayes algorithm (NB) employs a simplified version of 
Bayesian learning method. It involves statistical classifiers. The 
probabilities of membership can be determined with the help of 
these classifiers and it has its foundation on Bayes theorem. It’s 

assumed that the effect of a feature value of a given class doesn’t 
depend on the values from other features and is called conditional 
independence. One of the most efficient, robust and best methods 
to prevent noisy data is by making use of Naïve – Bayes classifiers. 
The highlight feature being that it calls for only a small amount of 
training data to approximate the strictures needed for 
categorization. 

• K-Nearest-Neighbor  

K-Nearest-Neighbor (k-NN) is a classification which is one of the 
simplest and fundamental ones, working well even in the presence 
of little or absolutely no prior knowledge regarding the data 
distribution and it’s based on the process of learning by 
equivalence. ‘m’ dimensional numerical attributes are used for 
describing the training samples with each sample replicating a 
certain point in the m-dimensional space. Hence, we can see that 
all the points are stored in an m-dimensional pattern space. In the 
case of an unknown data sample, a k-nearest neighbor classifier 
checks out the pattern space for the k training data modules which 
are quite close to that of an unknown sample. ‘Closeness’ refers 
to Euclidean distance. The new and unknown sample is 
designated with the most common class from it is nearest k 
neighbors. 

• Support Vector Machine 
 

It mainly plots the input vector into a space of very high 
dimensions and helps in the construction of a hyper plane. The 
hyper plane has the capacity to separate the data points into 
different classes. A great level of distinction is obtained by hyper 
planes which has the greatest distance to the closest training data 
point of any class which is called as the functional margin. It’s 
observed that with increase in margin, there’s a lower 
generalization error for the classifier. The hyperplane is a decision 
boundary for the two classes. In reality, the persistence of a 
decision boundary ensures the detection of a misclassification 
which is created by a particular method. Classification, regression, 
and other jobs are implemented with SVM. 

• Repeated Incremental Pruning to Produce Error Reduction 
(RIPPER) 

 
RIPPER, is a generic methodology used for effectively applying 
separate-and -conquer rule learning. It helps in increasing the 
precision of protocols by replacing or re-enforcing the individual 
norms. Reduce Error Pruning was implemented to create the rule 
and the created rules are often restricted to a smaller number. It 
ensures the pruning of each rule right after the creation and 
removal of data samples. Reduced error pruning facilitates the 
handling of huge training sets, thus improving the precision. The 
below mentioned steps are carried out: Spot the characters/ 
features from the training data and identifies the split of all 
attributes essential for categorization (i.e., feature/dimensionality 
reduction). Comprehend models using the training data and use 
the trained model to segregate the unknown data. In the initial 
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stage pf training, each feature with a corresponding class is 
acquired by using suitable algorithms from the training set. The 
perspectives of ML/DM are mainly categorized into three classes 
supervised, unsupervised and semi-supervised. The different 
machine learning and data mining methods applied for cyber 
security is mentioned in Table 1-2. 

5. Role of Machine Learning and Artificial Intelligence 
towards Cyber Security 

Today cyber security has put everything on risk, due to attracting 
billions of online users over internet and storage of data over 
internet (at cloud side). Everyday every country is facing critical 
attacks by enemy nations on their computer labs, systems or 
network, which can create a situation of third world war. Till 
today, we are detecting cyber attackers or hackers through human 
work-force, for that we require a huge number of skilled 
workforce to look over or prevent against any cyber threats. But 
in near future, there is a possibility that intrusion or vulnerabilities 
detection can be done by using machine learning and artificial 
intelligence. Also, it will provide several benefits to society and 
avoid the problem of weaker security, lower efficiency, leaking of 
personal information by Internet of Things, increasing 
vulnerabilities on cyber and physical space or cyber physical 
systems. Note that recently many critical attacks have been 
measured by several countries on their nuclear programs/ sites 
[45]-[48] by their enemy nations. On other side, Artificial 
Intelligence (AI) will reduce required workforce (requirement of 
cyber security professionals), speed of detection of intrusion, etc. 
AI can help in living life longer and better through its emerging 
innovations. Such benefits of AI are listed in following ways.  

• Handling huge volumes of security data 
• Picking out threat needles in cyber haystacks 
• Acceleration of detection and response times 
• Keeping up in the Artificial Intelligence arms race 
• Breathing space for human cyber security teams. 

Hence, data mining, machine learning and artificial intelligence 
are necessary components for 21stcenturygeneration. So, we will 
see the tremendous uses of Machine learning, Artificial 
intelligence in next 20-30 years, which will do many/ everyday 
task and will serve humanity better and better.  

6. Conclusion and Future Enhancements 

In the recent/ several decades, several attacks have been 
measured/ noticed. Due to this reason, cyber security and 
intrusion detection has been coined in this smart era. Due to 
enormous internet usage (in the past decade), the vulnerabilities 
of network security (in a network) need to be overcome. 
Overcoming such issue has become an important issue today. In 
general terms, Intrusion detection system is used to identify the 
flaws in the system such as unauthorized access and unusual 
attacks over the secured networks. Hence, to solve this issue, 
several authors had discussed many studies. In that, we found that 
(from literature, refer section 2 and 3) machine learning can be 

more useful in solving these issues/such problems using 
regression, prediction, and classification techniques. In this smart 
era, we have large amount of data (generated from internet/ web 
browsing) and shortage of talented employees in cyber-security 
domain/area. So, Machine Learning is the only solution to provide 
efficient results in minimum time. Hence, in order to understand 
importance of ML techniques for solving the IDS problems, 
which focus on the design of the single, hybrid and ensemble 
classifier models (with discussing several algorithms, used 
datasets). This work also discussed “How Machine earning, and 
data mining can be useful in identifying/ detecting intrusion, in 
section 4”?  
Hence, we found that uses of different classifier/ ML techniques 
in IDS a promising study in cyber security and artificial 
intelligence. It will make attraction of young scientists from 
research communities for a long time. For future work, this work 
has identified some valid points which are: removal of data 
redundancy and irrelevant features for the training phase (have 
important role in system performance), i.e., consideration of best 
feature selection algorithm will play an important role in the 
classification techniques in near future. Also, multiple or different 
selection of algorithms for featured selection will provide best 
possible solutions in various scenarios/ intrusion detection in a 
network. Last, but not the least, cyber security and intrusion 
detection systems works well and shows a better performance 
with ensemble classification algorithms when compared to single 
classification algorithms. 
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 Location-based services have become increasingly prevalent with the advancement in the 
positioning capabilities of smart devices and their emergence in social networking. In order 
to acquire a service, users must submit their identity, query interest and location details to 
service providers. Such information shared by users are accumulated continuously, stored 
and analyzed in order to extract the knowledge base from it. Generally, this extracted 
information is used by service providers to provide users with personalized services. The 
accumulated data have enormous market value which is found to be used for many lucrative 
purposes. This work presents a detailed study on the evolution of existing privacy 
preservation models need to preserve privacy, and the opportunities to integrate fog 
computing services into privacy architectures. The study proposes a fog integrated privacy 
preservation model exploring the benefits and open research issues in traditional models and 
recent integrated fog models. Future directions of fog incorporated privacy preservation 
models are presented. 
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1. Introduction 
Though location-based services (LBS) originated in the early 

1990s, they became significant only after 2000. Since then, 
massive improvements have been made in facilitating 
technologies (e.g. telecommunications services), expanding 
applications (e.g. from outdoor to indoor environments), 
delivering interfaces (e.g. Smartphone, smart devices) and 
increasing technological innovations that have made the ambient 
environment more user-friendly (e.g. an increasing number of 
devices connected to the Internet and access to 5G). Meteoric 
development of the functionality of mobile devices play a vital 
role in bringing comfort to people's everyday lives [1]. Low-cost 
positioning devices with acceptable power consumption have 
made location-based services accessible to the common man and, 
in addition to providing profitable business opportunities [2]. 
Although it comforts end-users with on-demand and 
recommendation based services, significant concerns about 
privacy [3] have become a dominant issue. In order to make use 
of location-based services (LBSs), service users must disclose 
their private data, such as their identity, location and query 
information, to third-party service providers who cannot be 
trusted. The exposed data is accessed through snapshot queries 

(single query) and continuous queries (continuous follow-up 
queries). When user data is collected over a period of time, a short 
user profile is created on the basis of the data accumulated. User 
profile data [4] is used profitably at the discretion of the service 
provider and moreover most location based-services are typically 
offered free of charge. When a service user is at a particular point 
on Earth, LBS providers infer users’ interest on the basis of the 
user's time, location and query data. The point on earth is 
therefore considered to be significant data in the LBS, represented 
in latitude and longitude data. The amount of data accumulated by 
service providers infer the user's private data, which leads to user 
tracking, gathering user's daily activities, finding the user's home 
and office address, and children's school or college. Remarkable 
real-world case studies represent the unauthorized use of users’ 
private data for monetary profits, cyber-stalking of victims, 
intrusion of thieves, and many such activities. Current location-
based service policies need to be revised with stronger security 
standards to support hesitant location-based service users. 

Developing cloud computing technology has facilitated many 
location service providers to outsource their data in order to use the 
cloud storage service efficiently [5]. Security issues occur as 
location data is outsourced to cloud service providers, because 
cloud providers may benefit from location data. The plain text is 
therefore encrypted before being outsourced to the cloud. 
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Cryptographically signed data cannot be transferred directly to 
location service users. Users should therefore be assured of the key 
to the decryption of the data. Users must receive encrypted data 
from the cloud and keys from service providers. But, this track of 
users-cloud and, users-LSP (Location Service Provider), have 
privacy issues. The cloud service provider operates as a user and 
collect decryption keys (dual identity attacks [6]). Integrating 
cloud servers into location privacy models have 
increased  complexities at user and LSP end. Simultaneously, fog 
computing systems have developed to provide distributed services 
at the edge of the networks [7]. Contemporary development in 
cloud computing technology has introduced fog computing, with 
features such as distributed architecture, location awareness, 
enhanced security, local storage, processing, increased latency, 
and connectivity support. The fog integrated design  models for 
location-based services have become significant [8]. Generally, 
location based privacy schemes support peer-to-peer and trusted 
third party (TTP) models. Users need to undertake privacy and 
security policies in peer-to-peer models, as they do not implement 
intermediate servers, while in TTP-based models, intermediate 
servers manage privacy and security protocols. Recent work, such 
as K-anonymity [9] dummy based [10] and mix zone [11] models, 
have adapted TTP servers to ensure privacy and security. Adapting 
TTP servers have some drawbacks, such as an intruder hacking 
TTP to access confidential user data. This has prompted  many 
design models to incorporate fog services and enhance protection 
and privacy in location-based services. Fog servers can replace 
conventional TTP servers by preventing TTP vulnerabilities such 
as single point failures and security issues.  Although recent studies 
have introduced fog servers [12] as an intermediate server, the 
dynamics of fog servers have not been used exhaustively in 
privacy preservation models. This work explores  privacy 
preservation in location-based services, as well as the feasibility 
and benefits of integrating fog servers as middleware instead of 
TTP servers. 

The survey explores traditional privacy  preservation models 
and recent fog integrated models to understand the benefits of 
integrating fog into privacy architectures. In addition, two different 
types of privacy preservation models are proposed, such as the 
integration of fog in the user-collaborative approach and the 
trusted third-party approach. Overall, the survey presents 
opportunities for future directions for the preservation of privacy 
in location-based services and benefits in integrating fog into the 
privacy preservation architecture.  

The paper is structured as follows. Section 2 presents the 
evolution of privacy concern in location-based services, followed 
by need for privacy preservation in location-based services in 
section 3. Traditional privacy models for location-based services 
are detailed in section 4; section 5 uncovers the location 
privacypreservation attributes for location-based services. 
Motivation of integrating fog computing in privacy models is 
presented in Section 6, followed by Section 7 covering existing fog 
integrated privacy preservation models. Section 8 details the 
proposed fog incorporated approaches and Section 9 presents the 
conclusion  of the work. 
2. Evolution of privacy concern in location-based services  

 
The scientists at MIT initiated the concept of GPS for the first 

time on October 4, 1957 and observed that the frequency of the 

radio signals from the Russian satellite increased as it 
approached closer and decreased as it moved away. They were 
able to track the position of the satellite and the speed of 
movement using the frequency of the signals. Using the distance 
from the satellite, the position of the receiver in the ground can be 
tracked. The theory has grown, creating a huge impact in the field 
of GPS systems. Currently (2019) there are 74 GPS satellites 
operating in space where 31 are operational, 9 are being assessed 
for failure replacement, 2 are being tested, 2 lost during launch 
and 30 have expired. At the early stage of development, location-
based services were segmented into location-based tracking 
applications and position-based applications. In tracking 
applications, push services, such as local fast food commercials, 
are pushed into users ' smart devices, and in the positioning 
applications, the device location is used to update the timing of 
the mobile phone. The lightweight dynamic pseudonym approach 
[13] was developed as part of the service agreement and the active 
pseudonym is chosen by the user and submitted to the service 
provider. In order to provide the service, the service provider logs 
into the dynamic pseudonym. The pseudonym is dropped by the 
user at the end of the service. The service provider logs into a 
complex alias to provide the service. However, in agreement with 
the service provider, the pseudonyms are created by taking into 
account the service providers as a fully trusted party, whereas the 
trust agreement is not defined. 

The need for trustworthy and intelligent middleware 
telematics (location-based telematics) is addressed by the authors 
in [14], who pioneered the idea of middleware servers to forward 
the user's request to telematics servers. But the principle of 
confidence for smart middleware is not obvious. The work 
proposed by [15] elaborates the privacy concerns of mobile users 
and  the importance of designing an option that allows users to 
turn off the location of their devices. The authors survey a 
community of location-based service users in another distinct 
study [16] and conclude that "service users are not very concerned 
about their privacy when the services are helpful in emergencies. 
A comprehensive risk prediction analysis of LBS adoption is 
presented in [17]. This analysis reveals different ways in which 
consumers can adapt LBS, such as the revision of device policies 
towards consumers, the social contract between service providers 
and consumers, the integration of third parties for privacy services 
and privacy preferred services. The research in [18] states that 
most LBS providers are mobile communication providers, and 
hence privacy risks are higher than individual LBS providers. 
Mobile communication providers can easily track the mobile 
users’ through cell tower information. The user cooperative 
method has been suggested in [19], where an agent is randomly 
chosen from the user group to forward group communications to 
service providers. However, collaborative user selection policies 
have not been established. The proposed work in [20] implements 
Casper server to respond to requests of, especially anonymous 
queries. The incorporation of Casper increases the complexity of 
the service providers’ architecture in the LBS. Region-aware 
privacy protection technique is proposed in [21]. Two types of 
dummy selection strategies, such as circular area-based and grid 
area-based, have been developed. Compact processing is designed 
on the server-side for the processing cost reduction of dummy 
users. The practical feasibility of modifying the architecture of the 
server-side is challenging, as multiple users have different 
adoptions of privacy protection. The proposed hybrid approach 

http://www.astesj.com/


A.B. Manju et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 82-92 (2020) 

www.astesj.com   84 

[22] allow users to switch between the peer-to-peer and 
collaborative approach based on the number of neighboring peers 
present. The aim of this work is to provide users with privacy in 
either case. An anonymous server is used in another query based 
privacy protection system [23] to forward queries from users to 
location service providers. The anonymous server shields the 
identity of the users, sending users request as anonymous request 
to achieve privacy. Nevertheless, the trust between the user and 
anonymous server has not been discussed in this study. The 
proposed work in [24] aims to protect the privacy of users without 
a trusted third party. Cloud server support is used to evaluate the 
user density present in each region in order to achieve user-side 
spatial cloaking.  Distributed anonymous servers are deployed as 
a proxy between the LSP and users in order to forward the spatial 
cloaking area of group of users to LSP [25] .Yet it is burdensome 
to deploy and manage the distributed network of servers. The 
query privacy scheme proposed in [26] has a trusted agent to 
maintain network parameters such as key management and data 
management between a service provider and a cloud server. To 
access the device parameters, the user registers with service 
providers and requests the query from cloud service providers. 
The system must, however, maintain a completely trusted agent. 
Moreover adversaries target trusted agents. In [27] the dummy-
based approach enhances the dummy features. The dummies are 
placed at the level as of the speed of the real users. The dummies 
and the real users are crossed to recover from the accidental reveal 
of a real user. There is no emphasis on the consistency of the 
number of dummies to choose. In [9], the collaborative scheme, 
user device memory is utilized to cache the query request. The 
trusted agents are eliminated, and the user’s collaborative cache 
enhances the system by sharing the query among the collaborative 
users. The trust between the users are not elaborated. The dual 
protection model in [28], provide data privacy to service providers 
and query privacy to users’. The proposed model outsources the 
database of service providers to cloud servers by encrypting it. 
Users availing the service, register with service providers and 
obtain the secret key. The encrypted data from the cloud is 
decrypted at the users’ side with keys. This model considers that 
cloud service providers do not collude with any other entities; 
however, possibilities are not focused. The system model 
proposed in [29] has a convertor and anonymizer in between user 
and the LBS provider. The convertor defines the user-defined grid 
to a uniform grid and is sent to the user. The encrypted request is 
forwarded to the anonymizer and the encrypted response from a 
service provider is forwarded from anonymizer to user. The 
anonymizer also maintains cache of the data for future queries. 
The maintenance of more than one middle agent increases 
maintenance complexities and have practical feasibility concerns. 
The R-constrained dummy based scheme proposed in [30], 
constructs virtual circles throughout the trajectory of the users for 
trajectory protection. The cost of processing the dummies is 
burdensome for the system. The semantic information of the 
location is utilized to generate fake queries [31]. In this approach, 
the queries are generated by the system based on the time and the 
location semantic information. However, the users’ queries are 
not always related to the semantic location information of the 
users. To enhance the caching based design, a trusted agent in the 
middle is utilized to cache the efficient data that is frequently 
requested by the majority of users [8]. The trusted agent combines 
the K-spatial request from many users and eliminates the 

duplicates, to enhance the processing time at the server and to 
reduce the network traffic. The agent may collect sensitive users’ 
information and use them profitably. The ongoing research 
evolution in location-based services is described widely in [32]. 

At the initial stages (2000-2004) users had less concentration 
on their privacy as they are helpful in emergency services. 
Moreover, awareness of nefarious activities was less. The 
awareness of users’ information collection at the service 
providers' side was increasing (2002-2005), hence users’ 
hesitation towards the usage of LBS was increasing. As a result, 
the service providers started revising their privacy policies in 
making them transparent to the service users’ (2005). In the period 
(2000-2006), most of the location-based services are provided by 
mobile communication providers; hence providing privacy 
protection becomes complex. As mobile communication 
providers monitor the users’ location based on cell tower 
information. In (2005-2006) simple pseudonym exchange models 
were proposed to hide the identity of the users. Random user 
collaboration approaches were initiated to eliminate agent in the 
middle. As the users’ devices are not much capable of storing the 
queries for the future, the caching was not feasible. In (2007-
2009), the random selection models were proposed to select the 
dummy users’ and the behavioral pattern of the dummies was not 
much concentrated. In (2010-2012), many trusted third parties in 
the middle were proposed. They were deployed as a single agent 
or multiple agents as per the requirements. Various levels of user 
side caching have been proposed during (2012-2016), as the 
storage capabilities of smart devices have been enhanced. In 
addition, the number of location-based services increased 
dramatically, with third-party service providers starting to use 
cloud storage services. During (2016-2019), dummy-based 
strategies have been provided at the level of real user activity by 
improving dummies ' behaviors and concentrating on the 
locations where dummies are chosen. In addition, distributed 
computing, such as fog computing, was incorporated into privacy 
preservation models instead of trusted agents. 

 

Figure 1: Percentage of mobile internet users from 2014 to2019  [34] 

3. Need for privacy preservation in location-based services 

According to Allied Market Research [33], location-based 
service market is expected to grow from 23.74 billion in 2018 to 
157.34 billion in 2026. The enormous increase in the number of 
mobile Internet users has also triggered an increasing number of 
location-based applications. Figure 1 shows the rate of increase in 
the number of mobile phone internet users [34]. 
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The need for privacy and awareness among service users is 
increasing as a result of the increasing number of online 
cybercrime cases. The trendy and dominant online social 
networking websites, such as Facebook and Twitter, provide 
registered customers with a free-of-cost subscription. These giant 
organizations have users from all over the world, where activities 
such as user’s personal information, official follow-ups are 
deliberately uploaded to users. However, there are other unknown 
sources of information  service providers can avail, such as 
locations from where the users’ login, monitoring users’ online 
activities to extract the users’ interest for personalised 
advertisements and recommendations that have huge business 
profits. Service providers have no right to use the information of 
users for unauthorized purposes. There is no law controlling the 
information distributed from the service providers end to other 
third parties. The information includes privacy data that contain 
user's personal habits, regular timeline visits, business profits, 
banking details, and family member information. When this 
private information reaches the hands of targeted attackers, it can 
lead to unwanted stalking, theft, abuse of women, and kidnapping.  

Increasing numbers of cyber-crime cases enable privacy 
breeches from small organizations to large service providers. In 
2011, iPhone's hidden location synchronization was uncovered, 
and user locations were sent to Apple without user’s knowledge. 
Similarly,angry bird game collects the age, gender, and location of 
the user [35]. The main concern of users is that the private 
information is trapped in the hands of adversaries that result in 
vulnerabilities. 

• Privacy threats 

 Location service users are exposed to threats in many ways, 
such as tracking service users (tracking threats), mapping online 
identity to real-world identity (identification threats) and 
uncovering online behavioral patterns (user profiling threats). 

• Tracking threat 

 Service users need to use location-based services in many 
situations to know the location information. Timing information 
related to the service request is the significant data that links the 
day-to-day activities of users in accordance with time [36]. When 
these private data are analyzed, the adversary may be able to track 
the location of the user throughout the day [37]. With accurate data 
analytics, past, present and future locations of users are easily 
exposed to attackers. 

• Identification threat  

The online identification used by users can be linked to the 
real-world identity of users with the help of quasi-identification 
attributes such as geographical tags in uploaded photos, home and 
office addresses from personal websites [38]. Adversaries may be 
able to identify the real identity of the user and  map the data of the 
user. 

• User threat profiling  

The location information associated with the time exposed by 
the user reveals the user's private information [39]. When the 
online activities of users are documented for a period of time, the 
data analyzed reveals user profiles containing health conditions, 

religious beliefs, marital status, political interest, business details, 
and the home branch of the bank  [40]. 

4. Traditional system models of privacy preservation for 
location-based services 

The generic framework of location-based service is the Peer-
to-Peer and trusted third party model.  

4.1. Peer-to-Peer model 

The basic structure of the peer-to-peer model is illustrated in 
Figure 2, which consists of three entities, such as location-based 
service users, location providers and location-based service 
providers. With the help of GPS technology, the user acquires the 
current location from the location provider via his smart 
device.  The current location of the user is then sent to location-
based service provider along with the user identity and query 
interest to avail the service. The location-based service provider 
responds with the location of the user based on the query request. 

 
Figure 2: Peer-to-Peer Architecture 

In the peer-to-peer model, data is communicated between the 
service user and the service provider directly. The privacy of users 
are defined by a user-trusted collaboration model [9] or with the 
help of online friends circles such as social networking friends 
[41]. In general, users' do not send the unprocessed data to the 
service providers, hence in [42], the users get collaborated locally 
with n-hop  distance and the data grouped is sent to the service 
providers. The advancement of social networking sites has 
increased social friendships and their bonding. Trust between 
social friends is used to hide private data sent to the (Location 
Service Provider) LSP. Location obfuscation models have been 
implemented as dummy-based approaches [27] and location 
perturbation approaches [43]. In obfuscation models, users 
independently outsource their data as anonymous data such as 
enlarging their position in an area and adding dummy users. The 
main drawback of the model is the service user, who becomes 
solely responsible for the outsourcing of the data. However, these 
models do not require additional systems to support. In feelings-
location privacy [3], the authors have presented the 
depersonalization of location-based on user-desired location The 
k-locations chosen for the protection of privacy are based on the 
priority of the user and also on the popularity of the region. In this 
approach, finding k-locations is a complicated process, as all 
locations chosen must be equally popular as users’ location. 

The dummy-based approach formulated in [31] considered the 
correlation between the location subject and the query type to 
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generate more robust dummies. Dummies are created in locations 
where the semantic subject information and the query type are the 
most appropriate. Finding dummy locations to match semantic 
information is complex as it depends on the spatial distribution of 
a region. The authors of the user-centric location privacy 
architecture [44] proposed the user-desired level of privacy in 
which the service user decides which data to be sent and which 
should not. Although service automation has enhanced the 
process, finding dummy locations with service similarities in all 
geographic regions is still complex. The asymmetric encryption 
technique involved in [45] preserves the sharing of private 
locations with social friends. The location can only be known to 
friends by decrypting the location information. Encryption and 
decryption increase the number of messages being exchanged 
between friends. The dummy-based approach proposed in [27] 
creates dummies with a replica of the actual user. Dummies are 
limited to travel and are managed to keep similar to the actual user. 
User membership benefits could save the cost of dummy user 
processing in location-based services. However, in the current 
research, the conditions for the number of dummies to be created 
have not yet been defined. 

4.2. Trusted third party-based architecture 

The architecture of the trusted third party server is shown in 
Figure 3. Unlike the peer-to-peer model, third-party servers have 
been integrated between the location-based service user and the 
location-based service provider. The user obtains the current 
location from the location provider, and then sends the user's 
identity, current location, and query interest to the trusted third 
party server. A trusted third-party server also receives a request 
from other service users. The user-identity is hidden and the query 
is sent to a location-based service user as an anonymous query 
using a third party server. Service response from location-based 
service providers is sent to trusted third party servers, and third 
party servers finally segregate user response and forward it to 
service users. 

 
Figure 3: Trusted third party based architecture 

The TTP servers are responsible for the data submitted by 
users. The cost of incorporating TTP servers is an additional 
burden for service users. Attackers may target TTP servers to 
access private data. Trust maintenance between the service user 
and the TTP server defines the robustness of the system. TTP 
servers are implemented as fully trusted [46] or, in some cases, as 
semi-trusted [6], to overcome privacy threats. The location 
transformation approach [47] replaces a fully trusted third-party 

server with a semi-trusted server and a function generator as an 
intermediary. Semi-trusted servers and function generators work 
independently. The function generator transforms the location 
coordinates, and without the knowledge of the transformation 
parameter, the semi-trusted server does not have a chance to learn 
the true location.  This approach has an additional burden on the 
execution of a function generator and a semi-trusted server, 
making the model expensive. The trusted third party intermediary 
servers involvement in [48] forms a user group under the 
intermediary server. The authors argue that there is no need to 
exchange pseudonyms (in order to hide the real identity of the 
users) as they do not enhance security; instead, the members of 
the group are qualified on the basis of positive, negative and no 
change in membership to continue with the group on the basis of 
their activities. However, trusted third-party servers are expensive 
and maintaining a group becomes more complex. 

The k-anonymity approach [49] involves the location 
perturbation server in the middle. The intermediate server 
maintains the private data of the k-users and sends the group 
request to the LBS to protect the identity, location and query of 
the k-users. However, trust issues arise from the trusted location 
perturbation server implementation. Incorporating more than one 
TTP server has also been experimented to prevent TTP from 
learning private data of users [50]. 

5. Attributes of location privacy 

Figure 4 shows the attributes of location privacy. The 
service user identity can be an email ID, phone number, unique 
login ID  and device ID. There are many LBS applications that 
require verification of email ID or phone number 
before  acquiring the service. Few LBS applications do not ask for 
any user identities, such as finding "My location" in Google. 
However, the service is used based on the continuous monitoring 
of the type of service obtained  with a many context-based link 
information about the user obtained at service providers end. The 
user's identity is protected by the use of pseudonyms acquired from 
TTP servers. The real identity of the user is replaced by a 
pseudonym (fake ID). Whenever different pseudonyms are used, 
the adversaries find it hard to track the user. However, when TTP 
servers work with LSPs, real users can be easily tracked. As a 
result, user collaboration approaches have evolved [51]. In 
collaborative user approaches, users exchange their user ID in a 
temporary collaboration that eliminates TTP servers. 

 
Figure 4: Attributes of location privacy 
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The location data of the user is the primary information  used 
as the basic attribute that is required for the LBS service. Based on 
the location data, service users home location, the office address 
and the school address of the children can be obtained.The security 
attribute “location” is obtained from service users based on their 
service usages. When users obtain location-based services on a 
continous basis, user trajectory data can be easily mapped with 
location updates. The location of the user is protected by 

• Add noisy locations to the real location of the user [52] 
• Location transformation approaches:real location of the 

user is transformed to other neighboring locations [53] 
• Group-based service procurements: Exchange the location 

of the users with group members [54]  

The time data, acquired by the adversaries is linked with other 
attributes to coordinate the users' activities depending on the time 
of the day. The exact time of the service request is delayed by the 
user to hide the timing of the service request from the user. Time 
transformation will help third party intruders to record the delay in 
the user's request for service instead of actual time.  

Information on the users ' query reveal their personal interest, 
which becomes the key information for personalized online 
advertisements. To hide users ' query interest, there are models 
such as crypto-algorithms that encrypt the query at the users' end 
and decrypt it in the service providers end. There are different 
types of models that add noise data to the exact query information. 
The addition of noise data to the exact query must not delay the 
quality of the service provided to the user. In this regard, the user 
collaboration approaches have helped by adding a collaborative 
user query, and the intermediate server approach has helped users 
to hide their identity by adding other users from the same region.  

The PIR (Private Information Retrieval) technique was used to 
reduce computational latency [55]. The specific query of the user 
is anonymized with the help of expanding  the size of the region 
from the location of the user. The query response for all the 
locations in the region is stored in the local database . Users 
retrieve an accurate query response from the local database. The 
requirement and trust of the local database is not defined.  
Protecting the privacy in continuous queries creates more 
complexity [56]. Fake queries are added to the actual queries in 
order to anonymize the query of the user. Fake queries inserted into 
the actual queries must be contextually linked to the location of the 
user in order to avoid attackers toremove the fake queries. In [56], 
a query pool is built for each location, which provides queries from 
the historical query request provided by different users. However, 
the processing of large queries for single users creates  additional 
burden for service providers. 

In general, the privacy preservation models degrade the 
precision of information submitted to the service providers and 
target to acquire the services accurately without compromising the 
service quality. 

5.1. Location Privacy 

Location privacy threat is the leakage or misuse of service 
users’ location information by the service providers or other 
adversaries [57]. The most popularly used protection scheme is 
the dummy-based models. Semantic location-related information 
is used to generate realistic dummies [31]. However, the number 

of dummies to be generated is not defined. Dummy locations are 
generated within a circular area where the actual location is 
centered [30]. However, there is a high risk of exposure to the 
centered real location. Most dummy-based models are designed 
to generate realistic dummies, and similarly, the attribute-
conscious scheme [58] uses location attributes to generate 
dummies in the context of location query probabilities. Vehicular 
location privacy protection based on the vehicles in their 
proximity is implemented in [51], but the dynamic collaboration 
has the risk of management of the dynamic group. Another 
vehicular privacy protection model [59] enhanced the dynamic 
group formation technique by introducing local hotspots and 
global hotspots. The positive activities of the group members act 
as a credit to join the group each time. The collaborative approach 
in  [40] suggests that TTP servers to be replaced by service users 
device resources, and user collaborative groups need a central 
controller. The multidimensional privacy protection model [60] 
with both location and query protection is targeted and based on 
the model, the semi-anonymous server is incorporated to direct 
the request to a service provider. The accuracy of the results of 
the query may be degraded in this model. 

5.2. Query Privacy 

Query privacy protection prevents adversaries from accessing 
accurate query information. Basically, query protection schemes 
fall into two broad categories, such as query obfuscation 
techniques [61] and dummy query insertion techniques [62]. 
Query protection scheme "Dummy-Q" [56] eliminates TTP 
servers by using mobile resources to store the query pool system 
in order to optimally store the queries used by the quad tree system. 
Cloud servers [63] prevent location and query directly from being 
submitted to service providers. The user submits the enlarged 
region where the service is needed, and the encrypted data related 
to the region is sent to the cloud server where the cloud server 
assists the user in the requested service. In [64], the TTP server is 
used to collaborate with users and to send a collaborative query 
request to the service provider where the TTP servers trust is not 
defined. The work proposed in [5] presents on how cloud servers 
can effectively replace TTP servers, and how users can gain 
greater privacy on the basis of homomorphic encryption. 

5.3. User Identity Privacy 

The online user identity associated with online user activities 
defines user behavior patterns and serves as the perfect 
information for personalized recommendations and 
advertisements. Identity protection models of users are 
comparatively less focused than the location and query protection, 
as the achievement of location privacy and query privacy 
completely undermine the identity of the user. In general, the 
pseudonyms replace the identity of the user. Dynamic 
pseudonyms are used to protect the identity of users. Pseudonyms 
are used to hide the identity of service users [65]. The game-
theoretic approach has been implemented in [66] in order to 
protect the identity and location of the service user's privacy. 

5.4. Privacy metrics 

Wide range of privacy metrics are used to measure the 
protection achieved. Privacy in location-based service is achieved 
by using a fake identity, encrypted or anonymized query and 
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location instead of actual name, queryand location. The purpose of 
the privacy measure is to evaluate any breach attempted by an 
attacker. The most common privacy metrics used are 

• Entropy (H) 

The most widely used metric inspired by the Shannon 
Information Theory is entropy [67]. Entropy is a logarithmic 
measure of the number of states with a significant probability, 
explicitly and the states with a substantial probability of being 
occupied. Entropy is used by modifying it according to their 
considered parameters. In general entropy is defined in Eq.(1) 

  H=-∑ PilogPiK
i=1    (1) 

Where ‘Pi’ is defined in Eq.(2) 

   Pi=Qi  /( ∑ Qi
K
i=1 )   (2) 

Maximum entropy is achieved when all K locations have the 
same query probability Q, as shown in Eq.(3) 

   Hmax=log2 K   (3) 

The higher the value of entropy, greater the privacy  achieved. 

• Single location exposure risk (SE) 

The probability of exposing the actual location of the service 
user from the group of locations chosen for anonymity is single 
location exposure risk [30]. The exposure probability of single 
location from the group of location points Diis shown in Eq.(4) 

                       1
   Di

                            (4) 

The probability of exposing the actual location of the user from 
the group of locations termed as ‘set n’is defined in Eq.(5) 

        SE=1
n
∑ 1

|Di|
n
i=1         (5) 

The lesser the value of SE, the greater the privacy. 

• Trajectory Exposure Risk (TE) 

Number of dummy trajectories m, in which s defines the 
number of trajectories that overlap, and (m-s) trajectories that do 
not overlap [30]. The trajectory exposure risk is determined as in 
Eq.(6) 

        TE= 1
(m−s)+Ts

                 (6) 

where Tsis the total overlapping trajectories present in the group of 
trajectories formed by the user. TE value is aimed ata minimum to 
achieve higher privacy. 

• Distance deviation (dd) 

The mean value of offset distance between the location position 
of real trajectory and the dummy trajectory [30] is defined in Eq.(7) 

           dd= 1
n
∑ (n
t=1 (1

m
∑ Ldist(RLt, DLjt)m
j=1 ))                  (7) 

where m is the number of dummy trajectories, t is time instance 
and (RLt, DLt) is the distance between each location position in the 
real and dummy trajectory. Minimum distance deviation defines 
maximum privacy. 

• Distance deviation degree (Ddegree) 

The distance deviation degree is the mean value of distance 
deviation(dd) and radius (|R|) of the circular area defined for 
dummy locations generation [30]. When n is the number of dummy 
locations the Ddegreeisdefined as in Eq. (8) 

             Ddegree=  ((1
n
∑ ddin
i=1 ) / |R| ) ×100      (8) 

Lesser the Ddegree value, maximum privacy is achieved. 

• Temporal similarity between real and the dummy trajectory 
(Simt ) 

The temporal difference between the real and the dummy 
trajectory should be minimum in order to increase privacy [30]. 
The temporal similarity is defined in Eq.(9) 

  Simt = ||(t
′−t)||
ϴ

      (9) 

where t’ is the query request time of real trajectory and t is the query 
request time of dummy trajectory. ‘ϴ’is maximum time threshold 
defined by the user and || ‘’|| is the normalization. The higher the 
value of Simt,the maximum privacy is achieved. 

• Spatial similarity between the real and the dummy trajectory 
(SimS) 

The spatial similarity between the real and the dummy 
trajectory is measured using Eq.(10) 

                  SimS = ||<x,y>,<x′,y′>||
δ

                            (10) 

in which <x,y> is the spatial position of real location and <x’,y’> 
is the spatial position of the dummy location. 𝛿𝛿is the maximum 
spatial threshold set by the users [30]. The higher value of SimS 
achieves higher privacy value. 

• Anonymous area requirement (AArea) 

The anonymous area requirement is 100% when the 
anonymous area determined satisfies the anonymous area defined 
by the user [12]. If (Amin==A), then AArea is 100%,where Amin is 
the minimum area defined by the user and A is the anonymous area 
determined. The higher the value of AArea, the maximum the 
privacy. However, it increases the processing cost as well. 

• Position protection (PP) 

The position protection  [12]is defined in Eq.(11)  

                           PP=((x’,y’)P – (x,y)) (x’,y’)P            (11) 

in which  (x’,y’)P is the number of all dummy positions and (x,y) 
is the actual position.The maximum value of PP leads to maximum 
privacy. 

• Trajectory protection (TP) 

http://www.astesj.com/


A.B. Manju et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 82-92 (2020) 

www.astesj.com   89 

The trajectory protection [12] is determined based on the 
number of valid trajectories. When ST represents the total valid 
trajectories, the trajectory protection is determined using Eq.(12) 

  TP= (ST-1) ST                (12) 

The maximum the value of TP, the maximum is the privacy 
achieved. 

6. Research motivation of integrating fog computing in 
privacy models 

The analysis of the privacy protection models presents the 
existing downsides in the current protection models. For example, 
in the context of peer-to-peer architecture, users are solely 
responsible for forwarding the request to service providers. Users 
need to take care of protection techniques such as data encryption, 
user collaboration, local storage, and user mobility. When users are 
in emergency situations such as the abduction of attackers, road 
accidents, trapped in the forest, and other such activities, they will 
not be able to take complex steps to use the location services and 
could increase their risk of being trapped in the hands of strangers.  

Considering TTP as a solution for peer-to-peer approaches, 
they are also of concern to users. TTP servers are designed to 
forward user service requests in a privacy-friendly manner, but the 
risk of single-point failure attacks [68] is unsolvable. The risk of 
trusting anonymous servers is always a matter of concern. Instead 
of defining TTP servers as fully trusted, research focused on semi-
trusting servers. The semi-trusted servers [6] were implemented to 
store encryption keys, encrypted data of the users' collaboration 
details and other details related to the users. The problem with 
semi-trusted servers is that they might get collaborated with third 
party-service providers to map the users' private data.  

Traditional location-based services are provided to customers 
through centralized cloud-based approaches. Cloud computing 
policies have been satisfying customers as they evolved, but the 
huge increase in data movements from and to cloud computing has 
degraded the quality of the service it provides to customers. 
Centralized cloud computing has therefore evolved to serve 
customers in a promising way, without compromising the quality 
of services in a decentralized manner. The promising solution for 
decentralized computing is termed as fog computing by Cisco [69]. 
Fog computing serves customers at the edge of the network (at 
their local ends) and the data is being processed with the help of 
networking resources [68]. Further, if necessary, the data will be 
sent to the cloud for processing. The promising fog computing 
solution has the following advantages: proximity to end-users, 
geographical distribution, optimum resource utilization, low 
latency, reduced network traffic, improved service quality and a 
superior computing environment for users. By acquiring the 
benefits of fog in research, fog computing can fit into privacy-
preserving LBS models instead of traditional TTP servers. 

7. Existing fog integrated privacy preservation models 

The characteristics of fog computing, such as improved 
security, decentralized control, improved latency, local computing, 
stimulate many researchers to incorporate fog. The fog computing 
technique is used in many recent works as local computing. The 
benefits of fog computing are used by the incorporation of fog 

nodes [70]. IoT devices are used to implement the location privacy 
protection algorithms by incorporating surveillance cameras in the 
location of users, and to forward the user request to service 
providers [71]. Fog-based privacy preservation technique [72], 
implemented fog servers to store encrypted data, and users are 
provided with decryption keys from the location service provider. 
Keys are generated based on the region of division; therefore, 
vehicles entering the region will only be able to access the region 
key. In [73], TTP servers are replaced by fog servers to eliminate 
single point failure attacks and to store cache data. 

8. Proposed Fog incorporated approaches 

Based on previous deliberations, it is clear that there is a strong 
need for privacy preservation techniques that makes existing 
privacy policies more user-friendly. In addition, the integration of 
fog servers will bring enormous benefits to service users, service 
providers and global green computing benefits [74]. Resources 
between the source (end users) and the destination (cloud servers) 
are referred to as fog resources. 

Figure 5: Trusted third party as fog server 

8.1. Fog Server as TTP 

The architecture of fog server as intermediate server  is shown 
in Figure 5. The user obtains the current location from the location 
provider and then sends the user's identity, current location, and 
query interest to the fog server. A fog server also receives a request 
from other service users. The user-identity is hidden and the query 
is sent to a location-based service user as an anonymous query 
using a fog server. Service response from the location-based 
service provider is sent to fog server, and fog server finally 
segregates user response and forwards it to service users.Fog 
servers are intermediate servers set up by fog service providers at 
the edge of the network with the help of edge resources. The fog 
servers are proposed to establish at the locations where the fog 
services are required the most (based on the number of tasks 
forwarded to the cloud from that location). The fog servers 
established in such locations can act as the TTP servers for privacy 
protection models. The local map information can be stored in fog 
servers for easy updates and retrievals. 

The research gaps identified are 

• Frequency  of  the cache data update 

Fog servers are deployed with available idle resources from 
end-users [75] and therefore have fewer resources than the cloud. 
Cache memory in fog is used for faster access to location-based 
data stored in fog [73]. Cache memory must be updated on the 
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basis of the newest data accessed by users. It is therefore necessary 
to focus on updating the cache memory frequency based on the 
availability of the cache memory and to use the cache efficiently. 

• Optimal utilization of fog resources 

The fog resources are deployed at each location based on the 
requirements and the focus of utilizing the resources optimally 
plays a major role in fog services. Fog resource optimization 
focused on recent works [76] [77]emphasizes the importance of 
optimized resource utilization in fog services. 

• Security issues in fog storage 

Fog computing services are expected to face many security 
issues other than those inherited from cloud [78] Cloud servers are 
deployed and maintained by a single party, while fog servers take 
on a variety of deployment options, such as end-users, cloud 
providers, and internet providers [79]. Trust issues while using e-
commerce services, insiders attack fog providers, secure data 
storage and authentication issues prevail in fog services [80]. 

8.2. User collaborative approach 

The architecture of user collaborative fog incorporation is 
shown in Figure 6. Intially, the users from a  proximity colloborate 
into a group and a group representative is chosen among 
them.Then each user obtains the current location from the location 
provider, then sends the user's identity, current location, and query 
interest to the fog server as a group request. A fog server also 
receives a request from other service users groups. The user-
identity is hidden and the query is sent to a location-based service 
user as an anonymous query using a fog server. Service response 
from location-based service provider is sent to fog server, and fog 
server finally segregates user response and forwards it to service 
users. Further, the group representative  segragates the users 
request and sends it to each user. In this approach two level 
anonymization is achieved, one at user level and the other at fog 
server level. 

 
Figure 6: User collaborative approach incorporating fog 

User collaborative techniques reduce the risk of third party 
dependence; however, they increase the burden on the user side. 
Peer-to-peer computing [81] is gaining popularity due to the 
increasing number of smart devices and their computational 
capabilities. Users are reluctant to establish peer-to-peer 
computation as there is a need to establish trust between peers.  The 
key challenge is to establish cooperation between devices owned 
by different individuals [82]. Influenced by online social 

networking sites, individual social relations are on the rise every 
day [83]. Consider, for example, a device user from home interacts 
with a friend in the office or a family member in the neighborhood. 
These interactions will set up a device-to-device relationship to 
work together for peer computational task. Relationships are 
established in the framework of mutual cooperation. However, for 
the benefit of others,no device voluntarily establishes 
communication. In such situations, the previous history of device 
assistance helps the devices to help eachother. Incentive 
mechanisms will bring satisfactory benefits for users of devices in 
order to build a fair relationship between devices. 

The ultimate aim of collaborative computing is to establish a 
user group that is physically or socially connected. These group 
members exchange their privacy attributes, such as their identity, 
location and query in order to acquire privacy-friendly location-
based services. 

The research gaps  identified are 

• Defining trust between users 

Trust between users during collaboration is critical in 
collaborative approaches. In collaboration with a group, no single 
user must leave the system until all the users in the group are 
prompted to benefit equally. Trust models are developed based on 
user history, and online or offline user relationships. 

• Central authority to manage the user group 

The group's central representative leads the group in a positive 
direction in the models of user collaboration. The selection of a 
central group representative is an open issue in collaborative 
strategies. 

• Automated dynamic group formation 

 The pervasive nature of mobile devices always forms a 
dynamic group, as proximity users are not always the same. The 
policy focusing on the benefit of the group members must push 
LBS users to join the secure LBS group. 

• Incentives for the collaborative members 

Collaborative user work is being developed to eliminate third-
party servers [77]. Voluntary involvement of users in collaboration 
is difficult because users become greedy and are unable to use their 
resources for the benefit of others. Incentive mechanisms for such 
collaborative models are needed to encourage users to participate 
in collaboration, where a user acting as a representative will 
receive incentives from all other users [84]. The implementation 
of an effective reward system will ensure productive cooperation 
between users. 

9. Conclusion 

The location-based services are increasingly gaining 
significance along with the increasing utilization of mobile 
devices. The survey presents an overview of the evolution of the 
privacy preservation models of location-based services. The work 
describes the current research attainment of fog-integrated models 
of privacy preservation for location-based services. The research 
benefits and issues are described in detail and the opportunities to 
integrate the fog into the current user-collaboration approach and 
trusted third party approach are proposed. The research outcomes 
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provide a better understanding of the current research scenarios of 
privacy preservation techniques and future directions in 
integrating advanced computing paradigms such as fog 
computing in the privacy preservation approaches. The survey 
provides directions for many fog integrated robust privacy 
approaches in order to gain market adoptions soon. 
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 The European drone market has been showing steady growth year after year. New EU 
drone rules will come into force as of July 1st, 2020, with the European Union setting itself 
the target to replace national rules with a common regulation with the ultimate goal of 
creating a harmonized European drone market. This study will clarify that the EU’s 
regulatory framework covers all types of existing and future drone operations, creating an 
international market for unmanned aircraft services. This move will facilitate the 
enforcement of citizen's privacy rights and address security issues and environmental 
concerns to the benefit of the EU citizens. Moreover, this study will show that national 
legislators are now faced with the difficult task of replacing their national regulations with 
EU rules, however these were drafted so fast that they still leave a number of issues to be 
decided on by national legislators. The method of this study comprised of content analysis 
of existing legislation. The current doctrine were confronted with existing regulations, 
documents, and materials. 
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1. Introduction 

The UAV and UAS markets have been showing steady, increasing 
growth year after year in Europe. Some of the world’s top drone 
service providers are based here, and their results are proof of 
continuous and considerable market growth [1]. Some forecasts 
predict that the European drone market will more than double in 
size between the years 2018 and 2024 [2]. Others predict that 
revenues generated from commercial drone use in Europe will 
grow from USD 251 million in 2020 to USD 3 billion in 2025 [3] 
Different estimates see the region’s drone market bringing in EUR 
10 billion annually by 2035, and over EUR 15 billion annually by 
2050 [4], with countries like Germany, France and the UK 
representing the lion’s share of this total mainly due to their 
regulatory structure and the sheer size of their economies. 

This predicted growth will most likely stem from an increase in 
popularity in commercial drone usage in many areas. According to 
SESAR (Single European Sky ATM Research), there are presently 
around 10,000 commercial UAV’s in use in Europe – with 
forecasts for this number to rise to 200,000 in 2025, and up to 
395,000 in 2035. 

The non-military use of drones is already significant and extensive, 
spreading to areas never before though possible just a decade or so 
ago. UAVs are presently being used by the media (TV), in law 
enforcement and policing activities, in border patrols, for 
agricultural and environmental monitoring, by fire services, for 
power line surveying, aerial photography, and in security 
management systems (mostly in autonomous and semi-
autonomous locomotion). For practical applications of UAVs in 
security management systems, please see “A Cyber-Vigilance 
System for Anti-Terrorist Drives Based on an Unmanned Aerial 
Vehicular Networking Signal Jammer for Specific Territorial 
Security” [5], “Design and implementation of a cyber-vigilance 
system for anti-terrorist drives based on an unmanned aerial 
vehicular networking signal jammer for specific territorial 
security” [6], “An Aerial Landmine Detection System with 
Dynamic Path and Explosion Mode Identification Features” [7]. 
Moreover, SESAR predicts that the application of UAVs will be 
more diverse as we move forward, with rising numbers of drones 
employed in the energy sector, public safety and security, mobility 
and transport, the media, insurance, e-commerce and delivery, real 
estate, academic research, telecommunications, and mining and 
construction [8]. 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Anna Konert, a.konert@lazarski.edu.pl 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 93-99 (2020) 

www.astesj.com  

Special Issue on Multidisciplinary Sciences and Engineering 

https://dx.doi.org/10.25046/aj050312 

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj050312


A. Konert et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 93-99 (2020) 

www.astesj.com    94 

It is no surprise that authorities across the Old Continent are 
scrambling to make Europe a powerhouse in terms of unmanned 
aerial business and a global first with regards to the mainstream 
and commercial use of UAVs. Take, for example, the U-Space 
initiative and its goal to implement a future air traffic management 
system that is open to and even capable of monitoring and directing 
drones (UAS Traffic Management, UTM [9]. Ambitious as this 
may sound, such initiatives get the ball rolling for a future that is 
integrated with unmanned vehicles. 
As with every new technology, unmanned aircraft vehicles or 
systems possess their own regulatory and legal constraints. 
However, the main legal issue is of a regulatory nature, as the 
central aim of aviation regulations is to provide an adequate level 
of safety. In the case of UAVs, regulations aim to protect third 
parties on the ground and in the air, as there are no crew or 
passengers on board. 
In order to enable the safe operation of remotely-controlled 
aircraft, or their operation by automated flight control systems, it 
is essential to develop detailed solutions for a number of technical 
and operational aspects.  
This includes but is not limited to the following issues: 

- airworthiness standards for UAV and UAS elements, 
- data transmission standards for remote pilot stations, 

including protection against unauthorized interference 
etc., 

- collision avoidance systems, including motion and 
obstacle detection, 

- emergency systems (e.g. loss of communications), 
- unmanned traffic management systems, 
- operator competences and training [10]. 

Drafting regulations that would enable the safe operation and 
development of unmanned aviation is no easy task. These need to 
be developed with a thorough understanding of the technology 
involved and with detailed knowledge of the risks that come with 
UAV operations. The scope of integration of UAVs with manned 
aviation is especially significant, as both operate within the same 
airspace. This is a long-term challenge for UAS, however it is co-
dependent on improvements made in the field of manned aviation 
in the future [11]. 
From a regulatory point of view, the first step on the road to the 
integration of manned and unmanned flight is to allow for Visual 
Line of Sight Operations (VLOS). Most countries have already 
taken the appropriate steps for this by adopting or developing their 
national legislation to include drones, usually with weight limits 
up to 25 kg, in VLOS operations.  
The next step forwards is for a regulator to allow Beyond Visual 
Line of Sight Operations (BVLOS) outside of segregated airspace 
or autonomous operations – which is now the case in Poland and 
some other EU countries. 
When thinking about the European Union, it is all too convenient 
to think of its constituents as a single uniform marketplace. In 
reality, the EU it a group of drone technology markets each with 
their own regulations, and all of these have distinct specifications 
characteristic to their respective countries. Over the years, these 
regulations have been a barrier for the adoption of commercial 
drone technology across the region, with EASA (European Union 
Aviation Safety Agency) even claiming that they stifle business 
development and innovation [12]. But this is about to change with 

the agency’s publication of a set of common, Pan-European 
regulations for UAV operations [13]. 
This paper will analyze current regulations in Poland and new EU 
regulations, showing how the region’s drone market will change 
in the nearest future. 

2. EU Regulations 

“Europe will be the first region in the world to have a 
comprehensive set of rules ensuring safe, secure and sustainable 
operations of drones both, for commercial and leisure activities. 
Common rules will help foster investment, innovation and growth 
in this promising sector” – Patrick Ky, Executive Director of 
EASA [14]. 
In 2014, the European Commission published a communication 
entitled “A new era for aviation. Opening the aviation market to 
the civil use of remotely piloted aircraft systems in a safe and 
sustainable manner” [15]. 
Next, a legislative process aimed at extending the EU’s 
competences in terms of safety regulations for drones and their 
operations was launched in 2015. In the opinion of EU institutions, 
the differences that exist between national regulations of Member 
States hamper market growth for the entire UAS sector. 
By adopting Regulation (EC) No 216/2008 of the European 
Parliament and of the Council on common rules in the field of civil 
aviation, and by establishing the European Aviation Safety Agency 
[16] (through the so-called Basic Regulation on EASA), the EU 
set out to regulate matters related to the operation of civil 
unmanned aircraft with an operating mass of less than 150 kg. The 
establishment of regulations that concern unmanned aircraft used 
by the military, governmental services, average citizens, those 
designed for experimental purposes, and all other unmanned 
aircraft with an operating mass of no more than 150 kg fall within 
the competences of EU Member States. Such a state of affairs 
resulted from the fact that EASA’s competences were extended in 
2008 with the adoption of Regulation 216/2008, however the EU 
did not take into consideration the then unpredictable and rapid 
development of the unmanned aircraft sector [17]. 
On September 11th, 2018, Regulation (EC) No 216/2008 was 
repealed with the purpose of the new regulation establishing and 
maintaining a high and uniform level of civil aviation safety in all 
Member States, including the harmonization of regulations on the 
use of UAVs in all EU countries. Some of the main changes that 
were introduced included the obligation for operators to register 
their UAVs online (those weighing over 250 g) and common 
standards for UAV certification. However, these EU regulation 
serve as guidelines and do not contain specific provisions on the 
implementation of UAV operations, which were introduced by the 
Commission’s delegated and implementing regulations. 
As of July 2020, national rules in EU Member States will be 
replaced by a common EU regulation. Since neither the EU 
Parliament nor the EU Council had any objections, both 
Implementing and Delegated Acts (Commission Delegated 
Regulation (EU) 2019/945 [18] and Commission Implementing 
Regulation (EU) 2019/947 [19]) were published in mid-June of last 
year and entered into force 20 days later. These regulations will 
become gradually applicable one year from their date of 
publication, giving Member States and UAV operators time to 
prepare with the transitional period being fully completed by 2022. 
However, UAV operators will be obliged to register in the Member 
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State of their residence or there where they have registered their 
main place of business by as early as July 2020. 
The new EU regulatory framework will cover all types of existing 
and future drone operations, enabling operators – once authorized 
in their state of registration – to freely circulate between Member 
States. 
The purpose of introducing these new regulations is to ensure the 
safety of UAV operations, as well as protect the privacy of EU 
citizens, with respect to personal data protection, and the 
environment while allowing free access to airspace. The new 
regulations establish technical and operational requirements, 
provisions for UAS operations and personnel (minimum 
requirements and operator training), including both pilots and any 
organizations. 
While maintaining its primary aim to ensure safe UAV operations, 
the new pan-EU regulatory framework will facilitate the 
enforcement of citizens’ privacy rights and address security issues 
and environmental concerns. As touched on earlier, these new 
rules include both technical and operational requirements for 
UAVs and their operators. They define UAV capabilities, types of 
operations, and label these into three broad risk-based categories. 
These three categories of operations are based on the levels of risk 
involved per UAV flight and each adopts a varied regulatory 
approach, with UAV flight operational limitations decreasing with 
the requirement for greater authorization from a Member State’s 
national aviation authority [20]. 
Regulation 2019/947 presents a comprehensive system of unified 
legal regulations which classifies UAVs into three categories 
based on the risks involved in their operations, their mass, and their 
application: 

- Open. Operations in this category do not require official 
permission but are subject to a number of restrictions 
including those on UAV weight (up to 25 kg), types of 
operations (only VLOS, except when an unmanned aerial 
vehicle observer is involved), safety requirements (through 
the use of product safety regulations), obligations for 
operator registration, and geo-fencing systems. During 
Open operations, an operator must maintain a safe distance 
from other people and cannot fly over crowds, at a height 
of over 120 m, and cannot transport or drop hazardous 
materials. Open operations are further divided into three 
subcategories. (Article 4 of Regulation 2019/947); 

- Specific. Operations in this category require authorization 
from aviation authorities based on a risk analysis of the 
proposed operations. This authorization can either 
concerns a single operation or a series of operations 
specified by time or place. Operation authorization must 
contain a relevant detailed list of risk mitigation measures. 
(Article 5 of Regulation 2019/947). 

- Certified. Operations in this carry the highest risk. This 
category requires drone certification under Regulation (EU) 
2019/945 as well as operator certification, which may, in 
some cases, include obtaining a drone pilot license. 
Certified operations include those performed under any of 
the following conditions: over crowds or gatherings, or 
involving the transport of persons or dangerous goods. In 
addition, the competent authority may, based on a risk 
assessment (Article 6 of Regulation 2019/947). 

This new set of common rules (summarized in Table 1 and 
presented as a visual representation in Figure 1) will provide both 

professional and recreational drone operators with a much clearer 
understanding of what they are and are not allowed to do. 
Continent-wide and uniform regulations, especially the 
requirement that UAVs be registered and individually identifiable, 
will surely prevent events similar to the ones that took place in the 
UK at Gatwick and Heathrow airports back in 2018 – which 
grounded aircraft for up to 36 hours, affected over 140,000 
passengers and cost airports an estimated GBP 50 million [21] – 
from occurring again. 

Table 1: Authorization and regulations applicable to each of the adopted three 
categories of UAV operations [22] 

The benefits of facilitating uniform UAV operation requirements 
across all Member States seem clear. This is an unprecedented 
step forward, as even the United States are facing problems with 
UAV regulation unification due to the fact that individual states 
prefer to enforce local regulations [23]. 
Also, Member States will be able to define zones, most probably 
though satellite geo-location, where UAVs will not be permitted 
to enter or where they will be allowed more freedoms such as 
BVLOS flights [24], allowing countries to cater to their individual 
national specificities. 
 
3. Discussion 

This section starts with an analysis of Poland’s national 
regulations. The first national regulations for UAVs were adopted 
in the country in July of 2011, in the Act of 3rd July 2002 – Aviation 
Law (Aviation Law Act) [25]. 
However, the very first implementing rules only concerned VLOS 
operations. The Regulation of the Minister of Transport, 
Construction and Maritime Economy of March 26th, 2013, on the 
exclusion of certain provisions of the Aviation Law Act – for 
certain types of aircraft and the specification of conditions and 
requirements for the use of these aircraft [27], was the Polish 
government’s very first attempt to regulate general requirements 
for UAV operations, becoming the first national regulation for 
UAVs in Europe. This regulation was widely amended in 2016 
[28], with the amendments being based on the practical aspects of 
unmanned operations. 
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A new regulation was adopted on December 20th, 2018 and entered 
into force on February 1st, 2019. This regulation amended previous 
rules from 2013 on the exclusion of certain provisions of the 
Aviation Law Act and included a new set of rules for BVLOS 
operations (MTOW of up to 25 kg, a maximum height of 120 m, 
and BVLOS operations outside of segregated airspace) [29]. 
This created new possibilities for the country’s UAV sector, but 
also led to a series of safety challenges for manned aviation. It is 
still too early to make an assessment of the new regulation, as the 
first three months in which it has been in force saw the 
performance of just 20 UAV BVLOS flights under the new rules. 
However, this period has led to serious doubts on the risk that such 
UAV operations pose to manned aircraft operating at lower 
altitudes. 
It must be underlined that the new regulation allows for BVLOS 
UAV operations outside of segregated airspace. Similar 
regulations were adopted in other European countries, but these 
include much stricter limitations. For instance, in France and 
Spain, such operations are only allowed for UAVs that weigh less 
than 2 kg [30]. In Spain, however, UAVs with a mass up to 25 kg 
can operate in BVLOS operation outside of segregated airspace 
when equipped with an approved detection and avoidance systems 
[31]. Similar regulations apply in the UK, where operators are 
required to implement an approved method of aerial separation and 
collision avoidance as a prerequisite for BVLOS operations [32]. 
Under Polish law, such systems are not considered as mandatory 
for BVLOS UAV operations outside of segregated airspace. And 
this is the main concern regarding the new regulation, even though 
it also creates the legal framework for the introduction of a UTM 
system [33]. 
While operating under national regulations (the details of which 
may vary between countries), UAV operators are required by law 
to be prepared for the new EU regulations that will apply across all 
Member States. The approach, terminology and the requirements 
used at an EU-level are quite different to national regulations as 
they are drafted for all EU Member States. 

EU countries having their own rules are now obliged to make the 
transition from old regulations to new as smooth and seamless for 
drone operators as possible. One example is that the Civil Aviation 
Authorities will be obliged to transform the current UAV VLOS 
and BVLOS “licenses” into European equivalents, but it is 
currently unknown whether operators will be required to undergo 
supplementary training. The transformation of operator 
qualification certificates is not the only problem. Poland needs to 
decide whether new BVLOS regulations will stay in force for 
operations other than civil. 
Due to the fact that EU law applies uniformly in all Member States, 
it is advisable to discuss the regulations that apply in non-EU 
countries, and to compile EU countries' own regulations to the 
extent that EU law allows the state's competence to regulate. 
Below is a table that outlines how individual national regulations 
shape UAV flight and ownership in selected European Union 
countries. 
As shown in the few examples included in Table 2, national 
regulations concerning UAV operations vary widely from country 
to country. These differences only hamper the growth of this sector 
and should be unified in accordance with the EUs Pan-European 
regulations for UAV operations explained earlier. 

4. Results 

The EU’s new set of UAV rules for the European market which 
will facilitate the development of drone technologies and create 
plenty of job and business opportunities. Besides addressing vital 
issues such as citizen's privacy, security and environmental topics, 
a far-sighted vision sees this harmonization lead to the creation of 
a functioning UTM system through U-Space, enabling the large-
scale performance of UAV operations in low-level airspace, 
beyond visual line of sight and in congested areas.  
It is therefore critical that these new rules were created by EASA, 
as this organization is responsible for European air safety is 
capable of holding extensive stakeholder consultations.  
Although it is too early to assess the new EU regulations in 
practice, since they will only enter into force  later  this year, this 
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Table 2: National regulations in selected EU countries 

UAV 
Classification UAV Requirements Pilot Requirements Permits 

Austria – Austro Control [34] 

Austria classifies 
drones by joules of 
kinetic energy 

1. No flying over crowds (e.g. events, sports events, 
concerts, etc.) without special permission 
2. No flying in the immediate vicinity of airports 
without special permission 

 

1. Drone pilots must be 16 years of 
age or older 
2. Liability insurance is mandatory 
for all drone operators 
3. Only Austro Control may grant 
an aviation permit to an operator 

1. A permit is required if 79 joules are exceeded or if a 
drone is flown above 30 m 
2. A permit is also required to fly a drone for 
commercial purposes or to take photos or record video 
regardless of operating mass 

Belgium – Belgian Civil Aviation Authority (BCAA) [35] 

Belgium has three 
different classes of 
operations, with 
licensing requirements 
for each class 

Class 1a and 1b Operations 
Definition: 
1. Up to 300 ft (around 90 m) above ground outside of 
controlled airspace. 
2. Operations can only occur in daylight conditions. 
3. Drone must weigh less than 330 lbs. (150 kg). 
 
Class 2 Operations 
Definition: 
1. Flying height limit of 150 ft (around 45 m) outside of 
controlled airspace and outside of cities or communities. 
2. Operations can only occur in daylight. 
3. The drone must weigh less than 11 lbs. (5 kg). 

1. The pilot must maintain a visual 
line of sight with the drone at all 
times. 

Licensing Requirements: 
 
1. Class 1a and 1b Operations – require a remote pilot 
license issued by the BCAA. To obtain this license, 
UAV pilots need to pass both a theoretical examination 
and a practical skill test. 
 
2. Class 2 Operations – UAV pilots need a certificate of 
competence issued by the BCAA. To obtain this 
certificate, UAV pilots need to follow a theoretical 
course and pass a practical skill test. 

France – French Civil Aviation Authority (DGAC) [36] 

Commercial and 
Recreational 

1. Drones may not be flown at night (unless with special 
authorization from the local prefect). 
2. Drones may not be flown over people; over airports or 
airfields; over private property (unless with owner’s 
authorization); over military installations, prisons, 
nuclear power plants, historical monuments, or national 
parks. Drones may also not be flown over ongoing fires, 
accident zones, or around emergency services. 
3. Drones may not be flown above 150 m (492 ft), or 
higher than 50 m (164 ft) above any object or building 
that is 100 m (328 ft) or more in height. 

1. Drone pilots must maintain a 
visual line of sight with their drones 
at all times. If a visual observer is 
tracking the drone, the pilot may fly 
out of his or her own range of sight. 
 
 

1. Commercial – commercial drone pilots must pass a 
theoretical exam to receive a theoretical telepilot 
certificate. The pilot must have this printed and with 
them during all flights. Commercial drone pilots must 
also undergo basic practical training. 
Recreational – recreational drone pilots do not need a 
training certificate when UAV mass is less than 800 g. 
They must undergo training is UAV mass exceeds 
this. 
2. All drones of 800 g or more must be registered by 
their owner on AlphaTango, a public portal for users of 
remotely piloted aircraft. The drone then receives a 
registration number that must be affixed on the drone. 

Italy – Italian Civil Aviation Authority (ENAC) [37] 

Commercial and 
Recreational 
 

1. Drones being flown for recreational purposes may not 
fly more than 70 m (230 ft) above the ground. For 
commercial purposes it is 150 m (492 ft). 
2. Drones must be identified by a plate showing the 
identification of the system and of the operator. An 
identical plate shall be installed also on the remote 
ground pilot station. 
3. UAVs must be equipped with an Electronic 
Identification Device. 
4. Drones may not be flown within 5 km (3 miles) of any 
airport or airfield. 
5. Drones may not be flown at night. 
6. Drones are not allowed to fly over people or crowds, 
including sports events, concerts, and other large events. 

1. Drone pilots must maintain a 
direct line of sight with their drone 
during operations. 

1. Commercial drone pilots conducting low-risk 
operations must submit a statement of compliance with 
specific requirements to ENAC along with a 94 EUR 
processing fee. For higher-risk operations, commercial 
drone pilots must obtain training and an operating 
certificate as well as a health certificate. 

Netherlands – Netherlands Directorate General of Civil Aviation (DGCA) [38] 

Commercial and 
Recreational 

1. Flying a drone is only allowed in category G airspace. 
2. Drones may not fly more than 120 m (394 ft) above 
the ground. 
3. Drones must fly at a safe distance from people and 
buildings and may not be flown at night. 
5. The maximum weight for private drones is 25 kg. 
6. UAV pilots may use drones to make aerial films and 
photographs for their own personal use. This is regarded 
as recreational use. 

1. Drone pilots must give priority to 
all other aircraft, such as airplanes, 
helicopters, gliders, etc. 
2. Pilots must maintain a visual line 
of sight with their drone during 
operations. 

1. Commercial drone operations in the Netherlands 
require the drone pilot to hold a pilot’s license, and the 
company/organization overseeing the operation to 
hold am ROC permit to fly. 
2. If UAV pilots operate a drone weighing no more 
than 4 kg, then they may apply for a light permit. 
3. Drone insurance is required for commercial drone 
operations in the Netherlands. 

Spain – Spanish Aviation Safety and Security Agency (AESA) [39] 

Recreational, Model 
Aircraft, Professional 

1. Drones may be flown up to 120 m (394 ft) above the 
ground. 
2. Drones may only be flown during the day. 
3. Flights may be carried out at night for drones with a 
take-off weight of less than 2 kg (4.4 pounds) as long as 
a flight altitude of 50 m (164 ft) above the ground is not 
exceeded. 
4. Drone pilots must maintain a distance of 150 m (492 
ft) from buildings, and a distance of 50 m (164 ft) or 
more from people not involved in the flight. 
5. Drone pilots must maintain a distance of at least 8 km 
(5 miles) to airports in uncontrolled airspace, or 15 km 
(9.3 miles) on approved BVLOS flights. 

1. Drone pilots must maintain a 
visual line of sight with their drone 
at all times. 
2. BVLOS allowed if a second 
visual observer monitors the drone 
and is in direct eye contact with the 
pilot 

1. A permit is required for commercial drone flights. 
2. Liability insurance is required for commercial drone 
pilots. 
3. For flights in national parks, UAV pilots need 
permission from AESA. 
4. The use of drones in no-fly zones must be approved 
by the Spanish Ministry of Defense. 
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study shows that certain EU countries (such as Poland) tried to stay 
ahead of the curve and adapt their national policies to developing 
and growing markets and technologies. Also, one of the greatest 
challenges lying ahead for all Member States is making the 
transition and replacing their current national rules – those that 
have been widely accepted by UAV operators in them – with an 
“unknown” set of regulations put forward by a supranational body. 
Adapting these to the specificity of each Member State’s legal 
framework will certainly be a difficult task. 
It must not be forgotten that despite having a unifying nature, the 
EU’s regulations were created so quickly that they could not 
possibly cover all UAV-related issues, leaving many blank spaces 
to be filled in and questions to be answered by national legislators 
themselves. 
 
5. Conclusion 

As we enter the two-year transition period, EASA if aware of the 
difficulties that lie ahead. The agency even summed up at the 
recent High Level Conference on Drones, which was held during 
Amsterdam Drone Week this past December, that a common 
European vision in which UAVs can be used for emergency 
services, transportation or even parcel delivery will only become 
a reality if safety standards are met and solutions are found to 
pressing issues such as noise and privacy [40]. 
However, we can be quite certain that this unprecedented 
continental initiative to unify regulations will foster the growth of 
the UAV technology sector, allowing private businesses to drive 
the commercial market forward. May this example of European 
cooperation serve as a model for other nations around the world 
as we stand at the brink of a development that could revolutionize 
how drone technology is used across the region. 
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 Human behavior quantification is an essential part of psychological science. One of the cases 
is measuring human personality. Social media provide rich text, which can be beneficial as 
a data source to get valuable insight. Previous researches show that social media offered 
favorable circumstances for psychological researchers by tracking, analyzing, and 
predicting human character. In this research, we propose a personality measurement design 
to help to assess human character through linguistic usage from human digital traces. We 
construct our model by classifying social media text to the pre-determined personality facet 
from Big Five personality traits, mapping the knowledge to the ontology model, and 
implementing the model as a platform dictionary. Our model is based on the Indonesian 
language, which to the best of our knowledge is the first in the subject area. The platform is 
running effectively by using a well-established sorting algorithm, called the radix tree. Our 
objective is to support psychological science in adapting to a new technological era. 
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1. Introduction  

The presence of advanced technologies, such as social media 
platforms and mobile devices, are shifting the way on how people 
communicate. Social media users have the freedom to upload daily 
routine information, exchanging messages, or even basic 
conversations [1]. The content created by the users is formed into 
digital traces. The personality of users revealed through their 
writing or textual content [2].  Each personality has its own charm 
that deserves attention over its complex arrangement. There are 
thoughts, hearts, and feelings that can change over time [3]. Hence, 
measuring human personality is a hard problem regarding the 
dynamic feeling's alteration.  

Personality measurement has become the most extensive 
research in the field of Psychology [4]. The legacy methodology of 
personality assessment performed by interview and written 
examination [5]. Those methods are integrated method, where an 
interview is conducted to validate the test result. The characteristic 
of legacy methodology requires fulfillment instruments, such as 
the physical tools and psychologists. In order to adapt to the new 
technological era, some alternative methodologies are developed 
for bringing a faster process and result. One of them is 
themeasurement through its natural environment or using digital 
traces on social media [6]. In this research, we utilize digital traces 
to put forward an automation personality measurement for 
minimizing fulfill instruments in the legacy methodology. Thus, it 

would significantly reduce the cost and reduce the time process of 
getting the results. This approach needs to be developed, 
considering that automation is the most demanded characteristic of 
the Industry 4.0 era. 

According to Madden et al. [7], digital traces, which consist of 
user information, e.g., personal information, shared texts, pictures, 
and videos, are a proof dataset that cannot be ignored, which 
expressed online human activity. These footprints are offered 
valuable opportunities for psychology research in understanding 
human characteristics [8]. Previous researches have assessed 
human personality through social media, such as Bhardwaj et al. 
[9], who assess personality through Facebook and LinkedIn and 
Park et al. [6] who applying the regression model to predict human 
character based on social media language.  

Most of the research generally uses a machine learning 
approach, in contrast to our study, which utilizing the ontology 
approach. Machine learning provides us some leverage, such as the 
speed of analysis regarding large-scale data [10]. It is also able to 
predict personality on various forms of data like text, speech, and 
image [11]. However, the machine learning approach has some 
weaknesses in processing each meaning and intention of words due 
to language uniqueness [12]. Ontology afford us a better 
understanding of contextual knowledge [13]. There is an 
opportunity to use ontology as a basis for measuring human 
personality through the words on linguistic usage. Thus, in terms 
of measuring human nature through social media textual data, the 
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ontology model provides a more accurate result than a machine 
learning approach as long as the collection word type in the 
ontology model’s corpus is prosperous. The following approach 
scheme is shown in Fig. 1. 

 
Figure 1: Personality Traits Model Scheme between Ontology and Machine 

Learning Approach 

Fig. 1 shows the difference between ontology and machine 
learning model schemes. On the ontology model scheme, the 
personality trait model established by mapping words that reflect 
personality as a model's forming component. Those collections of 
words then verified by experts and utilized as a dictionary for 
measuring personality. This model is a representation of an expert's 
knowledge and adequate to map more than one personality trait in 
the complex sentence. Meanwhile, the personality trait model on 
the machine learning model scheme is a depiction of a machine's 
algorithm according to the labeling process. The machine 
interprets the label on the training dataset as a rule for predicting 
personality. Therefore, the approach of the machine learning 
model scheme is entirely different than ontology. The ontology 
model scheme is only mapping the words with reference to an 
expert's knowledge, while machine learning is predicting based on 
the learning result of the machine. 

To the best of our knowledge, research of personality 
measurement has put forward in several personality traits 
taxonomies based on specified purposes, such as for assessing job 
placement and natural human emotion. In this research, we want to 
use the most general taxonomy of human’s essential persona. The 
Big Five Personality theory gets a consensus of a general 
taxonomy regarding human personality traits [14]. It also able to 
represent and simplify the diverse characteristics of a human’s 
personality [15]. The Big Five Personality Traits is built by 
examining several unique human attributes in their linguistic 
usage. This theory also offers prized terms called Revised 
Neuroticism-Extraversion-Openness Personality Inventory (NEO-
PI-R) metric, which facilitate the exposure psychological 
characteristic of broad trait [16]. In this research, we use the Big 
Five Personality Traits Theory with the NEO-PI-R metric as a 
domain knowledge of our ontology model. The personality divided 
into five domains and further divided to thirty facet scales. Our 
research also applies the lexical hypothesis as a basis for analyzing 
textual content in social media. Based on research of Raad and 
Mlacic [17], the lexical hypothesis is a process of understanding 
the meaning of textual data. The lexical hypothesis is qualified to 
map the personality traits through words in a language [18]. 

In terms of model development, the needs of an open-source 
platform are essential. The advantage of creating the platform are 
model crowdsourcing, public corpus enrichment, correction, and 
verification. Hence, the platform is significantly enhancing the 
model’s value over time. Nowadays, a platform with an ontology-
based model for measuring human personality is still rare. In favor 
of getting a better model for measuring personality, we implement 
the model into a platform. This research aim is to show the way on 
how we develop a design in mapping human character by utilizing 
the ontology model. The model constructed by a collection of 
words that refer to personality in Bahasa. Our study mapped 2,331 
instances in different facets and traits — those instances used as 
the corpus in our platform. 

2. Literature Review 

This chapter provides theoretical foundations related to the 
personality measurement proposed model based on the ontology 
approach. Literature review is sorted according to the data flow 
from social media data collection, personality definition, the 
personality traits, the ontology as the knowledge representation 
literature, and at last, is the radix tree algorithm used to parse and 
sort social media texts. 

2.1. User-Generated Content 

According to Naab and Sehl [19], user-generated content 
(UGC) has three criteria, there are 1). UGC is characterized by a 
rate of personal contribution, 2). UGC must be disclosed, and 3). 
UGC is built outside the sphere of occupation and professional 
routines. Besides, Wyrwoll stated that user-generated content is a 
content that is published online via various platforms by its user 
[20]. The users are not only the person but also the organizations. 
The substance classified as a UGC has similar characteristics, 
such as publicly accessible to other users, need a creative effort to 
create, and not a result of expertise routines and practices. UGC 
also defined in many forms, like blogs, posts, chat, podcasts, 
images, videos, tweets, and many other ways. In this modern era, 
UGC is a substantial information source for discovering 
knowledge from human digital activities [21]. Existing studies 
reveal that there is a high correlation between personality and 
personal inclination [22]. UGC indirectly shows beneficial 
information, like the user’s demand, lifestyle, and personality. 
Hence, we utilize UGC in social media to measure human 
personality. 

2.2. Personality 

Personality is defined as a set of a person’s characteristics, 
including acting, thinking, and feeling. Personality also correlates 
with emotions, values, attitudes, and talents [23, 24]. These 
attributes are establishing a unique persona of an individual and 
differentiate one person from another [25]. According to 
Stemmler, a person’s personality closely related to language 
usage in speaking or writing [2]. Language is the most prevalent 
and reliable tool for people to convey their internal thoughts and 
emotions in giving comprehension to others [26, 27]. Hence, the 
linguistic usage of a person is an essential subject in the field of 
psychology and communication. 

Previous research has examined human personality through 
linguistic usage. Howlader et al. predict Facebook user’s 
personality through status and linguistic features by applying 
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regression models [28]. Boyd and Pennebaker propose a 
complementary model that provides big data solutions to measure 
human personality based on words people use [29]. Pietro et al.  
and Bogolyubova et al. [30, 31] who discovered the dark triad 
personality of social media users their online communication. 
Flekova and Gurevych [32] predict the personality of fictional 
characters in the novel using lexical-semantic features. Another 
research is Wei et al. [33], who predict human personality via 
information in digital traces and conversation logs. 

2.3. Big Five personality Traits 

Big Five Personality Traits is a model that identifies five 
characteristics of personality. It is also recognized as the OCEAN 
model, which stands for Openness, Conscientiousness, 
Extroversion, Agreeableness, and Neuroticism (OCEAN) [34, 
35]. This model is related to the lexical hypothesis and stated that 
language in daily interactions is a reflection of the most 
personality characteristics [36]. Thus, the Big Five Personality 
Traits predict and describe essential personality differences. In 
favor of getting a clearer explanation, Rossberger in [37] 
describes five traits below: 

Table 1: Big Five Personality Traits 

Big Five  
Personality Traits 

Definition 

Openness or usually called openness to 
experience: extent to which individuals 
exhibit intellectual curiosity, self-
awareness, and individualism/ 
nonconformance. 

Conscientiousness extent to which individuals value 
planning, acquire the tenacity quality, 
and achievement oriented. 

Extraversion extent to which individuals involved 
with the external world, encounter 
enthusiasm and other positive emotions. 

Agreeableness extent to which individuals’ value 
mutual effort and social harmony, 
modesty, dignity, and trustworthiness. 

Neuroticism extent to which individuals deal with 
negative feelings and their propensity to 
emotionally overreact. 

According to Costa and McCrae’s study [16], NEO-PI-R was 
advanced in samples of middle-age and older adults. The NEO-PI-
R included scales to measure six conceptually derived facets in 
each OCEAN. The scales show generous internal consistency, 
temporal cohesion, convergent and discriminant validity against 
partners and peer ratings. Table. 2 shows the six facets which 
explaining each of the factors in personality traits. 

2.4. Ontology and Knowledge Representation 

Ontology is a collection of concepts which able to model 
terms of vocabulary into a domain knowledge [38]. From the 
perspective of computational science, ontology is explained as a 
concept to model the system structure. For example, the relevant 
entities and relationships that exist from observations are useful 
for specific purposes [39].  

Table 2: NEO-PI-R Metric 

Personality 
Traits Facet Description 

Openness 

Aesthetics 
Artistic interests; believe in 
the value of art/do not love 
poetry 

Fantasy 

Imagination; have an 
expressive 
imagination/seldom 
daydream 

Actions Adventurousness; prefer 
variety /dislike changes 

Ideas 
Intellect; admire 
convoluted problems/avert 
discussion 

Feelings 
Emotionality; encounter 
emotions intensely/rarely 
get emotional 

Values 
Liberalism; tend to elect 
for liberals/believe in one 
true divinity 

Conscientiousn
ess 

Competence 

Self-efficacy; accomplish 
tasks 
successfully/misunderstand 
the situation 

Order Orderliness; prefer to 
order/abandon a mess 

Dutifulness Follow the rules/break the 
rules 

Achievement-
Striving Work hard/just do the task 

Self-Discipline Get task done right 
away/waste the time 

Deliberation 
Cautiousness; avoid error 
carefully/charge into things 
directly 

Extraversion 

Warmth 
Friendliness; make friends 
effortlessly/hard to make 
friends 

Gregariousness Love large parties/prefer to 
be alone 

Assertiveness Take action/wait for others 
to get the way 

Activity-Level Regularly busy/love to take 
it easy 

Excitement-
seeking 

Love excitement/dislike 
loud music 

Positive 
Emotions 

Cheerfulness; radiate 
joy/am seldom amused 

Agreeableness 

Trust Trust others/distrust people 

Compliance Morality; never 
deceive/use false praise  

Altruism Make people feel 
pleasant/despise on others 

http://www.astesj.com/


A. Alamsyah et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 100-107 (2020) 

www.astesj.com     103 

Personality 
Traits Facet Description 

Straightforward-
ness 

Cooperation; easy to 
fascinate/have a sharp 
tongue 

Modesty 

Dislike being center of 
attention/think highly of 
myself 
 

Tender-
mindedness 

Sympathy; sympathize 
with the destitute/believe in 
people 

 

Neuroticism 

Anxiety Worry about things/relaxed 
most of the time 

Angry-Hostility Get enraged easily/rarely 
get annoyed 

Depression Often feel miserable/feel 
satisfying 

Self-
Consciousness 

Easily frightened/not being 
intimidated easily 

Impulsiveness 
Immoderation; often be 
affected by other/easily 
resist temptations 

Vulnerability 
Panic easily/remain calm 
under pressure 
 

Ontology associated with discovering and modeling reality 
under particular perspectives [40]. It focused on the structure and 
nature of an object [41]. Ontology also pointed out to a 
representational knowledge which indicates the type of class or 
entity associated with the relationship of the subtype [42]. 

Ontology generally has fundamental form components, i.e., 
class, instance, and relation [43]. Class is referring to a set of 
multiple instances, like words and phrases. An instance is a scope 
that considered in the ontology domain knowledge. A relation is 
defined as a relation among classes or instances [44]. This method 
is flexible, easy to modify, understood by humans and machines, 
and able to integrate with machine learning. Ontology has at least 
four evaluation methods [45]: 1). The Golden Standard; 2). The 
Application-based; 3). The Human Assessment; 4). The Data-
Driven. Our study needs validation and evaluation for each 
instance in the model before implementing it on the platform.  

Recent research has shown that ontology is able to represent 
knowledge for measuring personality. Some of the studies are that 
applying linguistic feature analysis and ontology model to 
measure human nature through social media data [46]. Another 
research computes human personality derivation in the modern 
physiognomy domain [47]. [48] also shows that ontology is a 
representative way to measure contextual knowledge, by building 
a complex domain of music and see how it relates to the domain 
of personality. A few research examples were clarifying how 
ontology might contribute to the analysis, comprehension, and 
research about human behavior and psychological research. Most 
of these existed researches are mainly focused in the English 
language, in contrast to our research which concerns in Bahasa. 

2.5. Radix Tree 

The dictionary which consists of strings data type is very-
time consuming. A sorting algorithm is needed in order to get a 
more efficient process. Radix Tree is one of several algorithms 
that able to sort data in a database. Radix tree also beneficial for 
constructing associative arrays that expressed through the 
keyword in the form of strings. According to Mauro, radix tree is 
worked by labeling edges with a sequence of strings rather than 
characters, and constricting chains of nodes into a single element. 
Hence, radix tree is running more efficiently compared to a 
regular tree [49]. The instance of radix tree displayed in Fig. 2. 

 

 

 

 

 

 

 

 

 
Figure 2: The Instance of Radix Tree Algorithm 

3. Methodology 

Our idea is to collect social media posts of people who 
considered influential in society. Their posts most likely to be 
responded by the public, which will generate conversations, and 
often set standard for informal language in Bahasa. In the model 
construction, we map words and phrases to a certain personality, 
which will validate by experts. There are several steps to construct 
the proposed model. Those steps are data collection, data 
preparation, model construction, model validation, platform 
construction, and conclusion. The research workflow is shown in 
Fig. 3. In contemplation of earning comprehensive understanding, 
we also illustrate the conception of our research methodology in 
Fig. 4. 

 
Figure 3: The Proposed Model Workflow 

 
Figure 4: The Conception of Research Methodology 
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3.1. Data Collection 

Our research utilizes real-world conversations on Twitter 
social media. A recent study shows that Twitter provides a 
valuable chance to study human behavior in a natural environment 
[1]. In the data retrieval process, we use three samples i.e., the 
famous user in Twitter social media with specific criteria. Our 
samples criteria are: 

1. Verified accounts or having tweets with more than 1000 
tweets or 500,000 followers. 

2. Shows the latest activity with different tweets. 

3. Shows many interactions with other accounts. 

4. Not a protected account. 

Based on those criteria, we have collected 13,047 tweets 
from three selected users. We comprehend that despite having the 
same principles in data collection, this collection of famous 
people who have different character tendencies, and this is the 
reason why we conduct this research. 

3.2. Preprocessing 

The data preprocessing is required to clear irrelevant data, 
such as URLs, symbols, and other terms, which is not beneficial 
for this research [50]. This process objective is to get substantial 
information over the data [51]. According to Khadim, 
preprocessing is a process of improving data quality while 
reducing barriers that will occur in the classification process [52]. 
The preprocessing is divided into several steps shown in Table. 3. 

Table 3: Preprocessing Steps 

Steps Name of 
Preprocessing 

Steps 

Definition 

1 Case Folding Transforming all capital letters to 
lowercase letters. 

2 URLs Removal Eliminating web page links 
3 Symbol and 

Number Removal 
Delete the symbol and number in 
the document 

4 Tokenizing Splitting the sentences into a token 
5 Phrases Lookup Check if there are any phrases in 

the token 
6 Synonym 

Recognition 
Determine the synonym of a word 
and replace it based on a 
dictionary 

7. Word 
Generalization 

Replacing a word into a more 
general word in order to reduce 
data redundancy 

3.3. Ontology Model Construction 

This model is established by classifying words in each tweet 
into thirty classes in the NEO-PI-R metrics and afterward 
generalize it into Big Five Personality traits. Those collections of 
words are defined as a corpus or dictionary of our model. In this 
study, we state the personality class in Big Five Personality 
Theory as a class, facet in NEO-PI-R metric as a sub-class, and 
each composed word into an instance. For better understanding, 
we show our ontology domain model hierarchy in Fig. 5. 

The hierarchy of our ontology model is settled in the bottom-
up paradigm since this model starting from specific to general or 
instances to class [53]. There are no properties needed in 
personality measurement ontology model. As an instance, from 
Fig. 5., the words terluka, melelahkan, penderitaan, which means 
hurting, exhausting, and suffering are classified into vulnerability 
in Neuroticism class. These words arranged to vulnerability facets 
because it indicates the feelings of flimsy due to the risk of harm 
from some experiences. 

 
Figure 5: The Hierarchy of Personality Measurement Ontology Model 

3.4. Model Validation 

The validation process is essential to prevent and minimize 
any bias from the previous classification process. The human 
assessment approach is an assessment method with the help of 
domain experts [45]. For this reason, we assign psychologists to 
validate our classification result before deployment. In this 
process, the expert ensures that the classified word has entered the 
correct personality trait according to the Big Five theory and 
NEO-PI-R metric.  

We conduct a human assessment because a human can 
represent language in terms of circumstances. The words in 
Bahasa ordinarily have various meanings depending on 
contextual purposes. For example, the words bisa can be 
represented to “able” or “can” or “poison from the snake.” Hence, 
we need the psychologist to check and validate the ambiguity of 
the words that frequently appeared in people's linguistic usage, 
especially in social media. 

3.5. Platform Construction 

Our platform is designed as an open-source platform to 
encourage the public or crowds to get involved in model 
development. People can openly provide some enrichment, 
correction, and verification of the model. Web-based platform is 
suitable for our research purposes due to its characteristics 
compared to other forms such as a mobile app or desktop app. The 
features of this platform are to measure personality based on the 
input. The common format of the collection of short text sentences 
and large-scale text is in comma-separated value (csv); thus, we 
use this .csv format file as one of our input files. At last, we 
visualize the result in a radar chart as the output. The platform’s 
workflow displayed in Fig. 6. 

In this research, we utilize Personality Measurement 
Ontology (PMO) Platform which has been built in our prior 
research [51]. The platform is running by employing a radix tree 
algorithm as an effort to sort and parse the sentence, then find the 
semantic similarities between the input text and the corpus. The 
pseudocode presented in Fig. 7. The trait calculation is conducted 
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by finding similar keywords between processed textual data and 
the existing corpus in the ontology model. If matched, the data 
then considered representing one or more personality traits 
depending on the number of keywords that paired.  

 
Figure 6: The Platform Workflow 

The algorithm of our platform consists of several stages, i.e., 
convert the model to radix tree, saving database, input processing 
(sentence and csv format), and trait calculation. The following 
explanation of each stage are: 

1. Algorithm 1: convert the model to radix tree. The established 
model is sorted using the radix tree algorithm. This algorithm 
composed of a) csv input file, which a text file contains of 
collections of keywords, b) a radix tree algorithm named 'tree'; 
c) an algorithm that is occupied by the data in csv called 'trie'. 

2. Algorithm 2: saving database (keywords, traits, and facets). 
Generate a row for each keyword, facet, and traits into a 
'database'. 

3. Algorithm 3: input processing (sentence). Parsing sentence by 
utilizing 'trie'. The result of this process is called 
'set_of_words,' which contains detected keywords. 

4. Algorithm 4: input processing (csv). Parsing csv data into the 
database. The result is 'set_of_word' which loaded by detected 
keywords. 

5. Algorithm 5: trait calculation. Calculate (‘set_of_word’) to get 
the desired form in the personality measurement results. 

algorithm 1 convert model to radix tree 
input csv (keywords) 
output radix_tree (keywords) 
1 csv = input (csv file) 
2 tree = new radix_tree 
3 for each row in csv do: 
 tree <- row.keyword 
4 trie <- dump(tree) 
5 output (trie) 
  
algorithm 2 saving database (keyword, trait, facet) 
input csv = [keyword, trait, facet] 
output database(keyword, trait, facet) 
1 csv = input (csv file) 
2 data = [keyword, trait, facet] 
3 for each row in csv do: 
 data.keyword = row.keyword 
 data.trait = row.trait 
 data.facet = row.facet 
 database <- import(data) 
 output(database) 
  
algorithm 3 input processing(sentence) 
input sentence 
output result(set of words) 
 array = input(sentence) 
 trie <- load(database) 
 for each word in array do: 
 if word is in trie 
 set_of_words <- word 
 output(set_of_words) 
  

algorithm 4 input processing(csv) 
input csv(set_of_sentence) 
output result(set of words) 
 csv = input(csv file) 
 load radix_tree 
 trie <- load (database) 
 for each row in csv do: 
 for each word in row do: 
 if word is in trie: 
 set_of_words <- word 
 output(set_of_words) 
  
algorithm 5 trait calculation 
input set_of_words 
output result(trait composition) 
 array = input (set_of_words) 
 for each word in array do: 
 trait = trait(where facet =  
 = word.facet) 
 trait =+ 1 
 output(trait) 

 
Figure 7: The Pseudocode of PMO 

To facilitate user’s convenience, the platform provides a 
personality measurement process in two ways: 1) by entering 
textual data such as opinions, statements, or conversations; 2) by 
uploading the csv file, which consists of numerous textual data. 
The interface of our platform is shown in Fig. 8. 

 
Figure 8: The PMO Platform Interface 

4. Result and Analysis 

In order to examine our platform, we measure the personality 
of the three samples through the platform. We calculate a set of 
sample tweets in the form of a csv file. The result visualized into 
a radar chart for getting a better comparison of each personality 
trait. The measurement results displayed in Table 4. 

From our measurement result, each sample tends to have one 
trait as a dominant personality trait. It is a good result because 
human always has at least one dominant persona over all of the 
existed character. It also proves that our platform is able to 
measure all of the traits in the Big Five Personality theory.  

As shown in Table 4., our samples have a similar result but not 
entirely identical. The result also indicates that our samples have 
a high score in Extraversion personality traits. It means that our 
samples often show positive feelings, friendliness, and activity-
level on their social media activity. For example, @shitlicious, 
who regularly displays his activities, both significant and trivial 
matters in his daily routine. 

The second-highest score of our sample’s measurement result 
is Agreeableness personality trait. This character is representing 
individuals who have value cooperation and social harmony with 
another person. @bepe20 is repeatedly showing his compliance 
and altruism. As a famous professional football player in 
Indonesia, @bepe20 has a tremendous number of fans. He 
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generally answers the message of his supporters on social media. 
He also does not hesitate to praise and welcome others who even 
he does not know. Thus, this persona makes @bepe20 also has a 
high score in Agreeableness besides the Extraversion personality 
trait. 

Table 4: The Result of PMO Platform 

Account Result 

@jojosuherman 

 

@bepe20 

 

@shitlicious 

 

Even though the platform has proven capacity in measuring 
personality through linguistic usage, it still has some limitations. 
Our platform cannot measure complex phrases with different 
contextual meanings. For example, the sentence keren gila, which 
means he or she expresses a fantastic feeling, is measured into 
Extraversion and Neuroticism personality traits. The words keren, 
which means impressive, is reflecting Extraversion and gila, 
which means crazy or stupid is representing Neuroticism. That 
instance shows our platform’s limitation, which only running by 
mapping word by word. Hence, our platform still needs 
enrichment and development for measuring sentences with 
phrases that consist of a different word with different personalities. 

5. Conclusion 

In this research, we explore human’s linguistic usage in social 
media to build an ontology model for measuring human character. 
We have successfully implemented the ontology model to a web-
based platform for measuring personality automatically. In this 
study, the ontology form component defined by assigning 
personality as a class, facet as a sub-class, and words that are 
referring personality as instances. The platform is generally 
running well but cannot handle the complex phrases. 

Our model helps us to measure human personality in social 
media. This research significantly contributed to a psychology 
study, especially in Indonesia. Our model is adequate to support a 
psychologist to speed-up the personality measurement process. It 
also can be improved for reading complex phrases by generating 
another algorithm. Thus, our suggestion for future research is to 
employ another parsing algorithm such as n-gram for receiving 
better results. We also suggest enriching the platform’s corpus by 
engaging the words that are reflecting personality from different 
social media. Another recommendation is adding weight to each 
classified word. Since we only measure the frequency of words, 
and not considering the context of the tweets, adding weight to the 
indexed words is required to detect context on a sentence. 
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 The experimental findings of the main units of readout electronics of silicon 
photomultipliers (SiPMs) based on array chip (AC) МН2ХА030: a charge-sensitive 
amplifier (CSA) with an adjustable conversion factor and a base line restorer (BLR) circuit 
and two types of voltage comparators are considered. The electrical circuits of the units, 
the measurement results of static and dynamic parameters are given. 
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1. Introduction 
Silicon photomultipliers are successfully used in a number of 

fields of science and technology for recording various types of 
electromagnetic radiation [1-10], because they have smaller 
dimensions, supply voltage and noise [11-13] in comparison with 
vacuum PM tubes. To process SiPM signals are usually used 
specialized analog integrated circuits (ICs), optimized according 
to the parameters of the signal source – internal capacitance, 
amplitude and duration of the current pulse. 

SiPM readout electronics are relatively not required and their 
development costs too much. This explains the importance of 
creating specialized ICs on the ACs. So, we developed the main 
units of SiPM readout electronics at AC МН2ХА030: 

• the CSA with an adjustable conversion factor and a BLR 
circuit called ADPreampl3 [11]; 

• analog interface with a large dynamic range IBUF [14]; 

• different types of voltage comparators [15]. 

The purpose of this article is to consider the experimental 
findings of amplifier ADPreampl3 and comparators ADComp1, 
ADComp3 made on AC МН2ХА030. 

2. Circuitry Features of the Analog Units under Study 
A detailed description of the operation of amplifier 

ADPreampl3 and comparators ADComp1, ADComp3 is given in 
[11,15]. When they were implemented at the AC, minimal 
corrections were made, caused by a slight change in the resistances 
of the resistors and the formation of diodes at the p-n junctions of 
the field effect transistor. 
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Figure 1: The electrical circuit of amplifier ADPreampl3 
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Figure 2: The electrical circuit of comparator ADComp1 
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Figure 3: The electrical circuit of comparatorADComp3 

Electrical circuits of ADPreampl3, ADComp1, ADComp3 are 
shown in Figures 1-3. Note that all nodes with the same name, for 
example, VСС, VEE, G-, G+, Bias1, Bias2, Fil in Figure 1 are 
interconnected, and, if necessary, the scaling factors are given in 
the diagrams, showing the number of the AC transistors connected 
in parallel. So, the emitter junction area of transistor Q19 in Figure 
1 corresponds to the area of the emitter junctions of the 21st 
parallel-connected n-p-n-transistor of the AC. 

The values of the resistances R7 = 184 Ohms,  
R74 = 375 Ohms, R124 = 432 Ohms are shown in Figure 1, Figure 
2 and Figure 3 with great accuracy, but these are not necessary 
conditions. In the circuit, these resistor values are obtained with 
parallel and serial connection of the 1.05 kOhms and 2.45 kOhms 
resistors available on the AC. 

It is worth noting that there is no need for special use of the p-
JFET. These transistors are formed on the AC and are used only in 
diode connections. 

Assignment of the nodes in the circuits of Figures 1-3 are the 
following. 

For ADPreampl3: VСС, VEE – positive and negative supply 
voltage; InpA – amplifier input; FOut – output of the fast signal 
circuit (SC), OutA, OutAinv – direct and inverse output of the slow 
SC, FOutShift – voltage that sets the base line (dc output voltage 
in the absence of an input signal) by the output of the fast SC, 
OutAShift – voltage that sets the base line by the outputs of the 
slow SC, Gain – voltage that sets the value of the charge-voltage 
conversion factor KQV by the outputs of the slow SC, Bias – node 
for connecting a current source that sets the operation mode of the 
amplifier. 

For ADComp1, ADComp3: VСС, VEE - positive and negative 
supply voltage; Gnd - bus of null potential (“ground”); Inp1, Inp2 
– inputs; Out1, Out2 – outputs; Rbc – node for connecting a 
voltage source that sets the maximum output current of the 
comparator, usually this node is connected to null potential. 

Comparator ADComp3 is a simplified version of ADComp1 
and is designed to reduce the AC area occupied by the comparator 
circuit. So, in total 8 units of ADComp1 or 16 units of ADComp3 
can be manufactured at AC МН2ХА030. On the manufactured 
experimental samples, comparator ADComp3 was made in two-
channel design. 

InpA

C2
75p
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TF = 5n
PW = 500n
PER = 1u

V1 = 0

TR = 5n
V2 = 1. *mV N7

R2

51

R1
100k

C1
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R3
950

 

Figure 4: The simplified electric equivalent circuit of SiPM Photonique with 
516 microcells, used in measurements 

3. Measurement Results 

Experimental samples of AC МН2ХА030 with analog units 
were manufactured at JSC “Integral” (http://www.integral.by/). 
Measurements were performed using a set of equipment, including 
signal generators Agilent 33250 and Tektronix AFG3152C, a set 
of fixed attenuators, digital oscilloscope GDS 73354, dual-channel 
voltage supply source Agilent 3646A, data acquisition system 
34970A with a set of modules, and digital multimeter Agilent 
34410A. The signal came at the input of ADPreampl3 from the 
electric equivalent circuit SiPM Photonique with 516 microcells 
[11] (Figure 4), where TR, TF, PW, PER, V1, V2 are parameters 
of the rectangular voltage source used, namely, the rise and fall 
times, pulse duration, period, initial and final voltage values, 
correspondingly. By setting different voltages of V2, it is possible 
to continuously change the input charge of the amplifier in 
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accordance with the relation QINP=C2·V2, or when the voltage of 
V2 is a multiple of 1.7 mV, which corresponds to one switched on 
cell, set the value of input charge N of the switched-on microcells 
of SiPM Photonique. The pulse duration of the generator is chosen 
equal to 500 ns in order to register the output pulses of 
ADPreampl3 of different polarity after the output signal reaches 
the base line. 

In the comparator measurements, the same common-mode 
signal VCM came simultaneously to both inputs, and a rectangular 
voltage pulse symmetrical with respect to the common-mode 
signal with a rise and fall front duration of 3 ns and a peak-to-peak 
value equal to VINP was additionally received at one of the inputs. 
Both outputs of the comparators were connected through resistors 
with a resistance of 50.5 Ohms to the bus of null potential. 

In total 20 units of amplifiers ADPreampl3, 10 units of dual-
channel comparators ADComp3 and single-channel comparators 
ADComp1 were measured. Figures 5-14 and the table show the 
main measurement results, and the figures show the dependencies 
closest to the average. 

Measurements made it possible to establish the following. 

1) The spread of the base line by output FOut ranged from 
minus 24 mV to 276 mV with an average value of 85.6 mV. In this 
case, a voltage change in the node FOutShift from -3 V to 3 V is 
sufficient to establish a base line value of FOut output close to zero. 

2) When the BLR circuit was switched off (the node OutAShift 
was not connected to any voltage), the spread of the base line at 
the output OutA was from 300 mV to 800 mV. When connecting 
the node OutAShift to the bus of null potential, the average base 
line value for the output OutA was 3.72 mV, and for the output 
OutAinv it was minus 2.42 mV. 

3) The BLR circuit enables to smoothly change the base line at 
the outputs OutA, OutAinv in the range of ± 0.9 V. 

4) When developing analog units, it was assumed that the 
output signal of amplifier ADPreampl3 would come to the input of 
the comparator with a small input capacitance. In connection with 
the above, the output stages of the amplifier are simple emitter 
followers on n-p-n-transistors and the voltage pulse shape at the 
outputs FOut, OutA, OutAinv depends on the input capacitance of 
the oscilloscope, which leads to different output pulses in the 
positive and negative half-waves. If necessary, the influence of the 
load capacitance on the shape of the output pulse can be reduced 
by using an emitter follower on complementary bipolar transistors, 
as in operational amplifiers previously developed on AC 
МН2ХА030 [16]. Such an output stage increases the current 
consumption of the amplifier and therefore its use is carried out 
only in justified cases. To exclude the influence of the capacitance 
of the oscilloscope on the shape of the output pulses, a non-
inverting voltage follower on chip AD8132 connected to the pins 
FOut, OutA, OutAinv was used in the measurements. 

As can be seen from Figure 5, Figure 6, the inclusion of the 
follower provides almost the same shapes of the output pulses of 
both polarities. 

5) At the maximum gain required to register the signal of 2 
microcells of SiPM Photonique switched-on, the dynamic range of 

ADPreampl3 exceeds 20 dB, however, in this case, the conversion 
factor KQV depends on the input charge QINP (Figure 7, 8).  

 
Figure 5: The voltage pulses at the output FOut for 10 switched-on microcells of 

SiPM Photonique when  the voltage follower is used 
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Figure 8: The dependence of the maximum value of the conversion factor KQV at 
the pin OutA on the value of N switched-on microcells of SiPM Photonique 

In the case when it is necessary to register the input charge from 
more than 30 switched-on microcells of SiPM Photonique, it is 
recommended to reduce the output pulse by reducing the voltage 
at the Gain pin (Figure 9) or use the signal from the pin FOut 
(Figure 10). To significantly increase the dynamic range, it is 
advisable to use new circuitry solutions, for example, considered 
in [14]. 

 

Figure 9: The dependence of the value of the pulse at the output OutA (VOUTP) on 
the voltage at the pin of the Gain (VGAIN) 

 

6) As follows from the table, the measured values of the static 
parameters of the comparators are close to the simulation results. 

Parameter Name 

Parameter value 

ADComp1 ADComp3 

measurements simulation measurements simulation 

Input current IINP, μA 0.7-0.8 0.58 0.5-0.7 0.5 

Maximum output current 
IOUT, mA 3.2-3.4 4.03 2.8-3.0 4.0 

Sensitivity, mV 2.0 2.0 2.0 2.0 

The output current of the comparators is less according to the 
measurement results than in the simulation, as shown in Table 1. 
The dynamic parameters of the comparators characterize the 
dependencies shown in Figure 11 - Figure 14. It is possible to 
connect the Rbc node to an external voltage source by adjusting 
the output current. However, this requires an additional highly 
stable voltage source. We plan to reduce the resistance of the 
current-setting resistors with the closest adjustment of the 
interconnections of the elements of the AC. In this case, the output 
current of the comparators will increase even when the Rbc node 
is connected to zero voltage. 

 
Figure 11: The dependence of the average signal propagation delay in two-
channel comparator ADComp3 on  the amplitude of the input signal for the 

first (1) and second (2) channels 

 

Figure 12: The dependence of the average signal propagation delay in 
comparator ADComp1 on the amplitude of the input signal 
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7) The measurements revealed a lower value of the maximum 
output current of the comparators and a significant excess of the 
measured values of the peak time of ADPreampl3 and the signal 
propagation delay of the comparators over the values obtained 
during the simulation. 

 

Figure 13: The dependence of the average signal propagation delay in two-
channel comparator ADComp3 on the value of the common-mode signal 

at VINP = 20 mV 

 

Figure 14: The dependence of the average signal propagation delay in 
comparator ADComp1 on  the value of  the common mode signal 

at VINP = 20 mV 

From our point of view, the insufficient value of the maximum 
output current of the comparators is due to the difference in the 
current-setting resistors of the output stages (R72 in Figure 2, R122 
in Figure 3) from the required value and can be eliminated when 
adjusting the interconnects of the AC elements. 

The Spice parameters CJE, CJC, CJS of the AC МН2ХА030 
transistors used in the simulation were obtained from the identified 
parameters for transistors with a large layout area by decreasing in 
proportion to the area of the emitter junction. For the transistors of 
AC МН2ХА030 made according to the minimum design rules, 
such scaling of the Spice parameters turned out to be incorrect and 
identification of the Spice parameters CJE, CJC, CJS by the results 
of measurements of experimental samples is required. 

4. Conclusion 

It was experimentally established that the created base line 
restorer circuit reduces the spread of the base line of amplifier 
ADPreampl3 by almost 100 times and enables to smoothly change 
the base line at the outputs OutA, OutAinv in the range of ± 0.9 V. 

At maximum gain, the dynamic range of ADPreampl3 exceeds 
20 dB, however, in this case, the conversion factor depends on the 
value of the input charge. To register large input charges, it is 
recommended to reduce the output pulse by reducing the voltage 
at the Gain pin or process the signal from the pin FOut. 

The static and dynamic parameters of created comparators 
ADComp1, ADComp3 satisfy the requirements for readout 
electronics of silicon photomultipliers. 

The measurements revealed a mismatch between the results of 
simulation and measurements of the maximum output current of 
the comparators, the peak time of the amplifier and the signal 
propagation delays of the comparators, therefore, in the near 
future, it is planned to adjust the interconnects of the AC elements 
to increase the maximum output current and refine the Spice 
parameters of transistors according to the measurement results of 
experimental samples. 

The developed units can be used to create multichannel signal 
processing circuits of SiPM based on AC МН2ХА030. 
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 The main assets of universities are students. The performance of students plays a vital role 
in producing excellent graduate students who will be the future viable leader and manpower 
in charge of a country's financial and societal progress. The purpose of this research is to 
develop a “University Students Result Analysis and Prediction System” that can help the 
students to predict their results and to identify their lacking so that they can put 
concentration to overcome these lacking and get better outcomes in the upcoming semesters. 
The prediction system can help not only the current students but also the upcoming students 
to find out exactly what they should do so that students can avoid poor achievement that will 
help to increase their academic results and other skills. To train the system, we collected 
data from the university student’s database and directly from students by survey using 
Google form containing information, such as gender, extracurricular activities, no of tuition, 
programming skills, class test mark, assignment mark, attendance, and previous semester 
Grade Point Average (GPA), where the main aim is to relate to student performances and 
Cumulative  GPA (CGPA). We use Weka tools to train the system and to develop the decision 
tree. In decision tree, the acquired knowledge can be expressed in a readable form and 
produced classification rules that are easy to understand than other classification 
techniques. These rules used to develop a web-based system that can predict the grade points 
of students from their previous records. Moreover, the system notifies students’ lack and 
gives suggestions to improve their results. Finally, we compared the performance of three 
(J48, REPTree, and Hoeffding Tree) different decision tree algorithms, and comparative 
analysis shows that for our system, the J48 algorithm achieves the highest accuracy. 

Keywords:  
Data mining 
Decision tree 
J48 algorithm 
WEKA 
Predicting Performance 

 

 

1. Introduction 

University students' academic acquirement is one of the main 
factors thought by employers in recruiting employees especially 
new graduates. So, students have to engage in their lessons to 
obtain good results for fulfilling the employer's demand [1]. In the 
twenty-first century, it may not be a new message that the 
importance of science and technological education is growing 
across the whole world. Newer and newer inventions are 
happening day by day. So, persons with science and technological 
knowledge and skills are highly demandable for our country's 
economic and social development.  

In Bangladesh, advancement in technology is also remarkable. 
Science and technology education are getting a new dimension. A 

large number of students are interested to admit in different 
science and engineering universities. It is a very good sign, but we 
need to ensure the quality of the graduates that we cannot ensure 
in many cases. So, we need to find out the factors with which 
student's academic performance depends and addressing them in 
a paradigm so that academic performance can increase.  

Although some academic performance prediction approaches 
proposed for various countries, in Bangladesh, enough works 
have not done yet in this area. We find only works in this area. 
The authors of [2] have introduced an approach to predict the 
student’s results in the form of CGPA using neural networks 
technique where they collected data from a university of 
Bangladesh. They showed that student’s yearly performance 
greatly depends on both academic and non-academic activities. 
However, they work on a comparatively small dataset and do not 
provide suggestions for improvement. So, this paper aims to the 
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development of an effective university student result analysis and 
prediction system that can predict semester results, will show their 
lacking, and give valuable suggestions to overcome the lacking 
and hence to improve their performance. 

The remainder of the paper formed by covering the following: 
Section 2 briefly explain the related research works, Section 3 
shows the major contributions of the work, Section 4 describes 
the proposed methodologies of this research, Section 5 covers the 
implementation and output of this research and Section 6 
concludes the paper with the outline of future works. 

2. Literature Review 

For the last few years, researchers are working to address the 
issue of student result analysis and prediction. In [3] a decision 
tree-based classification technique to predict students’ final exam 
results has presented. The authors stated that educational 
databases’ hidden information could play a vital role in students’ 
performance development.  

Surjeet Kumar Yadav and Saurab Pal [4] proposed a data 
mining approach to predict good students to enroll in the Master 
of Computer Application (MCA) course in India using their past 
academic records. They conclude that Bachelor of Computer 
Application (BCA) and B.Sc. students with mathematics 
performed better in the MCA course, and B.A. without 
mathematics did not perform well for the course.  

Cristobal Romero et. al [5] collected real data of seven Moodle 
courses from Cordoba University students to develop a specific 
Moodle data mining tool. The authors compared different data 
mining techniques to classify students based on their Moodle 
usage data and the final marks obtained in their respective courses. 
The authors concluded that a classifier for educational decision 
making should be both comprehensive and accurate. 

Lewis Adam Whitley’s [6] research to predict the most 
affluent learning environment. Within this research project, the 
author would attempt to use data from the University of North 
Carolina at Pembroke and process the data into environmental 
factors that may or may not influence a student’s learning ability. 
The author determined the best method in order to seek a learning 
environment and try to discover the factors that could impact on 
a student’s academic performance. 

Authors of [7] analyzed a system that will predict student’s 
grades using the ID3 decision tree algorithm, where data gathered 
from the academic department of Redeemer’s University, Nigeria.  

Gorikhan [8] presents the implementation of different 
classification techniques for vocational institutional analysis that 
help teachers to work on weak students to improve their 
performance and claimed that decision tree is the accurate 
prediction model for institutions students’ analysis.  

Bhardwaj and Pal [9] conducted another study on predicting 
the students’ performance by choosing 300 students from 5-
degree college conducting BCA (Bachelor of Computer 
Application) course in Dr. R. M. L. Awadh University, Faizabad, 
India. Using the Bayesian classification technique on 17 attributes, 
they showed that students’ academic performance relates to both 
the academic and non-academic attributes like family annual 
income and students’ family status, etc. This study would help the 

students to improve their performance. This study would also help 
to identify those students who needed special attention and by 
taking appropriate action at the right time the fail ratio could also 
be reduced. However, specific suggestions to overcome the 
lacking were absent in the study. So, more works need to done to 
find more effective solutions for university students' result 
analysis and prediction systems, especially in Bangladesh. 

3. Major Contribution of the Work 

This paper differs from previously proposed result prediction 
approaches. The major contribution of the work is as follow: 

• The attributes considered for this paper consist of a mixture 
of students’ general and academic data. Moreover, the work 
aims to identify the important attributes for predicting the 
results. 

• The predicted results were verified to make sure its 
accuracy. 

• In this work, we designed a web-based environment where 
a student can input the required (e.g. gender, programming 
skill, CT marks, etc) data, and the system shows them the 
predicted results based on their entry data. 

• The developed system will provide the reasons behind the 
results fall, and also provide valuable suggestions to 
improve their performance. 

• Finally, the paper incorporates the comparison among 
some prediction models to find out the best one with high 
accuracy. 

4. Proposed Study of Students Result Analysis and 
Prediction System 

The proposed methodology used in this work for predicting 
students’ performance using decision tree algorithms belongs to 
the data mining technique and make the prediction model that 
classifies the students’ records. 

Said differently, using this decision tree algorithm, we wish to 
guide the students towards the acquirement of better results that we 
feel they could achieve. To classify the instances, Tree-based 
methods classify instances from the root node to leaf nodes where 
each branch downward from a node represents one of the possible 
values for that attribute [10]. The stages in the process include the 
following: 

4.1. Dataset Collection 

The dataset collected from a university that has introduced 
different attributes. The data collected in two steps. The first step 
is to collect a partial part of the data from the university student 
database. Then the rest of the data was taken from the students 
through the Google doc survey. This dataset contains 850 instances, 
each of which has 14 different attributes. 

4.2. Data Preprocessing 

To apply data mining techniques, the dataset needs to prepare. 
This stage involves dataset preparation before applying data 
mining techniques. At first, data collected in an excel sheet. Then, 
fill the missing data by standard values, and removed another 
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variance manually to hold classifier quality. The original data 
includes student details such as (id, name, age, date of birth, 
address, TGPA, gender, extracurricular activities, no of tuition, 
CT mark, assignment mark, programming skills, attendance, no 
of backlog). During analysis, attributes like student Id, age, date 
of birth, address, no of backlog did not help to predict the class. 
So it excluded from the training data set. To rank the attributes, 
we use gain ration measures. Then we select 8 attributes based on 
their rank to use for the study. Here, Table 1 shows the description 
of the attributes and their possible values. 

Table 1: Used attributes in the experiment 

Attribute Description Possible Values 

Gender Students Gender 
Male / Female 

 

E. activities Extra curriculum 
activities 

Yes /  No 

 

No of Tuition 
 

Number of tuition 

Zero, 
One, 
Two, 
Three, 
Greater Than Three. 

Programming 

Skills Programming skills 

Poor, 
Average, 
Good. 

CT Mark Class test marks 

1st class, 
2nd class, 
3rd class. 

Assignment Mark Assignment marks 

First-class, 
Second class, 
Third class. 

Attendance Percentage of 
attendance 

60%-69%, 
70%-79%, 
80%,-90%, 
90%-100%. 

TGPA Term grade point 
average 

 
POOR (less than 3.10), 
AVERAGE (3.10-3.29), 
GOOD(3.30-3.49), 
VERY GOOD (3.50-3.69), 
EXCELLENT (upto 3.69). 
 

The data in the excel sheet exists in CSV (.csv) format. Then, we 
convert it to ARFF(.arff) format by using the WEKA tool. 

4.3. The Data Mining Tools 

In this work, WEKA (Waikato Environment for Knowledge 
Analysis) used as an experimental tool for classifying data. Weka 
is one of the popular machines learning software that contains a 
variety of algorithms and visualization tools for data analysis and 
prediction system design. Moreover, Weka offers a user-friendly 
graphical user interface to access its functionality [11]. 

Weka facilitates a variety of data mining tasks like data 
preprocessing, clustering, classification, regression, with an 
assumption that all data is available as a single file or relation 
where each data should contain a fixed number of attributes. 
However, Weka supports other types of attributes as well. 

 

4.4. Technologies Used 

Some other technologies we used for the system design and 
implementation are HTML, CSS, PHP, and Laravel framework, 
etc. 

4.4.1 HTML and CSS 

HTML (Hypertext Markup Language) is a type of language 
used to develop web pages and applications to access over the 
Internet. It allows us to include objects and images to form 
interactive documents using several structural semantics. 

CSS (Cascading Style Sheets) is used to enable the separation 
between the HTML or other makeup language contents and its 
presentation. It used to ameliorate the accessibility of the contents, 
improving the flexibility and control the contents’ specification 
and presentation characteristics. CSS also facilitates multiple 
pages to share the formatting to scale down the redundancy [12]. 

4.4.2 PHP and the Laravel Framework 

PHP (Hypertext Preprocessor) is a server-side scripting 
language that can embed with HTML code. It is an open-source 
language widely used for web development [12]. 

Laravel is one of the popular PHP frameworks generally used 
to build small to big size web applications. It follows the MVC 
(Model View Controller) structure which gets in easy to learn and 
rapid development of web application prototypes. It provides 
many built-in features like routing, mail, sessions, and 
authentication, etc. 

4.5. Design of the Prediction System 

The system comprises a knowledge basis that has compiled 
experience and a set of rules for utilizing the knowledge base for 
each case. It is the knowledge-based system where knowledge 
extracted in the form of IF-THEN rules from the decision tree that 
uses different attributes, including the semester examination 
records denoted by TGPA. Through the user interface, the system 
provides advice and instructions to the user to improve the 
students’ performance. The prediction system architecture [7] 
given in Figure 1. 

 
Figure 1: System flowchart of the prediction system 

Knowledge Base: It’s the knowledge domain in the form of IF-
THEN rules that will be returned from the WEKA tools. 

Working Memory: The user enters the required information into 
the working memory. The prediction system compares this 
information with the knowledge carried in the knowledge base to 
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deduce the new facts. The matching procedure continues by 
inserting these new facts into memory. Finally, the system 
reached some completion and enters into the working process. 

Inference Engine: The inference engine interacts with the 
information in the knowledge base and the working memory. It 
tried to find out the rules to make a match between its premises 
and the information there have in the working memory. After 
finding a match, it reached a decision in memory and looks for a 
new match. 

End-User: End users are those individuals who intend to consult 
with the system to learn their predicted outcome and to get advice 
from the system that they could follow to improve their 
performance. 

5. Implementation and Result 

This section describes the detailed process of the J48 decision 
tree algorithm in machine learning software WEKA for the 
implementation of university students’ result analysis and 
prediction system. 

5.1. Selected WEKA Algorithm 

In a decision tree algorithm, one of the main complications is 
the optimal size of the final tree. All theoreticians and specialists 
are still now searching for techniques to make this algorithm more 
accurate, cost-effective, and efficient. A tree if it is too big, then 
there is a risk to overfit the training data and poor generalization 
to a new sample. If a tree is too small, then it might not get 
significant structural data about the sample space. Sometimes, an 
error could drastically reduce after adding one more extra node.  
This phenomenon named the horizon effect. A common technique 
is to use tree pruning. Here, the concept is to eliminate the nodes 
that do not have any additional information. It reduced the 
overfitting and can remove a section of a classifier that may base 
on noisy or erroneous data to reduce the classifier complexity and 
improve the prediction accuracy. Tree pruning could do using the 
following approaches. 

- Pre-pruning 
- Post-pruning 

In the pre-pruning approach, the tree construction halts early 
by deciding not to partition the instance in a node that then 
becomes a leaf. In the pre-pruning approach, the choice of 
threshold to halt the tree construction is very crucial because a low 
threshold could result in slight simplification and a high threshold 
could result in oversimplification [13]. 

On the contrary, post-pruning is a popular and reliable tree 
pruning technique that eliminates subtree from a fully developed 
tree. In this case, the removed branches replace with a leaf marked 
with the most regular class among the subtrees that have to replace 
[14]. However, this approach requires more computation than the 
pre-pruning approach. 

In our decision tree algorithm, we use the J48 algorithm to 
classify our instances. 

About J48 Pruned Tree: 

J48 algorithm follows the divide and conquers strategy to 
create a small decision tree.  It is a prolongation of the ID3 

algorithm. In the J48 algorithm, each node of the tree effectively 
selects the best attribute of the data that can divide its samples into 
subsets prolonged in one class or the others. The dividing measure 
is the normalized information gain (variety in entropy). The 
decision takes based on the attribute with the highest normalized 
information gain. Eventually, the J48 algorithm recurs on the 
smaller sub-lists. 

A. Construction 

The following steps have to follow to construct the tree: 

1. Make sure whether every case fits in the same class. 

2. Then, calculate the information and information gain for 
each attribute. 

3. Finally, have to discover the best splitting attribute (based 
on the present selection principle) [15]. 

B. Calculating Information Gain 

Shannon’s theory is at the base of the J48 algorithm. Shannon 
entropy is the best known and most popular technique applied to 
calculate the information gain. It could define in this way, the 
measure of information supplied by a consequence, the higher the 
chance of happening the occurrence is low (it is rare), the more 
information it supplies [16]. In the following, all logarithms are 
base 2. 

Shannon Entropy 

For a sample S, if the given probability distribution P = (p1, 
p2,…,pn), then the Information carried by this distribution, also 
called the entropy of P is given by: 

Entropy(p) = −∑ 𝑃𝑃𝑖𝑖𝑛𝑛
𝑖𝑖=1 ×  log (𝑃𝑃𝑖𝑖) 

The information gain G (p,T) 

The information gain function allows us to assess the degree of 
mixing of classes for all samples to measure the attributes position 
during tree construction. It allows defining a function to choose the 
test that must label the current node. For a test T and a position p, 
the gain equation is as follows: 

Gain(p,T) =  Entropie(p) −∑ (𝑝𝑝𝑗𝑗 × 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑝𝑝𝐸𝐸𝐸𝐸�𝑝𝑝𝑗𝑗�)𝑛𝑛
𝑗𝑗=1  

Where, the value of (pj) is the set of all possible values for 
attribute T. To rank the attributes, this measure is necessary and 
hence to build the decision tree. In this process, the attributes with 
the highest information gain placed top positions in the path from 
the root of the tree [17]. 

Based on the highest information gain, splitting should do to form a 
small and efficient tree. Suppose, there are 11 male(m) and 7 female(f) 
in a class instance. Based on their calculated entropy and 
information gain, it could be divided further into two different 
groups of instances. So 4m and 5f as left instance and 7m and 2f 
as the right instance. After inserting the values to calculate the 
entropy and information gain, the formula will be as follows [18]: 

Entropy_before =-7/18*log(7/18)-11/18*log(11/18) 

Entropy_left =-4/9*log(4/9)-5/9*log(5/9) 

Entropy_right=-7/9*log(7/9)-2/9*log(2/9) 
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Entropy_after = 9/18 ∗Entropy_left + 9/18 *  Entropy_right 

Information Gain= Entropy_before- Entropy_after 

In the case of our research, now we calculate entropy and 
information gain: 

Imagine, the entropy of the full training set, S is: 

Entropy(S) = ∑ 𝑃𝑃𝑖𝑖 ∗ log (𝑃𝑃𝑖𝑖)𝑛𝑛
𝑖𝑖=1  

 = −Ppoor  * log2(Ppoor) – Paverage* log2(Paverage) – 
PGood* log2(PGood)- PVery Good  *   log2(PVery Good) – 
PExcellent* log2(PExcellent). 

Then, the information gain calculation for the first attribute is: 

Information Gain(S, Gender) = Entropy(S) – Pmale, Gender * 
Entropy(Smale) –Pfemale, Gender * Entropy(Sfemale) 

Now,the calculations of entropies are: 

Entropy(Smale) = ∑ 𝑃𝑃𝑖𝑖 ∗ log (𝑃𝑃𝑖𝑖)𝑛𝑛
𝑖𝑖=1  

  = − Ppoor, male * log2(Ppoor, male) – Paverage, male  * 
log2(Paverage, male) – PGood, male  * log2(PGood, male) - PVery Good , male *   
log2(PVery Good, male) – PExcellent,male* log2(PExcellent, male). 

Entropy(Sfemale) = ∑ 𝑃𝑃𝑖𝑖 ∗ log (𝑃𝑃𝑖𝑖)𝑛𝑛
𝑖𝑖=1  

= −  Ppoor, female * log2(Ppoor, female) – Paverage, 

female  * log2(Paverage, female) – PGood, female  * log2(PGood, 

female) - PVery Good , female *   log2(PVery Good, female) – 
PExcellent, female* log2(PExcellent, female). 

In this way, we can calculate information gain for all 
attributes (No. of tuition, Programming skills, CT mark, 
assignment mark, etc.).The attribute having the highest 
information gain is the root node of the decision tree. The 
process has been continuing for selecting the whole tree root 
node and prioritization of those attributes frequently. 

5.2. Results from WEKA Analysis 

In an academic session, generally, each student has to go 
through four years of study, and each year consists of 2 terms. The 
‘Years’ and ‘Terms’ selected as the possible nodes of the tree in 
WEKA. Here in our research, we put a total of five class attributes, 
which are: Poor, Average, Good, Very Good, and Excellent. To 
build the model, we applied a variety of algorithms using WEKA 
explorer. The classification algorithms used for this work are 
REPTree, Hoeffding Tree, and J48 tree. The classify panel of 
WEKA offers to apply a variety of classification and regression 
algorithms to the resulting dataset to measure the accuracy of the 
resulting prediction model, and to look out the flawed predictions 
or the model itself. 

At first, load the data file- NSTU.arff into WEKA. The file 
contains the information of students. We need to divide up the 
records, so some data instances can use to create the model, and 
some data can use to test the model to ensure that we didn’t overfit 
it. This is necessary to evaluate the generated models’ accuracy as 
there is no separate data to test the model. Then, we got the model 
as a decision tree. 

In step by step, now we will depict the whole process of 
WEKA simulation software. 

Preprocessed the data by converting CSV to ARFF format: 
The raw data which contains CSV(comma-separated values) 
format on the excel sheet was selected and convert it to 
ARFF(.arff) format by the WEKA tool (Figure 2). The decision 
tree-based system model was then generated after the processing 
of the NSTU.arff file. 

 
Figure 2: ARFF conversions by Weka tools 

The preprocessed data was then used to train the system using 
the WEKA implementation tool (Figure 3). 

 
Figure 3: WEKA interface for the pre-processed data 

Then the data is used to classify using WEKA implemented 
J48 algorithm. The visualization of the attributes presented in 
Figure 4. 
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Figure 4: Attributes visualization 

Figures 5 show the set of generated rules, and Figures 6 shows 
the corresponding result of the classifier using WEKA tools. 

 
Figure 5: J48 rules generated using WEKA 

There are 850 instances and 8 attributes. In the tree shown in 
Figure 7 has the number of leaves: 89, tree size: 130. Here, the 
percentage of correctly classified instances is 85.6471%, and the 
percentage of incorrectly classified instances is 14.3529%. The 
accuracy model ascertains that the proposed model could be a 
very good choice to predict student's results and for further 
development.  

 
Figure 6: Result of the classifier 

 
Figure 7: Decision tree produced using WEKA 

5.3. Final Result Exploration 

The decision tree knowledge was deduced as IF-THEN format 
rules and demonstrated in Figure 8.  

In this way, we got 89 possible IF-THEN rules. Then we use 
these IF-THEN rules on the backend program for system 
development. 

5.4. Login Page 

It is the initial page that the user can see through which a user 
can get access to the proposed web-based student result analysis 
and prediction system. Use must put their credentials (username, 
password) to get access (Figure 9). 
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Figure 8: Rule set generated by J48 

 
Figure 9: Login page 

5.5. Sample Output for the System 

The system asks the user questions related to their CT marks, 
assignment mark, and other related questionnaires of the previous 
semester, which results have not yet published. Then based on the 
user response, the system can predict those semester results for 
the user and give a suggestion that provides the reason behind the 
corresponding results. The system also able to categories the 
students’ results. This also enables the system to classify the 
categories (Excellent, Very good, Good, Average, Poor) of 
student's records in their academic period. A sample output of the 
proposed prediction system demonstrated in Figure 10. 

5.5.1 Class-wise Accuracy and Accuracy model for Class 
Prediction 

For different outcome categories, the true positive, false 
positive, and correct precision results presented in Table 2. 

 
Figure 10: Sample output for the prediction system 

Table 2: Class-wise accuracy for five class prediction 

We found the accuracy percentage of the J48 decision tree 
algorithm is about 85.6471% for the dataset used in this study 
(Table 1) and shows in Table 3. 

Table 3: Accuracy percentages 

Algorithm Correctly Classified 
Instances(CCI) 

Incorrectly Classified 
Instances(ICI) 

J48   85.6471% 14.3529% 

5.5.2 Comparison of the performance metric for other 
classification models 

Table 4 shows the accuracy comparison of J48, REPTree, and 
Hoeffding tree algorithms for the dataset used in this study (Table 
1) observed as follows: 

Table 4: Comparison of other classification models 

Algorithm Correctly Classified 
Instances(CCI) 

Incorrectly Classified 
Instances(ICI) 

J48   85.6471% 14.3529% 

REPTree   82.2353% 17.7647% 

Hoeffding 
Tree 

  65.1765% 34.8235% 

So from the comparison, we see that J48 is the best classifier 
for the data set. 

TGPA CLASS True Positive 
(TP) 

False Positive 
(FP) 

Correct 
Precision (%) 

EXCELLENT 1.000 0.000 100% 
VERY GOOD 0.972 0.013 97.2% 
GOOD 0.878 0.100 87.8% 

AVERAGE 0.803 0.082 80.3% 
POOR 0.791 0.004 79.1% 
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6. Conclusion and Future Work 

As a countries development mostly relies on the educational 
outcome of the students, especially on the performance of 
university graduates, the performance improvement of the students 
is highly desirable. The proposed system can predict the students’ 
results and will help them for their performance improvement by 
knowing their lacking and following the pieces of advice from the 
system based on their current conditions. Moreover, the proposed 
system would help the students to cut down the overall failure rate 
as they can now be well directed and advised. The experimental 
results show that the true positive rate for getting the POOR, 
AVERAGE, GOOD, VERY GOOD, EXCELLENT class is 79.1%, 
80.3%, 87.8%, 97.2%, and 100% respectively, and J48 is the best 
algorithm for classification for the dataset used in this study that 
achieved 85.6471% accuracy. In conclusion, we hope that 
university students will hugely benefit from using the system for 
their performance improvement. 

The future work would comprise utilizing the proposed system 
on an extended data set with more attributes (e.g. student financial 
condition, No of backlog, etc.) to get more accurate results. We 
also aim to prolong the work with more experiments using other 
techniques like neural network and clustering, etc. 
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 Most buildings are equipped with various types of sensors to detect smoke in the event of a 
fire, though most are located internally. Practically, smoke has to reach the sensor in order 
for the sensor to react. The limitations of these sensors are their inability to respond in the 
early stages of a fire, and their questioned efficiency in accurately detecting the source of 
the smoke and locations in external environments. Image processing techniques are widely 
used in different critical applications in the domains of security, recognition, detection, etc. 
In this paper, we present an alternative image-based algorithm that can detect smoke in 
both indoor and outdoor environments. The algorithm operates over colored images to 
detect smoke at the early stages of a fire. The core of the algorithm relies on target 
extraction, color analysis and block subtraction components. Results shows that our 
proposed algorithm is capable of detecting smoke accurately at a rate of 95.10%, making 
it suitable for wide range of applications. 
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1. Introduction 

Accidental fires cause severe economic and ecological damage 
in addition to threatening people’s lives. To avoid the catastrophe 
of a fire, fire-detection techniques were developed which were 
mainly based on particle sampling [1], temperature sampling [2], 
in addition to the traditional ultraviolet [3] and infrared [4] fire 
detectors and sensors. Sensor-based smoke detection systems work 
effectively if they are located close to the smoke source. One of 
the critical limitations of these systems is their inability to identify 
and locate the source the smoke, especially if deployed in outdoor 
environments. 

As alternative to sensors, image-based detection systems of 
indoor and outdoor fires have been developed as an effective 
alternative to detect smoke. The concept relies on the development 
of an algorithm which is able to automatically detect very early 
signs of smoke in captured images. One of the most challenging 
issues in such techniques is the recognition of smoke in outdoor 
environments. This is due to the difficulty of recognizing the visual 
characteristics of the smoke. 

In this paper we present an alternative image-based smoke 
detection algorithm which works on recognizing fire smoke using 
colored digital images captured in outdoor environments. The 
proposed technique assumes that regular images of the area under 
surveillance are captured and immediately processed. These 

images will be analyzed and through a series of stages, including 
extracting the target, analyzing image colors and subtracting 
images blocks through an organized process. The significance of 
the proposed method lies behind its structure’s simplicity, smoke 
detection accuracy and performance. Compared to other 
techniques, our alternative method is found promising alternative 
as it offers high detection rates with non-complex design. 

2. Literature Review 

 The authors of [5] proposed a method which can detect smoke 
based on the concept of source separation. The method treats the 
captured fire images as a linear combination of smoke and 
background image pixels. In other words, the method aims to 
separate the smoke from the background of the captured images. 
The results published in this research show that the method is able 
to effectively detect smoke in outdoor environments. However, the 
performance of the proposed method is not examined, hence the 
method’s efficiency is questioned. 

In [6], a method for image-based smoke detection using an 
image-based technique is presented.  The method relies on 
considering the static and dynamic features of the fire smoke. The 
dynamic features are disorder, growth, and frequent flicker, while 
the static features are self-similarity and wavelet energy. The first 
step is to detect the moving target in the image. This is done 
through the use of a median filter algorithm to retrain the noise. 
Consequently, a background subtraction technique based on 
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adaptive a background update is applied. Upon detecting the 
moving target, the method aims to extract the target’s contour in 
every binary image of the target in order to extract a frequent-
flicker feature in target boundaries. The disorder that may appear 
in the captured image can be measured based on the ratio of 
circumference to area for the segmented target region. The 
frequent-flicker feature is also extracted using a wavelet domain 
approach.  This can help in determining the temporal high-
frequency activity in a pixel. The last step carried out in this 
method is the process of joining all extracted features through a 
joint feature vector into an artificial neural network. 

The work in [7] is presented according to the fact that the 
boundary of the smoke region is not clear, which makes it difficult 
to extract the smoke region using fundamental image processing. 
To resolve this limitation, authors incorporated K-means 
algorithms to fix the initial point in the domain region. The image 
is completely black while all pixels are in the initial point and 
through an image segmentation process, the image of the smoke 
shape then develops self-similarity properties. The positional 
relationships of pixels extracted from a single brightness is used to 
finally apply the fractal encoding techniques used for detecting 
smoke images [8]. 

In [9] a method to improve the image quality of the smoke 
using fuzzy logic is presented. The smoke area is extracted using a 
Gaussian mixed model. A hyper parameter of a support vector 
machine is established for smoke recognition.  

Different types of RGB-based models can be used for 
fire/smoke detection systems, including, YCbCr and YUV color 
models. The YCbCr color model is effective for fire and smoke 
detection using image processing techniques [10-12]. However, to 
minimize the chance of selecting moving objects, clustering 
algorithms such as the K-means algorithm are used. 

A different type of technique is presented in [13]. The authors 
propose a real-time smoke classification method using texture 
analysis. This method works by background subtraction for 
moving objects using the Gaussian Mixture Model (GMM), which 
divides the image into background and foreground. Pixels that 
don’t match Gaussian distribution are considered as foreground 
pixels. The image is divided into blocks, where each block is 
composed of 16*16 pixels as shown in Figure 1.  

 
Figure 1: Sub-blocking the captured image [13] 

For each block, the number of foreground pixels is counted. 
The method considers that particular block as a candidate block if 
and only if it has more than 205 foreground pixels. Consequently, 
the texture features are calculated for every candidate block using 
Gray Level Co-occurrence Matrices (GLCM). The texture features 

are classified under three categories: energy, contrast and 
homogeneity. A back propagation Neural Network (NN) algorithm 
is used to discriminate the smoke features. The three texture 
features form the input to the NN algorithm. The resulting output 
is a binary value (either 0 or 1), where the value 1 represents the 
existence of smoke in the image, and the value 0 represent the 
absence of smoke, as illustrated in Figure 2. 

 
Figure 2: Detected smoke in the captured image [13] 

In [14], the proposed method is designed based on deep 
saliency network. It aims to specify the important objects in an 
image. The output of this method is a smoke saliency map that is 
generated through the combination of pixel-level and object-level 
convolutional neural networks. The results show the method 
achieves good performance compared to some other method in that 
particular types of detection.  

An improved smoke detection approach based on frame 
movement is presented in [15]. The approach relies on analyzing 
the characteristics of smoke at its early stages. The core of the 
approach is based on converting the captured images (extracted 
from multiple frames) to their binary representations. The lightness 
pixels that are not within the scope of the method are then 
removed. Subsequently, the smoke is detected using gray and 
transparency features. According to the performance analysis, the 
approach achieves a detection rate of about 92%. 

In [16], the authors present an alternative smoke detection 
method based on visual smoke characteristics, including 
movement, color, gray tones, etc. When a region with movement 
is detected, the pixels within that region are estimated and analyzed 
to specify possible smoke regions. For higher accuracy, the method 
uses local binary patterns to characterize each region. Evaluation 
results shows that this method achieve an average smoke detection 
accuracy rate of 98.84%.  

The authors in [17] proposes an algorithm to detect smoke and 
flame for video obtained from a camera installed in open area. The 
algorithm utilizes the adaptive background subtraction, and apply 
the optical flow-based movement estimation to identify a motion. 
Wavelet analysis is also applied to achieve moving blobs 
classification. Experiments results shows that the algorithm 
achieves a detection rate of 87% for smoke. 

Similarly, the method presented in [18] utilizes the appearance 
and motion information to extract robust information. Machine 
learning is applied to achieve accurate smoke detection. 
Experiments results shows that the algorithm achieves a detection 
rate of 84.08%. 

Finally, a video-based smoke-detection method is proposed in 
[19]. The core of the method relies on analyzing the spatial and 
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temporal characteristics of video sequences to identify smoke 
features from possible smoke regions. These features include: edge 
blurring, gradual energy changes, and gradual chromatic 
configuration changes. These features are combined using a 
support vector machine technique and a temporal-based alarm 
decision unit to enhance the detection rates. Experiments results 
shows that the algorithm achieves a detection rate of 83.05%. 

3. Alternative Smoke Detection Algorithm  

In this section we present our proposed real-time smoke 
detection algorithm. The core of the algorithm relies on two main 
components: a target extractor and a color analyzer. In addition, 
the algorithm is provided with a supportive component for 
controlling the sensitivity of the detection process according to the 
area of application. The overall structure of the proposed algorithm 
is presented in Figure 3. 

 
Figure 3: The structure of our proposed smoke detection algorithm 

 
Figure 4: The internal structure of the TE Component 

According to the above structure, the received image from the 
area under surveillance is processed through the Target Extractor 
(TE). This process assumes that the system is initialized by a base 
image in order to extract the target blocks which might be a 
candidate for a smoke block. Note that sensitivity controller is 

designed to control the sensitivity of the smoke detection process. 
Increasing the level of sensitivity results in detecting smoke in 
earlier stages. However, over-increasing in the sensitivity of the 
controller might increase the false positive ratios. The internal 
structure of the TE component is illustrated in Figure 4. 

Upon completing the target extraction stage, the received 
image is then masked to compare the overall intensity against the 
base image. This operation is carried out as part of the Color 
Analyzer (CA). The CA component is designed to separate the 
RGB blocks to examine the standard deviation of the three mean 
values of the extracted blocks, as shown in Figure 5. 

 
Figure 5: The internal structure of the CA Component 

Consequently, a curve-fitting process is applied over the block 
intensity of both base image and current image obtained from the 
area under surveillance. The decision on whether smoke is found 
in the image or not is based on the difference between the fitted 
curves of both base and current images. 

 
Figure 6: The base image of the area under surveillance 

 
Figure 7: The image of the smoke captured for the area under surveillance 
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4. Results and Discussion 

Our proposed system is tested against a set of images. Initially, 
the base-image should be stored for future comparison against the 
received image from the area under surveillance. Accordingly, 
Figure 6 presents the base image used in this experiment. For 
testing purposes, a fire has been started and the smoke starts to rise. 
Figure 7 shows the current image captured by the installed camera 
in the area under surveillance. 

At this stage, a mask is applied over both the base image and 
the newly captured image to study possible changes in the overall 
intensity of the image’s blocks. As shown in Figure 8, the masking 
process shows exactly which areas are candidate to represent 
smoke. 

 
Figure 8: Masking the base-image (A) and the newly captured image (B) 

Upon completing both the target extraction and color analysis, 
our proposed algorithm considers only the blocks which includes 
the black smoke. In the next stage. The curve fitting process is 
applied. Figure 9 shows the base image intensity before applying 
the curve fitting, where the figure shows the mean value of each 
block in the image. 

 

 
Figure 9: The intensity of the base-image (A) and the current image (B) before 

applying curve fitting 

 
Figure 10: The intensity of the base image (A) and the current image (B) before 

applying curve fitting 

Consequently, the curve-fitting process is applied over the base 
and current images. This process aims to find the best fit to the 
series of data points in each image. Figure 10 presents the intensity 
of the base-image and the current image after curve fitting has 
taken place. 

Based on the two fitted curves of both the base and current 
images, one can note that the fitted curve of the current image (with 
smoke blocks) is lower than the fitted curve of the base-image. At 
this point, the level of sensitivity plays its role in whether to 
consider a particular block as smoke or not. We have conducted 
our experiment over a selected set of original smoke and none 
smoke images found in [20] and illustrated in Figure 11.  

 
Figure 11: Set of Smoke Images (A-F) and Set of None Smoke Images (G-I) 

The experiment results over the set of images shown in Figure 
11, reveals that our method is able to detect the smoke-spectrum in 
most of the images. The results of the detection process applied 
over smoke and none smoke images are presented in Figure 12 and 
13, respectively.  

Table 1: Analyzing detection rates over different levels of sensitivity 

Image Level of sensitivity Decision False Alarm? 
A. Smoke 50% Smoke Detected No 

A. Smoke 75% Smoke Detected No 

A. Smoke 95% Smoke Detected No 

B. Smoke 50% No Smoke Yes 

B. Smoke 75% Smoke Detected No 

B. Smoke 95% Smoke Detected No 

C. Smoke 50% Smoke Detected No 

C. Smoke 75% Smoke Detected No 

C. Smoke 95% Smoke Detected No 

G. NonSmoke 50% No Smoke No 

G. NonSmoke 75% No Smoke No 

G. NonSmoke 95% Smoke Detected Yes 

H. NonSmoke 50% No Smoke No 

H. NonSmoke 75% No Smoke Yes 

H. NonSmoke 95% Smoke Detected Yes 

A. Smoke  B. Smoke  C.Smoke  

D.Smoke  E. Smoke  F. Smoke  

G. NoneSmoke  H. NoneSmoke  I. NoneSmoke  
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Figure 12: Original Smoke Images before Masking (A-F) and Masked Smoke 

Images (MA-MF) 
 

 
Figure 13: Original None Smoke Images Before Masking (G-I) and Masked None 

Smoke Images (MG-MI) 

Note that our proposed method is able to detect the smoke 
accurately as illustrated in Figure 12. However, our algorithm has 
also detected some smoke patterns in non-smoke images. This is 
due to the value assigned to the sensitivity controller. As 
highlighted in Section 3, the sensitivity controller plays a pivot role 
in formulating the final decision on whether a particular block of 
pixels is recognized as smoke or not. The sensitivity controller 
works on curve-fitting process. Increasing the sensitivity level to 
some extent, lead to higher false alarm rates. Table 1 shows how 
our algorithm react over different levels of sensitivities.  

Obviously, the ideal level of sensitivity is found to be at rate 
75%. Increasing or decreasing this ratio to some extent, results in 
higher rates of false alarms. However, it is a trade-off process, as 
some applications may require higher levels of sensitivity to avoid 
massive lost.  

We run our experiment over 200 images. the results show that 
the detection rate is 95.1%. For comparison purposes, we 
compared our results with existing methods published in [15-19]. 
Results presented in Table 2 show that our method outperforms 
most of these methods in term of smoke detection rates. This is due 
to low-cost operations used in our method.  

Table 2: Comparing the smoke detection rates of our proposed method against 
existing methods 

Method Smoke Detection Rate 

Method 1 [15] 92.60% 

Method 2 [16] 98.84 

Method 3 [17] 87.00% 

Method 4 [18] 84.08% 

Method 5 [19] 83.05% 

Our Method 95.10% 

In terms of performance, our method was tested on an Intel 
Core i7 processor of 2.8GHz, a memory RAM of 3 GB, and hard 
disk of 80 GB. The results show that the average processing time 
for an image of size 92.5KB takes about 98ms. This performance 
makes our method suitable for deployment in a wide range of 
applications and environments.  

5. Conclusion 

This research presents an early smoke detection method using 
image processing techniques. The method is based on target 
extraction, color analysis and curve fitting to delimit the candidate 
smoke region. The level of sensitivity plays a pivot role in 
determining whether an alarm of smoke should be activated. The 
experiments results show that the proposed method provides a 
good detection rate of smoke against several scenarios. Results 
show that our method provides outstanding detection results at the 
sensitivity level of 75%, where the alarm was activated on all 
images that includes smoke patterns. Similarly, the images 
without smoke has not activated the alarm in more than 97% of 
the cases. The main reason behind some false alarm cases is the 
distance between the recording device and the target area. 
However, the intensive analysis of our method over a set of 200 
images reveals that, the detection rate is 95.10%. In term of 
processing time, our method is capable of processing an image of 

A. Smoke  

B. Smoke  

C.Smoke  

D.Smoke  

E. Smoke  

F. Smoke  

masking 

masking 

masking 

masking 

masking 

masking 

MA. Smoke  

MB. Smoke  

MC. Smoke  

MD. Smoke  

ME. Smoke  

MF. Smoke  

m
as

ki
ng

 

m
as

ki
ng

 

m
as

ki
ng

 

G. NoneSmoke  

MG. NoneSmoke  

H. NoneSmoke  I. NoneSmoke  

MH. NoneSmoke  MI. NoneSmoke  

http://www.astesj.com/


A. Sally et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 123-128 (2020) 

www.astesj.com     128 

less than 100KB in less than 1 second, making it feasible 
candidate for many environments. 
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 Vegetable oils are often proved to be promising for industrial lubrication applications among 
which soybean oil found to be better due to its attractive and desirable thermo physical 
properties for machining compared to other vegetable oils. However, already it was 
established that influenced desirable thermophysical properties necessary for a vegetable oil 
through which better machining performance can be obtained. Among the various vegetable 
oils which are practically in use for machining applications as a cutting fluid soybean oil is 
found to be best and which has the scope for improvement of thermophysical properties 
nearer to the optimized values obtained. Therefore, the present work aims to improving the 
influencing thermophysical properties of soybean oil by reinforcing with suitable 
nanoparticles. Therefore, within the present work two categories of nanoparticles such as 
metallic-Aluminium oxide (Al2O3) and non-metallic reduced graphene oxide (RGO) particles 
were selected for dispersion in soybean oil with different concentrations for obtaining the 
required properties. The obtained results reveal that non-metallic nanoparticles i.e RGO with 
0.5% concentration in soybean found to be better for imparting nearer to optimum properties 
required for obtaining better machining performance. Further sedimentation studies were 
carried out to ascertain the stability of particles. The studies revealed that at 0.5% 
concentration of RGO assisted with ultrasonication resulted for better stability of suspended 
nanoparticles for long term usage.   

Keywords:  
Soybean oil  
Reduced graphene oxide 
Al2O3 
Nanoparticle concentration 
Properties 
Stability 

 

1. Introduction 

Vegetable oils are widely used as a cutting fluid for machining 
applications from last two decades because of their high 
lubrication performance, less toxicity, eco-friendly and non-
hazardous nature. However, during the real time applications 
especially concerned to machining applications performance of 
these oils differs one over the other due to the wide variation of 
fluid properties [1-3]. Therefore Suresh et.al [4] investigated 
about optimization of vegetable oil properties through CFD and 
established that thermal conductivity and viscosity play a major 
role in improving the machining performance apart from another 
two important properties such as specific heat and density. Within 
their studies [4] they further established that viscosity (kg/m.s), 
Density (kg/m3), Thermal conductivity (w/m-k) and Specific heat 
(J/kg-k) 0.025, 920, 0.18 and 2000 respectively are the desirable 
thermo physical properties required for a vegetable oil for 

imparting better machining performance. However, within the 
literature [5-6] it is further observed that among various vegetable 
oils, soybean oil is found to be better [7] and has the scope for the 
researchers to improve its thermophysical properties nearer to 
optimized values established by Suresh et.al [4]. 

Therefore the present work focuses on improving the 
thermophysical properties of soybean oil by reinforcement of 
widely used metallic (Al2O3) nanoparticles [8-9] and non-
metallic RGO[10-11] nanoparticles as separate combinations and 
ascertaining the better category of nanoparticles and its 
concentration which can impart the desirable properties and also 
can give long term usage capability. 

2. Materials 

Within the present work the base vegetable oil i.e soybean was 
purchased from local market and nanoparticles such as reduced 
graphene oxide and aluminum oxide nanoparticles was procured 
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from Aarshadhatu green nanotechnologies India private limited, 
Guntur. 

All the procured materials were commercial grade and do not 
require any further purification. 

3. Preparation of nanofluids and evaluation their 
properties 

Initially within the present work it is intended to prepare 
nanofluid samples containing metallic and non-metallic particles 
with various concentrations and their properties are to be 
evaluated day after day. Apart from this it is also intended to 
observe the suspension phenomena of nanoparticles within the 
base fluid through sedimentation analysis.  

3.1 Nanofluid preparation 

Nano fluid samples were prepared using two step method. For 
this soybean oil as taken as a base fluid for separate dispersion of 
reduced graphene oxide and Al2O3 nanoparticles at different 
weight percentage (0.25, 0.5, 0.75 and 1%) combinations ranging 
from 0.25-1% insteps of 0.25%. Afterwards the solution was 
mixed by bath sonicator upto 60 minutes of duration at room 
temperature. Prepared samples were shown through figure 1. 

 

(a)    (b) 

Figure 1: Prepared nanofluid at different concentrations (a) RGO contained 
Soybean (b) Al2O3  contained Soybean 

3.2 Properties evaluation  

Since the present oil is intended as lubricating oil for machining 
applications therefore major important properties i.e thermal 
conductivity has been found out through KD2 pro thermal 
conductivity analyzer, viscosity through Brookfield viscometer, 
density through Anton Parr density meter and specific heat 
through nanofluid heat capacity apparatus day by day upto 6 days 
after the preparation of nanofluid. The obtained properties were 
tabulated through Table 1&2 at alternate two days. 

Table 1: Measured Properties of Al2O3 suspended nanofluid samples 

 
 
 
 
 
Properties 

Weight percentage concentrations 

0.25% 0.5% 0.75% 1% 

Day 
2 

Day 
4 

Day 
6 

Day 
2 

Day 
4 

Day 
6 

Day 
2 

Day 
4 

Day 
6 

Day 
2 

Day 
4 

Day 
6 

Thermal conductivity(w/mk) 0.168 0.168 0.166 0.172 0.172 0.167 0.176 0.176 0.175 0.181 0.180 0.176 

Viscosity(cst) 27.8 27.8 27.5 28.1 28.1 28.0 28.5 28.5 28.3 29.0 29.0 28.8 

Specific Heat(j/kg.k) 1.979 1.979 1.975 1.981 1.981 1.979 2.108 2.108 2.103 2.119 2.119 2.211 

Density(g/cm3) 0.917 0.916 0.916 0.923 0.923 0.920 0.923 0.923 0.921 0.930 0.929 0.929 

Table.2: Measured Properties of RGO suspended nanofluid samples 

  

 
                 
 Properties 

Weight percentage concentrations 

0.25% 0.5% 0.75% 1% 

Day  
2 

Day 
4 

Day 
6 

Day  
2 

Day 
4 

Day 
6 

Day  
2 

Day 
4 

Day 
6 

Day  
2 

Day 
4 

Day 
6 

Thermal conductivity(w/mk) 0.172 0.172 0.171 0.181 0.181 0.180 0.187 0.186 0.185 0.190 0.190 0.187 

Viscosity(cst) 27.9 27.9 27.6 28.3 28.3 28.1 28.7 28.7 28.4 29.2 29.2 29.0 

Specific Heat(j/kg.k) 1.982 1.982 1.980 2.018 2.018 2.090 2.185 2.182 2.138 2.228 2.219 2.211 

Density(g/cm3) 0.918 0.918 0.916 0.921 0.921 0.919 0.923 0.923 0.921 0.928 0.928 0.927 
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From the above obtained results, the variation of properties of 
the prepared nanofluid samples were analysed in the following 
sections.  

 

3.3 Variation of properties 
From the obtained values of various properties of the different 
nanofluids at different concentrations the variation properties 
were plotted with respect to number of days and are shown 
Figures 2&3. 

 
(a) Thermal Conductivity 

 
(b) Viscosity 

 
(c) Specific Heat 

 
(d) Density 

Figure 2: Variation of thermophysical properties of Al2O3 suspended soybean oil w.r.t to no.of days 

      

(a) Thermal Conductivity 

 

(b) Viscosity 

  
(c) Specific Heat 

 
(d) Density 

Figure 3: Variation of thermophysical properties of RGO suspended soybean oil w.r.t to no.of days 
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                                                (a)                                                      (b)                                                                (c) 

Figure 4: Digital photographs of Al2O3/soybean nanofluid at different concentrations a) 2 days time of preparation b) After 4 days preparation. c) After 6 days of 
preparation 

 

 
(a) 

          
(b) 

  
(c) 

Figure 5: Digital photographs of RGO/soybean nanofluid at different concentrations a) 2 days time of preparation b) After 4 days preparation. c) After 6 days of 
preparation 

Generally, nanofluids has higher properties than the 
corresponding base oils due to their random drifting of suspended 
nanoparticles in the base fluid and nanoparticles are compared to 
more thermophysical properties than liquids which originates 
from collisions between the nanoparticles and liquid molecules 
and the same trend was observed in the present work. From the 
figures 2&3 it was observed that with the increase of particle 
concentration all the measured properties are found to be 
increasing after 2nd and up to the 4th day of preparation however 
after 4 days of preparation all the properties at 0.75 and 1 weight 
percentage combinations gradually decreased but at 0.5% 
concentration the properties were found to be constant.  

Observing the individual trend of prepared nanofluid samples 
containing Al2O3 and RGO it is observed that RGO suspended 
nanofluid samples exhibited superior properties compared Al2O3 
suspended samples. The superiority of RGO suspended nanofluid 
samples compared to Al2O3 suspended samples can be attributed 
to better stability and interaction of RGO particles with the base 
fluid compared to Al2O3 particles.It is further observed that at 
0.5% concentration of RGO the properties tend to be much more 
stable compared to other concentrations and more importantly the 
obtained properties were nearer to the optimized values 
established by Suresh et.al [4].  

3.4 Visualization effect 

Figures 4&5 shows the photos of different weight percentage 
concentrations of Al2O3-susupended and RGO suspended 
soybean oil samples taken after 2, 4 and 6 for visual inspection. 
From the visual inspection it is observed that the sedimentation 
was found to very less for all the concentrations after the 
preparation of oil up to two days after that with the increase in 
time it was found to be increasing at all concentrations with in 

which 0.75 and 1% weight percent of nanoparticles led to high 
sedimentation compared to 0.25 and 0.5% weight concentration. 

4. Stability improvement through ultrasonication 

Based on the obtained thermophysical properties and the studies 
carried out through visualization it is concluded that RGO 
suspended nanofluid at 0.5% weight concentration has resulted 
for imparting the desirable properties established by suresh et.al 
[4]. Since the prepared nanofluid intended for using as a lubricant 
in machining applications, apart from desirable properties it 
further required to have long term stability therefore within the 
present work the prepared 0.5% wt RGO nanofluid samles were 
subjected to ultrasonication for imparting better stability to the 
nanoparticles. Ultrasonication was carried out for a durations 60-
180 minutes insteps of  30 min. thereby in total five ultrasonicated 
nanofluid samples have been prepared  and the samples were 
evaluated for their  thermal conductivity and viscosity which are 
most influencing properties. 

4.1 Variation of properties after ultrasonication  

The thermal conductivity of the nanofluid of prepared nanofluid 
and their variations at different ultrasonication durations with 
respect to number of days plotted as shown in Figure 6. With the 
different ultrasonication durations of RGO-soybean oil thermal 
conductivity is found to be increasing after 60 minutes to 120 
minutes ultrasonication durations upto 20 days of preparation. 
However, after 120 minutes ultrasonication thermal conductivity 
at 150 and 180 minutes gradually decreased but at 120 minutes of 
durations the stability of nanoparticles was found to be stable 
upto 20 days of preparation. The same trend was observed in 
viscosity of nanofluid which is from Figure 7. 
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Figure 6: Variation of thermal conductivity with respect to number of days 

 
Figure 7: Variation of viscosity with respect to number of days 

From the results it is observed that increasing ultrasonication 
duration of 120 min, dispersity of nanoparticles became more 
even and homogeneous, and presence of agglomerates diminished 
significantly. This is attributed due to the fact that ultrasonic 
energy broke down the nanoparticle agglomerations, and it could 
yield a more homogeneous nanofluid sample. On the other hand, 
further increase of ultrasonication period resulted in a slight 
tendency for re-agglomeration, re-agglomeration of particles with 
the latter sonication period may be seen.  

4.2 Visualization effect of nanofluid with ultrasonication 

Figure 8(a)-(b) exhibit the sedimentation pictures of reduced 
graphene oxide-soybean nanofluid samples prepared at different 
ultrasonic durations and after the 20 and 25 days of preparation  

 

(a) After 20 days 

 

(b) After 25 days 

Figure 8: Digital photographs of prepared nanofluid samples at different 
ultrasonication durations of 60-180 minutes insteps of 30 minutes 

From the visual analysis it is observed that the sedimentation rate 
was found to very less for all the concentrations after the 
preparation of oil upto 20 days after that with increase in time the 
rate was found to be increasing at all ultrasonic durations except 
for 120 minutes where the sedimentation rate was found to be very 
less. 

5. Conclusions  

The present work mainly concentration about preparation of 
soybean based nanofluid containing the thermophysical 
properties [4] required for improving machining performance and 
also for long term usage with required properties. Based on the 
above aims the following conclusion has been drawn. 

• Reinforcement of Al2O3 and RGO nanoparticles into the 
base fluid has resulted for enhancement of required 
properties considerably.  

• Compared to metallic Al2O3 nanoparticles, non-metallic 
RGO nanoparticles has resulted for bringing the 
thermophysical properties upto the desired level 
compared to metallic nanoparticles. 

• It is observed that nanoparticles at 0.5% RGO 
nanoparticles concentration have resulted for bringing 
for the properties upto the desired level. 

• After that ultrasonic treatment of nanofluid with 0.5% 
RGO has resulted for long term stability of nanoparticles 
up to 20 days without having much variation in the 
thermophysical properties. 
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 The differences of stunting through socio-economic and productive indicators in high 
Andean community of Peru were evaluated (11°42′58.16″ S, 75°37′31.13″ W, 
altitude 3470 m). Cross-sectional study in 52 mothers with children under 5 years old was 
carried. A validated nutritional survey was applied. Z-scores height for age and nutritional 
status were determined using anthropometric methods and WHO criteria. The prevalence 
of stunting was evaluated by maternal educational level, food and health practices, 
economic level and family food production. Chi-square tests and Spearman correlations 
were performed in order to establish associations to P <0.05. Prevalence of stunting was 
44.2%. The factors associated with stunting (P <0.05) were: Do not use gas for cooking 
(r=0.530), weekly economic income <50.00 dollars (r=0.503), weekly expenditure on 
family food <31.00 dollars (r=0.648), per capita / day expenditure on food <1.10 dollars 
(r=0.591), mother without studies (r=0.454), no own home ownership (r=0.413), 
consumption of food before 6 months old (r=0.410), low frequency of quinoa consumption 
(r=0.423), and fish (r=0.421), presence of childhood anemia (r=0.407); inadequate 
venting of smoke in the kitchen (r=0.491), not having soap for personal hygiene (r=0.413) 
and not having a bathroom (r=0.413). Stunting is associated with various socioeconomic, 
productive and access factors to food. These results demonstrate socio-economic and 
productive disparities for stunting in rural high Andean areas of central Peru, taking as a 
model the community of Tunanmarca in Jauja. 
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1. Introduction  

Food security is assessed at the local, family or individual 
level, determining indicators of food availability, access and use, 
and its sustainability [1], in a context of climate change and 
transition of eating habits [2,3]. In rural areas, availability depends 
directly on agro-food production and is directly related to access; 
families with crops and cattle have easy access to food [1]. The 
biological use of food depends on the capacity of the organism 
and the health state. Stability affects availability and access [4]. 
The greatest food insecurity is registered in poor, large families, 
with limited access to land and in low-income women [5], 
sustainable agriculture must be promoted to achieve family food 
security and stunting eradicate [6]. 

Stunting is associated with non-communicable diseases [7] 
linked to environmental and social factors that lead to a nutritional 
transition [7,8]; among them, the lack of education, health or other 
basic capacities that constitute the well-being of people [9]. The 
situational diagnosis of food security at the family level can be 
raised through surveys [10]-[12] and the nutritional evaluation of 
infants using anthropometric methods [12,13]. 

The age size index determines stunting and expresses the 
height of a child with respect to its age, shows if a child is stunted 
in its growth. Children whose height values for age are below -2 
Z-score are classified as stunting; those with less than -3 Z-score 
are classified as severe stunting [13,14].  

Worldwide, 149 million children under 5 years old have 
stunting. In Peru in 2000, the stunting average in children under 5 
years old was 33%, it dropped to 18% in 2012, with an average of 
32% in rural areas and 10.5% in urban areas; an average of 12% 
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is reported in 2019; however, the fight against stunting does not 
end; although national averages show progress, regional data 
show deep gaps between the coast, highland and jungle regions 
[15]. There are regions of the highlands whose stunting average 
exceeds 30%; there are high Andean communities where stunting 
easily exceeds 60% [11,12]. Another nutritional problem that 
mainly affects children from 6 and 35 months is anemia, which in 
2018 affected 43% [15].  

Stunting is closely related to the food insecurity of rural 
families in the central highlands, especially with factors linked to 
availability and access [12], [16]; agro-food production levels do 
not meet its needs.  

The production in the plots of the rural families is scarce, a 
part is stored for a short period, the children being the most 
vulnerable to a deficient intake of proteins and micro nutrients; 
their diet is eminently energetic (potato, corn, barley, noodles), 
the consumption of meat, milk, eggs, fish, fruits and vegetables is 
rare or null [11]. Similar studies conducted in the province of 
Jauja, report a stunting prevalence in children under 5 years old, 
of 21.9% [17].  

In this context, the present study aimed to estimate the 
prevalence of stunting in children under 5 years old and determine 
the association between some variables of availability, access and 
use of food of the rural families of the Tunanmarca district, 
province of Jauja with the stunting prevalence of their children 
under 5 years old. 

2. Materials and methods 

2.1. Place and duration of the study  

The study was carried out in September 2015, in the 
Tunanmarca district, province of Jauja, located between 
Coordinates 11°42′58.16″ S, 75°37′31.13″ W, at an 
average altitude of 3470 m, with an area of 30.07 km² and 1038 
habitants, with a density of 34.5 hab/km². In this district is located 
the community of the same name whose families are engaged in 
agricultural work in rainfed conditions (Figure 1). 

2.2. Aspecto bioético 

The research protocol was evaluated and approved by the 
Research Institute of the Universidad Nacional del Centro del 
Perú. The objectives of the study were reported to the mothers, 
who voluntarily participated in the study, signing the informed 
consent, agreeing to measure the height and weight of their 
children. 

2.3. Study population  

60 peasant families are living in the rural community of 
Tunanmarca, who have at least one child under 5 years old and 
reside in the district for more than 5 years. The study worked with 
the entire population, not requiring a sample; therefore, the results 
are of high reliability. Of the 60 surveys and anthropometric 
evaluation of children under 5 years old, 52 had complete 
information, representing 86.6%. If the families had more than 
one child under 5 years old, the child in the study was the youngest. 

 
Figure 1. Map of the Peasant Community of Tunanmarca - Jauja, Peru. The 
community is 76.5 km away from the city of Huancayo and 17.9 km away from 
the city of Jauja by road. In this place, it is the Tunanmarca Archaeological Center, 
Pre Inca citadel "Siquillapucara", cultural heritage of Peru. It was a fortified city, 
with circular and rectangular single-story houses made of stone and mud; it is a 
tourist destination in the center of Peru. 

2.4. Techniques Applied in the Collection of Information and 
Measuring Instruments  

A questionnaire was used as an instrument with questions 
about socio-economic, productive, food and health practices of 
families with children under 5 years old, considering indicators on 
educational level, monthly income and expenditure on family 
food, housing conditions, employment , breastfeeding, feeding 
frequency, vaccination, presence of diarrheal and respiratory 
diseases, early stimulation practices, disposal of excreta and 
garbage, crops and breeding, used in other studies under similar 
conditions [10,12,16]. The use of questionnaires in nutritional 
studies has the advantages of speed, moderate cost, and covers a 
wide variety of aspects and facilitates the analysis of the data [18].  

Anthropometric data was taken from children under 5 years 
old, using 02 height meters and 02 SECA-Unicef scales, 
following standardized protocols [14,19,20]. Figure 2 shows the 
sequence of the research process followed. 

 
Figure 2. Sequence of the research procedure 

2.5. Statistical analysis  

The information was tabulated in the SPSS 23 program. The 
WHO-Anthro 3.2.2 program [14,19,20] was used to determine the 
Z scores and the nutritional status of the children.  
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Univariate analysis determines the distribution of data and 
relative frequencies of each variable studied. The bivariate 
analysis processed contingency tables with X2 test and Spearman 
correlation with 95% confidence. 

3. Results 

3.1. Socio-economic status of the study families 

51.9% of children are male and 48.1% female, aged between 
1 and 60 months; 36.5% is the first child. The average age of the 
mothers is 33 years. The families on average have 5 members, 
with a range of 2 to 10 members. The weekly economic income 
of the families on average is S/. 157 soles, with a range of 60 to 
250 soles. The average weekly expenditure on food is S/. 106 
soles, with a range between 35 and 180 soles; the daily per capita 
expenditure on food is S/. 3.50 soles (Range: 1.40 to 8.50 soles; 
Change US dollar = 3.30 soles). 

2.1% of parents have no studies, 14.6% have primary, and 72.9% 
secondary and 10.4% have higher education. In moms, 1.9% have 
no studies, 42.3% have primary, 51.9% secondary and only 3.8% 
have higher education. 21.2% of the mothers are single, 23.1% 
married, 51.9% are living together with the husband and 3.8% are 
divorced or widowed. 

57.7% of families own their homes, 7.7% are renters, and 5.9% 
are caregivers and 28.8% live in their parents' house. The 
predominant material of the walls is adobe (84.6%), the rest is 
concrete and brick. The floor is dirt (88.5%), concrete / ceramic 
(11.5%) and tile roofs (77%); all homes have electric power. 57.7% 
of families use firewood for cooking, 5.8% use kerosene and 40.4% 
use propane gas. 42.3% use only one sleeping room and 48.1% 
use 2 rooms. 59.6% do not have a place to store firewood and 84.5% 
do not have a place to store their agricultural tools. 47.7% of 
kitchens do not have an adequate smoke vent. 53.8% have an 
exclusive place to store kitchen utensils. In 64% of families, they 
have animals in the kitchen (guinea pigs, dogs, chickens and cats). 
78.8% of families are beneficiaries of some government social 
support program. In the last 15 days, 40.8% of the parents carried 
out agricultural work, 32.7% are workers, 16.3% are public / 
private employees, 8.2% were unemployed and 2% perform 
outpatient sales. 55.8% of the mothers are engaged in household 
chores, 32.7% in agriculture and the rest in other independent 
activities. 

3.2. Child malnutrition 

7.7% of acute malnutrition (weigh / height) was recorded and 
in parallel 5.8% overweight, the double burden of malnutrition, 
due to deficit and excess is observed, which confirms the period 
of nutritional transition in this community. 9.6% of children have 
global malnutrition (weight / age).  

The stunting prevalence (height / age) determined in the study 
is 44.2%, including 7.7% of severe stunting (Figure 3), a very 
critical situation, since the national average is 12% [15]. This 
result is similar to that reported in Jauja and Janjaillo [11,12], and 
specifically at the district of Tunamarca, 30.4% of stunting is 
reported in children under 5 years old [11]. In this study, the 
prevalence of childhood anemia is 82.7%, an extremely high 
value associated with conditions of poverty and food insecurity 
[21]. 

 
Figure 3. Nutritional status based on Z scores height for age 

3.3. Food practices 

Of the 52 children under 5-year-old, 88.5% drank breast milk; 
65% received before 6 months of age, herbal water, evaporated 
milk or fresh milk (40%), porridge (30%), juices (5%), family 
food (5%) and broths (5%). The prevalence of exclusive 
breastfeeding was 35%. 

37% of children consume solid foods more than twice a day 
and 63% between 3 and 5 times. The most frequently consumed 
foods are sugar (98%), oil (87.8%), potato (84%), rice (80%), 
vegetables (57%), fresh milk (47%) and bread (43%). Once a 
week, they consume olluco (73.5%), beans / lentils (73%), 
chicken meat (69%), fish (65%), egg (65%), corn (63%), noodles 
(61 , 2%), broad beans / peas (59%), bananas (59%), barley moron 
(57%), viscera / tripe (55%), quinoa (51%), citrus fruits (51%), 
guinea pig meat (42.9%). Less frequently, kiwicha, tarwi, maca 
and red meat are consumed.  

3.4. Health practices, early stimulation and sanitation 

86.5% of children have ever been vaccinated, but only 75% 
have all vaccines for their age. The prevalence of diarrhea and 
acute respiratory diseases was 28.8 and 32.7%, which are attended 
in the health facility (92.3%), the rest go to the healer or pharmacy. 
75% of children are affiliated with the Sistema Integral de Salud 
del Ministerio de Salud or Seguro Social and 25% do not have any 
type of health insurance.  

63.5, 55.8, 55.8, 46.2 and 38.5% of the mothers to stimulate 
the development of their children talk to them, caress them, make 
them play, sing or tell them stories. 55.8, 46.2, 40.4, 32.7, 30.8% 
of parents make handmade or buy toys, talk to them, play with 
them, tell them stories or caress them. 

48% of families eliminate their feces in the farm / garden and 
52% use a bathroom, latrine or pit. 46% throw trash into the farm 
and 54% burn it or bury it in the farm. 100% of families use 
previously treated piped water. 75% drink cold boiled water. 73% 
have a cleanliness place. 55.8% of mothers wash their hands 
before eating, 57.7% before preparing food, 48.1% after using the 
bathroom, 40% before breastfeeding and 21.2% after changing 
the diaper of babies; 71.2% use soap and water and 28.8% use 
only water. 
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3.5. Agro-food production  

82.7% of families have farmland. 88.4% grow potatoes, 65% 
board beans, 55.8% barley, 47.6% grow other products. 44.2% of 
the families reach what is stored for the whole year; at 48.4% for 
6 months and 7% for a maximum of 3 months. 23% have a 
vegetable garden with more than 3 crops (83.3%), including 
cabbage, lettuce, board beans, onion, carrot, radish, beet, squash, 
coriander / parsley, caigua, celery, cauliflower, chard, among 
others. 53.8% have pastures grown for their livestock, the rest 
only use natural pastures. 92.3% breed some domestic species, 
including cattle (43%), poultry (61.2%), pigs (47%), guinea pigs 
(46%) and sheep (41%), all traditionally raised with poor 
technological level, whose production is generally sold and serves 
as a family piggy bank.  

3.6. Factors associated with stunting 

Tables 1, 2 and 3, and figures 4, 5, 6, 7, 8 and 9, show the 
socioeconomic factors, food and health practices, early 
stimulation and productive aspects associated with stunting. 

Table 1 Socio-economic factors associated with stunting 

Factor 
X2:  
P-

value 

Spearman’s 
Correlation 

(r) 

P-value 
of r 

Children <30 months of age 0,048 -0,274 0,050 
Mother without education or primary 0,001 0,454 0,001 
Absence of the father in the home 0,017 0,332 0,016 
Not having own home 0,003 0,413 0,002 
They use kerosene for cooking 0,045 0,278 0,046 
They use gas for cooking 0,000 0,530 0,000 
Mothers do not participate in social 
support 

0,032 0,297 0,032 

Weekly family income <50 dollars 0,000 0,503 0,000 
Weekly food expenditure <31 dollars 0,000 0,648 0,000 
Spending per capita / day in food. 
<.1.10 dollars 

0,000 0,591 0,000 

Food expenditure <65% of income 0,008 0,370 0,007 
 

P <0,05 demonstrates significant association and correlation 
r = Spearman's correlation 

Table 2 Food practices, and health and early stimulation factors associated with 
stunting 

Factor 
X2:          
P-

value 

Spearman’s 
Correlation 

(r) 

P-value 
of r 

Do not drink breast milk 0,040 0,284 0,041 
Eating food before 6 months of age 0,003 0,410 0,003 
Not having had exclusive breastfeeding 0,042 0,290 0,043 
Low quinoa consumption frequency 0,003 0,423 0,002 
Low frequency of maca consumption 0,010 0,366 0,010 
Low frequency of red meat consumption 0,008 0,382 0,007 
Low frequency of guinea pig consumption 0,015 0,347 0,014 
Low frequency of fish consumption 0,003 0,421 0,003 
Presence of childhood anemia 0,003 0,407 0,003 
Presence of global malnutrition 0,008 0,366 0,008 
Not having all vaccines / age 0,036 0,291 0,037 
Presence of diarrhea 0,038 0,288 0,039 
Presence of acute respiratory infections 0,038 0,287 0,039 
Child without health insurance 0,036 0,291 0,037 
Unboiled water consumption 0,036 0,291 0,037 
Excreta deposition in open field 0,028 0,306 0,028 
Not having a cleanliness place 0,035 0,292 0,035 
Mothers do not hands wash, before eating 0,031 0,298 0,032 

Mother do not hands wash, after using the 
bathroom 

0,023 0,314 0,023 

Washing only with water, without soap 0,038 0,288 0,039 
There is no adequate smoke vent in the 
kitchen 

0,000 0,491 0,000 

Mother speaks to the child 0,037 0,289 0,038 
Mother tells stories to the child 0,027 0,306 0,027 
Mother sings to the child 0,043 0,281 0,044 
Mother cares for the child 0,031 0,298 0,032 
Mother plays with the child 0,031 0,298 0,032 
Father speaks to the child 0,043 0,281 0,044 

 

P <0.05 demonstrates significant association and correlation 
r = Spearman's correlation 

 

Table 3 Productive factors associated with stunting 

Factor X2:  
P-valor 

Spearman’s 
Correlation (r) 

P-value 
of r 

Not have bio-farm 0,028 0,304 0,028 
Do not grow board beans 0,005 0,430 0,004 
Do not raise guinea pigs 0,035 0,298 0,036 

 

  P <0.05 demonstrates significant association and correlation 
  r = Spearman's correlation 
 

 

Figure 4. Stunting by socioeconomic variables (%) 

 

Figure 5. Stunting by food practices (%) 
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Figure 6. Stunting by health variables (%) 

 

Figure 7. Stunting by health practices (%) 

 

Figure 8. Stunting by development stimulation (%) 

 

Figure 9. Stunting by agro-food production (%) 

4. Discussion  

The results of the study are similar to the report of the baseline 
of the district of Janjaillo-Jauja and other districts of the central 
highlands of Peru [11], where families produce for self-
consumption, the productive yield of nutrient-rich crops necessary 
for nutrition Healthy is very low [22]. Agricultural communities 
need to find innovative ways to increase the production and 
consumption of protective foods to meet their health needs. Similar 
results were observed in the districts of Pancán, Masma, Masma 
Chiche, Huamalí, Apata, Janjaillo, all from the province of Jauja 
[12], where the food production of families does not cover their 
food needs throughout the year and their diet is eminently 
energetic, being the Main food the potato. 

44.2% of children have stunting and were inversely associated 
with maternal education, immediate consumption of colostrum, 
increased frequency of protein food consumption, adequate dietary 
practices, complete vaccination, and early stimulation, boiled 
water consumption, adequate elimination of excreta, adequate 
hygiene practices, receiving food support and for raising minor 
animals. Similarly, in a study carried out in communities in the 
province of Concepción, Junín, it is observed that agro-food 
production does not cover the family's food needs, due to the use 
of inadequate agricultural technologies, with the consumption of 
eminently energetic diets prevailing; 36.9% of the children had 
stunting and report that it had an inverse association with the 
maternal educational level, adequately constituted households, 
noble material of the walls of the house, drinking water 
consumption, higher frequency of potato consumption, broad 
beans, beans, guinea pig, viscera, egg, milk, green vegetables and 
citrus [1]. 

In Ricrán-Jauja (community adjacent to the study), the stunting 
prevalence in children under 5 years old was 49% and was 
associated with the possession of arable land, technological 
capacity, educational level and parental employment, food and 
care of health practices and some aspects related to environmental 
and sanitation conditions. Children of mothers with higher 
education do not present a risk of stunting or stunting; with a high 
stunting prevalence and severe stunting in children whose mothers 
had only primary or secondary education. In families not properly 
constituted, the stunting prevalence was higher. The highest 
prevalence of stunting was recorded in those that have a dirt floor 
and those that consume well water. The main agro-food variables 
inversely associated with the high stunting prevalence were the 
frequency of consumption of chicken meat, eggs, the possession of 
bio-vegetables with vegetables and the period of food storage, 
since they store, the stunting percentage for one year was lower 
compared to those that store for a short time and suffer from 
marked food insecurity [16]. 

In our study, the factors that are inversely related to the stunting 
prevalence are those directly linked to the availability, access, 
consumption and use of food; as possession of farmland, of bio-
gardens and farms that partially cover food needs, under family 
production systems for self-consumption and sale. 

Among the socio-economic factors that show an inverse 
association with stunting in children under 5 years old in 
Tunanmarca, there is the maternal educational level, hand washing 
practices at appropriate times because it reduces the prevalence of 
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diarrheal diseases [23], having homes properly constituted, be 
homeowners and not depend on rent. 

Among other factors associated with a better nutritional status 
of children in Tunanmarca is the consumption of breast milk, 
which protects them against the main causes of infant morbidity 
and mortality due to their contribution of immunological, 
nutritional and hormonal factors [24]; reducing the risk of enteric 
bacterial infections, mainly from Escherichia coli, which causes 
severe diarrhea with increased mortality in the newborn [25] and 
respiratory diseases such as pharyngitis, a disease that according 
to one study, it was reduced such as 40% in children who received 
exclusive breastfeeding [26]. 

This study recorded a lower prevalence of stunting when the 
house had adequate smoke vent; smoke exposure is strongly 
associated with acute respiratory infections in children under five 
years old [27], reporting that the burden of disease associated with 
solid fuel use is much more significant in communities with 
inadequate access to clean fuels, particularly in homes poor and 
rural areas of developing countries, where it constitutes 2.7% of 
health risks [28]. In our study, an association was also found 
between stunting and properly conserving the food produced, since 
the main factor involved in the origin and prevention of foodborne 
diseases is food hygiene, ensuring adequate hygiene and 
conservation [29]. 

A limitation of the study is the temporal bias that cross-
sectional studies have; however, the research shows several 
strengths, such as the fact of studying several factors 
simultaneously and providing information that serves as a guide 
and basis for further studies and for decision-making in 
comprehensive nutritional interventions [18]. 

 

5. Conclusion 

The stunting prevalence in children under 5 years old in the 
high Andean community of Tunanmarca, located in the central 
Andes of Peru was 44.2% and the factors that are directly 
associated with the prevalence of stunting were: Do not use gas for 
cooking, economic income weekly <50.00 dollars, weekly 
expenditure on family feeding <31.00 dollars, daily expenditure 
per capita on food <1.10 dolars, low maternal education level, no 
home ownership, consumption of food before 6 months of 
exclusive breastfeeding, low frequency of consumption of quinoa 
and fish, the presence of childhood anemia, inadequate venting of 
smoke in the kitchen, not having soap for hand washing and 
personal hygiene, and not having a bathroom.  

Stunting is associated with various socioeconomic factors, 
availability and access to food and some food and health and 
hygiene practices.  

These results demonstrate socio-economic and productive 
disparities for stunting in rural high Andean areas of central Peru, 
taking as a model the community of Tunanmarca in Jauja.    
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Analytical researches on a potential performance of multipath multiple-input multiple-output
(MIMO) systems inspire the development of new technologies that decompose a MIMO
channel into independent sub-channels on the condition of constrained transmit power.
Moreover, in current studies of inter-symbol interference (ISI) MIMO systems, there is an
assumption that channel state information (CSI) at receivers and/or transmitters is perfect.
In this paper, we propose a hybrid design of precoding and equalization schemes based
on the unweighted minimum mean square error criterion that not only eliminates the ISI
but also improves the system performance. Additionally, the impact of imperfect channel
knowledge at receivers on the system performance of MIMO ISI system is investigated. The
simulation result shown that the proposed hybrid design of precoding and equalization
with shared redundancy outperforms the conventional method in all considered scenarios.
Furthermore, the proposed and the conventional schemes are extremely sensitive to the
CSI factor, the performance of these systems is quickly deteriorated when the accuracy of
channel estimation decreases.

1 Introduction

For satisfying the demand of advanced communications in terms
of high data rates, relatively low costs and high-quality services,
it is necessary to constantly improve the performance of wireless
communication systems [1, 2]. However, protective intervals such
as cyclic prefix or zero padding intervals are inserted to block trans-
mission systems because of inter-symbol interference (ISI), which
results in a decline in spectral efficiencies, especially in multiple-
input multiple-output (MIMO) ISI channels having a long impulse
response [3, 4]. In order to overcome the decrease of spectral effi-
ciency and enhance the system performance, which attract lots of
attention from the worldwide researchers. For example, redundan-
cies are used instead of protector intervals throughout the signal
processing to remove the ISI as in [5]-[9]. Moreover, various ap-
proaches based on the precoding scheme or the hybrid of precoding
and equalization schemes of MIMO ISI channels were proposed

[10]-[17].

In many approaches, it is assumed that channel status informa-
tion (CSI) is able to be obtained perfectly. However, in practical
scenarios, the perfect CSI is difficult to achieve in MIMO ISI sys-
tems because of the imperfection of channel estimation, feedback
delay and finite rate channel quantization. Therefore, the research
on a negative influences of imperfect CSI in MIMO ISI systems is
necessary. A number of researches in this field developing precoders
or connecting precoder and equalizer schemes with respect to the
CSI at transmitters, receivers or transceivers have been published.
There are many surveys expressed to analyze the performance of
the MIMO system with imperfect CSI as follows.

Firstly, several surveys with the negative influences of imperfect
CSI at transmitters were proposed and analyzed in [18]-[22]. To
give a clear example, a MIMO system with joint decoding technique
evaluated transmission rates which are affected by imperfect CSI
[18]. Multi-user MIMO filterbank multicarrier systems employ-
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ing the Zero Forcing technique are affected by imperfect CSI as
demonstrated in [19]. The obtainable transmission rate of multipath
channel systems with decoding technique was described in [20].
Analysis and investigation of MIMO systems occupying Tomlinson-
Harashima precoding are mentioned in [21, 22].

Next, there have been also some papers studied the negative in-
fluences of imperfect CSI at the receiver [23]-[27]. For instance, the
achievable transmission rate was evaluated in [23] by assumption
of knowing the transmitted training symbols. The impact of CSI
and feedback quantization error bring to MIMO systems in term of
adaptive modulation was investigated in [24]. The effect of CSI to a
capacity of MIMO systems was studied in [25]-[27].

Finally, an investigation about the combination of linear precod-
ing and decoding to minimize the total mean-square error of MIMO
systems was shown in [28, 29] when there is the imperfect CSI at
transceivers. Furthermore, the negative influences of the imperfect
CSI on a resource allocation of base stations by using several tech-
niques such as transmit antennas selection, power allocation and
beamforming was considered in [30]-[32].

In this work, we focus on combination of both precoding and
equalization schemes, which employ redundancies for MIMO ISI
systems. The proposed scheme, shared redundancies for both trans-
mitters and receivers are used to perform a combination design of
precoder and equalizer. In the next part, an investigation of the
negative influence of imperfect CSI on the performance of these
systems will be performed. Herein, the length of protective intervals
generally defines redundancies as in [8].

The contribution of the research is summarized as follows.

• The proposed joint scheme of precoding and equalization
schemes with shared redundancy is mathematical analyzed in
both perfect and imperfect CSI.

• The conventional methods, such as training zero and leading
zero, are investigated to compare with the proposed scheme.

• The impact of imperfect CSI on the system performance is
discussed based on bit error rate and channel capacity.

• The proposed scheme is evaluated based on different parame-
ters, such as the accuracy of channel estimation, the order of
the finite impulse response and the transmission block size.

The order of other parts in this paper are as follows: In Section
2, the system model with imperfect CSI is introduced, while both
precoding and equalization techniques are combined for the MIMO
ISI systems, and then the combination of them are demonstrated.
The negative influences of imperfect CSI on the performance of
system is analyzed in Section 3. Simulation results and conclusions
are shown in Section 4 and Section 5, respectively. Notations in this
paper are used as follows: sets of complex numbers are represented
by symbol C, while (·)H denotes the conjugate transpose, (·)T is the
transpose and boldface font is used for vector and matrix.

2 System Model
In this work, joint scheme of precoding and equalization for MIMO
ISI channels of block transmission system models is proposed as

illustrated in Fig.1. MT and MR denote the transmitting and receiv-
ing antennas, The channel model of this system is assumed to be
frequency selective fading. Moreover, the finite impulse response
(FIR) of channel has an order of D, in which the channel impulse re-
sponse (CIR) is expressed by matrices H̄[0], H̄[1], ..., H̄[D], herein,
H̄[d] ∈ CMT×MR , (d = 0, ...,D).
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Figure 1: Hybrid scheme of precoder and equalizer in MIMO ISI systems

The system model of the MIMO ISI channel with joint scheme
of precoder and equalizer in Figure 1 is expressed as follows. At
the transmitter, a single input stream x[n] is transferred to a serial-
to-parallel converter, and then converted into a block of vectors
x[ j] with a block size of N̄ × 1. Then, the vector x[ j] is sent to the
precoder. The precoder performs signal processing procedure so
as to perform symbol vector generation x[ j] with the dimension
of QMT × 1 from input vector s[ j]. Afterwards, the vector s[ j] is
divided into Q vectors, each of which has the size of MT × 1, and
converted by the parallel-to-serial converter, then transmitted over
the MIMO ISI channel. At the output side, the received symbol
vector y[ j] has two parts because of the affection of noise, including
an information vector r[ j] and a noise sample vector n[ j] that is
considered as an additive white Gaussian noise sample vector, and
n[ j] v CN(0, 1).

The signal processing procedure is employed conversely at the
receiver. QMR × 1 symbol vector y[ j] is formed by the Q received
vectors in the serial-to-parallel converter. Subsequently, the symbol
vector y[ j] is sent to the equalizer in order to regenerate the orig-
inal symbol vector x̂[i] with the dimension of N̄ × 1. Finally, the
parallel-to-serial converter reforms the output symbol stream x̂[n]
from the symbol vector x̂[i].

Based on the operation and signal processing of system men-
tioned above, the terms defined as x[ j], s[ j], y[ j], x̂[i], r[ j] and n[ j]
according to the input symbol stream x[n] and the sampled vector
of received signal x̂[n], can be mathematically shown in the (1) - (6)
equations, respectively.

x[ j] = [x[ jN̄], x[ jN̄ + 1], . . . , x[ jN̄ + N̄ − 1]]T (1)

s[ j] = [s[ jQMT ], s[ jQMT + 1], . . . , s[ jQMT + QMT − 1]]T (2)

y[ j] = [y[ jQMR], y[ jQMR + 1], . . . , y[ jQMR + QMR − 1]]T (3)

x̂[ j] = [x̂[ jN̄], x̂[ jN̄ + 1], . . . , x̂[ jN̄ + N̄ − 1]]T (4)

r[ j] = [r[ jQMR], r[ jQMR + 1], . . . , r[ jQMR + QMR − 1]]T (5)

n[ j] = [n[ jQMR], n[ jQMR + 1], . . . , n[ jQMR + QMR − 1]]T (6)

3 Performance Analysis

3.1 Joint Scheme of Precoder and Equalizer

In this section, the proposed joint scheme of precoder and equalizer
based on MIMO ISI channels is explained. In addition, the channel
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model is assumed to be narrow-band, therefore the Saleh-Valenzuela
model [33] can be adopted. In the case of Q ≥ D, the symbol x̂[ j]
is expressed following the ideas in [6]

x̂[ j] = GH̄0Fx[ j] + GH̄1Fx[ j − 1] + Gn[ j] (7)

where n[ j] ∈ CQMR×1; F ∈ CQMT×N̄ and G ∈ CN̄×QMR are respec-
tively the precoding and the equalization matrices, and expressed
by following equations

F=


F0 [0] · · · FN̄−2 [0] FN̄−1 [0]
...

... · · ·
...

F0 [QMT−2] · · · FN̄−2 [QMT−2] FN̄−1 [QMT−2]
F0 [QMT−1] · · · FN̄−2 [QMT−1] FN̄−1 [QMT−1]

 (8)

G =


G0 [0] · · · G(QMR−2) [0] G(QMR−1) [0]
...

... · · ·
...

G0

[
N̄−2

]
· · · G(QMR−1)

[
N̄−2

]
G(QMR−1)

[
N̄−2

]
G0

[
N̄−1

]
· · · G(QMR−1)

[
N̄−1

]
G(QMR−1)

[
N̄−1

]
 . (9)

Additionally, H̄0 and H̄1 are utilized to give a definition of the
Toeplitz matrices whose uniform dimension is QMR × QMT , and
expressed by following equations

H̄0 =



H̄ [0] 0 0 0 · · · · · · 0
... H̄ [0] 0 0 · · · · · · 0

H̄ [D−1]
...

. . . 0 · · · · · · 0

H̄ [D]
. . .

...
. . .

. . .
. . .

...

0
. . .

. . .
...

. . .
. . . 0

... · · ·
. . .

. . .
...

. . . 0
0 · · · 0 H̄ [D] H̄ [D−1] · · · H̄ [0]


,

(10)

H̄1 =



0 · · · H̄ [D] H̄ [D−1] · · · H̄ [2] H̄ [1]

0 · · · 0 H̄ [D]
. . . · · · H̄ [2]

...
. . .

... 0
. . .

. . .
...

0
. . .

. . .
...

. . .
. . . H̄ [D−1]

0 · · ·
. . .

. . .
...

. . . H̄ [D]
...

...
...

. . .
. . .

...
...

0 · · · 0 0 · · · 0 0


(11)

The effect of ISI on the MIMO ISI system model shown in
Fig. 1 is the second component on the right side of the equation
(7), (GH1Fs[i − 1]). With an assumption of QMT = M̄ + DMT ,
(N̄ ≤ M̄), two conditional methods (one is named by the trailing
zero (TrZero) and the other one is the leading zero (LeZero) [6])
can be used to cancel the ISI.

Actually, although the performance of both TrZero and LeZero
technical schemes is almost similar, the TrZero scheme is solely
considered. For the TrZero technical scheme, the equalization ma-
trix keeps the same (GTrZero = G), whereas the precoding matrix

changes the last DMT rows to be zero. The precoding matrix has
the form

F=



F0 [0] · · · F(N̄−2) [0] F(N̄−1) [0]
F0 [1] · · · F(N̄−2) [1] F(N̄−1) [1]
...

...
...

...

F0

[
M̄−2

]
· · · F(N̄−2)

[
M̄−2

]
F(N̄−1)

[
M̄−2

]
F0

[
M̄−1

]
· · · F(N̄−2)

[
M̄−1

]
F(N̄−1)

[
M̄−1

]
0

... 0 0
... · · ·

...
...

0 · · · 0 0



, (12)

where the definition of FTrZero ∈ C
(Q−D)MT×N̄ is as follows

FTrZero =


F0 [0] · · · F(N̄−2) [0] F(N̄−1) [0]
...

...
...

...

F0

[
M̄−2

]
· · · F(N̄−2)

[
M̄−2

]
F(N̄−1)

[
M̄−2

]
F0

[
M̄−1

]
· · · F(N̄−2)

[
M̄−1

]
F(N̄−1)

[
M̄−1

]
 .
(13)

Subsequently, the optimal criteria is utilized to design the FTrZero
precoder and the GTrZero equalizer jointly to improve the system
performance. Thus, when GH̄1Fx[ j − 1] is disappeared, it means
that the ISI is not completely existent, the equation (7) becomes as
follows

x̂[ j] = GTrZeroH̄FTrZerox[ j] + GTrZeron[ j]. (14)

where the H̄ matrix comprises (Q − D)MT first columns of the H̄0
matrix and is given by

H̄ =



H̄ [0] 0 · · · 0 0
... H̄ [0]

. . . · · · 0

H̄ [D − 1]
. . .

. . .
. . .

...

H̄ [D]
. . .

. . .
. . . 0

0
. . .

. . .
. . . H̄ [0]

0
. . .

. . .
. . .

...
...

. . .
. . .

. . . H̄ [D − 1]
0 0 · · · 0 H̄ [D]



. (15)

When the transmit power is limited by p′0, the optimal MMSE
criterion for joint precoder and equalizer schemes is calculated by

FTrZero = VΦUH (16)

GTrZero = RxxFH
TrZeroH̄H(Rnn + H̄FTrZeroRxxFH

TrZeroH̄H)−1, (17)

where U and V are unitary matrices obtained from the eigenvalue de-
compositions (EVD) algorithm, and Φ is a diagonal matrix, whose
main diagonal elements Λ matrix can be obtained from a water-
filling algorithm,

Rxx = U∆UH , (18)

H̄HR−1
nn H̄ = VΛVH , (19)
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where Rxx and Rnn are the covariance matrices of the input signal
and noise, respectively.

Obviously, the signal to interference noise ratios (SINRs) among
the decoupled flat sub-channels are not similar because of the un-
equal eigenvalues obtained from (19). Hence, the sub-channel with
low SINR significantly influences the performance of the system, it
means that those sub-channels should be discarded to enhance the
system BER [17]. In addition, when the protective interval or the
redundancy is utilized, the ISI interference can be cancelled in the
frequency selective channel, however the addition of the protective
interval or the redundancy lets channel energy be lost.

For solving the above issue, the ideas expressed in [6, 9] were
combined and both precoder and equalizer technique schemes re-
lied on the unweighted MMSE criterion [10] was proposed. This
proposal aimed to share redundancies to both the transmitter and
the receiver. Especially, instead of setting the last DMT rows of the
F precoding matrix, only last K̄MT =

⌊
DMT

2

⌋
rows are set to zero,

while the first (D − K̄)MR columns of the G equalization matrix
are also set to zero at the receiver. Herein, the transmitter and the
receiver obtain the shared protective interval, it means that the first
(D−K̄)MR rows of the H̄0 channel matrix and the last K̄MT columns
of H̄0 channel matrix are removed by the G equalization matrix and
the F precoding matrix, respectively. Consequently, the loss in H̄0
channel matrix is able to reduced by the proposed design. In the
other words, the partial channel energy loss can be reduced. Basing
on the above analysis, in our method, the precoder and equalizer are
designed as follows (20) and (21).

F=



F0 [0] F1 [0] · · · F(N̄−1) [0]
...

...
...

...

F0

[
(Q−K̄)MT

]
F1

[
(Q−K̄)MT

]
· · · FN̄−1

[
(Q−K̄)MT

]
0 0 · · · 0
...

...
...

...
0 0 · · · 0


,

(20)

G=



0 · · · 0 G0 [0] · · · G(Q−D+K̄)MR−1 [0]
... · · ·

... G0 [1] · · · G(Q−D+K̄)MR−1 [1]

0 · · · 0
...

...
...

0 · · · 0 G0

[
N̄−1

]
· · · G(Q−D+K̄)MR−1

[
N̄−1

]


. (21)

Where F̂ ∈ C(Q−K̄)MT×N and Ĝ ∈ CN×(Q−D+K̄)MR are given by
following equations (22) and (23).

F̂ =


F0 [0] F1 [0] · · · F(N̄−1) [0]
F0 [1] F1 [1] · · · F(N̄−1) [1]
...

...
...

...

F0

[
(Q−K̄)MT

]
F1

[
(Q−K̄)MT

]
· · · FN̄−1

[
(Q−K̄)MT

]
 ,

(22)

Ĝ =


G0 [0] G1 [0] · · · G(Q−D+K̄)MR−1 [0]
G0 [1] G1 [1] · · · G(Q−D+K̄)MR−1 [1]
...

...
...

...

G0

[
N̄−1

]
G1

[
N̄−1

]
· · · G(Q−D+K̄)MR−1

[
N̄−1

]
 . (23)

The unweighted MMSE criterion will be used to design the F̂
precoder and the Ĝ equalizer [15]. weak eigenmodes are dropped,
so they do not affect the BER of system. The transmit power is
redistributed for the remaining eigenvalues. Consequently, power
distribution to the higher eigenvalues is larger than that of the MIMO
ISI channel.

When the ISI cancellation is complete, the equation (7) can be
expressed as follows

x̂[ j] = ĜĤF̂x[ j] + Ĝn′[ j] (24)

where the Ĥ channel matrix is defined as

Ĥ=



H̄
[
D−K̄

]
· · · H̄ [0] 0 0 · · · 0

...
. . .

. . .
. . .

...

H̄ [D−1]
. . .

. . . 0

H̄ [D]
. . .

. . . 0

0
. . .

. . . H̄ [0]
...

. . .
. . .

. . .
...

0 · · · 0 H̄ [D] H̄ [D−1] · · · H̄
[
K̄
]



,

(25)

herein, the noise sample block with the length of (Q − D + K̄)MR is
denoted as n′[ j].

3.2 In the Case of Imperfect CSI

Factually, the perfect CSI cannot be produced at both the transmitter
and the receiver. In this work, we assume that the perfect CSI exists
at the transmitter, which means that its feedback is immediate and
error-free, whereas the receiver has the imperfect CSI. Herein, the
accurate channel matrix and the inaccurate channel matrix with a
complex Gaussian distribution are denoted as Ĥ and Ĥe, respec-
tively, in which Ĥe ∈ CN(0, 1). Thus, the illustration of the channel
matrix is as follows [34, 35]

H̃ = ξĤ +

√
1 − ξ2Ĥe. (26)

The sizes of these matrices are
(
Q − D + K̄

)
MR ×

(
Q − K̄

)
MT ,

and the accuracy of channel estimation is illustrated by ξ, where
0 ≤ ξ ≤ 1. Therefore, the equation (24) is rewritten as

x̂[ j] = G̃H̃F̃x[ j] + G̃n′[ j] (27)

The F̃ and G̃ matrices of the precoder and the equalizer are
designed under the imperfect CSI at the receiver, and optimized in
accordance with the unweighted MMSE criterion [15]. Therefore,
the mathematical description is expressed as

min
G̃,F̃

: c
(
G̃,F̃

)
= E

∥∥∥W1/2e
∥∥∥2
,

Subject to: tr
(
F̃F̃H

)
≤ p′0, (28)

where e = x[ j]− (G̃H̃F̃x[ j] + G̃n′[ j]), the weight matrix W = I and
the transmit power is constrained to p′0. The expectation (E) relates
to the distribution of x and n.

c
(
G̃,F̃

)
= E‖e‖2 = E

(
tr

[
eeH

])
= tr

[
Re

(
G̃,F̃

)]
, (29)
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where the error covariance matrix is denoted the Re
(
G̃,F̃

)
and de-

fined as Re
(
G̃,F̃

)
:= E

(
eeH

)
. Using the expression for e and the

above assumption, we have

E
(
xxH

)
= I, (30)

E
(
n′n′H

)
= Rn′n′ , (31)

E
(
xn′H

)
= 0. (32)

Therefore,

Re
(
G̃,F̃

)
=

[
G̃

(
ξĤ +

√
1 − ξ2Ĥe

)
F̃ − I

]
×[

G̃
(
ξĤ +

√
1 − ξ2H̄e

)
F̃ − I

]H
+ G̃Rn′n′G̃H .

(33)

For solving the optimization problem in (28), the method of
Lagrange duality and the Karush-Kuhn-Tucker (KKT) conditions
are utilized, where η is the Lagrange multiplier.

L
(
η, G̃,F̃

)
= c

(
G̃,F̃

)
+ η

[
tr

(
F̃F̃H

)
− p′0

]
. (34)

Substituting (29) and (33) into (34), we have

L
(
η, G̃,F̃

)
= tr


[
G̃

(
ξĤ+

√
1−ξ2Ĥe

)
F̃−I

]
×[

G̃
(
ξĤ+

√
1−ξ2Ĥe

)
F̃−I

]H
+G̃Rn′n′G̃H


+η

[
tr

(
F̃F̃H

)
−p′0

]
=tr


[
G̃

(
ξĤ+

√
1−ξ2Ĥe

)
F̃F̃H

(
ξĤ+

√
1−ξ2Ĥe

)H
G̃H

]
−

G̃
(
ξĤ+

√
1−ξ2Ĥe

)
F̃−F̃H

(
ξĤ+

√
1−ξ2Ĥe

)H
G̃H

+I+G̃Rn′n′G̃H


+η

[
tr

(
F̃F̃H

)
−p′0

]
(35)

By applying the KKT condition, the F̃ and G̃ matrices are opti-
mal only if there is an η satisfying the following condition.

∇F̃L
(
η, F̃, G̃

)
= 0, (36)

∇G̃L
(
η, F̃, G̃

)
= 0, (37)

η ≥ 0; tr
(
F̃F̃H

)
− p′0 ≤ 0, (38)

η
[
tr

(
F̃F̃H

)
− p′0

]
= 0. (39)

Applying the derivatives of L
(
η, G̃,F̃

)
with respect to F̃ and G̃

as in [36] and substitute (35) into (36) and (37). As a result, the F̃
and G̃ matrices can be calculated as follows(

ξĤ +

√
1 − ξ2H̄e

)
F̃ =

(
ξĤ +

√
1 − ξ2Ĥe

)
F̃F̃H×(

ξĤ +

√
1 − ξ2Ĥe

)H

G̃H + Rn′n′G̃H . (40)

G̃
(
ξĤ +

√
1 − ξ2Ĥe

)
= F̃H

(
ξĤ +

√
1 − ξ2Ĥe

)H

G̃HG̃×(
ξĤ +

√
1 − ξ2Ĥe

)
+ ηF̃H . (41)

where F̃, G̃ are designed by the unweighted MMSE criterion. Con-
sequently, the optimal F̃, G̃ matrices are derived as follows

F̃ = ṼΦ̃f , (42)

G̃ = Φ̃gṼH
(
ξĤ +

√
1 − ξ2Ĥe

)H

R−1
n′n′ , (43)

where the η, Φ̃f and Φ̃g are given by

η1/2 =

∑k
i=1

(
λ̃−1/2

ii

)
p′0 +

∑k
i=1

(
λ̃−1

ii

) , (44)

Φ̃f =
(
η−1/2Λ̃−1/2 − Λ̃−1

)1/2

+
, (45)

Φ̃g =
(
η−1/2Λ̃−1/2 − ηΛ̃−1

)1/2

+
Λ̃−1/2. (46)

Applying (44) in (45) and (46), we can calculate as

∣∣∣φ̃f, j j

∣∣∣2 =

 p′0 +
∑k

i=1

(
λ̃−1

ii

)
∑k

i=1

(
λ̃−1/2

ii

) λ̃−1/2
j j − λ̃−1

j j

 , (47)

∣∣∣φ̃g, j j

∣∣∣2 =

 p′0 +
∑k

i=1

(
λ̃−1

ii

)
∑k

i=1

(
λ̃−1/2

ii

) λ̃−1/2
j j −


∑k

i=1

(
λ̃−1/2

ii

)
p′0 +

∑k
i=1

(
λ̃−1

ii

) 
2

λ̃−1
j j

 λ̃−1
j j ,

(48)

where the main diagonal element of Λ̃ is denoted by λ̃ j j. Moreover,
the Λ̃ and Ṽ are matrices obtained from the EVD algorithm

(
ξĤ +

√
1 − ξ2Ĥe

)H

R−1
n′n′ ×

(
ξĤ +

√
1 − ξ2Ĥe

)
= ṼΛ̃ṼH . (49)

The precoder and equalizer matrices are planed as equations
(42) and (43); therefore, the calculation of (27) can be expressed as
follows

x̂
[
j
]

= (G̃ξĤ + G̃
√

1 − ξ2Ĥe)Ĥ(F̃ξĤ + F̃
√

1 − ξ2Ĥe)x
[
j
]
+ G̃n′

[
j
]

= ξ2G̃ĤĤF̃Ĥx
[
j
]
+ ξ

√
1 − ξ2G̃ĤeĤF̃Ĥx

[
j
]

+ ξ

√
1 − ξ2ĜĤeĤF̃Ĥx

[
j
]
+

(
1 − ξ2

)
G̃ĤeĤF̃Ĥex

[
j
]
+ G̃n′

[
j
]
.

(50)

Subsequently, the SINR of sub-channels and the capacity of the
system (Csys) are able to be given as

SINR j =
ξ2

∣∣∣φ̃f, j j

∣∣∣2λ̂ j j

(2ξ
√

1 − ξ2 + (1 − ξ2))
∣∣∣φ̃f, j j

∣∣∣2λ̂ j j + 1
, (51)

Csys =

j=N̄∑
j=1

log2

1 +
ξ2

∣∣∣φ̃f, j j

∣∣∣2λ̂ j j

(2ξ
√

1 − ξ2 + (1 − ξ2))
∣∣∣φ̃f, j j

∣∣∣2λ̂ j j + 1

, (52)

where N̄ ≤ rank(K̄MR, K̄MT ), and λ̂ j j is the main diagonal of Λ̂
that is able to be obtained by mathematical calculation as follows

ĤHR−1
n′n′Ĥ = V̂Λ̂V̂H . (53)
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4 Simulation Results
To evaluate the performance of the proposed scheme under the con-
dition of imperfect CSI at the receiver, the system model is assumed
to have four transmit antennas and four receive antennas. The sys-
tem performance is evaluated according to the channel estimation
accuracy ξ, the order of FIR D and transmit block size Q. The
Saleh-Valenzuela indoor channel model is used to generate the CIR
as in [33] and the 4-QAM modulation is applied. Additionally, the
overall transmit power is standardized through transmit antennas
(p′0=1), and the system performance of the proposed scheme is
simulated and calculated according to the Monte Carlo simulation.
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Figure 2: BER performance of the proposed scheme is compared with the TrZero
scheme when D = 12 and Q = 26
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Figure 3: BER performance of the proposed scheme is compared with the TrZero
scheme when D = 12 and Q = 30

On the other hand, the BER performance of the proposed and
the TrZero schemes is compared in the different situations of the

order of FIR and the transmission block dimension as illustrated
in Figures 2, 3 and 4, respectively. In general, the BER of the
TrZero scheme is significantly higher than that of the proposed one
at all considered ξ values, such as ξ = 0.81, 0.91 and 0.96, and 1
(the perfect CSI). Furthermore, it is obvious that the accuracy of
channel estimation proportionally affects the BER of the system,
which means that the BER and the accuracy of channel estimation
increase simultaneously, especially for the high SNR range. This is
because of the fact that the residual interference due to imperfect
CSI increases when the SNR increases. Consequently, the SINR of
every sub-channel extremely decreases compared to the SNR of the
perfect one.
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Figure 4: BER performance of the proposed scheme is compared with the TrZero
scheme when D = 10 and Q = 26
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Figure 5: Comparison of system capacity in the proposed and TrZero schemes when
D = 12 and Q = 26

As shown in Figures 2 and 3, the BER of the system is dete-
riorated when the Q increases, or the D decreases (Figures 2 and
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4). It can be explained that the increase of Q makes the number of
sub-channels increases while the shared redundancy is fixed. Thus,
the channel energy for every sub-channel decreases. In contrast,
when the D decreases, the shared redundancy decreases while the
number of sub-channels is fixed, it leads the decrease in the channel
energy for every sub-channel.
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Figure 6: Comparison of system capacity in the proposed and TrZero schemes when
D = 12 and Q = 26
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Figure 7: Comparison of system capacity in the proposed and TrZero schemes when
D = 10 and Q = 26

Finally, the capacity of the proposed scheme is slightly higher
than that of the TrZero scheme in all analyzed scenarios as in Fig-
ures 5, 6 and 7. Moreover, compared to the capacity of system with
perfect CSI, the capacity of system with imperfect CSI is decreased
dramatically. It is the same for both the TrZero and the proposed
technical schemes. For more detail, at the 25 dB of SNR in Figure 5,
when the accuracy of channel estimation ξ drops from 0.96 to 0.91,
the system capacity witnesses a decrease from 80 to 55 bit/s/Hz.

Furthermore, the capacity of system under the imperfect CSI condi-
tion at the receiver increases due to the increase of the transmission
block size. On the other hand, the capacity of system decreases
once the order of FIR increases in both schemes. The reason is that
when the transmission block dimension increases and/or the FIR
order decreases, the SINR of every sub-channel decreases, however
the number of sub-channels in MIMO ISI channels is increased. As
a result, the capacity of the MIMO ISI system under the imperfect
CSI condition increases.

5 Conclusion
In this paper, the combination scheme of precoder and equalizer
relied on the unweighted MMSE criterion for the imperfect CSI
of MIMO ISI channels has been developed. The proposed scheme
lets the loss of channel energy decrease and eliminates some sub-
channels with extremely small eigenvalue in order to improve the
system performance. The proposed scheme is evaluated by Monte
Carlo simulation, and the simulation result shows that the proposed
scheme under limited transmit power can achieve the higher system
performance comparing to the conventional scheme in the con-
sidered scenarios even when the CSI is imperfect. However, the
performance of the MIMO ISI system using redundancies is sig-
nificantly affected by the CSI factor. Furthermore, the relationship
between the performance of the system and several parameters, such
as the accuracy of channel estimation, the transmission block size
and the FIR order, are also discussed. The result in this research
can help us to structure a practical MIMO ISI system which is close
to the actual situation. The investigation of the impact of imperfect
CSI on the advanced future communication system, such as massive
MIMO or MIMO filterbank multicarrier systems, with combining
designs of precoder and equalizer is left to future works.
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imperfect channel state information at the transmitter,” in 2014 11th Interna-
tional Symposium on Wireless Communications Systems (ISWCS). IEEE, pp.
808–812, 2014.

[20] I. Dvorakova, A. Malyutin, and Y. Nechaev, “MMSE precoder for multipath
channels with imperfectly known state information,” in 2015 38th International
Conference on Telecommunications and Signal Processing (TSP), pp. 195–199,
July 2015.

[21] M. Huang, S. Zhou, and J. Wang, “Analysis of TomlinsonHarashima precoding
in multiuser mimo systems with imperfect channel state information,” IEEE
Transactions on Vehicular Technology, vol. 57, no. 5, pp. 2856–2867, Sep.
2008.

[22] H. K. Bizaki and A. Falahati, “Tomlinson-Harashima precoding with imperfect
channel state information,” IET Communications, vol. 2, no. 1, pp. 151–158,
January 2008.

[23] J. Baltersee, G. Fock, and H. Meyr, “Achievable rate of MIMO channels
with data-aided channel estimation and perfect interleaving,” IEEE Journal on
Selected Areas in Communications, vol. 19, no. 12, pp. 2358–2368, Dec 2001.

[24] A. Maaref and S. Aı̈ssa, “Combined adaptive modulation and truncated arq
for packet data transmission in mimo systems,” in Global Telecommunications
Conference, 2004. GLOBECOM’04. IEEE, vol. 6. IEEE, pp. 3818–3822, 2004.

[25] B. Hassibi and B. M. Hochwald, “How much training is needed in multiple-
antenna wireless links?” IEEE Transactions on Information Theory, vol. 49,
no. 4, pp. 951–963, April 2003.

[26] A. Goldsmith, “Capacity and power allocation for fading mimo channels with
channel estimation error,” IEEE Transactions on Information Theory, vol. 52,
no. 5, pp. 2203–2214, May 2006.

[27] B. Q. Doanh, P. T. Hiep, and T. C. Hieu, “Impact of imperfect CSI on capacity
of ISI MIMO systems based on joint precoding and equalization designs,”
in 2019 19th International Symposium on Communications and Information
Technologies (ISCIT). IEEE, pp. 334–338, 2019.

[28] M. Ding and S. D. Blostein, “MIMO minimum total MSE transceiver design
with imperfect csi at both ends,” IEEE Transactions on Signal Processing,
vol. 57, no. 3, pp. 1141–1150, March 2009.

[29] B. S. Thian, S. Zhou, and A. Goldsmith, “Transceiver design for MIMO sys-
tems with imperfect csi at transmitter and receiver,” in 2011 IEEE International
Conference on Communications (ICC), pp. 1–6, June 2011.

[30] Z. Chang, Z. Wang, X. Guo, Z. Han, and T. Ristaniemi, “Energy-efficient re-
source allocation for wireless powered massive MIMO system with imperfect
CSI,” IEEE Transactions on Green Communications and Networking, vol. 1,
no. 2, pp. 121–130, June 2017.

[31] P. Aquilina and T. Ratnarajah, “Linear interference alignment in full-duplex
MIMO networks with imperfect CSI,” IEEE Transactions on Communications,
vol. 65, no. 12, pp. 5226–5243, Dec 2017.

[32] J. Cui, Z. Ding, and P. Fan, “Outage probability constrained MIMO-NOMA
designs under imperfect CSI,” IEEE Transactions on Wireless Communications,
vol. 17, no. 12, pp. 8239–8255, Dec 2018.

[33] A. A. Saleh and R. Valenzuela, “A statistical model for indoor multipath propa-
gation,” IEEE Journal on selected areas in communications, vol. 5, no. 2, pp.
128–137, 1987.

[34] S. Serbetli and A. Yener, “MMSE transmitter design for correlated MIMO sys-
tems with imperfect channel estimates: power allocation trade-offs,” IEEE
Transactions on Wireless Communications, vol. 5, no. 8, pp. 2295–2304,
Aug 2006.

[35] L. Musavian, M. R. Nakhai, M. Dohler, and A. H. Aghvami, “Effect of channel
uncertainty on the mutual information of mimo fading channels,” IEEE Trans-
actions on Vehicular Technology, vol. 56, no. 5, pp. 2798–2806, Sep. 2007.

[36] H. Lütkepohl, “Handbook of matrices. wiley,” New York, 1996.

www.astesj.com 149

http://www.astesj.com


 

www.astesj.com     150 

 

 

 

 
Non Parallelism and Cayley-Menger Determinant in Submerged Localization 

Anisur Rahman* 

Department of Computer Science and Engineering, East West University, Dhaka – 1212, Bangladesh 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 16 January, 2020 
Accepted: 22 April, 2020 
Online: 08 May, 2020 

 This research paper portraits the technique to determine location of submerged nodes with 
Cayley-Menger determinant and associated problems with non-parallel states. Cayley-
Menger determinant is considered to be the usual means to determine the coordinates of 
the nodes with a single node where the plane of beacon i.e. beacon’s surfing plane and the 
plane created by the deployed submerged sensors are in parallel state. However, this 
perfect scenario hardly exists in the submerged world; as a result Cayley-Menger 
determinant may not be used unless proper measurements are taken. This paper addresses 
this limitation and analyzed the proposed model to deal with this non-parallel state 
situation. As precise localization is vital for the validity of the sensed data in Underwater 
Wireless Sensor Networks (UWSNs); exact distance measurement between nodes is an 
important and crucial in range based localization methods. Proposed method has 
addressed uncertainty of   nonlinear equations as well as how better immunity could be 
achieved in multipath fading in propagation.  Analyzed simulation and experimental results 
conclude the accuracy of the proposed model with minimal error, where it has been shown 
that parallelism of the system is not a factor for using Cayley-Menger determinant. 
Moreover, a single node has been used in the model to localize submerged nodes where 
none acquires priori familiarity about its position. 
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Submerged localization 
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1. Introduction   

Underwater wireless sensor networks (UWSNs) are envisioned 
for exploring the vast underwater world for the profusion of wealth 
and mystery. Not only the wealth of underwater world, submerged 
localization necessary for the sustenance of our very own existence 
and for the marine biome. Lately researchers   have shown fervent 
importance to investigate, explore and analyze the abundance of 
underwater world; so it has become indispensable to collect 
accurate environmental data with the help of underwater sensors. 
Exact localization is not only necessary for underwater 
applications; it determines the very nature of our own existence at 
rudimentary and core level as well as helps us to provide a 
sanctuary for the marine biome. Moreover, autonomous 
underwater vehicles (AUVs) control and surveillance, monitoring 
seabed and faults for upcoming natural calamity, searching for lost 
object, pollutants and nutrients tracking also demand precise 
localization [1]. Among these applications, some significantly 
requires accurate localization for meaningful comprehension of 
gathered data for a practical use [2]. 

UWSNs may comprise of deployed sensors and surface 
stations; many a time localization of submerged sensors is done 
with the help of multiple surfaced nodes. However, localizing 
using a single beacon is considered to be pragmatic as it requires 
less provision. Despite numerous underwater applications, the 
concept and achievement of underwater wireless communication 
may still seem far-fetched. Mostly, communications is done with 
acoustic signals as radio signals have very limited propagation in 
underwater; hence, using acoustic signals for distance 
measurements in range based localization provides more accuracy 
that using radio [1,3]. However, multipath fading and 
synchronization between communicating nodes still remain to be 
the challenging factors so far. 

Duff and Muller solved system of multilateration equations by 
applying nonlinear square optimization method where positions of 
the sensors remain unknown [3]. This proposed algorithm is solely 
based on degree-of-freedom analysis phenomenon, which dictates 
sufficient numbers of measurements are necessary to generate 
adequate number of equations for the problem to solve. This 
proposed method has been validated and showed the improved 
accuracy by many folds using Kalman filter in [4]. Incorporation 
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of Kalman filter increases the complexity of the method with 
respect to degree-of-freedom complexity of system of equations in 
[5]. It also delineates that the method does not guarantee a unique 
solution for system of non-linear equations, i.e. trilateration. 
Moreover, the method requires a specific initial configuration of 
the nodes which was justified by rigidity theory. 3D positioning 
system in [6] requires four separate positions to determine the 
coordinates of the beacon. 

This paper analyzed the method proposed in [7] to determine 
the coordinates of underwater sensors with a single beacon where 
Cayley-Menger determinant is used for non- parallel situation and 
validates the method with simulation and experimentation. 
Recently, localization of submerged sensors for non-parallel states 
has been proposed in [8]. It also showed that the coordinates could 
be determined in adhoc basis without any pre-installed 
infrastructure. Moreover, it has established that the accuracy of the 
coordinates depends on the distance measurements between 
surfaced node and underwater deployed sensors, not the state of 
the planes whether parallel or non-parallel.  

The arrangement of the remaining paper is as following where 
Section 2 focuses on mathematical model of coordinates 
determination both for parallel and non-parallel state situations; it 
also talks about linear transformation of the origin to find the 
coordinates with respect to sensor and beacon separately. Section 
3 states simulation to validate the proposed mathematical model, 
experimental results also shows the accuracy of the model and at 
last analysis. Section 4 states conclusion with future works. 

2. Coordinates Determination 

The proposed algorithm in [9] was to determine the coordinates 
of the submerged sensors with a single beacon; the problem 
domain was considered to be in parallel state which is only 
possible in perfect world. However, in [7] Cayley-Menger 
determinant has been used for non-parallel state situation. 
Following sections iterates the proposed algorithm for parallel and 
non-parallel states. 

2.1. Coordinates Determination (parallel state) 

The problem domain consists of a single beacon 9....5,4, =jS j

which is on the water surface and three underwater sensors 
3,2,1, =iSi whose coordinates need to be determined. For 

simplicity, one of the sensors is considered to the Cartesian origin  
( )0,0,0  and one other placed on another axis leaving the third one 
on the same quadrant. The distance between the beacon 

9....5,4, =jS j and the deployed sensors 3,2,1, =iSi have been 
computed according to the process depicted in [10], these 
measured values are ....,, 342414 ddd and unknown inter nodes 
distances are .,, 231312 ddd From these values, volume of the 
tetrahedron tV which is created by the beacon and the deployed 
sensors depicted in Figure 1can be written with Cayley-Menger 
determinant as in (1). 
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By isolating and grouping known and unknown variables: 
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Here, we rewrite the equation in the following form: 
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The above equation has six unknowns as depicted by X1, X2, X3, 
X4, X5 and X6; and the equation resembles with the linear form of 
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Figure 1: Coordinates Determination 
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.12211 bxaxaxa nn =+++ 

,4S so that in real life the movement would be less 
between distance measurements. From these six equations 
reference to the variables have been omitted to get an array of all 
coefficients, which is represented as augmented matrix. The 
matrix consists of linear equations and resembles bAX = formula. 
So, the system of linear equations is articulated as following: 
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From the above representation, after finding ,1X ,2X ,3X
,4X 5X and 6X we calculate 12d , 13d and 23d as follows: 
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Coordinates of deployed submerged sensors ( )0,0,01S is 
considered to be the origin of the Cartesian system, ( )0,,0 22 yS is 
on one of the y-axis and ( )0,, 333 yxS is considered on some position 
not on the axis as depicted in Figure 1.  From the above equations, 
the inter node distances can be calculated as follows: 
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As a result, the unknown variables ,2y  3y and 3x can be derived 
with respect to inter node distances: 
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Here, 12d , 13d and 23d  are computed distances between deployed 
submerged sensors and Table 1 shows the coordinates of the 
sensors as follows: 

Table 1: Calculated Coordinates of the Submerged Sensors 

Sensors Coordinates 

1S  ( )0,0,0  

2S  ( )0,,0 12d  
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2.2. Coordinates with respect to Beacon (parallel state) 

So far the previous section has dealt with determination of 
coordination when beacon’s surfing plane and plane of deployed 
submerged sensors are in parallel. Once the transformation of the 
origin takes place and taken to the beacon’s position, the 
localization process would be following. 

In this method, a pressure sensor is used to measure the depth 
h of Figure 2, which is elaborated in [11]. Once vertical distance 
(h) between the planes is known, the projected coordinates of the 
beacon ),,( 4444 zyxS  can be found on the XY plane and can be 
denoted as ).0,,( 444 yxP  Trilateration can be used to find 4x and 4y
of the projected coordinates considering 14D , 24D  and 34D  to be  
the distances between 321 ,, SSS and 4P respectively. Once the 
projected coordinates and the distances are determined, following 
relations can be devised. 

2
4

2
4

2
14 yxD +=  (3) 

( )224
2
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24 yyxD −+=  (4) 

( ) ( )234
2

34
2
34 yyxxD −+−=  (5) 
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Figure 2: Parallel Plane State Scenario 

Equations (3), (4) and (5) help to determine the coordinates of 
the projected beacon )0,,( 444 yxP , where 
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Here, 14d , 24d and 34d are the hypotenuse of the 441 SPS∆ , 
442 SPS∆ and 443 SPS∆ respectively, so it is possible to obtain ,14D

24D and 34D using simple Pythagorean Theorem. As a result, the 
coordinate of the beacon node that is on the surface, ( )4444 ,, zyxS
would be ( );,, 444 hyxS here both 4x  and 4y have been calculated 
accordingly and  h  is known from the installed pressure sensor. 
So, the coordinates of 4S would be as follows: 
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Once the origin ( )0,0,0 of the Cartesian system is transferred on 
the beacon ( ),,, 444 hyxS then the coordinates of the deployed 
sensors with respect to beacon are calculated by linear 
transformation as depicted in [10]. 

Table 2: Coordinates of the Submerged Sensors with respect to Beacon for 
Parallel State 

Sensors Coordinates 
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2.3. Coordinates with respect to Beacon (non-parallel state) 

Having the plane where the beacon moves around i.e. water 
surface and the plane that is created by the three deployed sensors 
in parallel state can be found in very limited situations. Previous 
coordinates determination method could be adjusted to meet all the 
situations both parallel and non-parallel. As a result, a derivative 
of parallel state method has been illustrated in [8]; however this 
paper also shows the relationship between Cayley-Menger and 
state of the planes. With a little adjustment as depicted in this 
section where Figure 3 illustrates the scenario when both planes 
are in non-parallel state situation. 

∏ =+++
321 ,, 1111 )0(::

SSS
zcybxaAPlane δ  

Here, plane A is created by the submerged deployed sensors  
S1, S2,  and 𝑆𝑆3 as three dots (sensors) can create a plane. Whereas,  

∏ =+++
Beacon

zcybxaBPlane )0(:: 2222 δ  

Here, plane B is where the beacon moves around while taking 
six distance measurements i.e. water surface,   are in non-parallel 
state. 

Figure 3 is the most likely the situation found in the world, 
except in some special cases like, water tank, swimming pools or 
where the deployed sensors can maintain a predefined height like 
AUVs or UUVs as in Figure 2. When we consider the water 
surface as the reference plane then any deployed node having a 
different height than others would create a non-parallel state 
situation. The system of equations and the linearization procedure 
devised in previous section are meant to be used in parallel state; 
as volume of six different tetrahedrons created by deployed 
submerged sensors and the surfaced beacon are always equal. 
Once apex of six tetrahedrons on the same parallel plane having 
the base same i.e. the height of the tetrahedrons are same having 
the base fixed, the volume would be same. This fundamental 
theory creates the scope to use the devised equations in previous 
section. Vertical distances will vary depending on the dihedral 
angle α accordingly to the (6).    
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nn
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Here, α dihedral angle; ),,(ˆ 1111 cban = and ),,(ˆ 2222 cban = are 
normal vectors to plane A and plane B respectively. 
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Figure 3: Parallel Planes Effect 

It is worth mentioning that all the deployed submerged nodes 
have several sensors for communication purposes; among them 
pressure is one of them. Nodes are supposed to read water pressure 
and communicate to beacon node via acoustic signals where the 
pressure reading will be converted into depth following method 
devised in [12]. Once all three sensors’ depth is known, following 
method would be applied to determine the coordinates. Figure 4 
illustrates a solvable configuration.  

At this point of the procedure all three deployed submerged 
sensors’ depth would be known from the built-in pressure sensors. 
Let these depth be 1h 2h 3h 1S , 2S and 3S

http://www.astesj.com/


A. Rahman / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 150-157 (2020) 

www.astesj.com     154 

,123 hhh >> 3S  is at the lowest point 
whereas 1S is at the highest point among all the three sensors with 
depth 3h and 1h  respectively. In this situation, it is conspicuous 
that plane 𝛱𝛱𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏where beacon surfs i.e. water surface and the 
plane 𝛱𝛱𝑠𝑠1𝑠𝑠2𝑠𝑠3  created by three submerged sensors i.e. 1S , 2S and 

3S  would be in non-parallel state. 
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Figure 4: Parallel State in Non-parallel Situation  

Let the shortest depth or highest point be 1S ′ , where 11 SS =′ , 
considering 2S ′  and 3S ′  are be two points where exactly right 
above 2S and 3S having equal depth with ,1S ′ here the coordinates of 

2S ′  and 3S ′  would be same as 2S and 3S except z component as 
these points are right above the nodes. As a result, the plane 𝛱𝛱𝑠𝑠1𝑠𝑠2𝑠𝑠3  
would be in parallel state with the plane Π𝑠𝑠1′𝑠𝑠2′𝑠𝑠3′ . 
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Figure 5: Trilateration and Coordinates Computation 

In 224 pSS ′∆ , where 2p′  is the projection point right above ,2S
and 24d  is the measured distance what we get with acoustic signal 
as delineated in [13]. The distance  2l  can be calculated from 

.2
2

2
242 hdl −= Once  2l  is known, the distance 24d ′  may be 

calculated from the 224 pSS ′′∆  according to (9). 

2
1

2
2

'
24 hld +=  (7) 

The aforesaid mentioned technique will be followed to 
calculate distances between the beacon 4S and the point 3S ′ . Once 
both distances between beacon 4S to points 2S ′  and 3S ′  are 
determined, coordinates determination procedure will begin for all 
imaginary points as well as for all the deployed submerged sensors. 

Table 2 and 3 show the calculated coordinates for parallel and 
non-parallel states respectively. So, the devised procedure - 
Cayley-Menger determinant with a single beacon can be used for 
both parallel and non-parallel state situations with a little 
adjustment. 
Table 3: Coordinates of the Submerged Sensors with respect to Beacon for Non-

parallel State 
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3. Simulation and Experimental Results 

To validate and analyze the proposed model, a simulation has 
been conducted in Matlab for an aforesaid problem domain; later 
a stringent experiment has been performed with ultrasonic sensors 
in terrestrial environment to reinforce the proposed method. 

3.1. Simulation Results 

The problem domain imitates a scenario for a 200m water 
column where a single beacon has been used. The method has been 
devised in [9] elaborately where a group of three sensors are place 
arbitrarily and a single beacon is placed to imitate the surfaced 
sensor. The plane where the sensors have been deployed 
considered being XY plane and the beacon’s surfing area has been 
considered to be parallel to XY plane. First sensor’s coordinate is 
(0,0,0), which is considered to be the origin of the Cartesian 
system; whereas the second sensor’s is placed on (0,75,0) being on 
the y-axis. Lastly, the third sensor was placed on (80,40,0) where 
z component is zero like others. Other environmental variables for 
the water column are - 30oC at the surface and 15oC at the bottom 
where sensors are deployed having a salinity variation of 0.5ppt 
between surface and XY plane. Gaussian noise with (μ=0, σ=1) has 
been added to bottom temperature as well as with flight time of 
acoustic signals from beacon to submerged nodes.  

As the procedure demands, the surfaced sensors has been 
shifted and measured from six different places; all these six 
positions were in close proximity to mitigate error incorporation. 
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However, mobility of the deployed sensors were ignored in the 
proposed model as this is out of the scope of this paper. Possible 
errors in determined coordinate of 𝑆𝑆2 and 𝑆𝑆3 are shown in Figure 
6 and 7 for several iterations. As sensor S1has been kept at the 
origin of Cartesian coordinate system; hence generating no error. 
Having positional distance error of 0.62m with standard deviation 
of 0.478 for sensor 𝑆𝑆2 and 0.75m with standard deviation of 0.603 
for sensor 𝑆𝑆3 also validate the model. 

 
Figure 6: Positional Error from  Original Position (0,75,0) for Sensor 𝑆𝑆2  

(without Gaussian noise) 

 

Figure 7: Positional Error from  Original Position (80,40,0) for Sensor 𝑆𝑆3 
(without Gaussian noise) 

 
Figure 8: Positional Error from  Original Position (0,75,0) for Sensor 𝑆𝑆2       

(with Gaussian noise) 

Errors in determined coordinates with true Euclidean distance 
i.e. without Gaussian noise are almost negligible; this negligible 
error in turn validates the proposed mathematical model for 
coordinates determination with a single beacon. Besides, 
considering the physical sizes of the sensors deployed underwater, 
Figure 8 and 9 show errors (with Gaussian noise) are within 
acceptable range considering for a 200m water column.  

 
Figure 9: Positional Error from  Original Position (80,40,0) for Sensor 𝑆𝑆3      

(with Gaussian noise) 

For sensors with dimension 4.5x2x1.5cm, positional error 0.01-
3.81cm is quite outstanding. As simulation in previous sections 
validates the model with the negligible error considering Euclidean 
distances, it is now conspicuous that the precision of the distances 
measured from the beacon to the deployed sensors produce lesser 
positional errors. 

3.2. Experimental Results 

A stringent experiment has been conducted in the terrestrial 
environments i.e. in the lab with compatible ultrasonic sensors to 
prove the proposed mathematical model for coordinates 
determination with a single beacon using Cayley-Menger 
determinant. It also shows that Cayley-Menger determinant could 
be used for non-parallel state situation with a little adjustment of 
the proposed model. Flight time i.e., signal’s propagation delay of 
the acoustic signal is used to determine the distances between the 
surfaced beacon and deployed submerged sensors. A beacon at the 
ceiling and three other sensors on the table top have been kept to 
achieve that same scenario as the problem domain described in 
previous section. 

Two different scenarios with four individual tests have been 
conducted to validate the model. Firstly, in scenario 1 positions of 
the sensors are 𝑆𝑆1,  𝑆𝑆2  and 𝑆𝑆3 are (0,0,0), (0,20,0), (30,15,0) 
respectively. Keeping the origin of the Cartesian system on sensor 
𝑆𝑆1, positional error for sensors 𝑆𝑆2 and 𝑆𝑆3 are within 0.2 and 4cm 
range. Accuracy in distance measurements with the ultrasonic 
sensor generates positional error:  0.17cm, whereas in extreme case 
it is 3.85cm as depicted in Table 4. Secondly, in scenario 1 
positions of the sensors are 𝑆𝑆1,  𝑆𝑆2  and𝑆𝑆3 are (0,0,0), (0,25,0), 
(35,10,0) respectively. Keeping the origin of the Cartesian system 
on sensor 𝑆𝑆1, positional error for sensor 𝑆𝑆2 and 𝑆𝑆3 are within 0.5 
and 6cm range. Accuracy in distance measurements with the 
ultrasonic sensors generates positional error:  0.17cm, whereas in 
extreme case it is 3.85cm as illustrated in Table 5. 
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The ultrasonic sensors used in the experiment have 120 sentry 
angle; this capacity limits the movement of the surfaced sensor. 
Besides the built-in Arduino microseconds To Centimeter function 
needed to be changed to ‘double’ to acquire more precise timing 
as the experiment is taken place where the maximum distances 
between beacon and deployed sensors are less than 80cm range.  

One other challenge we faced while experimenting with 
Arduino board is to process the generated ultrasonic pulses that are 
received by the sensors to calculate inter distances. As in [14], the 
‘pulseIn’ function usually takes more than 20ms to process the 
received pulse, whereas it takes only 2.32ms to travel 80cm 
(approximate max distance for the experimental domain); as a 
result by the time it finishes pulse processing for the nearest sensor 
from the beacon and starts processing pulses for other sensors, it is 
then too late for the pulses to be on the flight. To mitigate this 
problem we had to generate two other 10μs pulses for rest of the 
two sensors in 50ms interval. So within around 100ms all three 
pulses are generated, this fraction of a second will have no effect 
on the stationary sensor nodes scenario; however, will have 
negligible effect in cases of mobility. 

4. Conclusions 

Persistent and accurate positioning is indispensable in various 
arenas due to necessity as well as research. As specific applications 
demand more accuracy and convenience, research pushes the 
boundary to fit and meet the demand in its own course. So, a 
plethora of localization algorithm has been proposed. This paper 
illustrates and analyzes a pragmatic approach of localization where 
a single node can determine deployed submerged nodes using 
Cayley-Menger determinant; it also portraits associated difficulties 
of using Cayley-Menger in non-parallel state situations in real time 
as the original model was designed for parallel states. In nature, 
parallel state situation is very rare where the plane of the beacon 
node and the plane of deployed sensors would be parallel. Hence, 
the necessity of having a pragmatic solution was conspicuous. 

A solvable configuration of the domain and its associated 
model has been simulated to validate as well as to fathom the 
degree of errors. Once the distances between beacon and the 
deployed submerged sensors are considered to be true Euclidean, 
it generates negligible errors. It is also shown that the generated 
errors are because of erroneous distance determination; so the 
accuracy of coordinates solely depends on the preciseness of 
distance measurement method, not the model. This paper also 
delineates how the model could be used for non-parallel state 
situation with a little adjustment. Simulation results with Gaussian 
noise in distance measurements suggest that 0.62-3.67m error for 
a 200m water column is outstanding as sizes of deployed sensors 
or AUVs could reach few meters in length. However, mobility of 
the deployed sensors was not considered in this paper and left for 
future exploration. On the other hand, mobility of the beacon and 
span has very limited effect on the coordinates determination of 
the sensors.  

To validate the simulation, a stringent experiment has been 
conducted in terrestrial environment. So called off-the-shelf 
ultrasonic sensors have been used imitating the simulated 
configuration. In the experiment, it has been shown that distance 
between beacon and deployed sensor can be calculated using 
acoustic signals, whereas clock synchronization could be 
performed using electrical signals. Mobility of the sensors was not 
considered in the experiment as well; however, multiple scenarios  

Experimental Scenario 1: Original coordinates of sensors: 

S1: (0,0,0);   S2: (0,20,0);   S3: (30,15,0) 
Table 4: Coordinates of the Sensors 𝑆𝑆2 and 𝑆𝑆3 𝑎𝑎ccording to Scenario 1 

 
Experimental Scenario 2: Original coordinates of sensors: 

S1: (0,0,0);   S2: (0,25,0);   S3: (35,10,0) 
Table 5: Coordinates of the Sensors 𝑆𝑆2 and 𝑆𝑆3 according to Scenario 2 

 

Trial 1 Trial 2
S1 S2 S3 S1 S2 S3

R1 54.14 52.31 50.36 R1 62.57 57.27 52.20
R2 57.96 52.65 51.10 R2 60.31 54.78 53.17
R3 51.32 50.56 52.87 R3 53.39 52.60 55.01
R4 61.11 52.49 55.71 R4 63.58 54.62 57.96
R5 59.90 58.57 48.99 R5 62.32 60.94 50.98
R6 60.14 55.04 50.17 R6 56.34 54.42 52.40

Calculated Coordinates: Calculated Coordinates:
S1: (0,0,0) S1: (0,0,0)
S2: (0,19.83,0) S2: (0,20.55,0)
S3: (29.58,14.94,0) S3: (30.88,15.45,0)

Trial 3 Trial 4
S1 S2 S3 S1 S2 S3

R1 60.76 55.20 53.57 R1 61.82 53.11 56.36
R2 56.76 54.83 52.79 R2 58.64 53.27 51.70
R3 53.80 53.00 55.43 R3 51.92 51.15 53.49
R4 64.06 55.03 58.40 R4 54.78 52.92 50.95
R5 62.79 61.41 51.36 R5 60.60 59.26 49.57
R6 63.04 57.71 52.60 R6 60.84 55.69 50.76

Calculated Coordinates: Calculated Coordinates:
S1: (0,0,0) S1: (0,0,0)
S2: (0,20.73,0) S2: (0,20.01,0)
S3: (30.93,15.42,0) S3: (29.94,15.01,0)

re
ad

in
gs

re
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re
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in
gs

re
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S1 S2 S3 S1 S2 S3

R1 65.34 62.51 53.19 R1 59.85 57.26 48.71
R2 54.94 58.15 56.49 R2 50.32 53.25 51.74
R3 55.90 54.13 58.85 R3 53.70 53.04 49.86
R4 58.63 57.91 54.44 R4 51.20 49.57 53.90
R5 62.95 60.46 53.42 R5 57.65 55.37 48.92
R6 60.32 55.26 57.25 R6 55.25 50.62 52.43

Calculated Coordinates: Calculated Coordinates:
S1: (0,0,0) S1: (0,0,0)
S2: (0,26.12,0) S2: (0,23.72,0)
S3: (36.55,12.54,0) S3: (33.26,12.94,0)

S1 S2 S3 S1 S2 S3

R1 56.77 52.01 53.88 R1 62.36 59.90 52.92
R2 51.71 54.73 53.17 R2 54.43 57.61 55.97
R3 55.18 54.51 51.24 R3 58.09 57.38 53.94
R4 52.61 50.94 55.39 R4 64.74 61.94 52.69
R5 59.25 56.90 50.28 R5 55.38 53.62 58.31
R6 61.50 58.84 50.06 R6 59.76 54.75 56.72

Calculated Coordinates: Calculated Coordinates:
S1: (0,0,0) S1: (0,0,0)
S2: (0,24.53,0) S2: (0,25.81,0)
S3: (34.33,12.63,0) S3: (36.15,13.64,0)
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and tests suggest the validity of the model. Acoustic signals are 
distressed by environmental variables like temperature and 
humidity as well as propagation speed is low compared to 
electrical signals. Besides, sensors that have been used in the 
experiment have limitations and constraints in signal processing; 
result indicates 0.01-3.81cm positional error for sensors with 
dimension 4.5x2x1.5cm is within acceptable range. 
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 The increase in the number of elderly people requires multiple efforts to maintain their 
well-being and health. A wide variety of products and services have been created to enable 
seniors to live at home for as long as possible. The market success of these solutions 
depends on acceptance by the different stakeholders. Older people are reluctant to change 
their environment, most notably their home. Solutions must provide a benefit and/or reduce 
risks related to their everyday life in order to be accepted. Design methods are mainly 
focused on needs analysis, while acceptability assessment models are based on the study of 
benefits. A need may also correspond to a risk that may be present in the initial situation 
and that has to be eliminated or reduced. The notion of risk is not sufficiently integrated in 
these models. This paper proposes a new approach to analyze the actual situation of elderly 
people at home based on risk analysis. The objective is to contribute to the design of 
solutions that will be more readily accepted by this population. A model for estimating the 
risk of falling has been proposed. The probability of two elderly people falling in their home 
is assessed using this model. The design and improvement of solutions are explored using 
the results obtained. 
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1. Introduction  

The ageing of the world’s population is a key issue for the years 
to come. Demographic trends reveal an increasing proportion of 
older people and rising life expectancy. According to projections 
made by the National Institute of Statistics and Economic Studies 
(INSEE), in 2070, France should have 76.5 million inhabitants, 
10.7 million more than in 2013. Specifically, the population aged 
65 and over should increase by 11.2 million and those aged 20–64 
decrease by 7.9 million [1]. Thus, by 2070, there will be more 
seniors than younger people to help them. This situation confronts 
the health field with a major societal challenge: delaying the age 
of entry into dependency and improving the well-being of the 
elderly by controlling risks and expenditure [2]. 

Public policy encourages the creation of new products and 
services for keeping people at home as long as possible. For the 
private industrial and commercial sectors, ageing represents an 
economic opportunity. Technology companies see this segment of 
the population as an attractive market for products and services that 
are easy to use and affordable [3]. In recent years, many 

technological and organizational innovations have been developed 
to improve elderly home care. These include video-vigilance 
systems, fall detectors, tele-assistance and home automation 
equipment. 

Innovative solutions for the ageing population could increase 
elderly people’s capabilities and help them to reduce their entry 
into dependency by transforming their living environment [4]. 
Hence, they have to satisfy the needs and preferences of multiple 
stakeholders (older people, their families, caregivers, care 
structures, etc.). However, these stakeholders are not always in 
favor of integrating changes into their daily lives [5]. 

The success of an innovative project is evaluated by its 
acceptability in the design phase and by its acceptance in the use 
phase [6]. To promote the acceptance of a product or service, it is 
necessary to accompany its design process, from the early stages, 
by evaluating its acceptability [7]. To improve innovation 
acceptance, the project must provide benefits and/or reduce the 
risks perceived by its future users. 

In order to improve the well-being of older people at home and 
increase the likelihood that innovative solutions will be accepted 
by their various users, it is important to integrate the notion of risk 
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into the design and improvement process of solutions. The 
recognition of the positive and negative points of a situation leads 
design teams to imagine new products and develop new ways of 
proceeding [8]. Within this framework, this article proposes an 
analysis approach for improving innovative solutions based on risk 
analysis of the real situation of elderly people staying at home. 

This paper is an extension of work presented in the 
International Conference on Engineering, Technology and 
Innovation (ICE/ITMC) [7]. The approach proposed for analyzing 
and improving a solution based on its risk study is more detailed. 
After this introduction, the second section presents a literature 
review on design methods, acceptability assessment models and 
risks for older people living at home. The next section proposes a 
conceptual approach and a model to evaluate the risk of falling. It 
also describes the methods and materials used to assess the fall risk 
of two people living in their own home. The fourth section presents 
the results and explores the value of addressing these results to 
improve a solution. The final part presents the discussion, 
conclusions and research perspectives. 

2. Literature Review 

2.1. Design Methods 

The notion and discipline of design has been in constant 
evolution [9]. The development of new products was initially 
based on the search for function-based solutions. Over time, user 
needs were seen as a determining factor in the design process, and 
several user-centered design currents have developed in recent 
decades.  

Today, design approaches such as user innovation, user 
experience, emotional design and design thinking, seek to better 
understand the needs of users and conceive new solutions 
alongside them [10]. Different design stages have been proposed 
as well as different ways of identifying them [11]. Generally, these 
processes include phases for understanding the problem, defining 
the design project, finding solutions, prototyping and evaluation. 
At the end of this process, the expected results boost the 
acceptability of the new solutions. 

In various design models, the notion of need is fundamental. 
Need can be defined as a desire resulting from a lack or a 
dissatisfaction in the goal achievement process [12]. It is relative 
to an individual and is perceived differently by each person. Need 
perception can also be the product of risk perception. This need 
consists in eliminating or reducing the severity or the probability 
of occurrence of this risk.  

2.2. Acceptability Assessment Models 

A lot of research has been carried out to assess the acceptability 
and acceptance of innovative solutions. Researchers have 
proposed different theoretical models such as the Theory of 
Reasoned Action (TRA) [13], the Theory of Planned Behavior 
(TPB) [14] and the Technology Acceptance Model (TAM) [15]. 
These models have been modified several times by incorporating 
new factors and relationships between them [16]. 

The changes made to these models have been aimed at adapting 
them to evaluate specific innovations in a given context (actors, 

uses) and in a particular field. Many models have been created in 
this way, such as TAM 2, TAM 3 and UTAUT.  

A literature review of models used in the health field [7] 
revealed that most existing models are not suitable to assess 
acceptability at the design stage or to incorporate the preferences 
of multiple stakeholders. In these models, the assessment is mainly 
based on the analysis of factors such as utility and ease of use. The 
review identified only a few studies that incorporate "perceived 
risk" as a factor in acceptance assessment models [17–19]. No 
documents were identified proposing a risk-based approach to 
improve an innovative solution or to design new concepts. 

2.3. Risks for Elderly People at Home 

Risks can be defined as people’s feelings about the potential 
negative consequences of a situation [20] that may prevent goal 
achievement. Risk perception is a decisive variable in the choice 
of behavior [21]. Understanding and managing risk is linked to 
innovation. Awareness of risks and their factors is a necessary 
condition for making intelligent decisions in innovation [8]. They 
are both a threat to the success of a project and an opportunity to 
make improvements.  

Different approaches have been used to diagnose the risks 
faced by older people at home [22–24]. A literature review 
conducted by Stuck presents a list of risks of declining functional 
status for older adults living at home [25]. However, these risks 
focus on the biological aspects of elderly people such as physical 
and mental health and social aspects. Other studies have identified 
additional risks that take into account the impact of the 
environment on the well-being of elderly people living at home 
[26–28]. 

In a previous study [7], risk identification regarding elderly 
people at home was carried out. This was done through a literature 
review and the application of expert interviews. Twenty-two risks 
were identified and classified into eight categories (figure 1).  

 
Figure 1: Risks to the elderly at home 
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The occurrence of such risks is a determining factor in the 
deterioration of elderly people’s well-being and endangers their 
ability to stay at home. If one of these risks is detected, it could 
influence the occurrence of others in a systematic way. In order to 
estimate the likelihood of a risk occurring, it is necessary to 
identify the causal factors. 

2.4. Risk of Falling  

Falls are among the most common and serious problems, the 
consequences of which mainly affect individuals (functional 
decline, morbidity, institutionalization, mortality, etc.) and the 
health system [29]. Most falls by the elderly are the result of 
interactions between intrinsic (physical and cognitive) and 
extrinsic (socio-economic and environmental) factors [30]. The 
identification of risk factors for falls among older adults living at 
home has been the subject of several studies [31–34]. They have 
shown that the risk of falling increases as the number of risk factors 
increases. 

3. Material and Methods 

3.1. Approach for Analyzing and Improving Innovative Solutions 

This article’s assumption is that the notion of risk can 
contribute to the understanding of a problem situation and impact 
upon the design of innovative solutions. It may enrich the process 
of needs analysis as well as the evaluation and improvement of 
proposed solutions. The approach is depicted in Figure 2. 

In the proposed approach, three stages of the design process are 
considered. The first step is the exploration of the problem. At this 
stage, different stakeholders (funders, project managers, future 
users, regulatory institutes) are involved in the needs analysis. 
Using different engineering and design tools, risks, lacks, 
dissatisfactions and desires are explored to analyze needs. Thus, 
the design objective and specifications can be defined to guide the 
design team in proposing solutions. 

 
Figure 2: Approach proposed to analyse and improve an innovative solution. 

The second step is the resolution of the identified problem. 
Here, different methods are used for the ideation and prototyping 
of solutions. In the first step, multiple creativity sessions are 
carried out in order to outline the design possibilities. 
Subsequently, an alternative solution is chosen and is then further 
designed. Different intermediate design objects (ICOs) are 
developed to communicate and validate the characteristics 
assigned to the solution. ICO is a partial outcome of the project, 
such as a schematic, a scale model, or a prototype [35]. The 
objective is to represent a part or the whole of the proposal in order 
to evaluate it with users and further develop the product. 

The third step, solution evaluation, is an important stage in the 
design process. It allows the solution concept to be tested with 
future users to identify the benefits and risks they perceive relative 
to using this concept. In this way, the acceptability of a solution 
can be estimated. The result of this evaluation brings elements of 
improvement (to reduce the perceived risks and/or increase the 
benefits), which can be considered in the problem understanding 
and in the specification redefinition. This advanced understanding 
of the problem will allow designers to refine their proposals and 
better respond to it. We believe that successive evaluations of the 
solution and integration of gradual improvements would lead to an 
increase in acceptability. Thus, at the end of the design phase, the 
final product would have a higher probability of market 
acceptance. 

The next section will apply this approach to the context of 
home care for the elderly. When we explored the problem of loss 
of autonomy among the elderly, the choice was made to apply the 
approach to the risk of falling. This risk has a high probability of 
occurrence and its consequences are severe.  

3.2. Model for Risk Assessment Using Bayesian Networks – Risk 
of Falling 

In order to estimate the probability of elderly people falling at 
home, we looked for a useful tool to assess the influence between 
factors and to determine the probability of occurrence. In the 
scientific literature, statistical methods are often used; however, 
they are insufficient for the evaluation of imprecise data from 
various sources. Recently, [36] used the Bayesian network 
modelling technique to estimate the probability of innovation 
acceptance based on an analysis of the influence of various factors. 
Among existing data modelling and analysis techniques, Bayesian 
networks are the most suitable for knowledge acquisition, 
representation and manipulation [37]. This technique makes it 
possible to reason about a problem by evaluating the causality 
between factors and sub-factors. In addition, it can be used to 
process uncertain information from different sources: expert 
knowledge, questionnaire data or the literature. 

Bayesian networks have already been used for fall risk analysis 
[38, 39]. However, the work carried out to date has not sought to 
be part of an approach to design and improve innovative solutions. 

This article proposes to use this technique to assess the 
probability of elderly people falling at home. It is also assumed that 
Bayesian networks can be used to make a wider and overall risk 
assessment of this population. 

The construction of the Bayesian network for estimating the 
risk of falling was carried out following the steps proposed by  
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[37]. The first step consists in identifying the risk factors and the 
statuses that each of them may have. The second is the definition 
of the Bayesian network structure and the third is the construction 
of conditional probability tables.  

3.3. Identification of Risk Factors 

In the first stage, factors were identified mainly through the 
literature on the risk of falling [30-32,34,40-42]. A list was 
prepared and presented to an expert gerontologist and two 
researchers who analyzed and classified these factors (Table 1). 
Next, two possible statuses were defined for each factor: "yes" and 
"no". These statuses represent the variables of interest, in other 
words, the variations that each of the factors may present. 

Table 1: Fall Risk Factor Codes 

Code Factor description 
AG 
GD 
HF 
PP 
PP1 
PP2 
PP3 
CI 
CI1 
CI2 
CI3 
SI 
SI1 
UL 
UL1 
UL2 
UL3 
IE 
IE1 
IE2 
MP 
MP1 
MP2 

Age 
Gender 
Fall historic 
Physiological problems 
Balance disorders  
Visual impairment 
Orthostatic hypotension  
Cognitive impairment  
Syncope  
Dementia 
Depression 
Social isolation 
Loss of social and family ties 
Unhealthy lifestyle 
Alcohol consumption 
Malnutrition  
Lack of physical activity 
Inadequate environment 
Inadequate objects 
Inadequate configuration of the living environment 
Medication problem 
Poly medication 
Taking psychotropic drugs 

 
3.3.1. Definition of the Bayesian Network Structure 

To build the structure of the network, a first proposal of links 
between factors was made based on the literature consulted. This 
structure was evaluated and improved with the experts. The final 
structure is shown in Figure 3. The network is made up of nodes, 
which correspond to the different factors and sub-factors. These 
nodes are linked by arcs that represent the causal and conditional 
dependence between them and the risk to be assessed. The factors 
have been classified into six groups: physiological problems, 
cognitive impairment, social isolation, unhealthy lifestyles, 
inadequate environment and medication problems. Each group is 
linked to between two and six factors. Four of these factors are 
related to more than one group: age, gender, history of falls and 
social isolation.  

3.3.2. Construction of Conditional Probability Tables 

Conditional probability tables are used to estimate the 
occurrence probability of one of the node statuses as a function of 
the parent nodes statuses [37]. A first version of the tables has been 
proposed from the literature consulted. The information obtained 
was supplemented by the experts, who used their experience and 
knowledge to define probability values between factors.  

The final version of the network structure and the conditional 
probability tables by risk factor were modeled using the GeNIe 
Academic software.  

 
Figure 3: Bayesian network model of home falls risk 

3.4. Data Collection Method  

In order to make a first assessment of the probability of falling 
among older people, the proposed model was used. The data 
collection method chosen was the semi-directive interview. 
Interviews are one of the most commonly used methods in field 
studies to collect information about people’s perceptions and 
preferences in light of their experiences [43]. The semi-directive 
interview serves to guide the discussion with the interviewee based 
on a list of themes rather than on direct questions [44]. 

A semi-directive interview guide was constructed. Following 
the recommendations of [44], the guide was composed of a list of 
themes related to the perception of exposure to the different risk 
factors of the model. 

An older couple living independently in their home was 
selected for interview. Ms. M, 91 years old, and her husband Mr. 
A, 95 years old, have been married for 70 years. They have been 
retired for more than 30 years and wish to continue to live in their 
own home. These people were chosen because of their advanced 
age and their interest in continuing to live autonomously and safely 
in their home. 

With the consent of these two persons and their children, the 
interviews were conducted at home. Two members of the research 
group participated in the development of the interview. One of the 
researchers led the discussion with each person, while the second 
researcher wrote down his observations on the development of the 
interview and on the characteristics of the household. The 
interviews were recorded and subsequently transcribed.  

http://www.astesj.com/


L.A. Salgado et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 158-165 (2020) 

www.astesj.com     162 

These elderly person’s perception of the absence or presence 
of each of the risk factors was interpreted and coded according to 
the two conditions designated for each factor, namely, yes or no. 
The results obtained were introduced into the proposed Bayesian 
network.  

The results obtained and the proposed Bayesian network were 
subsequently used to explore their use in the design and 
improvement of an innovative solution.  

4. Results 

4.1. Fall Risk Assessment in the Problem Exploration  

In the interview, Ms. M declared that she has no physiological 
or cognitive problems. She does not consider herself to be in a 
situation of isolation since she has a large family and maintains 
strong relationships with them. She says that she does not have any 
health problems because she eats well, is very active and does not 
drink alcoholic beverages. In addition, she has home help to 
prepare meals, clean and care for her. She does not use 
psychotropic drugs and she does not take multiple medication.  

Mr. A, in contrast to Ms. M, was to the victim of a serious fall 
in the house’s bathroom a few months before the study. After this 
fall, several modifications were made to the bathroom by the 
family. However, Mr. A says he has difficulty moving around the 
house due to the "fear of falling again". This situation has increased 
his balance problems and decreased his physical activity. 

In the observation we remarked that in fact several devices 
have been installed in the bathroom and in other parts of the house, 
such as in the bedroom and on the stairs. However, there are areas 
that may represent a risk: the floors are not non-slip in the kitchen, 

corridors and bedroom. Bathroom doors open inwards and locks 
cannot be opened from the outside. There are no brackets or grab 
bars in the corridors. They have a remote assistance system, which 
is installed in the master bedroom, but it cannot be used in the rest 
of the house.  

The information obtained for Ms. M and Mr. A was 
synthesized in Table 2. Subsequently, this was entered into the 
Bayesian network and the probability of each person falling was 
estimated.  

Figure 4 shows the networks per person. The existence of a risk 
factor is represented by the color blue and its absence by the color 
yellow. For the "age" factor, four bands were used, each 
represented by a different color. 

Table 2. Response by factor 

 Ms. M 
AG: 91 years old 
GD: woman 

Mr. A 
AG: 95 years old 
GD: man 

HF  No Yes 
PP1  No Yes 
PP2 No No 
PP3  No No 
CI1 No No 
CI2 No No 
CI3 No No 
SI1 No No 
UL1 No No 
UL2 No No 
UL3 No Yes 
IE1 No No 
IE2 Yes Yes 
MP1 No No 
MP2 No No 

 
Figure 4: Fall risk estimation for Ms. M and Mr. A. 
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In Ms. M’s network, we can identify that the biggest risk 
factors are inadequate environment (60%), physiological disorders 
(58%) and cognitive impairment (58%), followed by social 
isolation (37%). The two other factors, lack of hygiene (5%) and 
medical problems (10%) are not as representative. Analysis of 
these factors yields a 47% probability of falling.  

In Mr. A’s network, the results are different. The risk factors 
for physiological (89%) and cognitive (71%) problems are very 
significant. This significance is probably a consequence of the fall 
he had previously experienced, which caused him balance 
problems. It may also have been due to the likelihood of isolation 
risk (41%) and poor hygiene (40%). The occurrence probability of 
the risk factors "unsuitable environment" (60%) and "medication 
problems" (10%) were no different from Ms. M’s results since they 
live in the same house. Analysis of these factors results in a greater 
likelihood of falling, corresponding to 63%. 

4.2. Design and Improvement of Innovative Solutions  

Using Bayesian networks, the proposed model estimated the 
probability of two elderly people falling in their homes. An 
extended model could be useful to detect different risks. On the 
one hand, the identification of the risk of falling may help project 
managers to better understand the needs of this population and to 
define specifications for proposing solutions. On the other hand, 
based on the risk factors identified, a design team can define areas 
for improvement of an innovative design solution. These two 
perspectives for using the results will be explored below. 

4.2.1. Designing Innovative Solutions 

A variety of solutions can be proposed to reduce the probability 
of the risk of falling. Some proposals may focus on increasing the 
person’s mobility capabilities according to the characteristics of 
their home. Other solutions could consist in adapting the living 
space to the person’s abilities.  

In the case of Mr. A, who has a high risk of falling, the biggest 
risk factors are: walking and/or balance disorders, poor 
configuration of the living space and lack of activity. We imagined 
a new concept of an exoskeleton that adapts to the person’s 
morphology to help him or her move around at home. In order to 
find out whether this technology could be accepted by its future 
users, the perceived risks could be evaluated.  

4.2.2.  Improvement of an Innovative Design Solution 

If an innovative solution is not acceptable, the risks identified 
could provide insights for improvement. For example, if we take 
the exoskeleton and assume that future users do not accept this 
technology, then based on the analysis of the risk of falling, some 
changes could be made. The impact of these improvements on the 
reduction of the fall probability can be estimated with the Bayesian 
network.  

Table 3 summarizes the different fall probabilities for Ms. M 
and Mr. A when introducing the exoskeleton and incorporating 
modifications to it.  

For Mr A, the introduction of the exoskeleton could reduce the 
probability of falling by 4%. However, if improvements are made 
to the solution to adapt it to the environmental conditions, such as 
a contact surface adaptable to floor characteristics, then the risk of 

falling could decrease to 54%. In addition, if the exoskeleton 
incorporates a robotic system to help maintain balance, change 
posture and move around, then Mr. A's level of physical activity 
will improve and, as a result, the probability of falling can be 
reduced to 50%. These improvements could reduce not only the 
risk of falling but also general risk perception. As a result, the 
acceptability of exoskeletons may increase. 

Table 3. The probability of falling after improvements 

 Fall 
probabilities 
for Mr. A 

Fall probabilities 
for Ms. M 

Initial situation 63% 47% 
Exoskeleton 59% 

43% 

Exoskeleton with adaptable 
contact surface 56% 

Exoskeleton with robotic 
system 54% 

Exoskeleton with adaptable 
contact surface and robotic 
system 

50% 

 
In the case of Ms. M, the exoskeleton could reduce the risk of 

falling by approximately 4%. The various changes made to this 
solution would not contribute significantly to a further reduction 
of this risk. 

5. Discussion 

A theoretical approach is proposed for the design, evaluation 
and improvement of innovative solutions. Unlike other existing 
methods [12], our proposal focuses on the notion of risk. In 
representing the approach, we have established three steps for the 
design process: problem exploration, problem solving, and 
solution evaluation. In the first phase, we propose that the needs 
analysis integrates the identification of risks in the initial situation. 
This would help the design team to identify needs that have not 
been expressed by stakeholders. In the second phase, these risks, 
translated into requirements, allow the designers to propose 
alternative solutions and develop different intermediate design 
objects. Finally, in the third stage, we propose to evaluate risk 
perception at the same time as benefit perception in order to 
estimate the acceptability of the solution. We believe that the 
results of this evaluation may be useful for a better understanding 
of the situation of the problem and for improving a solution being 
designed. Multiple iterations between problem understanding and 
solution assessment could lead to a product design that will better 
meet the needs of the target population and be more acceptable to 
the market. 

As part of this approach, the work carried out focused on the 
risks for elderly people at home.  

Risk identification for a person at home implies knowing the 
causal factors of each risk and relating them to each other. In order 
to propose a model for estimating the occurrence probability of a 
risk, we chose one of the most recurrent and significant risks, that 
of falling. This risk has already been studied [31-34], but no 
assessment model involving various types of causal factors has 
been proposed.  

We proposed a model for estimating the risk of falling using 
the Bayesian network technique. Arbelaez already used this 
method to evaluate the acceptability of innovation [36]. Other 
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studies have used the same technique to assess the risk of falling 
[38, 39]. We use this technique to estimate the risk of falling by 
evaluating different types of causal factors: physiological 
problems, cognitive impairments, social isolation, environmental 
maladjustment, poor living conditions and medical problems. The 
results are intended to contribute to the analysis of needs and the 
evaluation and improvement of new solutions. 

We used this model with two elderly people living at home. 
Interviews were conducted to obtain information. Using the 
proposed model, we identified a probability of falling for these two 
individuals. The results are different for each of them. One of the 
differentiating factors is the fact that one of these two people has 
already had a fall, which has affected their mobility and lifestyle.  

The risk of falling is only one of the twenty-two identified 
hazards that can affect the ability to keep elderly people at home. 
The reasoning used to assess the risk of falling can be replicated to 
estimate other hazards. To help older adults live well at home, 
health innovations aimed at reducing risk are needed.  

In view of the results obtained, we have imagined the type of 
solutions that could be proposed to reduce this risk. In addition, in 
designing an innovative solution, we hypothesized the 
improvements that could be made to a proposal, based on the risk 
of falling assessment. 

6. Conclusion and Perspectives 

This study was conducted with the aim to proposing a new 
design approach to innovative solutions based on a risk analysis of 
the real situation of elderly people at home.  

In addition to this approach, a risk identification model is 
proposed, with the purpose of estimating the probability of a 
person falling. This work is evaluated with a case study concerning 
the design of an innovative solution for mobility assistance. 

The Bayesian network technique was used to build the model. 
The causal factors of this risk were identified and correlated to 
define the structure of the model. We believe that this technique 
could be used for the evaluation of overall risks. This should be 
validated in future research.  

The model developed was applied with two elderly people who 
were interviewed and observations were made in their homes. The 
responses obtained were used to feed the network and to determine 
the probability of each person falling. Based on the high risk of 
falling presented by one of the people studied, an exploration of 
the use of these results for the design and improvement of the 
acceptability of the solution was conducted.  

The results presented here are a first exploration of the use of 
the proposed model. It is important for future studies to validate 
this approach with a larger number of elderly people. 

Further work should consist in assessing risks and benefits 
globally and with other stakeholders (medical staff, family 
members, organizations). This evaluation should focus on the 
development of a fall prevention solution.  

When assessing the perception of benefits and risks by multiple 
actors, various conflicts may arise. It is important to identify and 
address them. Managing these conflicts could increase the 
acceptability of an innovative solution. 

The method used to build the Bayesian network can be 
improved. For the construction of the probability tables, several 
status spaces by factor could be considered in order to obtain more 
precise results, rather than only yes and no. In addition, field data 
could be used to complement expert opinions for the definition of 
the probability tables in a more detailed way. 

In the context of a collaborative design approach for 
innovations in home support for the elderly, this model can be used 
as a tool for understanding the problem and assisting in decision-
making. It will enable project leaders to evaluate and improve the 
acceptability of a solution, right from the early stages of design.  
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This research makes the improvement of the errors surrounding edges and corners of
thin electromagnetic regions by means of the magnetic field finite element formulation.
Classical thin shell electromagnetic models are usually replaced by impedance-type interface
conditions throughout surfaces that ignore errors in the calculation of the local fields
(magnetic vector potentials, magnetic fields, eddy current densities and Joule power loss
densities) in the vicinity of borders and corners. In this context, the inaccuracies of the local
fields surrounding edges and curvatures related to the thin shell models are improved by
a perturbation finite element technique, permitting to solve each subproblem on its own
separately mesh and geometry, which makes reducing the computational time.

1 Introduction
Thin shell (TS) electromagnetic models have been presented by
many author [1]-[3] to neglect meshing volumic shells (Fig. 1, left)
and are introduced by surfaces (Fig. 1, right) with interface condi-
tions (ICs) related to 1-D analytical distributions across the shell
thickness.

Figure 1: Volumic shell Ωt (left) and IC Γt (right).

In general, the ICs cancel corner and curvature effects, and lead
to inaccuracies of magnetic fields, eddy current losses and Joule
power losses in the neighbouring regions of geometrical discontinu-
ities around borders and corners, changing with the thickness. So as
to overcome with this disadvantage, a subproblem method (SPM)
with a magnetic vector potential formulation for improving errors

next to corners and curvatures occurring from the TS has recently
presented by many author [4, 5].

=

Γ = Γh ∪ Γe

n

n

n Γf = Γh,f ∪ Γe,f

Γk = Γh,k ∪ Γe,k

js, hs

Ωs orΩm

Γt

ΩC
cΩs orΩm

thin shell
γt = γf
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+

ΩC
c,k

Ωc,k

actual volume

thin region(Ωt)

Ωs

Figure 2: Decomposition of full problem into several SPs.

The idea of this article is to present an extension of the one-
process SPM that proposes the magnetic field formulation. The
hearth of this technique is based on a SPM, which consists in split-
ting a complete/full problem (including of stranded inductors and
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magnetic or conductive thin structures) into two subproblems (SPs),
the complete/full solution being the superposition of all solutions
for each SPs.

A problem involving stranded inductors and TS models (Fig. 2,
top right) is first considered on a simplified mesh. The obtained
solution is then adjusted by a improvement problem with the ac-
tual volume thin regions (Fig. 2, bottom). In this process, each SP
is constrained by volume sources (VSs) or surface sources (SSs),
where VSs present variations of the permeability and conductivity
in volume thin regions and SSs express variations of ICs across
surfaces from previous SPs. Each process allows to inherit the
previous sources/solutions for new SPs instead of starting a new
complete problem for each new geometries as a traditional finite
element method (FEM) [6].

2 Sequence of Pertubation Technique

2.1 Magnetodynamic subproblem

In the heart SPM, a canonical magnetodynamic SP p considered
at step p is solved in a domain Ωp, with boundary ∂Ωp = Γp =

Γh,p ∪ Γe,p. The eddy current density is defined in conducting part
Ωc,p of of Ωp, with Ωp = Ωc,p ∪ ΩC

c,p (where ΩC
c,p is the non-

conducting region. The set of maxwell’s equations, constitutive
laws and boundary conditions (BCs) of the SPs p give [7, 8]:

curl hp = jp , div bp = 0 , curl ep = −∂t bp , (1a-b-c)

bp = µphp + bs,p , ep = σ−1
p jp + es,p , (2a-b)

n× hp|Γh,p = jsu,p , n× ep|Γe,p⊂Γb,p = ksu,p , (3a-b)

where hp is the magnetic field (A/m), bp is the magnetic flux density
(T), ep is the electric field (V/m), js,p is the electric current density
(A/m2), µp is the magnetic permeability (H/m), σp is the electric
conductivity (S/m) and n is the unit normal exterior to Ωp. The
source fields (bs,p and es,p) in (2a-b) are VSs, and the source fields
( jsu,p and ksu,p) in (3a-b) are SSs. In general, SSs are defined as
zero for classical homogeneous BCs. ICs can express their dis-
continuities across the negative and positive sides (γ+

p and γ−p ) of
any interface γp (with the notation [·]γp = |γ+

p − |γ−p ) in Ωp. For the
idealized thin regions, these ICs are SSs that have to account for
special phenomena ocurring between two sides of γp [4, 5].

2.2 Relations of SPs with SSs and VSs

As proposed in [3], the relation between SPs p (TS models and
volume corrections) are respectively defined via SSs and VSs. A
volume thin region Ωt,p in Ωc,p is initially removed from Ωi and
then defined with the double layer TS surface Γt,p. For the magnetic
field formulation (hp-conformal formulation), the coefficient dis-
continuity hd,t,p of the tangential component ht,p = (n× hp) × n of
hp is presented across via the TS model, i.e. [3]

[n× ht,p]Γt,p = n× hd,t,p , (4)

where the discontinuous component (hd,t,p) of the field ht,p is con-
sidered as zero along the TS border, which neglects the present
magnetic fields. To present this discontinuity, it gets [3]

ht,p|Γ+
t,p

= hc,t,p + hd,t,p , ht,p|Γ−t,p = hc,t,p , (5)

where hc,p is the continuous component of hp. The expressions (5)
also applies on Γt,p for the tangential components ht,p, hc,t,p and
hd,t,p.

The TS model combined with the ICs and BCs of the impedance
BC type [3] are presented through hc,t,p and hd,t,p, that is

[n× ep]Γt,p = µpβp ∂t(2hc,t,p + hd,t,p), (6)

n× ep|Γ+
t,p

=
1
2
[
µpβp ∂t(2hc,t,p + hd,t,p) +

1
σβ

hd,t,p
]
− n× ep|Γ−t,p ,

(7)

β = γ−1
p tanh(

dpγp

2
), γp =

1 + j
δp

, δp =

√
2

ωσpµp
, (8)

where dp is the local thickness of the TS, δp is the skin depth, ω =

2π f with f is the frequency, j is the imaginary unit and ∂t ≡ jω. It
should be noted that the term −n× ei|Γ−t,i in (7) is presented as a SS
for the SPs.

As presented, the inaccuracy on the TS solution of a problem p
(e.g, p = u) is then improved by a volume correction SP k (e.g., p =

k) which scopes with the TS hypothesis [3]. The changes from a TS
region (µu and σu for SP u) to a volume thin region (µk and σk for
SP k), the field sources (hs,k and js,k) in (2a-b) are defined for the
total fields [5, 8]

bs,k = (µk − µu)hu, es,k = (σ−1
k − σ

−1
u ) ju. (9 a-b)

The equations in (9 a-b) are then presented by the updated relations
bu + bk = µp(hu + hk) and eu + ek = σ−1

p ( ju + jk). Thus, for any
number of sources of SPs, one can be written as

bs,k = (µk − µu)
∑

q∈P,q,p

hq, (10)

es,k = (σ−1
k − σ

−1
u )

∑
q∈P,q,p

jq, (11)

where q ∈ P (total SPs) except the current SP u relates to the sources
(bs,k and es,k) via their last calculated corrections of hq and jq.

3 Finite element weak formulation

3.1 hp-magnetic field formulation with source and re-
action fields

The weak magnetic field formulation (hp-conformal formulation)
is obtained via the Faraday’s law (1c) [5, 8, 9]. The magnetic field
hp is decomposed into two parts, hp = hs,p + hr,p, where hs,p is the
source magnetic field presented via curl hs,p = js,p, and hr,p is the
reaction magnetic field. In ΩC

c,p, the field hr,p is expressed through a
scalar potential φp, i.e. hr,p = −grad φp. The weak forms for SPs p
(p = u, k...) are [10]

∂t(µp(hr,p + hs,p), h′p)Ωp + (σ−1
p curl hp, curl h′p)Ωc,p + (es,p, curl h′p)Ωp

+∂t(bs,p, h′p)Ωi + 〈n× ep, h′p〉Γe,p + 〈[n× ep]Γp , h
′
p〉Γp = 0,

∀h′p ∈ H1
p(Ωp) (12)

www.astesj.com 167

http://www.astesj.com


V.D. Quoc et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 166-170 (2020)

where H1
p(Ωp) including the basis functions for hp as well as for

the test function h′i is a curl-conform function space presented in
Ωp. Notation of (· , ·)Ωi is volume integral in Ωp and < · , · >Γp is the
surface integral on Γp of the product of their vector field arguments.
The term on surface integral Γe,p gives as a natural BC of type (3
b), usually zero. It should be noted that the source field hs,p in
(12) is performed through a projection technique [11] of a known
distribution js,u, i.e.

(curl hs,p, curl h′s,p)Ωp = ( js,p, curl h′s,p)Ωs,p ,∀h′s,p ∈H1
p(Ωp) . (13)

3.2 Weak formulation for the TS model

The TS model [3] occurred in the general equation (12) is defined a
free discontinuous hd,t,u (p =u) along the TS and hd,u in the exterior
region related to Γ+

u and a BC n× eu|Γu+ . This discontinuity is used
as a test function h′u (h′u = h′c,u + h′d,u) in (12), where term contribu-
tions in the volume integrals in Ωu are defined on the positive side
of the TS. For that, the term 〈[n× eu]Γu , h

′
u〉Γu is analysed as

〈[n× eu]Γu , h
′
u〉Γu = 〈[n× eu]Γu , h

′
c,u〉Γu + 〈n× eu|Γu+ , h′d,u〉Γu+

+〈n× eu|Γu−
, h′d,u〉Γu−

, (14)

where with h′d,u is equal to zero on the negative side of TS Γu−

[11]. Moreover, the term 〈[n × eu]Γu , h
′
c〉Γu and 〈n × eu|Γu+ , h′d〉Γu+

are presented by (6) and (7), respectively. Therefore, (3.2) becomes

〈[n× eu]Γu , h
′
u〉Γu = 〈µuβu ∂t(2hc,t,u + hd,t,u), h′c,u〉Γu+

〈
1
2
[
µuβu ∂t(2hc,t,u + hd,t,u) +

1
σβ

hd,t,u
]
, h′d,u〉Γu+ . (15)

By substituting the equation (15) into (12), the weak formulation
for the TS model is obtained

∂t(µu(hr,u + hs,u), h′u)Ωu + (σ−1
u curl hu, curl h′u)Ωc,u

+〈
1
2
[
µuβu ∂t(2hc,t,u + hd,t,u) +

1
σβ

hd,t,i
]
, h′d,t,u〉Γu+

+〈µuβu ∂t(2hc,t,u + hd,t,u), h′c,t,u〉Γu + 〈n× eu, h′u〉Γe,u−Γt,u = 0,

∀h′i ∈ H1
i (Ωi) (16)

where the surface integral term on Γe,u − Γt,u is usually considered
as zero on a natural BC.

3.3 Projection of solutions between sub-models

In the strategy SP technique, the solutions found from a previous
problem SP u are considered as sources (SSs and VSs) in a sub-
domain Ωs,k ⊂ Ωk of the SP k (current SP), e.g. from SP u to SP
k. At the discrete level, the field hu in the mesh of the SP u is
transferred to the mesh ot the SP k (i.e. hu,k−pro j). This will be
performed via a projection technique [11] of its curl limited to Ωs,k.
The field hu,k−pro j is defined

(curl hu,k−pro j, curl h′)Ωs,k = (curl hu, curl h′)Ωs,k ,∀h′ ∈ F1
k (Ωs,k)

(17)

where H1
k (Ωs,k) is a curl-conform function space containing the

projection of hu and the test function h′ in the mesh k. Directly pro-
jecting hu instead of its curl will give numerical errors as estimating
its curl.

3.4 Improvement of the TS model

The inaccuracies of the TS solution obtained in SP u is now im-
proved by the actual volume SP k via VSs defined in (10) and (11).
They are taken into account the changes from µu and σu in the TS
model to µk and σk in the volume shell. These VSs also appear
in (12) via the volume integrals (∂t(bs,k, h′k)Ωk and (es,k, curl h′k)Ωk ).
The weak form for SP k is written as

∂t(µk hk, h′k)Ωk + (σ−1
k curl hk, curl h′k)Ωc,k + +(−eu, curl h′k)Ωk +

∂t((µk − µu)hu, h′k)Ωc,k + 〈[n× ek]Γt,k , h
′
k〉Γk + 〈n× ek, h′k〉Γe,k−Γt,k

= 0,∀h′k ∈ H1
k (Ωk) (18)

where the field eu is also performed via an electric problem [9].
As a sequence, the field hu is transferred to the mesh of SP k via
(17), where Ωs,u is limited to a single layer surrounding of the vo-
lumic shell. In the same time to the VSs in (12), SSs related to
ICs [3], [5] have to extract the TS discontinuities, i.e, hd,k =−hd,u

and [n × ek]Γts,k = −[n × eu]Γts,u . The involved trace [n× eu]Γts,k is
generally defined through other integrals in (12), with Γts,u = Γts,k,
i.e.

〈[n× ek]Γts,k , h
′
k〉Γts,k = 〈−[n× eu]Γts,k , h

′
k〉Γts,k = (µu∂t hs,u, h′k)Ωu=Ωk

+(µu∂t hu, h′k)Ωu=Ωk . (19)

The surface integral in (19) is implemented in the step u. At
the discrete level, the limitation of the two volume integrals in (19)
is defined in a single layer of FEs on both sides of Γt,u touching
γ+

k = γ+
u = Γ+

t , because it involves only the trace n× h′k |γ+
k
.

4 Numerical test

The practical test is a TEAM workshop problem (problem 21, model
B) [12] including two coils and a magnetic shielding plate (Fig. 3).
The test problem is considered in both 2-D and 3-D models.

Figure 3: Geometry of the test problem 21 (model B).
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Figure 4: Magnetic flux densities for the TS solution SP u (bu, top left) and volume
correction solution SP k (bk , bottom right). Projections of SP u solutions (bpro j, VS,
top right) and (bpro j, SS, bottom left) in the SP k.
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Figure 5: Relative improvements of the joule power loss density (top) and the
magnetic flux (bottom) along the thin plate, with σplate =6.484 MS/m.

The first case is tested with a 2-D model: The SP u with the
inductors and TS FE magnetodynamic model is solved on a lighter
mesh (Fig. 4 (bu), top left). A volume correction SP k then replaces
the TS FEs with the classical volume FEs containing an actual re-

gion of the thin plate and its surrounding, with a suitable refined
mesh without including the inductors anymore (Fig. 4 (bk), bottom
right). The projections of TS solution in TS SP u for the VS and
SS are respectively pointed out (Fig. 4 (bpro j, VS), top right) and
(Fig. 4 (bpro j, SS), bottom left). The relative improvements of the
joule power loss density and the magnetic flux along the plate are
depicted in Fig. 5. They can touch several tens of percents near the
end of the TS, such as 80% (Fig. 5, top) and 85% (Fig. 5, bottom),
with d = 10 mm and δ = 1.977 mm for both cases. For d = 10
mm, the inaccuracy is lower than 50% (Fig. 5, top) and 55% (Fig. 5,
bottom).

Figure 6: Colored maps of eddy current densities indicating the regions with relative
volume improvements greater than 2% for d = 5 mm, 7.5 mm and 10 mm (from left
to right), f = 50 Hz, µplate = 200 and σplate =6.484 MS/m.
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Figure 7: Eddy current density (top) and joule power loss density (bottom) for the
TS and the volume corection along the vertical half edge (z-direction) ( f = 50 Hz,
µplate = 200 and σplate =6.484 MS/m).

The next test is considered with a 3-D model: The errors of
the TS model SP u are shown in Fig. 6 (from left to right). They
increase with plate thickness, specially near the ends of the plate, are
perfectly improved whatever their order of magnitude. The accuracy
of the improvement is directly related to the volume correction of
the plate and its surrounding.
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The inaccuracies on the eddy current density and joule power
loss density of TS model (SP u) are improved by the significant
volume correction (SP k) (Fig. 7. The inaccuracies on the local
fields (eddy current density and joule power loss density) along
the vertical half edge (z-direction) near the plate ends reaches 60%
(Fig. 7, top) and 80% (Fig. 7, bottom), respectively, with δ = 2.1mm
and d = 5mm. The volume corrections are then compared to be
similar the reference solutions (obtained from the FEM) for different
parameters in both cases.

5 Conclusions
In this study, a perturbation Finite Element Approach has been pro-
posed with a magnetic field formulation for a one-way coupling in
order to improve the errors around edges and corners inherent to the
TS FE assumptions. The correctly improving on the local fields of
magnetic flux densities, eddy current losses and joule power losses
is successfully achieved surrounding the borders and corners of the
TS structures. The proposed method has been developed for the
one-way coupling in two steps. All the processes of the method have
been successfully validated on the international practical problem
(TEAM workshop problem 21, model B) [12].

The source-codes of the this technique have been being extended
based on the source-codes of the SPM that was developing by author
and two Prof. Patrick Dular and Prof. Christophe Geuzaine at the
Dept of Electrical Engineering and Computer Science, University
of Liege, Belgium. They will be then ran and simulated in the back-
ground of the Getdp (http://getdp.info) and Gmsh (http://gmsh.info)
softwares developed by Prof. Patrick Dular and Prof. Christophe
Geuzaine [13, 14]. These are the open-source codes for anyone to
be able to write adapt source-codes for solving studied problems (if
possible).
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 The increasing cost of fishmeal and soybean meal forces us to look for unconventional 
sources of protein to feed guinea pigs, being able to use earthworm meal Eisenia foetida 
(EF) with 60-80% high quality raw protein; for this, the contribution of digestible nutrients 
and metabolizable energy must be known to formulate rations. The objective is to evaluate 
the nutritional quality of EF used in 10 and 20% in guinea pig diets. The research procedure 
considered the preparation of EF, proximal chemical analysis, digestibility tests "in vivo" by 
the direct method for the reference diet of barley meal (BM) and indirect tests for EF, using 
5-month-old male guinea pigs and homogeneous weights (700-750 g), placed in individual 
metabolic cages and randomly distributed in 3 groups of 3 animals per group, (G1): 
Reference diet (BM), (G2): EF 10% + 90% BM and (G3): EF 20% + 80% BM. To determine 
the mean difference of digestibility, total digestible nutrients (TDN), digestible energy (DE) 
and metabolizable energy (ME) between G2 and G3. The average content of dry matter, 
crude protein, fat, nitrogen-free extract and organic matter of the EF was 77.16, 66.90, 10.0, 
21.1 and 91.0%, and the average digestibility coefficients of these components were 68.01, 
92.96, 72.40, 41.34 and 71.68%; the ME content was 3125.31 Kcal / kg. As the EF level 
increased from 10 to 20%, the digestibility coefficients of dry matter, protein, fat, nitrogen-
free extract and organic matter increased by 7.75; 2.18; 5.45; 16.20 and 4.83%, the ME 
value increased by 7.25% (P < 0.05). Increasing the inclusion of EF from 10 to 20% in 
guinea pig diets improves digestibility nutrients and ME content. Reduction in the cost of 
animal protein production, added value for the cultivation of Eisenia foetida and 
contribution to environmental health. 
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Total digestible nutrients 
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1. Introduction  

The guinea pig, originally from the Andes Mountains of Peru, 
Colombia, Ecuador and Bolivia, due to its nutritional quality and 
healthy properties, is important in the nutritional food security of 
the Andean population [1,2].  

The high protein content (21.4%), B vitamins (15 mg / 100 g), 
low cholesterol (65 mg / 100 g), low saturated fat (3%), low 
sodium, linoleic and linolenic acid presence (absent or low 
concentration in other meats) qualify guinea pig meat as a healthy 
food for any population group [3,4]. 

According to estimates of the Cámara Peruana del Cuy [5], 
about 18 million guinea pigs are raised in Peru, 50% more 
compared to the IV National Agricultural Census of 2012, and 
national and international demand requires guinea pigs of a 
standard size and quality. Exports went from two tons in 2002 to 
twenty in 2015; United States is the main destination. 

This productive level demands rapid growth, better rates of 
food conversion and higher yield of guinea pig meat, using diets 
of high nutritional value; but, if conventional protein foods (fish 
meal or soybean meal) are included, production costs are raised, 
and unconventional protein sources such as California redworm 
meal Eisenia foetida should be evaluated [6]. 

The earthworm meal Eisenia foetida (EF) contains 18.6% dry 
matter and depending on the processing, a dry basis it contains 60-
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80% low-cost crude protein [7]-[9], 1.3% crude fiber (CF); 7-10% 
fat, 8-20% nitrogen free extract, 3-6% ash, and 4000 kcal / kg gross 
energy [10]. Essential amino acids outperforms to the fishmeal and 
soybean meal, and contains lysine (2.7-6.8%), methionine (0.76-
1.2%), phenylalanin (1.8-3.5%), leucine (3.1-5.0%), tryptophane 
(0.12-1.73%), threonine (1.8-5.2%), histidine (1.4-2.6%), arginine 
(2.8-4.4%), valine (1.3-4.7%), isoleucine (1.2-6.2%) among others 
[11-15]. EF also contains niacin, riboflavin, thiamine, pantothenic 
acid, pyridoxin, cyanocobalamin, folic acid, being considered as a 
biotechnological resource of high nutritional and ecological 
interest of some developing countries [9,15], and by its pleasant 
smell and good palatability [16] can be included in animal and 
human diets [8,9]. 

The EF can use manure of pigs, guinea pigs, rabbits, poultry, 
sheep and cattle as substrates, combined with organic and 
agricultural waste, which are commonly thrown away and are a 
source of contamination [7,11,17,18]. The EF adapts to a wide 
range of soil and climate conditions, and reproduces better when 
the substrate temperature is between 14 and 27 °C, being the 
optimum 21 °C, but can survive between 0-42 °C [9]. 

In the vermicompost, different organic materials are 
transformed into useful products for humans, such as organic 
fertilizers (with multiple benefits for agriculture) [19], earthworm 
meat, earthworm meal, earthworm tea, cookies, cakes, among 
others [20], obtaining 100% natural and organic products. The EF 
is a powerful natural anabolic and because of the rapid absorption 
of amino acids, the immune system does not recognize them as 
foreign elements, as with other proteins of animal origin that are 
rejected by the immune system [14]. 

The research objective is to evaluate the nutritional quality of 
Eisenia foetida worm meal (Figure 1) for guinea pigs, included in 
10 and 20% to diets based on ground barley, through proximal 
chemical analysis, digestibility tests and digestible and 
metabolizable energy estimation. 

 
Figure 1.  Eisenia foetida and earthworm meal 

 
2. Materials and methods 

2.1. Site Study 

The research was conducted in the Digestibility Room of the 
“Yauris” Agricultural Farm of the Universidad Nacional del 
Centro del Perú (UNCP), Huancayo-Junín, altitude 3253, at 12 ° 
03 '14' 'SL and 75 ° 12' 55 ' 'WL. The proximal analyzes were 
carried out in the Animal Nutrition Laboratory, Faculty of 
Zootechnics-UNCP. 

The digestibility room was well ventilated and illuminated. 
All procedures related to the handling and treatment of animals 

followed the ethical standards of animal welfare in research, and 
the care and use of laboratory animals. After the study, the guinea 
pigs returned to their breeding system. 

2.2. Experimental samples 

For digestibility tests, nine 5-month-old male guinea pigs of 
the Wanka breed were used, of similar weights (700 g), in good 
health and distributed in three groups of three guinea pigs each, 
randomly arranged in individual metabolic cages.  

The number of animals per group responds to international 
recommendations for the care and use of research animals, which 
suggest minimizing the number of animals used [21, 22]. 

The process followed in the investigation is summarized in 
seven phases (Figure. 2). 

 

 
 

Figure 2.  Sequence of the investigation procedure 
 

2.3. Earthworm meal Eisenia foetida (EF) manufacturing 
process 

Eisenia foetida is a product of the vermicomposting; process 
involving mutual action of earthworm and microorganisms to 
transform biodegradable organic matter to humus-like vermicast and 
vermiliquid [23]; thus, the symbiotic activity of the microorganisms 
contributes to improving the quality of the products and increases their 
nutritional value [24].  

Earthworms were fed a diet of organic waste compost twice a 
week specifically forage residues and guinea pig manure, that are high 
in organic matter and readily available, as suggested by [11,17,18]; 
manure is the most preferred by earthworms, and providing organic 
matter, it stimulates biodegradation and raises pH within the culture 
substrate.  

The feed was spread on top of compost and water was sprinkle on 
it and then feed was thoroughly mixed with compost. In order to 
guarantee optimum growth conditions, optimum temperature 12-
24 °C, moisture 80-90% and < 5 pH < 9 of the compost was kept under 
control [25]. 
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20 kg of earthworms Eisenia foetida were used to make 2.6 kg of 
meal (13% yield). The worms were placed in a bowl for 3 h to evacuate 
the intestinal contents [26], washed with clean water and placed in a 
hot 4% salt solution for 10 minutes [27], rinsed and dried in an oven at 
90ºC. ° C for 6 h [28]; then, they were cooled, ground and sieved on a 
60 mesh, obtaining a light brown flour. The EF was packaged in clean, 
dry plastic bags with an airtight seal to prevent excess moisture and 
attack by fungi or other pathogens that rapidly contaminate and 
degrade [9]. 

 
2.4. Study diets and pre-experimental stage of the digestibility 

assays 

At the beginning of the pre-experimental phase all animals 
received 300g / day of Lolium multiflorum, gradually replaced by the 
experimental diets and drinking water + vitamin C “ad libitum”, in 
nipple drinking fountains (Figure 3), until the fifteenth day they 
exclusively consumed the study diets. 

 

 
Figure 3. Metabolic cage for guinea pigs (Granja Agropecuaria de Yauris - 

UNCP). Fuente: [29] 
 

Digestibility tests were performed for three diets: 

(D1): Reference diet (100% barley meal) 
(D2): 10% FE + 90% reference diet 
(D3): 20% EF + 80% reference diet 
 

For D1, digestibility was determined by the direct "in vivo" 
method, assuming that the indigestibility of barley flour (BM) is the 
same when combined with EF. And from their indigestion 
coefficients, subsequent calculations are performed to determine the 
digestibility of EF by the indirect method [29,30]. 

 

2.5. Experimental stage and chemical analysis 

The experimental phase considered the exact measurement of 
consumption and individual production of guinea pig feces, 
assuming that feces collected on a given day correspond to the 
indigestible food consumed the previous day. This stage had a 
period of seven days. 

The study diets and their corresponding feces were taken to 
the stove to determine the dry matter content, then were ground, 
homogenized and taken to the laboratory. 

To determine the chemical composition of BM, EF, and 
Guinea pig feces, the proximal analysis was used, following the 
AOAC protocols [31]. The proximal analysis considered crude 
protein (N x 6.25), ether extract, crude fiber, ash and nitrogen free 
extract. 

The TDN content, which describes the energy available in 
food [32] was calculated from the digestibility tests [33,34].  

The values of DE and ME were estimated with validated 
equations. DE content was estimated from the TDN concentration, 
it was considered that one kg of TDN is equivalent to 4,400 Kcal 
of DE [35-37]. The ME content was corresponded to the average 
of two estimates, the first where, ME = DE * 0.82 [36-40], and 
the second, where, 1 kg TDN = 3,560 kcal / kg ME [41]. 

 
2.6. Statistical analysis 

The level of statistical significance was set at P < 0.05, and all 
analyses were two-sided. The digestibility coefficients, TDN, DE, 
and ME of EF used in 10 and 20%, were compared by means of a 
“t” test for the difference of independent means, using SPSS 23. 
Intake data were expressed as quantity of diet consumed (in grams) 
per day per animal, and as percentage of live weight [42].  

  
3. Results 

3.1. Chemical composition of barley meal (BM) and earthworm 
meal (EF) 

The proximal chemical composition of BM and EF used in the 
digestibility tests (Table 1) is within the range found in other 
studies [43]. The analyzes of each food sample were in triplicate. 

 
Table 1. Proximal chemical composition of barley meal and earthworm meal  

 

Food M DM CP  EE       CF NFE A OM 

Barley meal 

(BM) 
11.38 88.63 11.81 3.50 6.10 76.6 2.0 98.0 

Earthworm meal 

(EF) 
22.84 77.16 66.90 10.00 0.00 14.1 9.0 91.0 

 

Averages of all the components of the BM and EF were highly significant  
(P < 0.01). 
M: Moisture, DM: Dry matter, CP: Crude protein, EE: Ether extract, CF: Crude 
fiber, NFE: Nitrogen free extract, A: Ash, OM: Organic matter.  
Unit: Percentage 
 

BM has been used as a reference diet in digestibility tests by 
the indirect method, and generally constitutes 90% of the diet 
with 10% of the ingredient under study [29]. 

The crude protein and fat content of the EF found in this 
study is similar to that reported by [43] 66.2%.  

The crude protein and fat content of EF was similar to the 
reports by [44]. Other studies reported lipid contents on dry 
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matter of EF were 7.34% [12], 11.3% [27], 6.6% [45] and 18% 
[46]. 

3.2. Digestibility of barley meal (BM) 
The digestibility coefficients of the BM components (Table 

2), were used to determine the digestibility of EF by the indirect 
method [29]. 
Table 2. Digestibility coefficients and total digestible nutrients of barley meal 

 

Digestibility coefficient 
(%) N Min Max Mean SD Variance 

(%) 

Dry matter 3 81.9 85.53 83.75 1.82 
3.30 

Crude protein 3 58.56 67.28 62.56 4.40 19.40 

Ether extract 3 63.8 79.33 71.81 7.78 60.47 

Crude fiber 3 75.37 78.65 77.26 1.70 2.87 

Nitrogen free extract  3 86.15 89.17 87.69 1.51 2.28 

Organic matter  3 83.2 86.41 84.92 1.62 2.62 

Total Digestible Nutrients 3 83.06 87.29 84.92 2.16 4.66 

 
The digestibility of crude protein from BM determined in this 

study is similar to that reported in other studies in which barley 
flour was used as a reference diet in digestibility trials in guinea 
pigs [29]; also, was similar to that observed in growing pigs [47]. 

3.3. Digestibility, TDN, DE and ME of earthworm meal with 10 
and 20% inclusion 

The digestibility coefficients of the EF were higher when 
entering the diet in 20% than with 10% (Tables 3 and 4). 

Table 3. Digestibility coefficients and total digestible nutrient of the earthworm 
meal included in 10% 

 

Digestibility coefficient 
(%) N Min Max Mean SD Variance 

(%) 

Dry matter 3 59.78 70.45 64.14 5.60 31.33 

Crude protein   3 89.90 93.57 91.87 1.85     3.42 

Ether extract 3 63.72 77.07 69.67 6.79 46.13 

Nitrogen free extract  3 23.51 45.14 33.24 10.98 120.51 

Organic matter  3 61.97 74.69 69.26 6.56 43.04 

Total digestible nutrients 3 82.91 85.50 84.15 1.30     1.69 

 
Table 4. Digestibility coefficients and total digestible nutrients of earthworm meal 

included in 20% 

Digestibility coefficient 
(%) N Min Max Mean SD Variance 

(%) 

Dry matter 3 71.23 72.29 71.88 0.57 0.33 

Crude protein   3 91.87 97.77 94.05 3.24 10.48 

Ether extract 3 68.43 83.27 75.12 7.53 56.64 

Nitrogen free extract  3 39.92 54.80 49.43 8.26 68.25 

Organic matter  3 72.32 75.46 74.09 1.61 2.59 

Total digestible nutrients 3 88.59 91.76 90.25 1.59 2.53 

In the practical feeding of guinea pigs, depending of EF 
percentage in the diets, the digestibility coefficients determined in 
this study could be used (Figure 4). 

 
Figure 4. Digestibility coefficients and total digestible nutrient content of 

earthworm meal included in two levels 

The results of the "t" tests for the difference of means of 
samples independent of the digestibility coefficients, TDN, DE 
and ME of EF included in 10 and 20%, show that the inclusion of 
20% of EF significantly improves the availability of EF energy 
(Tables 5 and 6). 

Table 5. “T” tests for the digestibility coefficients and TDN content of the 
earthworm meal included in 10 and 20% 

Components T test p-value Sig 

Dry mater -2.397 0.075 ns 

Crude protein  -1.015 0.367 ns 

Ether extract -0.929 0.405 ns 

Nitrogen free extract -2.036 0.111 ns 

Organic material -1.247 0.281 ns 

Total digestible nutrients -4.961 0.008 * 

 

* Statistical difference (P < 0.05).  
   ns: No statistical difference (P > 0.05) 

When EF inclusion increased from 10% to 20%, EF's DE and 
ME contribution increased by 7.25% (Figure 5). 

Table 6. “T” test for the digestible and metabolizable energy of earthworm meal 
included in 10% and 20% 

 

Energy value N Mean     SD 

Digestible energy, HL 10%  3 3702.60b 57.13 

Digestible energy, HL 20% 3 3971.15a 69.99 

Metabolizable energy, 10% HL 3 3015.93b 46.54 

Metabolizable energy, HL 20% 3 3234.68a 57.01 
 

a,b, Average values of digestible and metabolizable energy with different letters 
vary statistically (P < 0.05) 

3.4. Earthworm meal Eisenia foetida consumption by guinea 
pigs 

When EF 10% was used, the daily fresh consumption per 
animal per day was 1.78 g, equivalent to 1.37 g of dry matter and 

http://www.astesj.com/


J. Castro et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 171-177 (2020) 

www.astesj.com               175 

0.21% of live weight; while when using 20%, fresh consumption 
per animal per day was 4.36 g, equivalent to 3.37 g of dry matter 
and 0.47% of live weight (Table 7). 

 

 
Figure 5. Digestible and metabolizable energy content of worm meal, included in 

10 and 20% 

Table 7. Average consumption of earthworm meal per animal per day 

 Evaluated diets  Mean SD 

Average consumption / animal / 
day, fresh base, g 

EF (10%) 1,78b 0,020 

EF (20%) 4,36a 0,313 
Average consumption / animal / 
day, dry basis, g 

EF (10%) 1,37b 0,015 
EF (20%) 3,37a 0,241 

Average consumption / animal / 
day, live weight % 

EF (10%) 0,21b 0,021 
EF (20%) 0,47a 0,015 

 

Average consumption in fresh, dry basis and as live weight percentage by 
inclusion levels, with different letters vary statistically (P < 0.05).  
EF: Earthworm meal (Eisenia foetida)  
 

Average consumption in fresh, dry basis and as live weight 
percentage by inclusion levels, with different letters vary 
statistically (P < 0.05). 
 

4. Discussion 

Although the statistical analysis does not show significant 
differences (P > 0.05) between the digestibility coefficients of 
dry matter, crude protein, ether extract, nitrogen free extract, and 
organic matter, when 10 and 20% of EF was used; with 20% of 
EF the digestibility coefficients were 7.75, 2.18, 5.45, 16.20 and 
4.83% higher than with 10%.  

Inclusion 20% of EF allowed a higher content of TDN than 
when included in 10% (P < 0.05). The TDN content was 
improved by 5.6% (82.91 to 88.59); Similarly, digestible and 
metabolizable energy were higher when 20% of EF was used (P 
< 0.05). 

The improvement in digestibility and energy content of EF is 
due to the greater contribution of proteins and essential amino 
acids [11,18] by using 20% EF, which increases the consumption, 
digestion and absorption of nutrients; similar result was observed 
when using 15% EF [44], which reports digestibility coefficients 

of dry matter, protein, fat, nitrogen free extract and organic matter 
of 65.23, 89.97, 68.36, 37.45 and 70.08%. 

Digestibility coefficients are not constant for a given food and 
are influenced by many factors, including chemical composition, 
protein and amino acids levels. When dietary protein increases, 
the digestibility of the whole diet increases [29]. 

Digestibility of a food mixture is not necessarily the average 
of the values of its components determined separately; each 
food can influence the digestibility of others [29, 30]. 

When the inclusion of EF raised from 10% to 20%, the DE 
and ME contribution of EF increased by 7.25% (3702.60 to 
3971.15 and 3015.94 to 3234 kcal/kg); In this regard [9] reports 
more than 95% digestibility of Californian red worm flour, 
which allows high nutrient absorption and high energy 
contribution. 

When the inclusion of EF raised from 10% to 20%, the 
consumption of EF increased by 2.45 times, which could have 
been due to the greater contribution of proteins and other 
nutrients; when the chemical composition of the diet is 
improved, it also improves digestibility and consumption [29, 
39]. 

Another study on the digestibility of EF-71.2% CP, in 
weaned guinea pigs, included in 15%, reports digestibility 
coefficients for MS, PT, EE, ELN, MO of 65.23, 89.97, 68.36, 
37.45 and 70.08%, and when was included in 20%, the 
coefficients were 69.87, 92.09, 72.55, 43.89 and 73.01%, the 
higher level of inclusion improves the absorption of nutrients 
[44]. 

A recent study indicates that the inclusion of the EF in the 
proportions (85:15) in animal diets increased (P < 0.05) the CP, 
EE, and A, mainly when mixed with rice powder, corn meal and 
soy cake meal [48]. 

Our results indicate the EF is among the non‐conventional 
protein sources, with promising results, thanks to its high protein 
levels, proper amino acid profile, high reproduction rate, low 
mortalities, fast growth and ease of production [6]. 

Studies have shown that EF has recommendable levels of 
protein, essential amino acids and lipids, which are similar to 
those found in fishmeal and, are in line with the nutritional 
requirements of many species [11,18], and for its high biological 
value, is a possible solution to nutritional problems that humanity 
has. The richness and quality of amino acids and vitamin 
contribution of EF, not only satisfies the requirements of 
monogastric animals, but also of children between 2-5 years 
recommended by FAO / WHO; being a biotechnological resource 
of high nutritional and ecological interest [9]. 

5. Conclusion 

Earthworm meal (Eisenia foetida) has a high nutritional 
quality for guinea pigs, significantly increasing its digestibility, 
energy value and consumption when included in the reference 
diet by 20% compared to 10%. 

The digestible and metabolizable energy content of 
earthworm meal included by 20% increased by 6.76% compared 
to 10%. 
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Due to the high content of digestible nutrients and 
metabolizable energy, earthworm flour could be included in 20% 
of guinea pig diets. 
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 In this paper, we are proposing a device that generates vibration to possibly reduce the 
duration required for the orthodontic treatment by enhancing the tooth movement. This is 
achieved by harmonically exciting a bio-compatible material, namely polyvinylidene 
fluoride (PVDF) to generate vibration and consequently a cyclic force at a low frequency 
of 30 Hz. (PVDF) is a very common piezoelectric polymer due to the high elasticity it can 
provide, biocompatibility, and its low cost compared to other piezoelectric materials.  
Applying a cyclic loading (vibration) in general will reverse bone loss, stimulate bone mass, 
induce cranial growth, and consequently accelerate tooth movement. This has a major 
effect on the patient’s treatment experience by reducing the associated pain and discomfort 
throughout the treatment process and hence improves the patient’s compliance with the 
treatment with negligible side effects compared to therapeutic treatments. The proposed 
device is fitted to a positioner or tooth aligner. The proposed device can accommodate a 
voltage harmonic function generator, a casing to house the battery and the micro-
processor. Modern methods require a bulky and extra-oral device that is quite cumbrous to 
the patient. In this paper, an analytical model based on the distributed parameter approach 
is employed. Finite Element Analysis (FEM) is also employed to study and analyze the 
Piezoelectric actuation behavior. 

Keywords:  
Biomedical materials 
Piezoelectric actuators 
Orthotics & patient treatment 

 

 

1. Introduction 

The work presented in this paper is an extension of what was 
presented in 2018 40th Annual International Conference of the 
IEEE Engineering in Medicine and Biology Society (EMBC) [1]. 

Orthodontics is a dental domain that deals with enhancing the 
movement of teeth to treat malocclusion. This mainly deals with 
the correction of malposition of the teeth and the jaws. 
Malocclusion suggests that the upper and lower jaws are not in 
complete alignment for biting or chewing which leads to uneven 
bite, cross bite, or overbite. Therefore, this might negatively affect 
a person’s physical appeal, communication and eating capabilities. 

Malocclusion is traditionally adjusted through a 
steady/constant mechanically applied force to encourage bone 
modelling, which enhance the teeth movement to a preferred 
position. For this method, an orthodontic device applies a constant 
and stagnant force on the teeth through a bent wire attached to 
brackets fixed on the teeth or an aligner. This continuous force is 

slowly dissipated as the teeth move into position. The wires or the 
retainer are tweaked accordingly to ensure the teeth move to the 
optimal position. 

Swartz [2] shows the optimum force to move a tooth is just 
enough to overcome blood vessels pressure (20-26 grams/cm2). 
Any extra force used to move a tooth can significantly affect blood 
circulation, leading to root resorption.  In this method, as known 
as fixed orthodontic treatment, 2 to 3 years are required for the 
completion of the treatment [3, 4]. It also poses a high risk of caries 
[5, 6], root resorption [7, 8], and reduce patient compliance over 
time [9]. Multiple studies have found a certain connection between 
extended treatment and the root resorption experienced by a patient 
[7, 10, 11]. However, even when no radiographic signs of root 
resorption can be visible, it is acceptable that most teeth 
undergoing orthodontic tooth movement will experience some 
degree of root resorption followed by repair [12]. The first person 
to reveal a radiographic proof of root resorption amid an 
orthodontic treatment was Ketchum [13]. He found that out of five 
hundred patients, 21% were found to have root resorption. For this 
reason, it is imperative to study the acceleration of tooth movement 
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to reduce treatment duration time. Several methods to accelerate 
teeth movement have been studied, including laser therapy [14, 
15], pulsating electromagnetic fields [16], electrical currents [17], 
corticotomy [18, 19], distraction osteogenesis, [20-22] and 
mechanical vibration [23].  

Rubin et al 2001 revealed that the use of low amplitude 
mechanically vibrating forces/pulses at a high frequency could 
help in stimulating bone growth. This type of therapy, also referred 
to as vibration therapy, has been used to improve or maintain bone 
and muscle mass in rehabilitation of mobility impaired patients 
[24]. It has been also utilized to combat decreased bone density 
[25, 26] and improving post-surgical healing [27, 28]. During his 
animal studies, Rubin found out that bone density in the proximal 
femur showed a 43% increase after sessions of 20 minutes/day of 
high frequency (30Hz) and low amplitude force (0.3g) [29-31]. 

The small strains generated by high frequency mechanical 
vibrations are implemented to speed up periodontal and bone tissue 
remodeling through speeding up tooth movement. With the 
minimal side effects, this method of orthodontic treatment has the 
advantage over the current medicinal treatments. It is also a safer 
alternative for enhancing bone remodeling in the medical field [32, 
33]. 

Researchers have suggested that a pulsating could possibly 
move teeth faster with less discomfort associated with the 
traditional orthodontics. Nishimura and Chiba M in 2008 [23], 
used intermittent stimulation of the periodontal tissue by resonance 
mechanical vibration to accelerate experimental tooth movement 
in rats. His study was performed on a sample of 42 wistar rats with 
an experimental duration of 21 days. It was shown a major speed 
up in the rate of the tooth malocclusion treatment in comparison to 
non-vibration control sample. Nevertheless, Mao was the pioneer 
in his field  to actually prove that the use of pulsating/cyclic forces 
compared to static loading, could significantly improve dental 
straightening in rabbits [34]. 

Currently, a wide range of teeth vibration devices are available 
and used in orthodontic treatment. Craven H. Hurz [35] uses a 
hefty exterior power source that supplies electricity to one to four 
small motors. His device [36, 37] is modified to use pulsating 
fluids that are produced due to the chewing motion of a jaw. A 
radio device is also included that oscillates in response to a radio 
wave and generates a pulsating/vibrating force on the teeth. The 
devices are fitted to a headband and attached to the teeth by its 
intraoral components. This configuration made the device 
complex, expensive to build, and made it uncomfortable for the 
patient to wear. 

In 1991, Branford [38] proposed a hand-held device used to 
potentially treat the periodontal disease. It used a mouth-piece 
made of malleable dental brass adjustable to the patient’s bite and 
an external vibrator to induce oscillations in the teeth. However, 
this device required an external power source to power the 
vibrations. 

Michael J. Powers [39] also proposed a hand-held tooth 
vibrator in 1999. Power’s device employed a motor linked to a 
vibrating intraoral mouthpiece. The drawback to his proposed 
device was user discomfort due to increased blood flow from the 
vibrations. The bulkiness of the power actuator also affected user 

comfort and patient compliance, as defined by John C. Voudouris 
in 2001  [40]. The device is mounted on brackets which reduce the 
effectiveness of conveying the vibration forces to the teeth. 
Matsushita Electric Works, Ltd. [41] created a multipart intraoral 
pulsating device, intended to be attached or fitted over the lower 
and upper teeth to apply vibrating/pulsating forces. However, the 
device complexity and cost to manufacturing were a major 
drawback. Note that what reduces the effectiveness of these 
aforementioned devices is that the vibrational forces are not 
perfectly optimized in terms of frequency and magnitude for bone 
remodeling.  

Following these findings, in 2006 Mao presented a way to 
enhance bone remodeling with pulsating forces by achieving a 
quicker rate for the tooth movement [42, 43]. The device, 
AcceleDent by OrthoAccel, describes an intra and extra oral dental 
vibrator combined with microchip to collect, process and convey 
patient usage data. Due to its improved bite plate, this device is 
more effective in transmitting pulsating forces to the 
corresponding teeth. The device is also optimized in terms of force 
magnitude and frequency which enhances the comfort level and 
patient compliance. AcceleDent is prescribed to be used for two 
daily 10 minute sessions during orthodontic treatment and could 
be used with a secured appliance or aligner treatment. University 
of Texas-Houston in Texas, US, examined the safety and 
effectiveness of vibrations for orthodontic tooth movement. The 
study showed a nearly 70% enhancement in the tooth movement 
in comparison to previous work [44, 45] and reduced root 
resorption. No injurious cases were recorded from the 
corresponding treatment. This validated the safety of vibration-
based treatment in addition to the AcceleDent device. In 
comparison to previous approaches, AcceleDent is also more 
compact, since it does not require the patient to wear a head-dress 
mount. Based on the study, an output force of 25 grams and 30Hz 
frequency were equally scattered on the upper and lower jaws. 
However, the corresponding device offers vibrations for all the 
teeth, causing it to be bulky. For this reason, further improvements 
may be necessary. 

The tooth retainer or positioner are appliances often used in the 
closing stages of orthodontic treatment to aid in the achieving of a 
complete treatment. It was created by Kesling [46] in the 1940s 
and fabricated using rubber-based materials. Silicone was the 
favored material for the retainer for its transparent look, heat 
resistivity, and hypoallergenic properties. However, it is less 
effective in treating malocclusions due to inaccuracies from 
fabrication. 

Kurz in 1982 [47] introduced a device composed of tooth 
positioner and a vibrator with a hydraulic pump or an ultrasonic 
motor. However, the device vibrational forces were not optimized 
in terms of frequency and magnitude. In addition, Kurz’s device 
involved the use of straps wrapped around a patient’s head during 
sleeping, leading to discomfort and reduced patient compliance. 
OrthoAccel [48] claims that their vibratory tool that can be 
combined with an existing orthodontic device, namely Invisalign, 
but their device is mainly not designed as an aligner.  
Currently, there are many accessible options for a vibrating motor 
that is small enough to be housed within the mouth. Such motors 
include piezoelectric motors which can be manufactured at the 
nano scale. Utilization involves an unbalanced motors which may 
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be preferred and more affordable. Planar motors can also be 
utilized where the vibration is in parallel to the substrate [49-52]. 

This paper presents an innovative intraoral pulsating/vibrating 
device that is confined within the mouth. The proposed device is 
expected to potentially decrease the time and enhance the 
effectiveness of orthodontic treatments which leads to less 
employed resources to each individual patient and also increases 
patient compliance.  

The proposed device is composed of piezoelectric actuators 
and a voltage generator to excite the piezoelectric material at a 
certain amplitude and frequency. The vibrations are produced by a 
bio-compatible smart material, namely (PVDF) piezoelectric 
actuator, that can be oscillated at a specific frequency and 
amplitude. Due to its many physical properties including its great 
flexibility, biocompatibility, and low cost, PVDF is preferred in 
many biomedical and mechanical/electricity conversion 
applications including micro electric-mechanical devices, electro-
mechanical actuators, and energy harvesters [53-56]. For our 
design, the piezoelectric actuator is attached to a specific part of a 
retainer and provides vibrations to the targeted teeth. The major 
advantage of the device is that it can be relocated to various 
locations on the teeth and can be adjusted to a patient’s needs. The 
intra-oral compromises of a function generator, a processor, and 
battery are all contained into one unit allowing for a small design 
in comparison to the other available designs. Therefore, drooling 
can be minimized due to lips are partially kept open by the 
designated extra-oral components. 

2. Device configuration 

2.1. Electromechanical model and configuration of the proposed 
PVDF apparatus 

The proposed device is designed to be combined with the 
existing approach of tooth alignment, a retainer or aligner, for 
instance. Generally, tooth aligners are created using complex 
software to create a digital plan for each individual patient by 
predicting the movement of teeth throughout the treatment. This 
means that several aligners are used over the course of the 
treatment. These aligners are created to apply a constant pressure 
to the corresponding teeth, forcing the teeth to the desired position 
over time. This process can be accelerated by applying a cyclic 
force, or vibration, to the teeth for at approximately 20 minutes 
every day divided over two 10 minutes sessions. Dental 
remodeling can be accelerated as much as 70% with this method 
[44, 45]. The proposed device is fitted to an aligner, such as 
Invisalign, and a vibration is applied to the teeth through said 
device. Medical grade silicone rubber is preferred as a tooth 
positioner due to its transparency, strength, comfort, and lack of 
taste. The proposed ddevice has the ability to be equipped with an 
micro-processor chip to collect and transmit the treatment data, 
which delivers vital statistics for monitoring patient compliance. 

Figure 1 shows a 3D view of an tooth aligner matching the 
shape of the targeted teeth. It is generally U-shaped. The tooth 
aligner is designed to contact facial, lingual and occlusal surfaces 
of the targeted teeth by applying a corrective pressure to 
corresponding targeted teeth. Only the lower jaw is shown here. 

Our teeth vibration device compromises only three parts due to 
the restrictions of attaching the device to an aligner. The parts are: 
1) a harmonic function generator and micro-chip processor, 2) an 
intra-oral low current and high voltage battery and 3) couple of 
PVDF vibrators fitted over the teeth aligner, see Figure 2.a, and  
rigid steel wires connect the battery with the piezoelectric actuators 
and hold both the function generator processor and battery, Figure 
2.a. The function generator processor and battery are housed in a 
waterproof unit. This unit can be accessed to allow for collection 
of usage information, which gives clinicians insight on patient 
compliance.  

The micro-chip processor is also adjustable to allow the patient 
to adjust frequency and forces. The enclosure unit can also contain 
a charging port, on/off switch, lights, or access to the battery. In 
our analysis introduced in this paper, the vibrating actuator is set 
to produce a frequency of 30 Hz and a force of 8.5 grams produced 
at 100 volts.  

Our device is designed to allow for movement of the actuators 
on the upper or lower jaw along different locations of a tooth 
aligner. The function generator is utilized to excite the PVDF 
actuators to generate a cyclic force to the targeted teeth. 
Polyvinylidene fluoride (PVDF) is ideal for this device due to its 
ease of handling and acceptable mechanical properties. Stainless 
steel was chosen for its malleability, stiffness, resilience, 
biocompatibility, and low cost. 

 
Figure 1: 3D view image of a tooth aligner fitted on a lower jaw 

The PVDF actuator is primarily demonstrated as a flexible U-
shaped rod fitted to the top of an aligner. It is excited and polarized 
along the actuator thickness restricting vibrations in the z-
direction. During use, the patient bites down on the actuators, 
causing the actuators to only stretch axially to the surface of the 
aligner. The cyclic forces mentioned previously are applied 
longitudinally to produce directional vibrations to the structure. 
Figure 2a shows a plain model of the proposed device fitted to the 
aligner and the axial force direction. 

Piezoelectric constitutive formulas are used for modeling the 
piezoelectric devices and are based on assumptions where the 
transducer’s total mechanical strain is the sum of the mechanical 
strain and that the controlled actuation strain results from the 
applied electrical voltage. 

 Instead of using letters to label axis, numbers will be used in 
its place. 1 is the x-axis, 2 will be the y-axis, and 3 is the z-axis. 
The third axis is parallel to the direction of polarization of the piezo 
ceramic device, and axis 1 and 2 are normal to axis 3.  
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(a) 

 
(b) 

Figure 2: (a) Proposed PVDF device attached to the tooth aligner. (b) U-shape 
PVDF actuator/vibrator 

By employing the Piezoelectric constitutive equations, the 
coupled electromechanical model of the piezoelectric material can 
be presented as: 

 𝑆𝑆𝑖𝑖 = 𝑠𝑠𝑖𝑖𝑖𝑖𝐸𝐸𝑇𝑇𝑖𝑖 + 𝑑𝑑𝑚𝑚𝑖𝑖𝐸𝐸𝑚𝑚 

𝐷𝐷𝑚𝑚 = 𝑑𝑑𝑚𝑚𝑖𝑖𝑇𝑇𝑖𝑖 + ԑ𝑖𝑖𝑖𝑖𝑇𝑇 𝐸𝐸𝑖𝑖  
(1) 

The corresponding model is mainly presenting the stress 
components (𝑇𝑇), mechanical strain (𝑆𝑆), electric field (𝐸𝐸) and the 
electric displacement components (𝐷𝐷 ). ԑ𝑇𝑇  is the Permittivity 
(F/m). (d) is the piezoelectric matrix of the strain constants (m/V). 
The indexes i, j = 1, 2, . . . ,6 and m, k = 1, 2, 3 are labeled for the 
multi-directions coordinate system, as illustrated by: 

Index Coordinate 

1 x 

2 y 

3 z 

4 Shear about x 

5 Shear about y 

6 Shear about z 

Equations (1) can be given in the matrix form as: 

 �𝑆𝑆𝐷𝐷� = �𝑠𝑠
𝐸𝐸 𝑑𝑑
𝑑𝑑𝑡𝑡 ԑ𝑇𝑇

� �𝑇𝑇𝐸𝐸� (2) 

Superscripts 𝐸𝐸 and 𝑇𝑇 define the corresponding variables that 
are calculated at constant electric field and stress, respectively. The 

superscript t is a mathematical indication for a vector transpose. 
The fully expanded formula of  Equation (2) is outlined as: 

 

⎣
⎢
⎢
⎢
⎢
⎡
𝑆𝑆1
𝑆𝑆2
𝑆𝑆3
𝑆𝑆4
𝑆𝑆5
𝑆𝑆6⎦
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎢
⎢
⎡𝑠𝑠11

𝐸𝐸 𝑠𝑠12𝐸𝐸 𝑠𝑠13𝐸𝐸

𝑠𝑠21𝐸𝐸 𝑠𝑠22𝐸𝐸 𝑠𝑠23𝐸𝐸

𝑠𝑠31𝐸𝐸 𝑠𝑠32𝐸𝐸 𝑠𝑠33𝐸𝐸

𝑠𝑠14𝐸𝐸 𝑠𝑠15𝐸𝐸 𝑠𝑠16𝐸𝐸

𝑠𝑠24𝐸𝐸 𝑠𝑠25𝐸𝐸 𝑠𝑠26𝐸𝐸

𝑠𝑠34𝐸𝐸 𝑠𝑠35𝐸𝐸 𝑠𝑠36𝐸𝐸

𝑠𝑠41𝐸𝐸 𝑠𝑠42𝐸𝐸 𝑠𝑠43𝐸𝐸

𝑠𝑠51𝐸𝐸 𝑠𝑠52𝐸𝐸 𝑠𝑠53𝐸𝐸

𝑠𝑠61𝐸𝐸 𝑠𝑠62𝐸𝐸 𝑠𝑠63𝐸𝐸

𝑠𝑠44𝐸𝐸 𝑠𝑠45𝐸𝐸 𝑠𝑠46𝐸𝐸

𝑠𝑠54𝐸𝐸 𝑠𝑠55𝐸𝐸 𝑠𝑠56𝐸𝐸

𝑠𝑠64𝐸𝐸 𝑠𝑠65𝐸𝐸 𝑠𝑠66𝐸𝐸 ⎦
⎥
⎥
⎥
⎥
⎥
⎤

  

⎣
⎢
⎢
⎢
⎢
⎡
𝑇𝑇1
𝑇𝑇2
𝑇𝑇3
𝑇𝑇4
𝑇𝑇5
𝑇𝑇6⎦
⎥
⎥
⎥
⎥
⎤

+ �
𝑑𝑑11 𝑑𝑑12 𝑑𝑑13
𝑑𝑑21 𝑑𝑑22 𝑑𝑑23
𝑑𝑑31 𝑑𝑑32 𝑑𝑑33

𝑑𝑑14 𝑑𝑑15 𝑑𝑑16
𝑑𝑑24 𝑑𝑑25 𝑑𝑑26
𝑑𝑑34 𝑑𝑑35 𝑑𝑑36

�

𝑡𝑡

�
𝐸𝐸1
𝐸𝐸2
𝐸𝐸3
� 

(3) 

The shear stresses are expressed as: 
𝑇𝑇4 = 𝜏𝜏23
𝑇𝑇5 = 𝜏𝜏31
𝑇𝑇6 = 𝜏𝜏12

 

and the shear strains are expressed as: 
𝑆𝑆4 = 𝛾𝛾23
𝑆𝑆5 = 𝛾𝛾31
𝑆𝑆6 = 𝛾𝛾12

 

The electric displacement is expressed as: 

 
�
𝐷𝐷1
𝐷𝐷2
𝐷𝐷3
� = �

𝑑𝑑11 𝑑𝑑12 𝑑𝑑13
𝑑𝑑21 𝑑𝑑22 𝑑𝑑23
𝑑𝑑31 𝑑𝑑32 𝑑𝑑33

𝑑𝑑14 𝑑𝑑15 𝑑𝑑16
𝑑𝑑24 𝑑𝑑25 𝑑𝑑26
𝑑𝑑34 𝑑𝑑35 𝑑𝑑36

�  

⎣
⎢
⎢
⎢
⎢
⎡
𝑇𝑇1
𝑇𝑇2
𝑇𝑇3
𝜏𝜏23
𝜏𝜏31
𝜏𝜏12⎦

⎥
⎥
⎥
⎥
⎤

+ �
ԑ11𝑇𝑇 ԑ12𝑇𝑇 ԑ13𝑇𝑇

ԑ21𝑇𝑇 ԑ22𝑇𝑇 ԑ23𝑇𝑇

ԑ31𝑇𝑇 ԑ32𝑇𝑇 ԑ33𝑇𝑇
� �
𝐸𝐸1
𝐸𝐸2
𝐸𝐸3
� 

(4) 

Equation (1) can be re-written to relate the stress and strain as: 

 {𝑇𝑇} = [𝑐𝑐𝐸𝐸]{𝑆𝑆} − [𝑒𝑒]{𝐸𝐸} (5) 

[𝑐𝑐𝐸𝐸] represents the stiffness matrix that is calculated at constant 
electric field. [𝑒𝑒] represents the piezoelectric constants matrix that 
relates stress to the electric field. 

Equation (1) can be transformed to Equation (5) by 
implementing the set of equations of: 

 {𝑆𝑆} = [𝑠𝑠𝐸𝐸]{𝑇𝑇} + [𝑑𝑑]{𝐸𝐸} 

[𝑠𝑠𝐸𝐸]{𝑇𝑇} = {𝑆𝑆} − [𝑑𝑑]{𝐸𝐸} 

{𝑇𝑇} = [𝑠𝑠𝐸𝐸]−1 {𝑆𝑆} − [𝑠𝑠𝐸𝐸]−1 [𝑑𝑑]{𝐸𝐸} 

(6) 

And hence, 

 [𝑐𝑐𝐸𝐸] = [𝑠𝑠𝐸𝐸]−1 

[𝑒𝑒] = [𝑠𝑠𝐸𝐸]−1[𝑑𝑑] 
(7) 
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 𝑌𝑌(Young's modulus of elasticity) and 𝜈𝜈 (Poisson’s ratio) are 
indicated in Table 1. At this point and at constant electric field, the 
final shape of the PVDF compliance matrix [𝑠𝑠𝐸𝐸] can be obtained 
as: 

[𝑠𝑠𝐸𝐸] =

⎣
⎢
⎢
⎢
⎢
⎡

1/𝑌𝑌 −𝜈𝜈/𝑌𝑌 −𝜈𝜈/𝑌𝑌
−𝜈𝜈/𝑌𝑌 1/𝑌𝑌 −𝜈𝜈/𝑌𝑌
−𝜈𝜈/𝑌𝑌 −𝜈𝜈/𝑌𝑌 1/𝑌𝑌

0     0     0
0 0  0
0 0  0

0         0         0
0  0   0
0  0   0

1/𝐺𝐺 0 0
0 1/𝐺𝐺 0
0 0 1/𝐺𝐺⎦

⎥
⎥
⎥
⎥
⎤

(𝑚𝑚2/𝑁𝑁)  

𝐺𝐺 represents the modulus of rigidity (𝐺𝐺 =  𝑌𝑌
2(1+𝜈𝜈)

). 

The stress constants matrix of the PVDF actuator,[𝑑𝑑]𝑡𝑡can be 
represented as:  

[𝑑𝑑]𝑡𝑡 = �
0 0 0
0 0 0

23 3 −33

0 0 0
0 0 0
0 0 0

� × 10−12(𝑚𝑚/𝑉𝑉) 

PVDF dielectric Matrix [Ɛ𝑇𝑇]: 

[Ɛ𝑇𝑇] = �
9 0 0
0 9 0
0 0 9

� × 8.854 × 10−12(𝐹𝐹/𝑚𝑚) 

Employing Equation (7) and the piezoelectric constant matrix, 
the PVDF stiffness matrix is generated as indicated in Equations 
(8) and (9). 

Table 1 indicates the PVDF material physical properties. 

 

[𝑐𝑐𝐸𝐸] =

⎣
⎢
⎢
⎢
⎢
⎡

2.7 1.154 1.154
1.154 2.7 1.154
1.154 1.154 2.7

0        0         0
0  0   0
0  0   0

0         0         0
0  0   0
0  0   0

0.77 0     0
0 0.77     0
0 0 0.77⎦

⎥
⎥
⎥
⎥
⎤

× 109(𝑁𝑁/𝑚𝑚2) 

(8) 

 [𝑒𝑒]

=

⎣
⎢
⎢
⎢
⎢
⎡
0       0       0
0       0       0
0       0       0

        
0       0     0.0273
0  0 −0.0035
0  0 −0.0588

0       0       0
0       0       0
0       0       0

           
0       0                      0
0       0                      0
0       0                      0

 
⎦
⎥
⎥
⎥
⎥
⎤

  

�
𝑁𝑁
𝑚𝑚 𝑉𝑉

� 

(9) 

From Equation(9), we obtain: 

 𝑒𝑒31 =    0.0273 �
𝑁𝑁
𝑚𝑚 𝑉𝑉

� 

𝑒𝑒32 = −0.0035 �
𝑁𝑁
𝑚𝑚 𝑉𝑉

� 

𝑒𝑒33 = −0.0588 �
𝑁𝑁
𝑚𝑚 𝑉𝑉

� 

(10) 

Table 1: PVDF material properties 

Density 
(kg/m3) 

1,780 𝜈𝜈 0.3 𝑌𝑌 (GPa) 2.0 

 

2.2.  PVDF actuator electromechanical model at e31 mode 

Figure 3 visualizes a PVDF actuator where the electric field 
(+𝐸𝐸) is in the direction of the PVDF thickness. The positive sign 
of the electric field indicates a same direction as for the 
polarization, and this is analytically analyzed by implementing the 
distributed parameter approach. Finite Element Method (FEM) 
software such as ANSYS is utilized to verify the introduced 
analytical model. 

 
Figure 3: U-shape PVDF actuator/vibrator at 𝒆𝒆𝟑𝟑𝟑𝟑 actuation mode showing an 

electric field E in the direction of the material thickness 

It must be noted that the electromechanical model is derived 
based on the assumption that the PVDF actuator is solely poled 
along the z-axis (the PVDF thickness direction) where the stress 
and strain are undertaken axially along the direction of actuator 
length (x-direction). At this point, the energy method can be 
employed to generate the dynamic model of the PVDF actuator. 
Consequently, the coupled electromechanical model is generated 
by utilizing the so called Hamilton’s principle that takes the 
variation of a function with respect to time. According to 
Hamilton’s principle the Lagrangian (L) function is defined as: 

 𝐿𝐿 = 𝐾𝐾 + 𝑊𝑊𝑒𝑒
∗ (11) 

K is the kinetic energy. 𝑊𝑊𝑒𝑒
∗ is the stored electrostatic energy. 

The PVDF actuator will be represented as a rod. The physical 
properties of the proposed elastic PVDF bar are labeled as: length 
l, width b, mechanical stiffness at constant electric field 𝑐𝑐11𝐸𝐸 , mass 
density ρ and the cross-sectional area A.  

At this point, the absolute displacement of the PVDF actuator 
as a function of x and time is indicated by 𝑢𝑢(𝑥𝑥, 𝑡𝑡) . Using the 
principle of separation of variables, the solution is written as: 

 
𝑢𝑢(𝑥𝑥, 𝑡𝑡) = �𝑈𝑈𝑛𝑛(𝑥𝑥)𝜂𝜂𝑛𝑛(𝑡𝑡)

∞

𝑛𝑛=1

 (12) 

The function 𝑈𝑈(𝑥𝑥) is the orthogonal mode shape and 𝜂𝜂(𝑡𝑡) is 
the temporal function which are related to the Lagrangian function 
as the following: 

 

𝐾𝐾 =
1
2
� 𝜌𝜌𝜌𝜌 �

𝑑𝑑𝑢𝑢
𝑑𝑑𝑡𝑡
�
2

𝑑𝑑𝑥𝑥   
𝑙𝑙

0
 (13) 
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𝑊𝑊𝑒𝑒
∗ = −

1
2
� 𝑐𝑐11𝐸𝐸 𝜌𝜌 �

𝑑𝑑𝑢𝑢
𝑑𝑑𝑥𝑥
�
2

𝑑𝑑𝑥𝑥
𝑙𝑙

0

+  � 𝜌𝜌 �
𝑑𝑑𝑢𝑢
𝑑𝑑𝑥𝑥
� 𝑒𝑒31𝐸𝐸3𝑑𝑑𝑥𝑥   

𝑙𝑙

0
   

𝑒𝑒31 is the piezoelectric constant at a constant stress and  the electric 
field as a function of voltage is  (𝐸𝐸3 =  −𝑣𝑣(𝑡𝑡)

ℎ
 ) [57].  Based on 

Hamilton’s principle, the variation of the function with respect to 
respect to time equals to zero: 

 
𝛿𝛿 � � 𝐿𝐿 𝑑𝑑𝑥𝑥 𝑑𝑑𝑡𝑡 = 0   

𝐿𝐿

0
   

𝑡𝑡2

𝑡𝑡1
 (14) 

Which becomes: 

 
𝛿𝛿 � 𝑄𝑄 𝑑𝑑𝑡𝑡 = 0 

𝑡𝑡2

𝑡𝑡1
, 

 𝑊𝑊ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑄𝑄 =  
1
2
� 𝜌𝜌𝜌𝜌 �

𝑑𝑑𝑢𝑢
𝑑𝑑𝑡𝑡
�
2

𝑑𝑑𝑥𝑥
𝑙𝑙

0

−
1
2
� 𝑐𝑐11𝐸𝐸 𝜌𝜌 �

𝑑𝑑𝑢𝑢
𝑑𝑑𝑥𝑥
�
2

𝑑𝑑𝑥𝑥
𝑙𝑙

0

+ � 𝜌𝜌 �
𝑑𝑑𝑢𝑢
𝑑𝑑𝑥𝑥
� 𝑒𝑒31𝐸𝐸3𝑑𝑑𝑥𝑥

𝑙𝑙

0
 

   (15) 

Solving the above equations yields to: 

 
� � 𝜌𝜌𝜌𝜌 

𝑑𝑑𝑢𝑢
𝑑𝑑𝑡𝑡

 𝛿𝛿 �
𝑑𝑑𝑢𝑢
𝑑𝑑𝑡𝑡
� 𝑑𝑑𝑥𝑥 𝑑𝑑𝑡𝑡

𝑙𝑙

0
 

𝑡𝑡2

𝑡𝑡1

+� � 𝑐𝑐11𝐸𝐸 𝜌𝜌 
𝑑𝑑𝑢𝑢
𝑑𝑑𝑥𝑥

 𝛿𝛿 �
𝑑𝑑𝑢𝑢
𝑑𝑑𝑥𝑥
� 𝑑𝑑𝑥𝑥 𝑑𝑑𝑡𝑡

𝑙𝑙

0
 

𝑡𝑡2

𝑡𝑡1

−� �
𝜌𝜌𝑒𝑒31
ℎ

  𝛿𝛿𝛿𝛿(𝑡𝑡) �
𝑑𝑑𝑢𝑢
𝑑𝑑𝑥𝑥
� 𝑑𝑑𝑥𝑥 𝑑𝑑𝑡𝑡

𝑙𝑙

0
 

𝑡𝑡2

𝑡𝑡1

−� �
𝜌𝜌𝑒𝑒31
ℎ

  𝛿𝛿(𝑡𝑡)𝛿𝛿 �
𝑑𝑑𝑢𝑢
𝑑𝑑𝑥𝑥
� 𝑑𝑑𝑥𝑥 𝑑𝑑𝑡𝑡

𝑙𝑙

0
= 0 

𝑡𝑡2

𝑡𝑡1      

 (16) 

The Euler–Lagrange formulas can now be assembled, 
obtaining the dynamic governing equation:  

 
𝜌𝜌𝜌𝜌

𝜕𝜕2𝑢𝑢(𝑥𝑥, 𝑡𝑡)
𝜕𝜕𝑡𝑡2

− 𝑐𝑐11𝐸𝐸 𝜌𝜌
𝜕𝜕2𝑢𝑢(𝑥𝑥, 𝑡𝑡)
𝜕𝜕𝑥𝑥𝑖𝑖2

−
𝜌𝜌𝑒𝑒31
ℎ

  𝛿𝛿(𝑡𝑡)
𝑑𝑑
𝑑𝑑𝑥𝑥

[𝐻𝐻(𝑥𝑥)
− 𝐻𝐻(𝑥𝑥 − 𝑙𝑙)] = 0 

(17) 

𝐻𝐻(𝑥𝑥) represents the Heaviside function. 

     At this stage, we evaluate the cyclic forces produced by the 
proposed PVDF actuators excited over a certain range of constant 
voltages by implementing of statically indeterminate structures 
principle.  

    The equilibrium equations relate structural deformations in such 
way to obtain the reaction forces. Consequently, due to the 
linearity of the system, the superposition method is implemented 
to obtain the corresponding forces by assuming that one of the 
reaction forces is redundant. This force is considered as an 
unknown load, which together with the other loads must produce 

deformations that match the original constrains (see Figure 4 for 
details). 𝛿𝛿 indicates the elongation of the rod. 

The mode shapes at this point can be generated for a fixed-
fixed rod to estimate the axial forces produced by the PVDF 
actuator.  

The mode shapes presented as a function of the natural 
frequency 𝜔𝜔𝑛𝑛 are written as: 

 

 
Figure 4: Free body diagram of a statically indeterminate rod 

 
𝑈𝑈(𝑥𝑥) = 𝐶𝐶𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠 �

(2𝑠𝑠 + 1)𝜋𝜋𝑥𝑥
2𝑙𝑙

� ,      𝜔𝜔𝑛𝑛

=  
(2𝑠𝑠 + 1)𝜋𝜋𝑐𝑐

2𝑙𝑙
, 𝑠𝑠 = 1,2 … 

𝑐𝑐 =
�𝑐𝑐11𝐸𝐸  

�𝜌𝜌
  

(18) 

𝑐𝑐𝑠𝑠 represents the modal constant, and by employing the 
orthogonality condition, the modal shapes 𝑈𝑈(𝑥𝑥) can be mass 
normalized (i.e. solving for the modal constant) as the following: 

 
𝜌𝜌𝜌𝜌� 𝑈𝑈𝑛𝑛(𝑥𝑥)2 𝑑𝑑𝑥𝑥 = 1   

𝑙𝑙

0
 

𝐶𝐶𝑛𝑛 =
√2

�𝐿𝐿𝜌𝜌𝜌𝜌
 

(19) 

By plugging equation (12) into the governing equation (17), 
multiplying by the mode shape, then integrating over the length of 
the rod, and then imposing the orthogonality conditions, the 
electromechanically coupled ordinary differential equation for the 
modal response of the rod is obtained as such: 

 �̈�𝜂𝑛𝑛 + 2𝜁𝜁𝜔𝜔𝑛𝑛�̇�𝜂 + 𝜔𝜔𝑛𝑛2 𝜂𝜂 +
𝜌𝜌𝑒𝑒31
ℎ

 𝛿𝛿(𝑡𝑡)[𝑈𝑈(𝑙𝑙) − 𝑈𝑈(0)]
= 0 

(20) 

At this point, and by equation (12), the axial force at the tip of 
the rod (in Newtons) is obtained as: 

 
𝑓𝑓(𝑙𝑙, 𝑡𝑡) =

∑ 𝑈𝑈𝑛𝑛(𝑙𝑙)𝜂𝜂𝑛𝑛(𝑡𝑡)𝑐𝑐11𝐸𝐸 𝜌𝜌∞
𝑛𝑛=1

𝑙𝑙
 (21) 

The dimensions of the PVDF actuator used in the study are 
shown in Table 2:  
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Table 2: Piezoelectric PVDF actuator physical dimensions 

PVDF Dimensions  Quantity 

Length (L) 20 mm 

Cross section’s outer edges length (b) 31 mm 

Thickness (h)  4 mm 

Figure 5 illustrates the estimated axial forces generated by the 
PVDF actuator. that shows the data of the actuator when it is 
stimulated by a wide range of Direct Current (DC) voltage. 

The results obtained analytically are numerically validated at 
actuation mode of 𝑒𝑒31  with the help of a finite element FEM 
solver, namely ANSYS. In addition, Figure 5 indicates that the 
optimum external force produced by the PVDF actuator which is 
approximately equal to 8.5 grams at an excitation voltage of 100 
volts. This resulted force can be transmitted to a group of four 
teeth.  

As can be clearly observed from Figure 5, the axial force is 
proportional with the voltage due to the linearity of the system. 

     Applying a harmonic voltage (which is represented 
by  𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝑡𝑡) ), with the requirements of achieving a high 
amplitude cyclic forces, the PVDF actuators should normally 
have a fundamental natural frequency matching the harmonic 
voltage excitation frequency. 

     The damping has a major effect on the response of the system. 
Therefore, we can include the viscoelastic linear effect and hence 
the modulus of elasticity (the stiffness constant) under a constant 
electric field can be defined as: 

 
𝑐𝑐11𝐸𝐸  = (𝐸𝐸′ + 𝑠𝑠𝐸𝐸′′) (22) 

     𝐸𝐸′  is the storage modulus and 𝐸𝐸′′  is the loss modulus in 
viscoelastic model which are obtained by A.M. Vinogradrova and 
F. Hollowayb experimentally as presented in their paper. This 
means that the natural frequency can be re-written as follows: 

 
𝜔𝜔𝑛𝑛2 =  

𝜋𝜋2(𝐸𝐸′ + 𝑠𝑠𝐸𝐸′′)
4𝑙𝑙2𝜌𝜌

 ,𝑠𝑠 = 1 (23) 

If both the Laplace and Fourier transformations of equation 
(20) are taken and then used with the expression of the natural 
frequency in equation (23) we obtain: 

 
(−𝜔𝜔2 +

𝜋𝜋2(𝐸𝐸′)
4𝑙𝑙2𝜌𝜌

+
𝜋𝜋2(𝑠𝑠𝐸𝐸′′)

4𝑙𝑙2𝜌𝜌
  )𝜂𝜂(𝜔𝜔) + 𝜃𝜃𝛿𝛿(𝜔𝜔) = 0  (24) 

Comparing the terms in equation (20) and equation (24), the 
damping ratio is obtained by the expression: 

A frequency response function (FRF) of the force over a wide 
range of excitation frequencies is shown below, and Figure 6 
contains the plot of this function: 

 𝐹𝐹(𝑙𝑙,𝜔𝜔)
𝑉𝑉(𝜔𝜔)

=  ��
�𝑈𝑈𝑛𝑛(𝑙𝑙) − 𝑈𝑈𝑛𝑛(0)�𝜌𝜌𝑒𝑒31
ℎ(𝜔𝜔𝑛𝑛2 − 𝜔𝜔2 + 2𝑗𝑗𝜁𝜁𝜔𝜔𝜔𝜔𝑛𝑛)�

∞

𝑛𝑛=1

, (26) 

Figure 6 indicates the maximum axial force which is normally 
obtained at the resonance. However, because of the compact size 
of the PVDF actuator, the PVDF actuator natural frequencies are 
presented in kilohertz. Consequently, matching the exciting 
frequency with one of the PVDF actuator fundamental natural 
frequencies is not attainable. That being said, based on a study 
performed by Rubin revealed that a low frequency vibration (30 
Hz to be exact) generated forces with a preferred magnitude to 
rapidly accelerate the tooth bone remodeling in comparison to a 
high magnitude and frequency force. Therefore, the cyclic forces 
are generated at 30 Hz harmonic voltage. 

 As can be seen in Figure 7, the cyclic forces in grams per unit 
voltage evaluated analytically are compared to their equivalents 
obtained by the FEM analysis. Comparison is performed only at 
the 𝑒𝑒31 actuation mode. As shown in Figure 7, both methods are in 
perfect agreement. 

When examining Figure 6 and Figure 7, it can be seen that the 
absolute value of the harmonic forces are equivalent to the ones 
obtained in Figure 5. The reasoning behind this is that the harmonic 
voltage frequency is way smaller than the corresponding 1st 
fundamental natural frequency of the PVDF piezoelectric actuator. 
As a result, the system can be assumed to be a quasi-static (i.e. the 
system changes so slowly and hence can be treated to be always at 
equilibrium). 

 
Figure 5: Exact and FEM axial force Vs voltage at 𝒆𝒆𝟑𝟑𝟑𝟑 actuation mode 

 
Figure 6: Force frequency response function 𝒆𝒆𝟑𝟑𝟑𝟑 actuation mode 

 
2𝜁𝜁𝜔𝜔𝑛𝑛 =

𝜋𝜋2(𝐸𝐸′′)
4𝑙𝑙2𝜌𝜌

 (25) 
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In order to improve the total generated axial force, the  actuator 
design parameters denoted by the length, thickness and width of 
the actuator are analyzed. 

 
Figure 7: Analytically and numerically obtained cyclic forces in grams per 

unit voltage at 30 Hz at 𝒆𝒆𝟑𝟑𝟑𝟑 actuation mode 

By using equation (21) with sinusoidal harmonic input voltage 
denoted as 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝑡𝑡), where V being the amplitude and ω being 
the excitation frequency (= 30 Hz), the following expression for 
the force (in Newtons) is obtained: 

 
𝑓𝑓(𝑙𝑙, 𝑡𝑡) =

2𝑒𝑒31𝑐𝑐11𝐸𝐸 𝑏𝑏
𝑙𝑙2𝜌𝜌

 

��sin�
(2𝑠𝑠 + 1)𝜋𝜋

2
��

2

 
𝑉𝑉 sin(𝜔𝜔𝑡𝑡 + 𝜙𝜙𝑛𝑛)  

�(𝜔𝜔𝑛𝑛2 − 𝜔𝜔2)2 + 4𝜁𝜁2𝜔𝜔𝑛𝑛2𝜔𝜔2

∞

𝑛𝑛=1

 
(27) 

In a polarized system in the z-axis in the 𝑒𝑒31 actuation mode, it 
can be seen from Equation (27) that the actuator thickness has no 
effect on resulting force. In addition, in reference to the natural 
frequency in Equation (18), a conclusion can be made from 
Equation (27) that the PVDF actuator length has a minimal effect 
on the resulting axial force, as observed in Figure 8. For this 
particular case, the actuator thickness of 4 mm is chosen to be 
consistent with the aligner thickness and hence keeps the device 
lightweight and compact.  

From Equation (27) and Figure 9, an observation can be made 
that the actuator width is linearly proportional to the resulted axial 
force. 

 
Figure 8: The variation of axial force with PVDF actuator length at different 

voltage inputs at 𝒆𝒆𝟑𝟑𝟑𝟑 actuation mode 

 
Figure 9: The variation of axial force with PVDF actuator width at different 

voltage inputs at 𝒆𝒆𝟑𝟑𝟑𝟑 actuation mode 

 

2.3. Electromechanical model of PVDF actuator at full 
actuation mode, Equation (3) 

In this analysis, 𝑒𝑒31, 𝑒𝑒32  and 𝑒𝑒33  actuation modes are all 
utilized. Basically, the effect of the 𝑒𝑒32 implies that a strain and a 
stress are produced in the lateral direction namely, the y-axis. This 
behavior is usually observed in plates. This behavior can be 
analytically modelled when the actuator is excited in 𝑒𝑒31 and 𝑒𝑒32 
actuation mode. In this case, the normal stresses are parallel to the 
x and y axis (𝑇𝑇1, 𝑇𝑇2), with the shear stress acting in the xy-plane 
(𝑇𝑇6). 

The plate’s bending deformation has no pairing with the shear 
deformation, and by assuming that the normal stress to the middle 
plane of the un-deformed plate remains straight and perpendicular 
to the mid plane after deformation, the stresses that are within the 
plane of any point through the thickness of the PVDF plate in a 
state plane stress can be written as: 

 
�
𝑇𝑇1
𝑇𝑇2
𝑇𝑇6
� =

𝑌𝑌
1 − 𝜈𝜈2

�

1 𝜈𝜈 0
𝜈𝜈 1 0

0 0
1 − 𝜈𝜈

2

� �
𝑆𝑆1
𝑆𝑆2
𝑆𝑆6
� 

−
𝑌𝑌

1 − 𝜈𝜈2
�

1 𝜈𝜈 0
𝜈𝜈 1 0

0 0
1 − 𝜈𝜈

2

� �
0 0 𝑑𝑑31
0 0 𝑑𝑑32
0 0 0

� �
𝐸𝐸1
𝐸𝐸2
𝐸𝐸3
� 

(28) 

The expressions for the strains in Equation (28) can be found 
in the literature.  However, we use the Finite Element Technique 
to implement the full actuation matrix in Equation (3) using 
ANSYS. This is because implementing the full piezoelectric stress 
constants matrix [e] and analytically deriving the analytical 
electromechanical model of the U-shape PVDF actuator 
complicates the model significantly. ANSYS provides a 
convenient way to obtain the results using the FEM. 

 In ANSYS, we are able to study the effect of the different 
piezoelectric constants at constant stress as discussed previously. 

Figure 10 compares the maximum axial force generated by the 
PVDF actuator at two actuation modes; full matrix actuation and 
𝑒𝑒31 modes. The maximum axial force that is obtained at full matrix 
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actuation mode is perfectly matches the force obtained in the 
analytical and FEM models in 𝑒𝑒31  actuation mode discussed 
previously. Therefore, the analytical model in 𝑒𝑒31 actuation mode 
is sufficient to depict the system. 

 
Figure 10: Axial force comparison by FEM at full matrix actuation and 𝒆𝒆𝟑𝟑𝟑𝟑 

actuation mode 

 It must be noted that, the axial force is applied to four teeth; 
two in the bottom and two on the top of the actuator as we will see 
that later in this section. Since it is a linear system, the force and 
the applied voltage have a linear relationship, as shown in Figure 
10. 

The material friction coefficient is defined as the measure of 
the sliding resistance of one material over another. In this case, the 
PVDF actuator’s contact part is a standard aligner which is usually 
made of industrial plastic, as shown in Figure 2.  

To calculate the required force that is required to prevent 
sliding the actuators and aligner across each other, we need to 
calculate the required perpendicular/normal biting force between 
the mating sliding faces as the following: 

 
𝐹𝐹𝑛𝑛 =

𝑓𝑓(𝑙𝑙, 𝑡𝑡)
µ

 (29) 

where, 𝐹𝐹𝑛𝑛 is the normal force, µ is the co-efficient of friction and 
equals to 0.18 and 𝑓𝑓(𝑙𝑙, 𝑡𝑡) is the axial force by the PVDF actuators. 
Therefore, the required biting force should be at least equal or 
larger than 48 grams’ force. 

2.4. Actual model of the PVDF actuator at full actuation mode, 
Equation (3) 

In this section we discuss the actual U-shaped model of the 
PVDF actuator as illustrated in Figure 11.  

Figure 11 is clearly annotated to indicate the targeted teeth, the 
direction of the axial force and the side wings of the U-shaped 
PVDF actuator.  

A single actuator exerts forces on the upper and lower teeth that 
are in contact with the it. The forces generated by the actuator are 
equally spread among the teeth above and below the actuator.  

The axial force is calculated by implementing the FEM 
principle with the help of commercial FEM software, namely 

ANSYS. The results are then compared to the analytical model 
introduced previously in this paper for the U-shaped PVDF 
actuator.  

Figure 12 shows the total force generated by the actuator to the 
front/back and upper/lower teeth in comparison to that obtained 
analytically. The deviation of the forces are due to the side wings 
of the actuator. 

The single layer PVDF actuator with now side wings, is shown 
in Figure 13.  

In Figure 14, the total force generated by the single layer 
actuator on the front/back upper and lower teeth is compared that 
obtained analytically for single layer actuator with no wings.  

Figure 14 clearly reveals that the results are in good agreement. 
As a result, the conclusion can be made that the side wings of the 
actual model don’t have any effect on the total resulted axial force. 

We can simulate the stress build-up at the fixed ends and the 
total deformation at the free ends of both; the actual U-shaped and 
single layer PVDF actuators as we can see in Figure 15. 

 
Figure 11: The actual U-shaped PVDF actuator 

 
Figure 12: Total axial force comparison between actual and analytical U-

shaped PVDF actuator 
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Figure 13: The actual single layer PVDF actuator 

 
Figure 14: Total axial force comparison between actual and analytical single 

layer PVDF actuator 

(a) 

 
(b)  

 

(c) 

 
(d) 

 
Figure 15: Total deformation in meters at the free ends of (a) U-shaped PVDF and 
(b) Single layer PVDF actuators. Normal stresses building up at fixed-fixed ends 

in Pascals (c) U-shaped PVDF and (d) Single layer PVDF actuators. 

 

2.5. AcceleDent® versus the proposed PVDF vibrator 

In 2006, Mao introduced a dental appliance which utilized 
pulsating forces to improve tooth movement rate, namely 
AcceleDent by OrthoAccel. The device is optimized in terms of 
force magnitude and frequency which enhances the comfort level 
and patient compliance to the treatment. The appliance is used 
twice a day for a duration of 10 minutes during the orthodontic 
treatment process and can be utilized along with a fixed appliance 
or an aligner treatment device. This device also provided an 
average of 23 to 25 grams of output force at 30 Hz frequency. 
Figure 16.a shows a one-time cycle of force output at 23 grams and 
at a low frequency of 30 Hz, while Figure 16.b displays an 
illustration of the AcceleDent device.  

In Figure 16.b, the arrow shows the produced force by the 
extra-oral component of the vibrator. OrthoAccel made the claim 
that the resulting axial force of their device is equally dispersed 
among the upper and lower teeth, but that is not the case. In order 
to defend our claim, ANSYS was utilized to find the applied forces 
to the jaws produced by the AcceleDent device. The forces are then 
compared to the ones produced by the proposed PVDF 
piezoelectric actuator to each corresponding tooth based on the 
outcome and findings obtained in previous sections of this paper. 
Table 3 shows the material properties of the jaw bone, AcceleDent 
and the tooth. 
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(a) 

 
(b) 

 
Figure 16: (a) One cycle of force by AcceleDent at 23 grams and 30 Hz (b) 

Simplified illustration of the AcceleDent with the lower and upper jaws assembly. 

Table 3: Material properties of piezoelectric PVDF material 

Component Material Density(kg/m3) 𝒀𝒀 (GPa) 

AcceleDent 

Versaflex™ 
CL2250 ~clear/ 

transparent 
thermoplastic 

elastomer 
(TPE) grade1 

888 0.0139 

Jaw Bone 

Cortical 
(surrounding), 

Cancellous 
(core) 

1180 18.3 

Teeth Dentine 1200 84.1 
1Source: The University of Texas Health Science Center at San Antonio 

It can be seen from Figure 17.a that the force created by the 
AccelDent device is not evenly dispersed among all of the teeth. 
Most part of the generated force by the AccelDent device was 
concentrated at the top front teeth of the jaws. While, as indicated 
Figure 17.b, the proposed PVDF device at a specific voltage 
magnitude and frequency, provides precise cyclic forces to a 
precise location of the tooth aligner, which then channels the forces 
to the targeted teeth. As a result, this allows flexibility of the tooth 
treatment for patients for the treatment process as the device can 
be adjusted. 

(a) 

 
(b) 

 
Figure 17: (a) Force distribution among all the teeth by AcceleDent (b) Force 

generated by the proposed single layer PVDF actuator at each targeted tooth 
versus voltage input. 

3. Conclusion  

In this paper, a novel dental vibratory apparatus was proposed 
in order to enhance the patient compliance to a vibration based 
orthodontic treatment as well as to minimize the time required for 
the treatment while simultaneously maintaining an acceptable 
level of comfort. The vibrating component of the device consisted 
of a bio-compatible smart material, namely (PVDF) piezoelectric 
actuators excited via voltage function generator at a frequency of 
30 Hz over wide range amplitudes. The proposed device could be 
fitted to a tooth aligner and consequently provided 
recurring/cyclic forces to a particular part of the aligner, which 
then transmits these produced forces to the corresponding teeth.  

The proposed model of the PVDF actuator was obtained both 
analytically and numerically with the help of ANSYS. The 
ultimate force obtained was 7.3 grams at the front and back teeth. 
This proposed device in particular is compact in size in 
comparison to its competition. The vibrating component of the 
device can be relocated and repositioned along the tooth aligner 
for customized fits, and it also compromises: the vibrating 
component and the intra-oral voltage function generator, battery, 
and processer are in a single device. This device is also predicted 
to minimize the drooling associated with the current orthodontic 
treatments. It ultimately enhances the overall experience for the 
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orthodontic treatment process and increases the chances of patient 
compliance. 
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 Blockchain is a new generation technology that allows the central control mechanism or 
trusted authority to be removed, spreading the encrypted data across all participants in the 
network in a distributed database structure instead of central trust. The Smart Contract 
structure, which defines the rules and flow that allow the things we value to operate 
automatically as determined without the need for an external trigger mechanism, is the core 
element of this technology. Blockchain has gained popularity with its most famous 
application, Bitcoin. After Bitcoin became popular, it turned out that Blockchain might have 
new uses due to the advantage of technology such as security, brokerage, and transparency, 
and these areas are being investigated. Many big companies have started to invest in this 
technology in the face of the opportunities brought by Blockchain. HAVELSAN is a large-
scale software company that studies and adapts new generation technologies. Blockchain 
technology has become of the new generation technologies that HAVELSAN is interested 
in due to its impressive advantages. HAVELSAN has a wide range of activities, so the 
company can develop various Blockchain-based applications depending on these areas. 
Combining this diversity with the importance of the Smart Contract concept, which can be 
considered as the basis for most Blockchain applications, it is decided to create a strong 
Smart Contract framework before starting to build different applications with Blockchain 
technology. The creation of HAVELSAN Blockchain Smart Contract Framework; which 
infrastructures are used during the development phase, the problems encountered during 
development and the structure of the most suitable applications to be created with the 
framework to be developed will be explained in this article. 

Keywords:  
Blockchain 
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Smart Contract Framework 

 

 

1. Introduction  

Blockchain is one of the trending technologies of today, but it 
was found in 1992. Although it was found at that time, its name 
began to be heard more frequently in 2009 with the use of 
technology as the basis of Bitcoin. Initially, the advantages of 
Blockchain were overshadowed by the popularity of Bitcoin, and 
what these technologies promised was not clearly understood. 
Bitcoin managed to place the concept of crypto money in the 
literature, and later many similar cryptocurrencies began to take its 
place in the market. The advantages of Blockchain, the technology 
that is the basis of cryptocurrencies, are much more than that. 
Blockchain is not only for financial transactions; it is a technology 
that can be programmed to record anything of value and 
importance, and where transactions are stored in a digital 

distributed ledger that is intact. This value can be anything that can 
be expressed in code. Values such as supply chain management, 
food tracking, land registration can be easily managed this way. It 
is envisaged that concepts such as driver license, marriage 
certificate, birth certificate and smart property exchange can be 
managed easily and securely with Blockchain technology. Having 
such a wide range of uses makes Blockchain technology attractive. 
With its increasing popularity, Blockchain has started to be 
described as "New Internet". Just as the internet provides a 
structure for communication, it is argued that a similar structure 
for information sharing will be provided by Blockchain. The 
ground for this ambitious argument stems from the revolutionary 
attributes of Blockchain technology. Blockchain distributed ledger 
structure comes first among these revolutionary qualities. The 
distributed ledger is the structure in which all transactions 
performed on the system are recorded. A copy of this ledger is 
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shared with all parties in the system. All transactions on the 
network are recorded and stored in the nodes where all participants 
are located. With the distributed ledger structure, the security of 
the data is ensured within the system parties. Thus, the need for a 
third-party central authority such as bank and notary is eliminated. 
Even though it is a relatively new technology, due to these 
impressive advantages, the number of studies on it has increased 
significantly. Many large-scale companies are investing in 
Blockchain technology and conducting projects using this 
technology. 

Blockchain technology allows clients and providers to operate 
securely with each other directly, without the need for approval by 
any third party. All transactions are stored in a distributed database 
using cryptography so that this exchange between client and 
provider can be done securely. To be able to make changes to the 
data in the system, that change has to be recorded in the majority 
of the parties in the system. To succeed in any chain of 
cyberattacks, it is necessary to verify over at least 50% of the 
computers, which makes the probability almost impossible. 

Five principles are at the heart of Blockchain technology [1]: 

• Distributed Database Structure: Each member of the 
network has access to data with the entire history. There are 
no single control points or central authority.  

• Peer to Peer Communication: The communication takes 
place between the nodes directly, instead of being 
controlled from a central control point. Each party in the 
system stores the information and transmits it to other 
participants. 

• Pseudonymity: Pseudonymity definition comes with 
Blockchain. Each transaction can be seen by the 
participants who have access to the system within the 
framework of the authority granted. In the Blockchain 
network, each user has a unique address that identifies it in 
the system. With this idea, users can choose to remain 
anonymous or prove their identity to others. 

• Irreversibility of Records: In the system, each record is 
stored by associating it with the previous data. In case any 
record registered in the system is changed or a new record 
is added to the system, this link will be broken, so 
manipulation is detected. Thus, it is not possible to 
manipulate data on the system, which makes the system 
cyber-attack resistant. Various computational algorithms 
are used to create interconnected chains on the system. By 
using this calculation algorithm, the system is created in 
chronological order and avoids manipulation. To succeed 
in any chain of cyberattacks, it is necessary to verify over 
at least 50% of the computers, which makes the probability 
almost impossible. 

• Computational Logic: With the automated structure of 
Blockchain, all operations performed are carried out based 
on calculation algorithm logic and programming. 
Therefore, with this established automated structure, users 
perform the transactions between them within the 
framework of pre-determined rules. 

After evaluating all these advantages, many companies start to 
develop new applications on Blockchain. When we combine the 
reliability of Blockchain technology against cyber threats and the 
demands of clients and providers to make a secure exchange, 
Blockchain application areas are emerging. Applications are 
developed and still being developed in many different areas using 
Blockchain technology. Health, Digital Right Management, the 
Internet of Things (IoT) are the most popular of these areas. Up to 
date a lot of application has already been developed and it is 
predicted that the number of applications will increase in the 
coming period. 

Gartner, which is one of the most important companies 
performing the current condition and market analysis of new 
generation technologies, has not been insensitive to Blockchain 
technology and has evaluated this technology within the scope of 
emerging technologies research. They published a report called 
"Emerging Technologies". In this report, "Hypecycle" curve, 
which shows the roadmap of emerging technologies, it could be 
seen that Blockchain looks to exceeded the "Peak of Inflated 
Expectations" and moving to "Trough of Disillusionment" phase 
(Fig. 1). It is also emphasized that it will take five to ten years for 
the technology to reach its efficiency. When we examine the hype 
curve, the fact that Blockchain technology is in a downward trend 
shows that it cannot exceed the expected threshold in less than 5 
years. With the works to be carried out in the next 5-10 years, the 
capabilities of the technology will be fully revealed, and the 
applications developed using this technology will eliminate the 
shortcomings in the current situation and ensure that the 
technology will reach maturity. 

 
Figure 1: GARTNER Emerging Technologies Hypecycle [2] 

Harvard has not been indifferent to the popularity and 
advantages of Blockchain technology and has conducted research. 
In the Harvard Business Review, they have defined Blockchain 
technology as a facilitator that enables contracts to be embedded 
in digital code. This digital contract environment enables data to 
be stored transparently with a shared database structure that 
protects data from tampering. This digitalization makes every deal, 
process, task and payment to have a digital record and signature 
that enables identification, authentication, storage and sharing. 
Hence, the mandatory need for a trusted third party will no longer 
be valid. Blockchain technology enables people, organizations and 
machines to interact individually with each other quickly, easily 
and securely without requiring central trust. It can be said that the 
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enormous potential of Blockchain comes from here [1]. Turkey is 
one of the emerging countries are investing in new generation 
technology. Especially, ensuring digitalization across the country 
is one of the main short and medium-term goals set by the 
government. In line with this goal, technology companies across 
the country are encouraged to invest in emerging technologies and 
contribute to digitalization to accelerate the country's 
development. HAVELSAN adopts this goal of the government 
regarding digitalization and operates as a large-scale software 
defense company that develops and applies emerging technologies 
in its field of activity. After evaluating that Blockchain technology 
is a new generation technology with high potential that cannot be 
ignored and evaluating that we can develop projects and products 
suitable for our fields of activity, we determined to create 
HAVELSAN Smart Contract framework. With this framework to 
be developed, we aimed to develop Blockchain-based applications 
suitable for the company's fields of activity. The creation of 
HAVELSAN Blockchain Smart Contract Framework; which 
infrastructures are used during the development phase, the 
problems encountered during development and the structure of the 
most suitable applications to be developed with the framework to 
be created will be explained in this article. 

2. Work Done 

2.1. Infrastructure Selection 

Concepts such as Smart Contract, Smart Property are the terms 
where Blockchain technology is used together, which indicates the 
value ownership in the digital environment. Smart contracts define 
the rules and flow that enable the cases that we attach value to 
operate automatically as determined without the need for an 
external trigger mechanism. The Smart Contract structure is a key 
concept to achieve all the advantages offered by Blockchain 
technology. Smart Contracts not only define the rules and penalties 
around a contract like a traditional contract does, but also 
automatically enforce those obligations. The flow is carried out 
completely automatically and no manual intervention is possible. 
This means that there is no need for any authority to manage the 
flow, that is, to run the flow with the consensus between the 
parties. With this extraordinary structure, Blockchain technology 
stands out and becomes the reason for preference. When we look 
at the idea of smart contracts, we see that it was proposed by Nick 
Szabo in 1997 [3]. Nick Szabo argues that through smart contracts, 
a structure in which digital contracts can be triggered can be 
established with the structure to be set up digitally. Although the 
idea of the Smart Contract was put forward by Nick Szabo, we see 
that the idea of smart property was proposed by Mike Hearn in 
2012 [4]. Mike Hearn proposed the idea of smart property, thereby 
arguing that the property status and the transfer process can be 
monitored. Blockchain applications are developed using smart 
contracts infrastructure and it is not possible to develop Blockchain 
applications in a different structure. With the smart contract 
structure to be designed, it is possible to develop products in a wide 
range of desired areas. Therefore, it is wrong to think of the smart 
contract structure as a single application. The smart contract 
structure is a framework in which applications can be developed 
on. Based on this point; after evaluating that HAVELSAN has a 
wide area of activity, we decided to develop a smart contract 
framework that enables the development of applications in 
different areas instead of developing a single Blockchain-based 

application. In order to create such a frame structure, it is important 
to construct the structure carefully from the beginning. It is the first 
option to construct the services and infrastructure to be offered 
from scratch. However, there are many infrastructure providers 
currently offering smart contract infrastructure and allowing us to 
create our framework. These organizations have many experiences 
in providing such services. We can obtain similar experience and 
knowledge by working, but it does not seem logical when 
considering the need for rapid action in the age of information 
sharing. Instead of rediscovering the same things again, taking 
such services from the service providers who have experienced and 
present mature solutions and establishing our framework on this 
will contribute to creating a more effective and strong structure. 
The starting point of the study; when we consider the purpose of 
creating a strong framework in which HAVELSAN can develop 
applications with different qualities suitable for its fields of 
activity, it seems reasonable to receive service from such a service 
infrastructure provider. For this reason, as the first step of our road 
map, basic services will be obtained using open source 
infrastructure providers, and we will create our Smart Contract 
Infrastructure. When we examine who are the open-source 
infrastructure providers, Ethereum, Hyperledger, Corda, which are 
the most powerful organizations in this field, appear. 

Ethereum is one of the most popular among smart contract 
providers. Ethereum was announced by Vitalik Butterin in 2015 
and is a smart contract infrastructure platform where many 
cryptocurrencies currently operating in the market are developed. 
Apart from cryptocurrencies, it offers its users a structure to create 
a smart contract protocol and provides the opportunity to develop 
different applications using this infrastructure [5]. Ethereum 
allows its users to develop their smart contract-based applications 
using Solidity language. 

R3 Corda is another smart contract infrastructure service 
provider. Similar to Ethereum, Corda offers smart contract 
infrastructure for the development of Blockchain applications. 
Corda is a Blockchain platform developed by R3 and its first 
version was released in 2016. R3 has entered the Blockchain world 
with a different product by working with more than two hundred 
members and partners in the development process, revealing the 
permissioned Blockchain architecture for financial services, 
insurance and the business world. With its smart contract 
infrastructure, R3 Corda allows its users to develop their smart 
contract-based applications using Java and Kotlin languages. With 
the infrastructure provided by R3 Corda, users can establish their 
permissioned type Blockchain networks [6]. 

Thirdly, Hyperledger is another alternative considered. 
Hyperledger was founded by the Linux Foundation in 2016, 
adopting the principle of developing an open-source infrastructure 
and setting standards that could not be achieved for Blockchain-
based application development. Within this organization, it is an 
organization with more than 50 members in total, with many 
companies from the financial sector, as well as important 
companies in the world of technology such as IBM and Fujitsu. 
With the basic principle of establishing a standard for distributed 
databases, they aim to develop Blockchain technology by creating 
an open standard platform across industries and institutions for 
distributed databases. It is advocated that with this platform, the 
way of developing applications in different fields can be opened, 
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thus, a new setup will emerge that will include different actors on 
a global basis. Unlike its competitors, which currently offer 
Blockchain-based smart contract infrastructure, the Hyperledger 
Project has targeted areas of application outside of 
cryptocurrencies since its first appearance. It is seen that 
Hyperledger produces a wide range of solutions for different needs 
for incubation at all development stages for enterprise-class 
Blockchain [7] (Figure 2). Fabric is one of the most popular 
products offered by Hyperledger. It has been the reason for the 
preference of users especially with its modular structure and 
flexible architecture. Fabric offers its users a smart contract 
infrastructure suitable for various usage scenarios. It also offers the 
flexibility to apply the consensus model suitable for the 
applications to be developed. Hyperledger Fabric is the first 
Blockchain network created in a specific standard using 
programming languages, without any cryptocurrency dependency. 
Besides, having a structure that supports digital identity enables 
the development of applications in a wide range of products. 
Currently, the Proof of Work (PoW) consensus algorithm used in 
many Blockchain applications, such as Bitcoin and other 
cryptocurrencies, does not have to be used, so it offers important 
solutions to overcome problems such as resource consumption and 
performance [8]. 

 
Figure 2: Hyperledger Product Tree [9] 

When the infrastructure that can be used in building our 
structure in Blockchain technology is examined, these three 
organizations stand out seriously. The truth is different, although 
it is thought that all three alternatives are provided with a similar 
quality of service, that is, it allows us to define smart contract rule 
protocol. There are differences such as the type of service 
provided, usage area. When we evaluate that we will establish our 
smart contract infrastructure; it is of great importance for us to 
determine the need criteria correctly and to create the structure 
healthily.  

As the first criterion, the usage area of the structure to be 
created must be determined correctly. Will the applications be 
developed in the financial field or will the financial applications be 
excluded from our field? The answer to this question is important 
for determining the smart contract service provider. Corda can be 
considered as the optimum solution if it is desired to create a 
Blockchain framework for financial applications. However, for our 
case, choosing Corda does not make sense because we do not 
intend to develop any financial applications.  

After determining the application area, how the nodes are 
included in the system to be installed and their authorization is 
another criterion. As is known, basically 2 types of Blockchain 
networks can be established; public and permissioned. Public 
Blockchain network is the network where the nodes in the system 

can freely join the system as a participant or authenticator without 
going through any control mechanism. Bitcoin and other 
cryptocurrencies generally aim to set up such a network and ensure 
that the participants are freely included in the system. On the other 
hand, there is a need for the parties to join the system to participate 
in the network as a result of having a certain check under certain 
criteria. Private Blockchain networks are being established for 
those in this situation. In order to join the system in the private 
Blockchain network and be able to read the data on the network, 
certain authorization must be made [10]. At this point, the solution 
offered by service providers differ. When we compare Ethereum 
and Hyperledger solutions, it is seen that there is a difference in 
terms of public and private networking opportunities. Ethereum 
provides its users with an infrastructure to establish a public 
Blockchain, while Hyperledger allows users to set up a private 
Blockchain according to their needs. In addition, we can say that 
Hyperledger offers its users a wider choice in terms of setting up 
the network.  

When our needs are evaluated; since we aim to develop 
applications with specific needs for specific customers, private 
Blockchain and offering more flexible options seem more 
appropriate to meet our needs. Therefore, it appears that 
Hyperledger fully meets these criteria. As a result, the Hyperledger 
was chosen as the infrastructure to be used when developing our 
Blockchain application framework, and the study was carried out 
using this infrastructure. The screenshot of the login page of the 
developed Blockchain Smart Contract Application Framework is 
given in Figure 3. 

 

Figure 3: Login Page of Developed Blockchain Smart Contract Application 
Framework 

2.2. Problems 

After choosing the Hyperledger infrastructure for the 
framework application to be developed, it was necessary to choose 
the most suitable tools. In the next step after deciding to use 
Hyperledger, various Hyperledger solution alternatives have been 
evaluated to find the appropriate solution for which tool to install 
the network, the distribution of the network and the installation of 
the smart contract structure. Different solutions such as 
Hyperledger Fabric, Sawtooth, Burrow and Indy are available in 
the marketplace [11]. Hyperledger Fabric is the most preferred and 
most popular among these options. Hyperledger Fabric offers an 
infrastructure that does not have a cryptocurrency dependency and 
enables the development of enterprise-level Blockchain 
applications. Due to the factors such as enabling the use of 
different consensus methods, enabling the operations to be shown 
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in a grouped manner safely thanks to its channel structure, its 
modular structure and ease of use, Fabric overrides other options. 
After considering all these advantages, it was decided to use it 
within the smart contract framework project. A sub-module is also 
needed for the distribution and display of the network formed with 
fabric. At this point, the use of Cello and Composer, among the 
existing solutions, are the highlights of the options. Hyperledger 
Cello offers an advanced interface for networking and deployment 
to meet this need. Using Cello, it is possible to securely distribute 
and display the Blockchain network. It allows us to create a private 
and highly secure Blockchain network that allows us to instantly 
see changes in the network regardless of the size of the network. 
For all these reasons, it was decided to use Hyperledger Fabric & 
Cello. After this decision, some difficulties had to be overcome to 
get a useful framework. 

Lack of resources is the first problem encountered, since 
Hyperledger is a new organization established in 2016. The 
number of projects developed and used by using Hyperledger 
infrastructure is limited, and there are not enough projects 
completed to transfer the experiences gained to new projects. The 
development of the Hyperledger project is still ongoing. The 
organization has released many versions. As a result of the 
experiences and feedbacks, the release of advanced versions 
continues periodically. User manuals for Hyperledger services are 
available to everyone over the internet. However, since the history 
of the services provided is not very old, the number of studies 
carried out using Hyperledger in the literature is very limited. 
When a problem is encountered during the development phase, 
research is done on the internet, and the problem encountered is 
solved quickly by using resources that encounter similar problems 
and produce solutions. Since there was a limited number of 
Hyperledger applications in the literature, it causes difficulties in 
quickly overcoming the problems encountered during the 
application development phase. During the development process, 
it was not possible to solve some problems with the existing 
documents, it was possible to find solutions to the problems by 
examining the source code and performing various trials. This 
process took more time than expected and caused high effort. 

The second important problem encountered concerns the 
display of blocks to users. We can say that we had difficulty to 
show detailed information about the newly added block. Data on 
the network created by Hyperledger Fabric is kept in a closed box 
structure with high security. In this structure, it is possible to access 
the data on the blocks only with the commands provided by Fabric. 
Due to this restriction, limitations are encountered in accessing 
block data through the developed application layer. This led to 
insufficient flexibility during development. If we cannot access 
detailed information about the blocks, it will cause us to have 
problems at the point of the display to the end-users. If the user 
cannot have enough information about the blocks, he/she will have 
problems controlling the system and it will be difficult to adopt the 
system. If the data held on the blocks remain hidden, this will 
create a mystery. As a result of this mystery, users may tend to 
avoid the system due to uncertainty. For users to be familiar with 
the system, they must have sufficient access to the blocks and the 
information they contain. Otherwise, we would have missed the 
transparency advantage offered by Blockchain, which causes the 
system's success to be questioned. In order to avoid this 
uncertainty, we had to research how detailed information about the 

blocks could be shown. We wrote different functions from the 
display layer of the data for detailed access to the data on the layer 
on which it was kept. With the prepared methods, queries were 
prepared, in which we can access the details of the block-related 
address and the data kept, such as Hash Number, Previous Hash 
and Transaction ID. 

The third problem encountered is the problems experienced at 
the point of integration. Thanks to the high security smart contract 
infrastructure offered by Hyperledger Fabric, there is no shortage 
in developing a closed box smart contract infrastructure. Fabric 
and Cello tools used for network distribution and network 
representation enable us to obtain a closed box system. It helps to 
protect the system at a high level and to make transactions safer 
and without intermediaries. However, when it is desired to get an 
application-level infrastructure with all these advantages, it is 
observed that this planned structure is limited in terms of providing 
integration points. We need a different solution to overcome this 
problem. At this point, it has been observed that Hyperledger 
Composer offers a more flexible solution for the establishment of 
integration points and communication in high integration 
applications. Hyperledger Fabric offers a flexible solution for the 
lower-level design and architectural installation. Hyperledger 
composer offers an additional layer over the structure offered by 
Hyperledger Fabric. With this created layer, integration and 
application development are carried out by Composer. 

Hyperledger Composer offers its users an interface that 
facilitates and speeds up the development phase. The components 
offered through this interface provide a simpler understanding of 
the development. Hyperledger Composer, written in JavaScript, 
paves the way for integration with external systems thanks to the 
possibility of creating the Rest API. Blockchain applications 
developed are easily integrated with external systems using these 
Rest APIs. Since it has emerged as a new solution, the Hyperledger 
Composer solution was introduced while we were in development, 
so it was not possible to plan it at the beginning of development. 
As a result of all these experiences, it can be said that it is more 
appropriate to use Hyperledger Composer in high integration 
applications. The problem we face is solved by transferring 
operations in the work to Hyperledger Composer using smart 
contracts based on Hyperledger Fabric, especially at the point of 
integration. As a result of all these experiences, it has been seen 
that it is appropriate to use Hyperledger Composer tool for 
applications where intervention is required and applications that do 
not require independence from external systems. Composer 
selection will be reasonable especially in systems that require 
integration due to the possibility of communicating with Rest 
APIs. Although we did not use Composer during the system 
development period, we managed to solve the problem by moving 
the existing structure to Composer after this problem we 
encountered during the development period. 

2.3. Structure of the Applications to be Developed with the 
Framework to be Created 

Blockchain is a new generation technology that has gained 
popularity in recent years due to its advantages and the sensation 
created by cryptocurrencies such as Bitcoin in the financial field. 
With this popularity, we see that many companies have started to 
show interest in this technology, they have moved their existing 
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systems to Blockchain technology or developed their new projects 
based on Blockchain. Unfortunately, it is even seen that some 
companies force themselves to use Blockchain technology because 
of this popularity. This creates a very unhealthy situation. Gartner 
predicted that 90% of the corporate projects started in 2015 using 
Blockchain technology will fail in 18 to 24 months [12]. The fact 
that such uncontrolled elections are held with the effect of 
popularity returns to companies as a waste of time and money. 
Based on this, it is of great importance to determine the use of the 
smart contract framework work we have done in the right areas and 
to prevent such waste of resources. When deciding on application 
scenarios, HAVELSAN's field of activity and project needs should 
be taken into consideration, and the benefit/loss analysis should be 
done correctly.  

Before deciding on Blockchain applications, determining the 
capabilities of the infrastructure on which the application will be 
developed is an important factor affecting the success of the 
application. If a closed box Blockchain application that does not 
need to be integrated with external systems will be developed, the 
use of Hyperledger Fabric-Cello will be the right choice for 
ensuring high security. However, if an application to be integrated 
with external systems is to be developed, the use of Hyperledger 
Fabric-Cello will not be suitable. As Composer enables and 
facilitates integration through Rest APIs, the issue of integration 
with the use of Fabric-Composer will not be a problem anymore. 
Choosing the appropriate infrastructure is important for 
developing successful applications. The experiences we have 
obtained from the problems we encountered during the 
development phase of the framework support this claim. 
Therefore, this criterion should be taken into account when 
determining the framework. In addition, different solution 
proposals of Hyperledger and Ethereum are tried as proof of 
concept work to enhance the knowledge about this topic. The 
results are obtained at the end of all these works. 

Correct addressing the two issues described above is a 
prerequisite for determining the appropriate infrastructure. 
Therefore, the most appropriate applications that match the field of 
activity and strategy of HAVELSAN were decided first, and then 
the infrastructure type and services to be used in the line with these 
choices were determined. While developing such a Blockchain 
application framework, it was observed that a high-security, 
flexible, closed-box system is needed, in which we can adjust the 
workflow according to customer needs. The products that will 
meet these needs best are Hyperledger Fabric and Cello. Therefore, 
it was considered that this would be the most feasible use of this 
framework. 

3. Conclusion 

Blockchain is one of the most popular emerging technologies 
that HAVELSAN is interested in due to its impressive advantages. 
HAVELSAN has a wide area of activity, so we decided to develop 
a smart contract framework that enables the development of 
applications in different areas instead of developing a single 
Blockchain-based application. Before moving to the development 
phase of such a Blockchain-based smart contract framework, the 
infrastructure used to create our framework had to be determined 
first. There is an open code or paid services from which the 
infrastructure service to be used can be obtained. Open source is 

one of the most preferred cost-effective methods in today's 
technology age. Open-source service providers are made up of 
wider audiences. With this broad participation, the service is 
provided faster and thus, faster solutions to the problems are 
provided. In addition, applications can be developed with open 
participation without the need to pay any fees. After evaluating 
these advantages, we decided to choose an open-source provider. 
Organizations that are providing such services have been 
examined. It was decided to use Hyperledger after evaluating the 
factors such as allowing application development in areas other 
than cryptocurrencies, having private network structure, and 
configuration flexibility. As Blockchain is a relatively new 
technology, we encountered many different problems. Since the 
number of completed Blockchain projects is limited, the number 
of articles and other resources in the literature is also very low, 
making it difficult to quickly find solutions to problems 
encountered during the development phase. It could be predicted 
that this problem will be eliminated as the number of completed 
projects in literature is increased. Another problem encountered is; 
concerns the display of blocks to users. We can say that we had a 
problem showing detailed information about the newly added 
block. Data on the network created by Hyperledger Fabric is kept 
in a closed box structure with high security. In this structure, it is 
possible to access the data on the blocks only with the commands 
provided by Fabric. Due to this restriction, limitations are 
encountered in accessing block data through the developed 
application layer.  To avoid this uncertainty, we had to research 
how detailed information about the blocks could be shown. We 
wrote different functions from the display layer of the data for 
detailed access to the data on the layer on which it was kept. Maybe 
the most important problem that has encountered during the 
development of the application is about integration abilities. 
Although it is possible to create high security, flexible, modular 
closed box Blockchain network suitable for customer needs by 
using Hyperledger Fabric and Cello tools, there are shortcomings 
in terms of integration with external systems. If there is a need for 
such an external system integration, the use of Hyperledger Fabric-
Composer would more suitable. It makes it easier to integrate with 
Rest API with other systems. Besides all the problems 
encountered, it is to decide which type of framework to build as a 
result of our studies on another subject evaluated. If there is no 
need to integrate the applications to be developed with external 
systems, the use of Hyperledger Fabric-Cello may be preferred, but 
if there is a need for integration with external systems, the use of 
Hyperledger Fabric-Composer needs to be determined. A serious 
effort was made to overcome all these problems, different proof of 
concept work was completed. However, important experiences 
were obtained at the end. All these were obtained while generating 
HAVELSAN Smart Contract Framework. In the coming period, it 
is planned to develop different applications using this developed 
smart contract infrastructure. Thus, the accumulated knowledge 
can be further increased. 
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 Knowledge is important now for the development of social society; it is necessary for 
knowledge management. Knowledge management (KM) aims to support the creation, 
transfer, and application of knowledge in social societies. This fact illustrates that in the 
management of social knowledge, the role of social communities is very important and is 
influenced by factors in the process. With this, this study will look for theories and factors 
that influence KM social interactions that occur in social societies. The method used is a 
systematic literature review. The results of this study found theories and factors that 
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1. Introduction 
In the development of organizations and social societies, the 

need for knowledge becomes the most important [1][2][3]. The 
need is seen in transactions of knowledge through social ties and 
organizations that will provide developments within the 
organization or social community. The importance of acquiring 
knowledge and combinations as a source of value creation and 
competitive advantage [1]. Thus knowledge needs to be better 
managed [4][5]. Knowledge management (KM) aims to support 
the creation, transfer, and application of knowledge in 
organizations and social communities [3][6]. Social knowledge 
management is a management based on KM that involves social 
relationships [7]. This KM In management, there are two main 
aspects: one that refers to the management of general and other 
knowledge, which is particularly included in its social character. 

A social character can be seen in social network relationships 
and knowledge management, to explain how it is acquired, 
transferred, exchanged, and generating knowledge [5] about the 
basic social processes and learning of the organization; 
Knowledge science and technology management, which aims to 
promote research and development and use of ICT; A holistic 
knowledge management model, including models not seen in 
previous models and integrating new subdisciplines [7][8]. 

Knowledge management that occurs in the social community 
influenced interaction relationships that occur therein. The 
interaction that occurs will have the factors that affect an individual 
to interact. With this in the study wanted to find these factors. This 
study was conducted by systematic review literature. Therefore, 
this study tries to define "Theory dan factor influencing social 
knowledge management of social society?". This research will 
focus on looking for factors that influence social character within 
each social networking relationship for knowledge management. 
Where knowledge management begins making, transferring, 
making, and producing the knowledge gained in social society. 

2. Theoretical foundations 

2.1. Knowledge Management  

KM is a collection of tools, techniques, and strategies to 
maintain, analyze, organize, enhance, and share insights and 
experiences that justify the belief that knowledge is an asset to 
enhance the capacity of the organization to be able to work more 
effectively[1][9]. 

The existence knows knowledge management of Tacit 
Knowledge and Explicit Knowledge[10], [11]. Tacit Knowledge 
means the science or experience one gets through a daily activity 
in doing a field of work. Tacit knowledge will simply disappear if 
the person concerned does not share his / her knowledge with 
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others (transfer knowledge) or is not well documented in hard/soft 
copy[11]. Explicit Knowledge is more to how the science is well 
documented, so it can be stored ideally and does not just 
disappear[11]. Knowledge management model, Nonaka, and 
Takeuchi are renowned for their SECI (Socialization, 
Externalization, Combination, and Internalization) methods [11]. 

2.2. Social Community  

The community is a small or large social unit that has 
similarities that are described as norms, religions, values, or 
identities. This community is located in a specific geographic 
region or in cyberspace through a platform. Sometimes the 
community can be defined as a social bond. It is just as important 
as their identities, practices, and roles in social institutions such 
as family, home, work, government, community, or humanity [12]. 

2.3. Social Knowledge Management 

Social Knowledge Management is production management 
and dissemination of knowledge, research, and socially promoted 
epistemological models of the class[13]. Knowledge development 
in society involves the participation of social actors themselves 
and Trans Discipline (which is not equivalent to 
interdisciplinarity). The knowledge formed in this environment is 
the responsibility of the social individual to disseminate that has 
been facilitated in the exercise of critical thinking (social 
accessibility of knowledge) and has adequate social outreach for 
community development [13]. 

3. Methodology 

This study uses a systematic literature review (SLR) approach. 
SLR is used to identify, evaluate, and interpret all relevant 
research from research questions, phenomena, and topic areas 
[14]. SLR is carried out with several processes, including search 
process, inclusion criteria and exclusion, data extraction, and 
analysis of findings to answer research questions. 

3.1. Search process 

The first systematic literature review (SLR) process was 
carried out by searching for relevant articles and find with 
research in a reliable, reputable, and up-to-date journal database. 
The database includes: 

1. ACM Digital Library (dl.acm.org) 
2. IEEE Xplore Digital Library (http:/ieeexplore.ieee.org) 
3. JStor (www.jstor.com) 
4. Science Direct (www.sciencedirect.com) 
5. Emerald Insight (www.emeraldinsight.com) 
6. Springer Link (link.springer.com)  
7. Taylor and Francis (tandfonline.com) 

Search process in this research using the Boolean operator. This 
search can filter search data better, so search gets priority data. the 
Boolean operators used are AND and OR. the composition used 
by keyword is as follows: 

1. (‘Social’ AND ‘knowledge ‘AND ‘Management’) OR 
(‘Theory’) 

2. (‘Knowledge’ AND ‘Management’ OR’ Social’)  
3. (‘Knowledge’ AND ‘Management’ OR’ Social Theory’)  
4. (‘Knowledge’ AND ‘Management’ OR’ Social Society’) 

3.2. Inclusion and exclusion criteria 

The search inclusion process has three criteria, namely (1) 
Founded Study is the process of finding documents based on 
keywords, (2) Candidate Study is the process of selecting 
documents based on titles and abstracts that are relevant to the 
research objectives, (3) Selected Study is the process of filtering 
documents by reading carefully consider all that is used to answer 
research questions.  

The exclusion criteria process has provisions including 
determining the time of publication of a paper used so that in this 
study using a time period before 2001, a complete article identity 
structure (title, author, journal name, etc.), ensuring the article 
used is not duplicate and The built SLR can answer the questions 
in the research consistently. 

3.3. Data extraction  

The literature search process began in November 2017 by 
finding 278 article documents from the database, and the search 
criteria that have been determined are founded studies. The 
second process found 152 article documents from the screening 
process of relevant documents based on titles and abstracts as 
candidate studies. the final process found 39 article documents 
which through the process of careful reading of the contents of the 
document as candidate studies and used to answer research 
questions 

Table 1. Number studies in selected sources 

Source founded 
Studies 

Candidate 
studies 

Selected 
studies 

Emerald 60 45 3 
IEEE 40 16 6 
Jstor 30 17 3 
ACM 25 10 3 
Science Direct 35 15 5 
Taylor and Francis 48 31 9 
springer 40 18 10 
 278 152 39 

4. Results and discussions 

4.1. Demographic and trend characteristics  
 

4.1.1. Publishing outlets  

From the search process, there is a great deal of research in 
various conferences and journals. This study found among others: 
journal Knowledge Management Research & Practice (#5), 
Hawaii International Conference on System Sciences (#2), 
International Journal of Information Management (#2), Total 
Quality Management & Business Excellence (#2), and the other 
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amounted to 1. The total number of 39 from conference and 
journal, can be seen in the following table 2 

Table 2. Source of publications 

Journal/ 
conference Journal/conference name # % 

Journal Knowledge Management Research 
& Practice 

5 12.82 

conference 2011 44th Hawaii International 
Conference on System Sciences 

2 5.13 

Journal International Journal of 
Information Management 

2 5.13 

Journal Total Quality Management & 
Business Excellence 

2 5.13 

conference 2010 International Conference on 
E-Product E-Service and E-
Entertainment, ICEEE2010 

1 2.56 

conference 2014 IEEE Workshop on 
Advanced Research and 
Technology in Industry 
Applications (WARTIA) 

1 2.56 

conference Adaptation and Value Creating 
Collaborative Networks: 12th IFIP 
WG 5.5 Working Conference on 
Virtual Enterprises, PRO-VE 2011 

1 2.56 

Journal Advances in Intelligent and Soft 
Computing 

1 2.56 

Journal Computational and Mathematical 
Organization Theory 

1 2.56 

Journal Development in Practice 1 2.56 
Journal Healthcare Knowledge 

Management SE - 8 
1 2.56 

Journal Housing, Care and Support 1 2.56 
conference IFIP Advances in Information and 

Communication Technology 
1 2.56 

Journal Information & Management 1 2.56 
Journal Information Processing and 

Management 
1 2.56 

conference International Conference on 
Context-Aware Systems and 
Applications 

1 2.56 

conference International Conference on 
Knowledge Management in 
Organizations 

1 2.56 

conference International Symposium IUKM 
2013 

1 2.56 

Journal Journal of Business Ethics 1 2.56 
Journal Journal of Information Technology 1 2.56 
Journal Journal of Integrated Care 1 2.56 
Journal Journal of International Business 

Studies 
1 2.56 

Journal Journal of Knowledge 
Management 

1 2.56 

conference Procedia Computer Science 1 2.56 

Journal/ 
conference Journal/conference name # % 

conference Proceeding OSDOC '13 
Proceedings of the Workshop on 
Open Source and Design of 
Communication 

1 2.56 

conference Proceedings of the 2010 
International Conference on 
Information Technology and 
Scientific Management 

1 2.56 

conference Proceedings of the 2012 
iConference on - iConference '12 

1 2.56 

conference Proceedings of the 41st Annual 
Hawaii International Conference 
on System Sciences (HICSS 2008) 

1 2.56 

conference Proceedings of The 3rd 
Multidisciplinary International 
Social Networks Conference on 
Social Informatics 

1 2.56 

Journal Public Performance and 
Management Review 

1 2.56 

Journal Technology Analysis and Strategic 
Management 

1 2.56 

Journal The Academy of Management 
Journal 

1 2.56 

Total source publication 39  

4.1.2. Most productive institutions  

The most productive institution is a National Central 
University, National Central University, Ewha Woman's 
University with two paper each. An others institution each have 
one paper. Detail data can be seen in table 3 which in total there 
are 53 institutions. 

Table 3 Source of publications 
Institutions # papers   % 
National Central University,  2 3.64 
Hebei University of technology Tianjin 2 3.64 
Ewha Womans University 2 3.64 
Vrije Universiteit Amsterdam 1 1.82 
University of Zagreb 1 1.82 
University of Westminster,  1 1.82 
University of Twente, 1 1.82 
University of Turkey, 1 1.82 
University of Toronto 1 1.82 
University of Science and Technology 1 1.82 
University Of Salford 1 1.82 
University of Melbourne 1 1.82 
University of Manchester  1 1.82 
University of Las Palmas de Gran Canaria 1 1.82 
University of Groningen 1 1.82 
University of Caxias do Sul 1 1.82 
University of Auckland 1 1.82 
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Institutions # papers   % 
Universiti Teknologi Malaysia  1 1.82 
Universiti Teknologi Malaysia 1 1.82 
universitas liverpool 1 1.82 
Tilburg University,  1 1.82 
The Hong Kong Polytechnic University 1 1.82 
Technical University of Bari,  1 1.82 
Royal Tropical Institute,  1 1.82 
Renmin University of China,  1 1.82 
North Carolina State University ,  1 1.82 
National University of Singapore,  1 1.82 
National Taiwan Ocean University 1 1.82 
National Sun Yat-sen University, 1 1.82 
National Quemoy University,  1 1.82 
National Kaohsiung First University of 
Science of Technology 1 1.82 
Nanyang Technological University, 1 1.82 
Jiangsu University of Science and 
Technology  1 1.82 
Jiangsu University of Science and 
Technology 1 1.82 
Instituto Universitario de Lisboa 1 1.82 
Hong Kong Baptist University 1 1.82 
FCET Staffordshire University, 1 1.82 
Dalian University of Technology Dalian 1 1.82 
City University of Hong Kong 1 1.82 
Center for Innovation Research,  1 1.82 
Bei Hang University, 1 1.82 
Autonomous University of Baja California 1 1.82 
Arizona State University 1 1.82 
Åbo Akademi University 1 1.82 
 University of Siegen 1 1.82 
 The University of Sydney Business School 1 1.82 
 National Chiao Tung University 1 1.82 
 National Central University, 1 1.82 
 Harrisburg University of Science and 
Technology 1 1.82 
 Gazi University 1 1.82 
 Australian National University (ANU) 1 1.82 
 Al Ghurair University,  1 1.82 
 Peking University, 1 1.82 
Total institution : 53 institutions  56  

 
4.2. Authors’ academic backgrounds  

The academic background author that can be seen in table 3 
consists of 18 backgrounds of 91 authors that match the research. 

Table 4. Discipline of authors 

Department #  % 
Department of Information Systems 14 12.74 
Information Management 13 11.83 

Business Administration 11 10.01 
Industry  10 9.1 
Management 9 8.19 
Economics and Management  9 8.19 
Architecture and Urban Studies 4 3.64 
Department of Informatics 3 2.73 
Chemical Sciences and Engineering 3 2.73 
Center for Sustainable Innovation 3 2.73 
Technology and Management 2 1.82 
Shipping and Transportation Management 2 1.82 
Business and Finance 2 1.82 
Business and Economics 2 1.82 
Science and Technology 1 0.91 
Development Policy Management  1 0.91 
Department of Management and Marketing 1 0.91 
Computing Drive 1 0.91 
Total 91  

4.3. Background of authors 

The author's background consists of 81 academic and 32 from 
the industry. Those who do related research on knowledge 
management. 

Table 5. Background of authors 
Background author #  % 
Academic 81 90.9 
industry 10 9.1 
Total 91   

 
4.4. University affiliation according to country 

University affiliation of the 68 countries, China has 16 authors 
with six institutions, Taiwan has 13 authors with six institutions, 
the USA has nine authors with five institutions, Netherland has 
eight authors with five institutions, the UK has seven authors with 
four institutions, and detail data can see in table six. it is a country 
that contributes in the development research in knowledge 
management. 

Table 6. University affiliation according to country 

  Country 
# 

authors   
% 

authors 
# 

institutions   
% 

institutions   
China  16 17.58 6 12.77 
Taiwan 13 14.29 6 12.77 
USA 9 9.89 5 10.64 
Netherlands 8 8.79 5 10.64 
UK 7 7.69 4 8.51 
Hongkong 5 5.49 3 6.38 
Italy 4 4.40 1 2.13 
Korea 
Selatan 4 4.40 1 2.13 
Australia 3 3.30 2 4.26 
Portugal 3 3.30 1 2.13 
Brazil  3 3.30 1 2.13 
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  Country 
# 

authors   
% 

authors 
# 

institutions   
% 

institutions   
Finland 2 2.20 2 4.26 
Singapore 2 2.20 2 4.26 
Spain 2 2.20 1 2.13 
Turkey 2 2.20 1 2.13 
Malaysia 2 2.20 1 2.13 
New Zealand 2 2.20 1 2.13 
United Arab 
Emirates 1 1.10 1 2.13 
Australia 1 1.10 1 2.13 
México 1 1.10 1 2.13 
Croatia 1 1.10 1 2.13 
Total 
country: 21 
countries 91  47  

4.5. Most prolific authors  

From the analyst's point of view, there are 90 authors with 39 
papers. The author who actively found the author on KM in social 
society is Marleen Huysman (# 2). Another writer averages one 
article. It can be seen clearly in Table 7 below. 

Table 7. most prolific authors 

Author # % 
Marleen Huysman 2 2.25 
Albert A. Cannella Jr 1 1.12 
Gang Qu 1 1.12 
Rolando Vargas Vallejos 1 1.12 
Amanda Edwards 1 1.12 
Andrew Long 1 1.12 
Annette Boaz 1 1.12 
Anne-wil Hazing 1 1.12 
AydÄntan Belgin 1 1.12 
Bosen Li 1 1.12 
CarlaC.J.M. Milla 1 1.12 
Carlos J. Costa 1 1.12 
Caterina De Lucia 1 1.12 
Chen Yen Yao 1 1.12 
Chen Yijia 1 1.12 
Cheng Yang Lai 1 1.12 
Chia Fen Chung  1 1.12 
Chin-Chung Tsai 1 1.12 
Chongju Choi 1 1.12 
Chun-Wei Choo 1 1.12 
David Sundaram 1 1.12 
Dino Borri 1 1.12 
Fan Yi-Wen 1 1.12 
G.Widen 1 1.12 
Goksel Aykut 1 1.12 
Guido Sechi 1 1.12 
He Wei  1 1.12 
Hsing Kuo Wang 1 1.12 

Author # % 
Hsiu-Fen Lin 1 1.12 
Janaina Macke 1 1.12 
Javier Osorio 1 1.12 
Jay Liebowitz 1 1.12 
Jin Hui 1 1.12 
Jingjing Han 1 1.12 
Jin-Xing Hao 1 1.12 
Jo van Engelen 1 1.12 
Jordan Lewis-Pryde 1 1.12 
Jui Pattnayak 1 1.12 
Julia Nieves 1 1.12 
Jung Feng Tseng 1 1.12 
Kadgia Faccin 1 1.12 
Kang Kai 1 1.12 
Kelly Lyons 1 1.12 
Kwok-Kee Wei 1 1.12 
Lesley Gray 1 1.12 
Li Wang 1 1.12 
Lorna Uden 1 1.12 
Lv Jingyin 1 1.12 
M. Ann McFadyen 1 1.12 
Manuela Aparicio 1 1.12 
Margaret Sheng 1 1.12 
Mark W.McElroy 1 1.12 
Markus Schatten 1 1.12 
Matti Mantymaki 1 1.12 
Mohamed Khalifa 1 1.12 
Niels Noorderhaven 1 1.12 
Nuno Sousa 1 1.12 
Ping Chuan Chen 1 1.12 
Qian Qian 1 1.12 
Rafael Pimienta-romo 1 1.12 
Rendi Hartono 1 1.12 
Rene J.Jorna 1 1.12 
Reyes Juarez-ramirez 1 1.12 
Richard David Evans 1 1.12 
Richard Heeks 1 1.12 
Riemer kai 1 1.12 
Rose Alinda Alias 1 1.12 
Sabyasachi 1 1.12 
Sarah Cummings 1 1.12 
Shih-Wei Chou 1 1.12 
Shiu Wan Hung 1 1.12 
Steven Chuang 1 1.12 
Tzu Fong Liao 1 1.12 
Valeria Sadovykh 1 1.12 
Viesturs Celmins 1 1.12 
Viesturs Celmins 1 1.12 
Violeta Ocegueda-miramontes 1 1.12 
Volker Wulf 1 1.12 
Wu Cheng-Chieh 1 1.12 
Xiao Ying Dong 1 1.12 
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Author # % 
Yan Yu  1 1.12 
Yen-Chiang Fang 1 1.12 
Yu Fang Yen 1 1.12 
Yu-Chieh Chang 1 1.12 
Yujin Choi 1 1.12 
Yung Ming Li 1 1.12 
Zainal Wardah Abidin 1 1.12 
Zhang Jie 1 1.12 
Total 89  

 
4.6. Mapping to Theories, Factors, and Paper  

The comprehensive review process classifies the factors that 
are mostly done in knowledge management in social societies. 
This factor classification mapping is based on the theory, factors, 
and authors of the articles used in this study. The following results 
are shown in Table 8 

Table 8. Theories, Factors, and Paper 

Theory Factor  ID Paper 
Social Capital Cognitive social capital [15],[16],[17]

,[18],[19],[20
],[21],[22], 
[23],[24],[25]
,[26], 
[27],[28],[29]
,[8], 
[30],[31],[32]
,[33],[34],[35
],[36],[37], 
[38] 

Relational social 
capital 
 Structural social 
capital 

Social network-
based Markov 
Chain (SNMC) 
models 

Semantic Similarity [39] 
Profession, Reliability, 
Social intimacy 
Popularity, 

Enterprise Social 
Networking   

Work Discussion [40] 
Input Generation 
Problem-solving, 
Social Praise 
Idea Generation 
Status Updates 
Informal 
Task Management 
Talk Event, 
Notifications 

Theory of Planned 
Behavior (TPB) 

The intention, 
Perceived behavior 
toward 

[19] 

Transactive  
Memory System 
(TMS) Theory 

Credibility  [18] 
Specialization  
Coordination  

SECI model Socialization, 
Externalization,  

[2] 

Theory Factor  ID Paper 
Combination, and 
Internalization 

Social Networks 
 

People-related, 
Process-related, 
Technical-related, 
Adaptability/ Agility, 
Creativity, Institutional 
memory building, 
Organizational Internal 
Effectiveness, 
Intangibility, 
Heterogeneity, 
Perishability 

[41],[42], 
[43], [44] 

Semantic Social 
Networks 
 

Basic typed Semantic 
Social networks and 
Trust annotated 
semantic social 
networks 

[45] 

Social Interaction 
 

Employee motivation 
(Intrinsic motivation 
and Extrinsic 
motivation), Social 
interaction 
(Interpersonal trust, 
Openness in 
Communication, and 
Social reciprocity), and 
Knowledge 
Management (KM) 
strategy (Codification 
Knowledge Strategy 
and Personalization 
Knowledge Strategy) 

[46] 

 
4.7. Keyword Analysis  

Keyword Analysis used in searching papers related to the 
study of social knowledge Management. The keyword used yields 
278 papers from 7 reputable journal database sources. Among the 
frequently used keywords are ‘Knowledge Management Social 
Theory’. Article data found on other keywords that occur overlap. 

Table 9.  Most frequently used keywords 

Keyword 

Paper 

Em
eral

d 

I
E
E
E 

J
st
o
r 

A
C
M 

Sci
enc
e 

Dir
ect 

T
an
d
F 

spri
nge

r 

Knowledge 
Management Social 17 

1
0 4 8 10 15 8 

Knowledge 
Management Social 
Theory 12 8 

1
0 9 8 12 15 
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Knowledge 
ManagementSocial 
Society 15 

1
5 8 5 12 14 8 

Social knowledge 
Management 
Theory 16 7 8 3 5 7 9 

4.8. Mapping Theories for Factors to uses in Social Knowledge 
Management  

• Theory of Planned Behavior (TPB) 
Ajzen explains that TRA is an individual's attitude toward 

behavior positively influencing intention to participate in that 
behavior[19]. The main factor of planned behavior theory is the 
individual's intention to perform certain behaviors. An intent is 
assumed to capture the motivating factors that influence the 
behavior of the individual. This is an indication of how hard it is 
for people to try, how much effort they plan to do that behavior. 
As a general rule, the stronger the intention to engage in the 
behavior, the more likely it is to perform. However, it should be 
clear that behavioral intentions can only express behavior only if 
the behavior in question is under complete control [47].  

• Transactive memory system (TMS) theory  
The concept of TMS is the specific division of labor processes 

that relate to taking, storing, and retrieving knowledge from 
different environments[48]. The TMS process occurs in 
individual/group transactions that are aware of the need to 
develop unique knowledge and member expertise so that a group 
can rely on member knowledge. This TMS consists of three main 
components (1) specialization shows different members' 
knowledge structures, (2) credibility shows members' beliefs 
about the accuracy and reliability of other members' knowledge, 
(3) coordination shows the effective and orderly storage of 
knowledge [18]. 

 
• Social capital theory 

Social capital is a knowledge resource that comes from social 
networks that people can use to make a behavior. This is 
illustrated through the ability to access and exchange the 
knowledge resources of individuals who are in the social structure. 
[22],[23],[24],[25], [26][49]. This makes Social capital has been 
recognized as an important factor for social interaction[15],[16], 
[17],[18], [19], [20], [21]. Interpersonal networks provide 
channels for the exchange of tangible and intangible resources 
needed. Nahapiet & Ghoshal suggest that social capital is a 
multifaceted concept and can be divided into three dimensions: 
capital structure, relationship capital, and cognitive capital.  

• SECI model 
The process of socialization refers to the transfer of knowledge. 

The externalization process refers to documenting their 
knowledge so that it is possible to share it with others [1], [10], 
[11]. The Combination Process refers to combining knowledge 
with other knowledge to rearrange new knowledge [2]. 
Internalization Process. During the process of making new 
knowledge that everyone can share with each individual through 

further consultation, training, and assimilating this knowledge [2], 
[11]. 

 
• Social Networks 

Social Network Theory is a theory or study that studies how 
people, organizations, or groups interact with others in the 
network that exists in them[50], [51].In understanding this theory, 
it is easier when you examine individual pieces that start with the 
most significant element, i.e., the network, and work up to the 
smallest element, i.e., the actor[19]. Social networks are social 
structures that have a set of social actors (such as individuals or 
organizations), a collection of ties, and other social interactions 
between actors [52]. The view of the social network provides a set 
of methods used to analyze the structure of the entire social entity 
as well as theories that explain the patterns observed in this 
structure [45]. 

5. Conclusions 
Results obtained from the discussions that have been 

described. Described the knowledge management occurs within 
the social environment can be seen from the development of 
research conducted with several theories. Social capital 
theory[15][16][17] shows that 3 very strong factors can influence 
social relationships that occur in individuals within the social 
community is structural capital, cognitive capital, and relationship 
capital, in addition to this Theory of Planned Behavior (TPB)  
illustrates that the main factor for determining the intention of 
individuals to perform certain behaviors is the attitude of 
individuals to behave positively [19] [47]. it also affects 
knowledge management. 

After that, individual transactions described in the Transactive 
memory system (TMS) theory [48] have major components: 
specialization, credibility, coordination, so that teams can develop 
a shared awareness of each member's unique knowledge and 
expertise[18]. 

Maintain relationships and transactions that occur requires a 
good social network. Social network theory explains by 
increasing interpersonal trust, informal communication, and 
reciprocal relationships, People-related, Process-related, 
Technical-related, Adaptability/agility, Creativity, Institutional 
memory building, Organizational internal effectiveness, 
Intangibility, Heterogeneity, Perishability, in turn, increasing KM 
maturity. The theory of social interaction affects the improvement 
of social networking relations. Factors are employee motivation 
(intrinsic motivation and extrinsic motivation), social interaction 
(interpersonal trust, openness in communication, and social 
reciprocity), and knowledge management (KM) strategy 
(codification knowledge strategy and personalization knowledge 
strategy). From the results obtained, this study illustrates these 
factors that affect KM in social society. 

6. Implication 

Based on the findings of structural capital, cognitive capital, 
and relationship capital on social capital theory, it becomes an 
essential factor to be seen in KM in social society. Thus KM can 
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well by looking at the individual social interactions that occur. By 
calculating or reviewing the interaction. The implications are 
given in science is that social knowledge management requires 
developed social media today that can facilitate interactions that 
occur within a social community. 

7. Limitation and Future research 

This study has a limited database used; this is due to limited 
access. The number of articles to be added is mainly extracted 
from credible and published databases in the last five years.  
Future research, researchers will perform statistical analysis of 
these factors on the social community to determine the influence 
of these factors. so, it can be seen with concrete factors that 
influence in KM 
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 This paper presents a solution that automates Abaca fiber grading which would help the 
time-consuming baling of Abaca fiber produce. The study introduces an objective 
instrument paired with a system to automate the grade classification of Abaca fiber using 
Convolutional Neural Network (CNN). In this study, 140 sample images of abaca fibers 
were used, which were divided into two sets: 70 images; 10 per grade, each for training 
and testing. The input images were then scaled to 112x112 pixels. Next, using a customized 
version of VGGNet-16 CNN architecture, the training set images were used for training. 
Finally, the performance of the classifier was evaluated by computing the overall accuracy 
of the system and its Cohen kappa value. Based on the result, the classifier achieved 83% 
accuracy in correctly classifying the Abaca fiber grade of a sample image and obtained a 
Cohen kappa value of 0.52 — Weak, Level of Agreement. The implementation of this study 
would greatly help Abaca producers and traders ensure that their Abaca fiber would be 
graded fairly and efficiently to maximize their profit. 
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1. Introduction 

Abaca (Musa textilis) or Manila hemp in international trade is 
indigenous to the Philippines. The Philippines is the world’s 
largest producer of abaca fiber accounting for about 85% of the 
global production. Abaca plants are cultivated in 130 thousand 
hectares across the island by over 90 thousand farmers. It is one of 
the major export products of the country together with the banana, 
coconut oil, and pineapple. Because of this, the Philippines’ 
agricultural sector is very important for the economy as it 
contributes about 16% of Gross Domestic Product (GDP). The 
abaca industry continues to make a stronghold in domestic and 
international markets providing a yearly average baling (in bales 
of 125 kgs) of 424, 212 annually from 2012 – 2017 [1]. 

Philippine Fiber Industry Development Authority (PhilFIDA), 
is a government agency tasked to grade different fiber grades of 
the Abaca fibers, due to the use of different stripping knives 
serrations and spindle/machine-stripper. There are 13 fiber 
classifications in grading in which eight in normal grades (see 
Table 1), four in residual and one in wide strips that are currently 
used in the market based on its texture, color, length and strength 
[2]. Many manufacturing industries require large qualities of 
different classifications of fiber such as pulp, paper products, and 
for automotive applications. 

Owing to the lack of instruments for an objective measurement 
of fiber quality, grading and classification have to be done by 
visual inspection, which is time-consuming and costly hence, the 
purpose of this study. 

2. Related Work 

 Abaca fiber is considered as one of the strongest among 
natural fibers which are three times stronger than sisal [3]. It can 
be planted through disease-free tissue cultured plantlets, corm cut 
into 4 pieces with one eye each (seed piece) and sucker (used for 
replanting missing hills) [4]. It is mostly grown in the upland parts 
and grow on light textured soils under the shed of coconut trees. 
Abaca is harvested by cutting the stem using a sharp machete 
within 18–24 months of planting. After which, fibers are stripped 
by hand or spindle stripping. The fibers are then sun-dried and sold 
on an ‘all in’ basis [5]. Abaca fiber bundles are then delivered by 
local traders to the Grading Baling Establishment (GBE) that will 
undergo grading and classification. 

In a study by [6], the grade of the Abaca fiber image in the 
bundle was predicted by two types of learning algorithms in neural 
networks based only on the color of the eight different normal 
grades. The learning algorithm in neural networks was the Self-
Organizing Map (SOM) and Back Propagation Neural Network 
(BPNN). When implemented, the accuracy of SOM is 46% while  
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Table 1: Normal grades of hand stripped abaca fiber [6] 

Grade Description 

Name Alphanumeric 
code 

Fiber 
strand size 

(in mm) 
Color Stripping Texture 

Mid current EF 0.20 – 0.50 Light ivory to a hue of very light brown 
to very light ochre 

Excellent Soft 

Streaky Two 
 

S2 0.20 – 0.50 Ivory white, slightly tinged with very 
light brown to red or purple streak 

Excellent Soft 

Streaky Three S3 0.20 – 0.50 Predominant color – light to dark read 
or purple or a shade of dull to dark 

brown 

Excellent Soft 

Current I 0.51 – 0.99 Very light brown to light brown Good Medium 
soft 

Soft seconds G 0.51 – 0.99 Dingy white, light green and dull 
brown 

Good   

Soft Brown H 0.51 – 0.99 Dark brown Good  
Seconds JK  0.51 – 0.99 Dull brown to dingy light brown or 

dingy light yellow, frequently streaked 
with light green 

Fair  

Medium brown M1 0.51 – 0.99 Dark brown to almost black Fair  

BPNN is 88%. BPNN is then the efficient alternative for the 
identification of Abaca fiber grades based on color classification 
provided by PhilFIDA. This study did not determine the grade of 
the Abaca fiber based on its texture which is the primary basis in 
grading its quality. 

In [7] the study shows that by combining hand-crafted (color 
and texture) and convolutional neural network (CNN) features, the 
classification of images acquired in different lighting conditions, 
greatly improved. The same study also shows that VGGNet-16 
CNN architecture outperforms other CNN architecture. 

Furthermore, CNN has achieved human-like performance in 
several recognition tasks such as handwritten character 
recognition, face recognition, scene labeling, object detection, and 
image classification among others [8–16].  

3. Material and Method 

Figure 1 illustrates the system architecture applied in this 
study. The Abaca fiber grade classifier was composed of two 
phases. Each phase started with image acquisition and followed by 
a segregation of samples into folders for training and testing 
dataset. Then rescaling the image dimension from 2976x2976 
pixels into 112x112 pixels then followed by converting each image 
to RGB channel. 

3.1. Image Acquisition and Pre-processing 

The abaca fiber samples (see Figure 2) were obtained by 
requesting Ching Bee Trading Corporation in Brgy. Hilapnitan, 
Baybay City, Leyte for Abaca fiber samples of different grades and 
the actual grading was done by a certified PhilFIDA inspector. 
Samples of abaca fiber for seven grades (S2, S3, I, G, H, JK, M1) 
only were segregated for image acquisition. The EF grade fiber 
was not available in the current season because of the ongoing El 
Niño phenomenon and other climate change factors. 

In [7] it is further explained that the different viewpoint and 
illumination of the acquired digital image will greatly affect the 
classification accuracy of the system. So, in this case, Abaca fiber 
sample image must be acquired in a controlled environment using 
an objective instrument ― a customized photo box and a 16.0-
megapixel Samsung S6 camera with a distance of 19 cm above the 
sample and taken in the middle part only as shown in Figure 3. 

3.2. Training Phase 

The CNN architecture implemented in this study is shown in 
Figure 4. It consists of five convolutional layers followed by a 
rectified linear unit as activation function, and three pooling layers. 
After the last pooling layer is flatten into a single column vector, 
the concatenated 1024 data values are inputs to the neural network 
and it needs to be trained using back propagation algorithm. Then, 
the training optimization used was stochastic gradient descent 
optimization technique in finding the set of weights and biases 
between the neurons that determine the global minima of the loss 
function. All weights and bias values are set to random. Drop-outs 
and batch normalization were also applied in the CNN training 
phase. 

3.3. Testing Phase and Performance Evaluation 

The generated model and label files after the training phase will 
be used in the testing phase. Ten sample abaca fibers per grade 
were used as testing data to determine the performance of the 
system. The results will be plotted in a confusion matrix and from 
this, we can acquire the classifier’s accuracy using (1) and Cohen 
kappa value using (2). Thereafter, we can evaluate the classifier’s 
level of agreement based on the Cohen kappa value (see Table 2). 

Accuracy= sum of correctly predicted grade
total number of predictions

         (1) 
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Figure 1: System architecture of the Abaca fiber grade classifier. 

 
Figure 2: Sample images of abaca fiber with their corresponding grade. 

 
Figure 3: (A) Location of the Abaca fiber, (B) CAD design of photo box, and (C) acquisition set-up of abaca fiber image. 

κ= pο-pε 
1- pε

   (2) 

where,  

pο = the relative observed agreement among raters. 
pε = the hypothetical probability of chance agreement 

4. Experimental Results 
After conducting the training phase using the training set abaca 

fiber sample images (see Table 3), the parameters of the 

instantiated model based from Figure 4 were adjusted. The 
adjusted model will be used in the testing phase as the Abaca grade 
classifier. 

In the testing phase, the user needs to load an Abaca fiber 
captured image from the objective instrument, and trigger the 
“Predict Grade” button where a matching percentage per grade 
class will be generated (see Figure 5). After testing the model with 
the testing dataset of 70 images (10 images per grade), the sample 
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results were shown in Table 4. Confusion matrix (see Table 5) 
were then derived from Table 4. 

Based on the results, the classifier achieved an 83% overall 
accuracy in correctly classifying the Abaca fiber grade of a sample 
image and attained a Cohen kappa value of 0.52. 

The overall accuracy rate of the system indicates that the 
objective instrument paired with the application of a customized 
VGGNet-16 convolutional neural network is sufficient enough to 
support an accurate classification of the Abaca fiber grade based 
on an Abaca fiber sample image. 

No grade G Abaca fibers were correctly identified. Instead they 
were mistakenly classified as either grade M1 or I. Only grade G’s 
recall achieved 0% (see Table 6) while other grades achieved 
greater than or equal to 90%. This means that CNN did not draw a 
distinct difference between features extracted from grade G Abaca 
fibers, and M1 or I Abaca fibers. This is a highly likely scenario 
since grades M1 and I Abaca fibers have a 100% accurate 
prediction. 

The Cohen kappa value of the classifier conveys that the 
percentage of data that are only reliable ranges from 15% – 35% 
only. The low Cohen’s Kappa value stems from having no correct 
classification of G grade due to ambiguity or low distinct features 
between grade G Abaca fibers and grade M1 and I Abaca fibers, 
in 2-dimensional texture processing. 

Table 2: Cohen's Kappa Value - Level of Agreement Equivalency 

Value of 
Kappa 

Level of 
Agreement 

Percentage of Data 
that are Reliable 

0-.20 None 0-4% 
0.21–0.39 Minimal 4-15% 
0.40–0.59 Weak 15-35% 
0.60–0.79 Moderate 35-63% 
0.80–0.90 Strong 64-81% 
Above .90 Almost Perfect 82-100% 

 

 

Figure 4: Customized VGGNet-16 CNN Architecture. 

Table 3: Sample Abaca Fiber Training Set Images per Grade 

Grade Sample Images 

S2 

 

S3 

 

I 
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G 

 

H 
 

JK 

 

M1 

 

 

Figure 5: Prediction results of the Abaca fiber image. 

Table 4: Prediction Results of Testing Dataset Abaca fiber images 

Sample 
No. Actual Grade Predicted Grade Remarks 

1 Current(I) Current(I) Correct 
2 Current(I) Current(I) Correct 
3 Current(I) Current(I) Correct 
4 Current(I) Current(I) Correct 
5 Current(I) Current(I) Correct 
6 Current(I) Current(I) Correct 
7 Current(I) Current(I) Correct 
8 Current(I) Current(I) Correct 
9 Current(I) Current(I) Correct 

10 Current(I) Current(I) Correct 
11 Medium Brown(M1) Medium Brown(M1) Correct 
12 Medium Brown(M1) Medium Brown(M1) Correct 
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13 Medium Brown(M1) Medium Brown(M1) Correct 
14 Medium Brown(M1) Medium Brown(M1) Correct 
15 Medium Brown(M1) Medium Brown(M1) Correct 
16 Medium Brown(M1) Medium Brown(M1) Correct 
: : : : 

70 Streaky Two(S2) Streaky Two(S2) Correct 
 

Table 5: Confusion matrix based on Table 4. 

  Actual Abaca Fiber Grades 

  S2 S3 I G H JK M1 

Sy
st

em
 P

re
di

ct
ed

 G
ra

de
s 

S2 10 0 0 0 0 0 0 

S3 0 9 0 0 0 0 0 

I 0 0 10 2 0 0 0 

G 0 0 0 0 0 0 0 

H 0 0 0 0 10 1 0 

JK 0 0 0 0 0 9 0 

M1 0 1 0 8 0 0 10 

Table 6: Recall for each Abaca fiber grade from Table 5. 

Grade Recall 

S2 100% 

S3 90% 

I 100% 

G 0% 

H 100% 

JK 90% 

M1 100% 
 

5. Conclusion and Future Work 

This study addresses the lack of objective instrument in 
acquiring unbiased datasets of Abaca fiber images. The 
implemented system used CNN as the main classifier and its 
performance was evaluated. Though the system correctly 
classified most of their Abaca fiber grades, it fails to classify any 
of the grade G Abaca fibers. Thus, adding other features aside from 
ones extracted from the image or trying other AI systems to be used 
as a classifier would be recommended. 
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With the current amount of data nowadays, the need for processing power has vastly
grown. By relying on CPU processing power, current processing power is depending on
the frequency and parallelism of the current CPU device. This means this method will lead
to increased power consumption. Current research has shown that by utilize the power
of GPU processing power to help CPU to do data processing can compete with parallel
CPU processing design but in a more energy-efficient way. The usage of GPU to help CPU
on doing general-purpose processing has stimulated the appearance of GPU databases.
GPU databases have gained its popularity due to its capabilities to process huge amount
of data in seconds. In this paper we have explored the open issues on GPU database and
introduce a machine learning model to enhance the GPU memory usage on the system by
eliminating unnecessary data processing on GPU as on certain queries, CPU processing
still outperforms the GPU processing speed. To achieve this, we develop and implement the
proposed approach machine learning algorithm using python 3 languages and OmniSci 4.7
for the database system. The applications are running on Ubuntu Linux environment as the
GPU environment and Docker as the CPU environment and the results we find that KNN
algorithm performs well for this setup with 0.93 F1-Score value.

1 Introduction

The amount of data has proliferated every day, which strengthened
the need for a high-speed database management system. With the
current amount of data that big, very powerful processing powers
need also increased. On the other hand, real-time data processing
needs have pushed the conventional database into its limits. Digital
Universe & EMC estimates that data collected in 2020 will have
nearly 44 trillion gigabytes [1]. This situation stimulates the born of
another database system such as Hadoop system, Big Query, Apache
Spark, ClickHouse, Amazon Athena, etc. All of these databases are
born with enormous processing power which makes big data pro-
cessing much faster. However, their processing capabilities depend
on the number of nodes and parallelism of the current CPU device,
which mean this leads to increased power consumption [2, 3].

In 2013, there is a new database created which gets the atten-
tion of some researchers, this kind of database is using graphics
processing units (GPUs) to help central processing unit (CPU) on
processing the data which makes it very powerful but in an afford-
able way. The name of this new database is OmniSci. GPU is very
famous for its parallel processing [4]. However, due to different

memory architecture between CPU and GPU, data under the main
memory cannot directly be accessed by GPU. Hence the data need to
be transferred into GPU memory to do data processing on GPU [5].
The data transfer between GPU device and main memory is going
through PCI Express bus slot, Nowadays, the latest PCI Express bus
on the market is version 5.0 which have a maximum transfer speed
of 63.02 GB/s, this behaviour caused the huge processing amount
of data on GPU will have I/O bottleneck. Some researchers found
the side effect of using GPU as a co-processor which can make a
query run slower than CPU only processing. The main challenge of
doing data processing on GPU is the data transmission bottleneck
while doing non-numerical type data processing [6]. Hence, the
query execution time using GPU co-processor not guarantee the
processing will be faster compared to the CPU only. Until today, We
cannot find research that fully identifies the components of query
which still not optimized on the GPU nor use a machine learning
model to switch query execution platform between CPU and GPU
in a hybrid way.

In this research, we introduce a hybrid approach to select the
optimum execution platform processing platform between CPU and
GPU with a machine learning model helps. The main focus of this

*Dennis Luqman, Jl. Kebon Jeruk Raya No. 27 Kebon Jeruk Jakarta Barat 11530, +6281807185590, dennis.luqman@binus.ac.id

www.astesj.com
https://dx.doi.org/10.25046/aj050328

214

http://www.astesj.com
https://www.astesj.com
https://dx.doi.org/10.25046/aj050328


D. Luqman et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 214-225 (2020)

research is to find out which query is faster on CPU and which on
GPU co-process, to do that, we will create an automatic query parser
to parse a single query to determine machine learning parameters,
and based on obtained parameters, the machine learning model will
determine which platform is the best to execute the parsed query. By
do query processing platform management, we can also manage the
usage of GPU memory to ensure a GPU type query can be executed
on GPU.

2 Background & Related Works

2.1 GPU Architecture

GPU is a device that commonly used on a computer or notebook.
GPU’s primary purpose is to do intensive graphical functions such
as watching videos, gaming, or video rendering. As the time be-
ing, GPU was started to be used as general-purpose processing [7].
GPU become very popular on general-purpose processing due to
its Single Instruction Multiple Data (SIMD) characteristics which
will help to boost processing performance on data-intensive compu-
tations [5, 8]. However, apart from its processing power, there is a
challenge that needs to be faced while utilizing the GPU processor
as a CPU co-processor due to its memory architecture.

Figure 1: CPU - GPU Architecture [9]

As shown on Figure 1, GPU usually called as a device system,
while CPU is called as a host system, the device system is connected
to the host system using PCI express bus. Each host and device
has its own memory and processors, typically the host and device
memory do not share the same address space, which means the
device system cannot directly access the host’s memory and vice
versa. Therefore, to do data processing on GPU, the data need to be
transferred into the device memory first. In general, data are stored
on a hard drive or solid-state drive, this resulting the data need to
pass through host memory then device memory and after the device
has finished on processing the data, it will send the data back to host
memory in order to show the data to the users [9]. Due to these I/O
procedures, the GPU will not help much to improve the processing
speed if there is an I/O bottleneck on the system [10].

2.2 OmniSci

When first released, OmniSci is named as Mapd, OmniSci is an
open-source SQL-based, relational and columnar type of database
which developed to leverage the data processing needs nowadays by
utilizing the use of GPU processing power. Its ability to outperform
the current big data platform makes it popular to be an alternative
solution for big data processing.

A vital component of the OmniSci SQL engine performance
advantage is the hybrid or parallelized execution of queries. A par-
allelized code allows a processor to compute multiple data items
simultaneously. This is necessary to achieve optimal performance
on GPU, which contains thousands of execution units.

Figure 2: OmniSci Advanced Memory Management [11]

Figure 2 shows that OmniSci has advanced memory manage-
ment with three-tier caching in their system. The caching contains
two layers of computation, storage layer, and compute layer. On
the storage layer, it is started with the data itself. The data can be
sourced from various sources, i.e. data lake, data warehouse, or sys-
tem of records, then continue to the third tier of caching called cold
data, in this tier the data will be cached on SSD or NVRAM Storage.
Moving to the compute layer, there lay second-tier caching called
warm data, in this tier the caching will happens in host memory, or
usually, we call it RAM, and the first tier called warm data where
the caching is happens on the device memory. All three tiers meant
to eliminate the transfer overhead between CPU and GPU.

During the query execution, OmniSci system adapts query vec-
torization and hybrid execution system. This feature allows the
system to vectorize the code and compute multiple data items simul-
taneously across multiple GPUs and CPUs [11].

2.3 Scikit-learn

For machine learning, this paper will use help from Scikit-learn,
Scikit-learn is a python framework which provides many popular
machine learning algorithm implementations. It is easy to use inter-
face, and well-integrated with python language make this framework
can easily be used by data analysis who not specialized in the soft-
ware and web industries [12]. In this paper, we will test our model
using Random Forest, Nave Bayes, Logistic Regression, KNN, and
Adaptive Boosting classifier algorithm.

2.3.1 Random Forest

Random Forest is an ensemble machine learning algorithm that
can be used to do data classification and regression. Random For-
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est is prevalent due to its excellent performance on many data
sets. In many cases, Random Forest achieved the best in class
performance with higher accuracy than another machine learning
algorithm [13, 14], hence we wanted to try this machine learning
algorithm with our model to see how it performs.

2.3.2 Nave Bayes

Nave Bayes classification is a straightforward probabilistic model.
The model is based on Bayes rule along with a robust assumption
of independence. The main characteristic of the Nave Bayes Clas-
sifier is a powerful assumption (naive) of independence from each
condition or event. The advantage of using Nave Bayes method is
that it only requires a small amount of training data to determine
the estimated parameters needed in the classification process, and
words are conditionally independent of each other. As the drawback,
this assumption will slightly affect the accuracy of text classification.
However, as an advantage, it will make the high-speed classification
algorithm applicable to the problem [15, 16]. Nave Bayes character-
istics are matched with what we are looking for in this paper, which
is a high-speed classification machine learning algorithm with the
highest accuracy.

2.3.3 Logistic Regression

Logistic Regression is a technique that can be used for traditional
statistics as well as machine learning. Logistic Regression will
work by predicts if something is true or false, 0 and 1, or Yes and
No. Logistic Regression is widely used on some classification tasks
due to its simplicity and lightweight, and it does not need many
computational resources to operate. We choose this algorithm to test
with is because it fits our model, whereas there is only two decision
that needs to be made, CPU or GPU [16, 17].

2.3.4 K-Nearest Neighbor

K-Nearest Neighbour is a supervised learning algorithm where the
result of a new instance classified based on the majority of the near-
est K-neighbor category. KNN become popular among classifier
algorithms is because of its simplicity, practical, robust, and con-
ceptual clarity. It also can achieve higher accuracy on unknown or
non-normal distributed data set [18]. We are choosing KNN as one
of 5 machine learning algorithms we test in this paper is because it
can perform well in unknown or non-normal distributed data sets,
which will fit on our model where usually most user’s ad-hoc query
is non-predictable.

2.3.5 Adaptive Boosting

Adaptive boosting or in short AdaBoost is a machine learning algo-
rithm introduced in 1995 by Freud and Schapire. The advantage of
this algorithm is it fast, simple, and easy to program due to there is
only one parameter that needs to be tuned which is the number of
rounds [14, 19].

2.4 TPC-H Dataset & Query set

The TPC Benchmark H (TPC-H) is a benchmark dataset for a de-
cision support system. The queries and information provided by
TPC-H were selected to make the dataset can have excellent rel-
evance with the industry-wide but in ease of implement manner.
TPC-H dataset size can freely be customized based on the user’s
needs. TPC-H also contains query set for system testing; the query
set consist of 22 query type with various complexity. As shown on
Figure 3, TPC-H has eight tables, and every relation for each table
is one to many relationship[20].

Figure 3: TPC-H Schema [11]
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2.5 Related Works

The research on GPU processing sector started in 2004, in this year
[21] do research to create graphics card as a co-processor to do
data processing. In their research, they focus on speeding up ba-
sic database queries such as select and aggregation and got 108x
speedup over CPU. This research got more attention from other
researchers to continue to investigate the possibility to create a fully
operational GPU database. The research on this sector is continued
by [4]; they create and implement the use of GPU processing power
to SQLite. In their research, they demonstrate the main principle
of the GPU database that data processing efficiency on a GPU card
depends on the I/O cost. They explain that GPU cannot help to
increase the data processing performance if the data need to be
processed from physical hard drive due to I/O limitation from hard
drive to GPU. This research got 35x speedup over CPU. This re-
search then also continued by [22] by enhancing the Bakkum model
to be able to do a Relational database join by translate SQL code
into opcode, and as a result, they get 20 to 30 processing times
speedup over the CPU processing time.

In 2011, [10] did research on the data transfer between main
memory to GPU memory; they explain even though GPU can do
a very vast data processing, we also need to pay attention to the
transfer time between main memory to GPU. If the transfer time
overshadowing the processing time, there will be no speedup ob-
tained from GPU. Hence, they suggest on PCI-Express port usage.

Another research done by [23], they recommend the use of
column-major storage is very recommended to maintain the data
transfer between host memory and device memory. In their research,
they also found that the efficiency of data processing on GPU will
depend on the amount of data that will be processed. In the case of
small data, the CPU will be the best platform to process the data.

[1] In 2016 conduct an experiment to test GPU as a query ac-
celerator, they are testing geospatial data computation on GPU
with help from Mi-Galactica as a GPU accelerator. As the results,
they found if the framework execution time is outperforming the
Spark one, and they state that GPU based data processing can be an
alternative to Big Data.

In 2017, [6] trying to find the problem of GPU speedup which
hugely depends on the amount of data processed by creating an al-
gorithm to make a hybrid approach to select the processing platform
between CPU and GPU. They call the algorithm as Hybrid Query
Processing algorithm.

Figure 4: Related Work Framework [6]

As shown in Figure 4, the algorithm works by splitting 1 query
into subquery block, from this block system will identify which
operator being used, what the data type, how big the data and the
aggregation type, then the system will do speed comparison to see
which platform complete the query faster. However, in this algo-
rithm, the data used to compare the speed is only a sample of 10 top
rows which might not represent all rows in the table.

Figure 5: Proposed Framework

3 Proposed framework
In this section, we discuss the detail of the proposed framework.
Figure 5 show the overall of the proposed framework. There are four
main sections: input, Query Processing, Decision, and Output. The
process started by query inputted into the system, then the system
will process any inputted query by split the query and extract the
information from it. The extracted information then will be pass to
the machine learning model, which has a crucial role to determine
which platform will be used to run the query. Finally, the system
will show the query result in the output section.

Figure 6: Sub Query Split Illustration

3.1 Query parser

After queries are submitted, the system will process the query by
parsing it into several parts and extract the information. Query
parser part is the most crucial part of the framework because if the
system cannot identify a query correctly, the result accuracy will
also not be convinced. To do that, we need to identify if there are
any subqueries or not. Figure 6 show a scenario where subqueries
exist on a query. In this scenario, the system will split the query into
two parts, the main query, and the subqueries.

After the query become several parts, the system then will iden-
tify query components from each part of inputted queries starting
from the number of columns, aggregation type, number of joins,
join type, number of filters, number of wild cards, having filter, and
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group by and order by columns. Finally, the system will merge the
analyzing result of each part of the query then pass it into machine
learning.

Figure 7: Identical Feature Generated Sample

In some scenarios illustrated in Figure 7, we found that the query
parser result might generate some same result while the selected
columns are different. The difference between 2 queries on Fig-
ure 7 is only on the column selection. The first query is selecting
L ORDERKEY while the bottom query is selecting S ADDRESS,
but the execution result is showing the bottom query runs faster on
GPU co-processor.

Figure 8: Column to ASCII Conversion Illustration

To overcome this kind of situation, we make the system identify
the uniqueness of the selected column by converting the selected
column into ASCII number, as shown in Figure 8.

The number then will be summed up and converted into a 5-digit
float, i.e., 30873177894140434 will become 30873.177894140434.
By using this method, we can get a unique feature combination
of the generated data. The real calculation result is shown in Fig-
ure 7 on the column variance feature, while the number of column
feature is the same, but the ASCII calculation is showing different
results.

3.2 Machine Learning Model Methodology

The machine learning model is the second most crucial part of
the framework. This part will become the brain of the framework,
which will decide the best query execution platform for each in-
putted query. As illustrated on Figure 9 The machine learning model
will work after the system has successfully extract information from
the inputted query. The extracted queries become dataset. 75% of
the dataset will be sent to the machine learning model to train the
model, while another 25% of the dataset will be sent to the trained

machine learning model to decide which platform will be selected
to run the query.

Figure 9: Machine Learning Methodology

For machine learning algorithms itself, we are testing five ma-
chine learning algorithms, Random Forest, Nave Bayes, logistic
Regression, KNN, and adaptive boost classifier module from scikit-
learn. The reason we choose these five machine learning algorithms
is due to their simplicity, effectiveness, robustness, and performance
reputation on doing the classification. Out of five algorithms, we
will choose a machine learning which has the least testing time and
high accuracy. Hence the machine learning decision timing will not
overshadow the query processing time itself. The machine learning
model will make a decision based on the inputted parameters listed
in Table 1. These parameters were chosen based on the previous
paper [6].

3.3 Generate Training Data

To make machine learning model can effectively select the best
platform to run a query, the machine learning need to be trained first.
To train the machine learning, we need to create a dataset which
will be inputted into the machine learning model and become its
knowledge.

To create a dataset, we use the TPC-H queries test set as a base
and use a binary model to generate alternatives query. The TPC-H
queries test set contains 22 queries, and after using a binary model
to generate alternative for each query type, it contains 3365 queries
as shown in Table 2.

This binary model was created to make the system can cover
all query possibilities which usually user use, the binary model as
described in Figure 10.

Figure 10: Query Generation Example
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Table 2: Total Number of Generated Dataset

Row Labels CPU GPU Total
Type 1 3 5 8
Type 2 254 0 254
Type 3 68 443 511
Type 4 0 14 14
Type 5 164 90 254
Type 6 1 15 16
Type 7 503 8 511
Type 8 511 0 511
Type 9 24 6 30
Type 10 6 219 225
Type 11 30 0 30
Type 12 0 30 30
Type 13 0 12 12
Type 14 1 127 128
Type 15 0 14 14
Type 16 14 0 14
Type 17 2 126 128
Type 18 2 508 510
Type 19 21 107 128
Type 20 0 15 15
Type 21 0 15 15
Type 22 7 0 7
Grand Total 1611 1754 3365

The binary model will work to generate the column selection,
grouping and sorting. While for the table name, relation, and ag-
gregation will be determined based on the TPC-H query set. After
the query set has been generated, the queries will be run on GPU
and CPU sequentially to get the GPU TIME and CPU TIME infor-
mation. The result then will be used to determine the label on each

query. The query labelling will use the following rules:

• CPU TIME > (GPU TIME-GPU TIME REBATE) -> GPU
Execution

• CPU TIME ≤ (GPU TIME-GPU TIME REBATE) -> CPU
Execution

On the GPU there is a variable called GPU TIME REBATE,
this variable is defined to give advantage for CPU, in this paper
we give GPU TIME REBATE value of 0.5 seconds. This value
may be variable depends on each user’s tolerance. We give CPU
advantage due to during our experiment is because we found that
many queries have almost similar execution time for both CPU and
GPU. Meanwhile, GPU memory was considered more expensive
than host memory, therefore if a query runs on GPU but there is
no much time gained over CPU, it will be waste of GPU memory,
the OmniSci was using caching in their system, and if there is no
enough GPU memory for a query to be executed on GPU, those
queries will be passed to host system to be processed using CPU.
In this case, if the GPU memory was full because of a query that
did not have much gain over CPU while there is a query which will
have more time gain over CPU need to be executed on GPU but
failure due to memory is full, it will be very unfortunate.

3.4 Machine learning model Training

To train the machine learning model, the dataset will be split into
a training set and test set with 75 - 25 ratio, 75 % used to train the
model, and 25 % used to validate. As shown in Table 3 for machine
learning able to cover all query scenarios, the data is divided on the
query type level. To validate the results, we also use cross-validation
with amounts of 5 folds.

Table 1: Extracted Feature

Feature Data Type Description
NUMBER OF JOINS Integer Showing total number of joins
NUMBER OF LEFT JOINS Integer Showing number of left joins
NUMBER OF INNER JOINS Integer Showing number of inner joins
NUMBER OF FILTER Integer Showing number of filters
NUMBER OF COUNT Integer Showing number of count
NUMBER OF SUM Integer Showing number of sum
NUMBER OF MIN Integer Showing number of min
NUMBER OF AVG Integer Showing number of avg
NUMBER OF COLUMN Integer Showing number of columns
NUMBER OF GROUPBY Integer Showing number of groupby
NUMBER OF ORDERBY Integer Showing number of orderby
NUMBER OF HAVING Integer Showing number of having
NUMBER OF WILDCARD Integer Showing number of wildcards
NUMBER OF SQUERY Integer Showing Number of Sub Queries
COLUMN VARIANCE Float Result of ASCII value from selected column
GPU TIME Float Showing GPU execution time
CPU TIME Float Showing CPU execution time
DECISION varchar (3) Showing label for machine learning
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Table 3: Training and Test data Split Result

Row Labels Total Training Test
Type 1 8 6 2
Type 2 254 190 64
Type 3 511 383 128
Type 4 14 10 4
Type 5 254 190 64
Type 6 16 12 4
Type 7 511 383 128
Type 8 511 383 128
Type 9 30 22 8
Type 10 225 168 57
Type 11 30 22 8
Type 12 30 22 8
Type 13 12 9 3
Type 14 128 96 32
Type 15 14 10 4
Type 16 14 10 4
Type 17 128 96 32
Type 18 510 382 128
Type 19 128 96 32
Type 20 15 11 4
Type 21 15 11 4
Type 22 7 5 2
Grand Total 3365 2517 848

4 Experimental Evaluation

4.1 Experimental Setup

The proposed approach has been conducted on a PC with Core i7
3770 processor, 16gb of Ram, Nvidia GTX 970 with 4gb GDDR5
memory. The running OS is Ubuntu 18.04 with CUDA 10, on
the software side, we are using scikit-learn version 0.21.3, Om-
niSci 4.7, and the code is written under python 3 languages. For
the database setup, we are using JDBC connection to connect to
OmniSci database. Each OmniSci database has been injected with
TPC-H dataset; the dataset size was generated with amount of 3gb.
We are choosing 3gb to ensure each query can be processed on
GPU without memory limit restriction. While configuring database
connection, we found that OmniSci GPU/CPU setup cannot be
changed dynamically using JDBC, hence to overcome this, we in-
stall another set of OmniSci database on docker and configure it
to always using CPU as the main processing power, on the other
hand OmniSci installed on the Linux is configured to use GPU
as the main processing power, the port also needs to be different
between them otherwise there will be port conflict and the docker
version of OmniSci services won’t start. As there is an environmen-
tal difference between Linux and docker, we conduct a preliminary
study to compare if there is any performance difference between
OmniSci running on native Linux and OmniSci running on docker
under Linux environment. Furthermore, the result is that there is no
performance difference between them.

4.2 Experimental Results

To benchmark the machine learning quality, we are using F1-Score
to measure the quality of each machine learning algorithm, in order
to validate the result, we are using a cross-validation method with
five folds. As the main objective is to find the fastest machine learn-
ing algorithm with high accuracy, we also show the training time
and testing time. As shown in Table 4 we found that the Random
Forest has the best accuracy, while the Nave Bayes algorithm has
the best training time Table 5, and logistic Regression algorithm has
the best testing time. However, it also has the least accuracy. Based
on this result, we choose Random Forest as the most compatible
machine learning algorithm, although its training time is higher than
Nave Bayes and KNN, the testing time and accuracy is considerably
good.

Table 5: Machine Learning Training and Testing Time

Algorithm Train Time Test Time
Random Forest 0.033s 0.004s
Nave Bayes 0.003s 0.094s
Logistic Regression 0.073s 0.002s
KNN 0.004s 0.003s
Adaboost 0.722s 0.024s

To illustrate how we calculate f1-score on Table 4, we use the
first fold of Random Forest number as an example. To calculate
f1-score, we need precision and recall value. We get recall value
using the ratio of true positive / (true positive + false positive) which
resulting :

Precision =
401

401 + 15
= 0.96394

Next, we calculate recall value using ratio of true positive / (true
positive + false negative) which resulting :

Recall =
401

401 + 21
= 0.95024

After we get precision and recall value, we can calculate f1-score
using following formula, F1 = 2 * (precision * recall) / (precision +

recall) which resulting :

F1 − S core =
2 ∗ 0.96394 ∗ 0.95024

0.96394 + 0.95024
= 0.95704

4.3 Experimental Analysis

The usage of GPU to help CPU on doing general-purpose processing
has stimulated the appearance of GPU databases. GPU databases
have gained its popularity due to its capabilities to process a massive
amount of data in seconds. However, in this research, we found that
not all query not always run faster on GPU, as shown on Figure 11,
we found that on query type 5, 7, 8, 11, 16, and 22, GPU execution
time is not giving much time gain over CPU, while query type 6, 10,
15, 19 have much higher time gain on GPU.
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Table 4: Machine Learning Results

Random Forest
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.96 0.95 0.95 0.94 0.95 0.95
Recall 0.95 0.95 0.95 0.94 0.95 0.95
F1-score 0.96 0.95 0.95 0.94 0.95 0.95

Nave Bayes
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.92 0.91 0.92 0.91 0.92 0.92
Recall 0.91 0.89 0.92 0.89 0.91 0.90
F1-score 0.91 0.89 0.91 0.89 0.9 0.90

Logistic Regression
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.22 0.24 0.22 0.24 0.23 0.23
Recall 0.47 0.49 0.47 0.49 0.48 0.48
F1-score 0.3 0.32 0.3 0.32 0.31 0.31

KNN
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.94 0.93 0.92 0.93 0.93 0.93
Recall 0.94 0.93 0.92 0.93 0.93 0.93
F1-score 0.94 0.93 0.92 0.93 0.93 0.93

AdaBoost
1st Fold 2nd Fold 3rd Fold 4th Fold 5th Fold Avg

Precision 0.95 0.93 0.94 0.94 0.94 0.94
Recall 0.95 0.93 0.94 0.94 0.94 0.94
F1-score 0.95 0.93 0.94 0.94 0.94 0.94

Figure 11: CPU vs GPU Average Run Time

To get closer information, we group the query type 1, 5, 7, 8, 11,
16, 22 and query type 6, 10, 15, 19 and breakdown into the attribute
information as shown on Figure 11 There is three information pro-
vided by this figure, The black bars, orange bars, and red line. The
black bars are representing an average of the attribute value for the
query type 1,5,7,8,11,16,22, while the orange bars are representing
an average of the attribute value for query type 6,10,15,19. The red
line is showing the variance between 2 categorys value.

4.3.1 number of groupby

Based on Figure 12, to get the optimal use of GPU processing speed
we need to pay attention of this attribute, this attribute represents the
number of group by used on the queries, the numbers on Figure 12

shown that GPU can help on speed up the query processing speed if
the query has a lesser amount of group by the operator used.

Figure 12: Average Attribute Value by Query Groups

4.3.2 number of column

The number of columns is related to the number of groupby
whereas if a query wants to generate an aggregated result within
some column information, then group by is mandatory. The differ-
ence of this attribute with number of groupby is this attribute also
calculate the aggregation used. Based on Figure 13, the numbers
proved that GPU co-process is not optimized to deal with a query
that has a tremendous amount of column selected.

On Figure 13, the system figured that the more column we try
to display on a query, the more ineffective GPU coprocessor works,
this confirm if there is a transfer overhead between main memory
into GPU memory, as the more columns are trying to be processed
the more data also need to be transferred into GPU memory.
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Figure 13: Query Processing Platform Decision Based on Column Count

4.3.3 number of orderby

This attribute is affecting the GPU device processing performance,
Figure 12 is showing that a higher amount of order by feature used
on the query the more ineffective the GPU becomes. However, these
numbers might be affected by the number of columns as in general,
order by usually applied to a column.

4.3.4 number of joins

This attribute indicates how many joins used on a query. On Fig-
ure 14 we can see, that GPU only optimized if the query join is not
more than three tables. The processing speed on GPU starting to
increase on five or more join are involved, which makes the system
labelled the query to run on CPU only execution.

Figure 14: Query Processing Decision Based on Number of Join Used

4.3.5 number of subquery

From the chart, we can see if the current GPU database still not
optimized for queries with subquery in it. The query type 1, 5, 7,
8, 11, 16, 22 have a higher amount of subqueries in it, and as the
results, the system is determining these types of this query to be run
on CPU only mode. Therefore, with this result, we can conclude

that if a query has no more than one subquery, it can be run on GPU
but, if it has more than 1, the GPU might be not a correct platform
to run those queries.

4.3.6 number of wildcard

From the chart, we can conclude that usage of wildcard operators on
a query is still not optimized to be run on GPU Co-process database.
This result also strengthens by Figure 15. In this figure, we can
see that there is the least decision made for a query to run on GPU
co-processor if there is a wildcard operator used on those queries.

Figure 15: Number of Decision Value Comparison for Query With Wildcard

4.3.7 number of having

The chart showed the query type 1, 5, 7, 8, 11, 16, 22 are having
a higher number of having attributes, this meaning there might be
not the right choice to run a query with having an operator in it.
However, this situation also can be changed if the query has another
component that strongly optimized on GPU such as a lower number
of columns, joins, or a higher number of aggregations.

4.3.8 number of avg, number of count and number of sum

On Figure 11, we can see that query type 1, 5, 7, 8, 11, 16, 22
have a lower number of sum, but higher number of avg and num-
ber of count. However, the number of avg and number of count
have a minimal number on it. Hence we reveal the whole number
of aggregation, and as we can see on Figure 16, almost all aggre-
gation type query is run faster on GPU, this result confirms the
previous research that says the GPU processing is very powerful on
an aggregation query type.
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Figure 16: Average Attribute Value for Aggregation

Figure 17: Number of Left Join Value Comparison Between CPU and GPU Decision

4.3.9 number of filter

Based on Figure 11, we can see if the GPU can overrun the CPU pro-
cessor on query with a high amount of filter used on those queries,
this proves the GPU SIMD capabilities, as the filtering can be done
simultaneously in a parallel way on GPU devices. With this result,
we can conclude that if we wanted to run a query with filters on
it, GPU co-process could do faster than the CPU only processing.
There is a limitation of the above analysis, query Type 1, 5, 7, 8,
11, 16, 22 and query type 6, 10, 15, 19 are do not cover number
of left joins; therefore we will separate the analysis for left join.
As shown on Figure 17, there is no decision made on CPU when
there is left outer join operation query. However, the dataset we
use in this research still does not have many outer join operator,
which mean this result might be different on another environment
where the outer join operator is very commonly used on the real-life
ad-hoc queries.
With this result, an appearance of The GPU database is suitable for
a simple query with a fewer number of joins and columns selected.

However, the processing speed comparison is significantly higher
for query type, which has aggregation in it and a higher amount of
filters.

Table 6 is a summarized table for fundamental understanding
for an impact of the use of each query function. The Performance
impact have High and medium value; this value is determined by
comparing the amount of each feature on both GPU and CPU. If
the variance is greater than 50% then the value is high, and vice
versa, the value will be medium, and if the variance is lower than
20% then the impact grouped as low. As on this research, there is
no variance under 20% there is no Low impact grouped.

Table 6: Query Attribute Impact Summary

Feature Performance
Impact

Suitable
Platform*

Number Of Joins High GPU
Number Of Left Joins High CPU
Number Of Inner Joins High CPU
Number Of Filter Medium CPU
Number Of Count High GPU
Number Of Sum High GPU
Number Of Min High CPU
Number Of Avg High GPU
Number Of Column High CPU
Number Of Groupby High CPU
Number Of Orderby High CPU
Number Of Having High GPU
Number Of Wildchar High CPU
Number Of Squery Medium CPU

* The Suitable Platform is valid when feature value has high amount, when the value
is low, the suitable Platform result is the opposite.

5 Conclusions & Future Works
In this paper, we have explored the open issues on the GPU database
and introduce a machine learning model to enhance the GPU mem-
ory usage on the system by eliminating unnecessary data processing
on GPU. As on specific queries, CPU processing also still outper-
form the GPU processing speed, this model also can prevent the
system from choosing the processing platform based on the query
type wrongly. On the real-world, this approach can be implemented
by embed the proposed framework into the upper system. As the
OmniSci is a database component which has data related task such
as store the data and process the query then pass the processed data
into the upper layer, hence to use this database, the upper layer also
needed where all the codes and logic happen. In this interface, we
can embed the framework and helps the system to choose the right
execution platform.
The proposed approach works by automatically parses the input
queries, the parsed query then identified by the system to find the
parameters that might affect the GPU processing speed, the system
then put the query information into the machine learning, and as a
result, the system will determine if those input query will be exe-
cuted on GPU or CPU. To test both CPU and GPU performance on
the same system, we use docker as a CPU processing platform, al-
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though, to validate the performance result, we conduct a preliminary
study to check if there is any speed difference between docker Om-
niSci vs Linux OmniSci, and as a result, there is no speed difference
between them. The machine learning model was validated using
cross-validation function within five-folds, and the best result is the
Random Forest algorithm with 95% F1-Score value following by
AdaBoost on 94% and KNN with 93%. However, from the Random
Forest, KNN, and AdaBoost, KNN has the fastest training time,
8.25 times faster than the Random Forest, and 180.5 times faster
than Adaboost. Hence with this result, we are choosing KNN as
the best algorithm for this framework. From the query side, we also
found that usage of filter and subqueries is not affecting the perfor-
mance difference between CPU only processing vs GPU co-process
setup. However, the number of columns on a query is a crucial
performance for optimal processing time on a GPU co-processor
setup. The more column needs to be shown on a query result, the
more challenging for a GPU device to process it.
There are some limitations to this research. First, we are using a
middle tier of a graphics card to test the model. Hence if the same
method tested on a higher-end tier of graphics cards such as tesla
cards, the result might differ. Second, due to OmniSci feature limi-
tation, the GPU data transfer time is not measured on this research.
This leads to limited analysis results as we can only see the total
query processing time of GPU. Third, due to OmniSci limitations,
we unable to identify the data type of each selected column on a
query. This may lead to reduced model accuracy as processing
time required to process textual data, and numerical data may differ.
Forth, the data used for this research is not a real user ad-hoc queries,
which mean the query used in this research may not cover all the
query scenario used by real users.s
As for the future works, this method needs to be tested on a higher-
end tier of graphics cards to see if there are still limitations that
happened on higher-end tier graphics cards. Second, to get a better
insight to do a more detailed analysis, the GPU data transfer time
needs to be measured, by measuring the transfer time we can see
if the I/O bottleneck happens or not. Third, the query parser may
need to be adjusted to calculate the number of numerical columns
and non-numerical column selected. This may increase the accu-
racy of the model. Moreover, this algorithm should be applied to
the real-world data and ad-hoc user query where all query types,
functions all used on it. The researcher is also planning to extend
the work by enhancing the current machine learning model into an
unsupervised learning method, where the system will have an ability
to learn by itself based on inputted user’s query, hence the longer
the system work, the smarter it becomes. Unsupervised learning
also can reduce the time for initial training in the model.
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 Network Analyzer is equipment widely used for the execution of radio frequency application 
scattering parameters. Throughout absolute reading the scattering parameter measured. 
An absolute reading does not include error, drift, offset, linearity, resolution, coefficient of 
sensitivity and several other variables that will contribute to the measured measurement 
dispersion. Type A evaluations of measurement uncertainty clarified according to ISO / 
IEC Guide 98-1. Type A uncertainty assumption is always done best to characterize an 
input quantity given in repeated indication values. The assumption was calculated from 
arithmetic mean, variance of probability distribution and standard deviation respected to 
the frequency from 300 kHz to 8.5 GHz in a Network Analyzer measurements. Furthermore, 
ISO/IEC 17025 is the standard for accredited testing and calibration laboratory to 
calculate the uncertainty of measurement to be declared in the scope of accreditation. Type 
A uncertainty calculation is one of the mandatory requirements for an accredited testing 
and calibration laboratory. The Type A uncertainty will be combined with Type B 
uncertainty to calculate the expanded uncertainty in measurement. 

Keywords:  
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1. Introduction  

 National Instruments manufacture network analyzer. NI PXIe-
5632 Vector Network Analyzer [1] is one of the popular and 
commonly used models in Radio Frequency (RF) manufacturing. 
The PXIe-5632 is a Vector Network Analyzer (VNA) able to 
perform measurements of the scattering parameters which are 
reflection coefficient and transmission insertion loss. The 
reflection coefficient measures the voltage reflected from the 
device under test (DUT). It is known as port 1 VNA reflection 
coefficient (S11) and port 2 VNA reflection (S22) in a full two 
ports VNA. The reflected voltage will measure as the mismatch [2] 
of the DUT. Ttransmission line from the VNA measured from port 
2 to port 1 known as forwards transmission (S21) and reverse 
transmission port 1 to port 2 (S12) [3]. The transmission voltage 
will measure as the insertion loss.  

 The reflected voltage calculated from the prototype or product 
will help researchers and designers ensure that their design reaches 
impedance of 50-ohm. It is because RF devices usually use 50-

ohm impedance to apply the principle of maximum power transfer. 
High reflection voltage will create a high return loss. The return 
loss will determine by ratio. The best loss of return is 1:1 ratio 
meaning there is no reflected voltage towards the generator. If 
metric 4:1 of the return loss is measured as 25% of the reflected 
power towards the generator [4]. The measured reflected voltage 
knows as absolute reading. The absolute reading does not contain 
the errors known as systematic and random errors. ISO / IEC 
Guide 98-1 [5] clarified the importance of estimated uncertainty 
would determine the accuracy and performance of the entire 
measuring system. The measurement uncertainty is calculated 
based on Type A and Type B contributors.  

 Type A uncertainty contributor is an evaluation of standard 
uncertainty based on any valid statistical calculation. The 
statistical calculation mainly estimated by using the sample of the 
mean and standard deviation of mean formula.  The sample of the 
mean is based on the sample of repeated measurements under the 
same condition. The standard deviation of mean is the estimation 
of Type A uncertainty. The standard deviation of mean will help 
researchers to perform repeatability [6] and reproducibility [7] 
statistical analysis. The objective is to set up a stable and accurate 
test system for manufacturing production. It is mainly to increase 
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precision and accuracy [8]. Throughout the statistical analysis, the 
researcher can enhance the system from low accuracy and low 
precision to a better performance set up. As the results of this 
paper, it will guide to create a good system with calculating the 
lower numbers of Type A uncertainty.  

 This paper is an extension of the work originally presented in 
the 2016 7th International Conference on Mechanical, Industrial, 
and Manufacturing Technologies [9] , Journal of Engineering 
Science and Technology Vol. 14, No3 (2019) 1587-1600 [10] and 
Journal Advances in Science, Technology and Engineering System 
Journal Vol 5, Issue 3 [11]. 

2. Network Analyzer PXIe-5632   

2.1. Selection of Network Analyzer  

Until a manufacturer begins production, engineers are 
expected to conduct a lot of research until making the decision to 
invest in any of the production standards. Table 1 contrasts the 
variations between the network analyzer PXIe-5632, E5080B and 
ZNB8. Because of the cost-effectiveness and scale, the key 
reasons PXIe-5632 was chosen. A piece of cost-effective 
machinery will shorten investment returns. Capital investment risk 
[12] is low, and profitability is optimised. It is to ensure that the 
returns on the production product are greater than capital equipment 
expenditure and very necessary to persuade creditors that a sense of 
estimating the returns is adequate to cover the debt. Comparison of 
Network Analyzer between 3 different manufacturers and models 
was shown in Table 1. 

Table 1 : Comparison of Network Analyzer With Other Manufacturers 

  
Network Analyzer 

PXIe-5632 E5080B ZNB8 
Cost Effective Expensive Expensive 

Frequency 
Range 

300 kHz - 
8.5 GHz 

9 kHz - 9 
GHz 

9 kHz - 8.5 
GHz 

Dynamic 
Range 110 dB 152 dB 140 dB 

Rack Size 4U 8U 8U 

Sweep 
Time 28 mS  3 mS  4 mS  

Sweep 
Points 401 401 401 

 

Every square foot is costing money on the production floor. An 
18 slot PXI-Express chassis with 4U (7 Inches) rack size capable of 
fitting 6 PXIe-5632 Network Analyzer units. Compared to six 
E5080B and ZNB8 units, they are 36U (63 Inches) and 48U (84 
Inches) respectively. As for power consumption, PXIe-5632 
Network Analyzer's 6 units consume the same power rate in a single 
PXIe-1095 chassis with internal clock and trigger synchronization 
accuracy of timing system working well [13]. E8050B and ZNB8 are, 
however, going to consume 6 times the rated capacity. The 6 times 
increase in the rated power would generate a lot of heat on the 
production floor. Indirectly, the facility team had to raise the flow of 
air conditioner to sustain at 23 degree Celsius in the production cycle. 

As a result, the operating cost increase in production by the volume 
of E5080B or ZNB8 running.  

 
Figure 1: A PXIe-5632 Full 2 Ports Calibration Set Up 

Figure 1 demonstrates complete setting up of a PXIe-5632 VNA 
full 2 ports calibration. It is consisting of a PXIe-1082 chassis and 
Anritsu electronic calibration module.   The PXIe-1082 chassis 
which can fit with 2 units of PXIe-5632 VNA and work 
simultaneously. Meanwhile, if the chassis is PXIe-1095, it will fit 
with 6 units of PXIe-5632 VNA and operate 12 channels at the same 
time. This configuration is not only cost-effective and required a 
limited work bench space to run 6 units of PXIe-5632 VNA in the 
production floor at the same time. The PXIe-5632 owns the 
advantages of cost effective and space.  

 
Figure 2 : E5080B 4-Ports Network Analyzer (Adapted from Keysight.com) 

Figure 2 shown the Keysight manufactured E5080B 4-ports 
VNA. It is a highly integrated, complete characterization for radio 
frequency and microwave impedance measurement solution.  The 
embedded software installed in the E5080B enables complete device 
characterization for passive device and components for researcher 
[14]. This VNA package with an extra wide bandwidth of up to 152 
dB dynamic range feature improves the RF component and system 
testing throughput. It is approximate 10 times faster than PXIe-5632 
but in terms of price, it is expensive in capital equipment investment. 

Figure 3 shown the ZNB8 network analyzer with the mechanical 
calibration kits used in an electrical laboratory to perform 
characteristic impedance calibration. ZNB8's key benefit is this VNA 
capable of extending up to 48 ports by using the matrix switches [15]. 
The switch matrix benefit is that it allows 48 channels to function 
simultaneously in output. This feature helps production reduce the 
waiting and testing period substantially, but the investment and 
maintenance plan cost will also be high. 
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Figure 3 : A ZNB8 Network Analyzer 

As a result, the operating cost increase in production by the 
volume of E5080B or ZNB8 running in a manufacturing production 
floor compare to PXIe-5632 is not merely cost-effective in terms of 
capital investment and manufacturing space savings as well.   

2.2. Recommended Equipment for PXIe-5632 Calibration 

From Table 1, it was found that the PXIe-5632 VNA is low in 
capital investment and physical small in size are the two main 
advantages compare to E5080B and ZNB8. The low investment in 
capital equipment will shorten the return of investment. The PXIe-
5632 hardware small in size helps production significantly reduce the 
space for their test system. Table 2 shown the recommended 
equipment for PXIe-5632 during calibration.  

Table 2 : Recommended Equipment for PXIe-5632 Calibration 

Equipment  Model  Where Used Minimum 
Requirements 

PXI 
Express 
Chassis 

PXIe-1095 All Tests 
3 Adjacent, 
empty PXI 

Express slots 
PXI 

Express 
Controller 

PXIe-8880 All Tests 1 System Slot 

Precision 
Coaxial 
Cable 

K-Type (NI 
Part Number 
781611-01) 

Scattering 
Parameter 
Calibration 

Low Loss RF 
Cables 

Automatic 
VNA 

Calibration 
Kit 

NI Part 
Number 

782364-01 

Automatically 
Calibrating 
Full 2 Ports 
Calibration 

K-Type, Male 
and Female 

calibration kits 
up to 9 GHz 

 
To operate the PXIe-5632 a PXI chassis with model PXIe-1095 

was required. The PXIe-1095 available with 18 slots, where it can 
slot and work simultaneously in 6 units of PXIe-5632 VNA. The 
PXIe-1095 chassis equipped with a PXIe-8880 controller. Only 1 
controller needed to operate all the 18 slots in a chassis. An automatic 
VNA calibration kit used to perform full 2 ports calibration. Figure 1 
provided a complete calibration setup for the PXIe-5632 
characteristic impedance calibration. 

After full 2 ports calibration completed shown in Figure 4, the 
device under test (DUT) measurement is ready to be measured. In 
this analysis, a mini-circuit fixed attenuator VAT-3 used to measure 
the Type A analysis.  It is a 3 dB insertion loss fixed attenuator. The 

fixed attenuator forwards transmission (S21) and reverse 
transmission port 1 to port 2 (S12) analysis shown in Figure 5.  

 
Figure 4 : A set up of PXIe-5632 Calibration 

 
Figure 5 : A Set up of PXIe-5632 Calibration 

Type A measurement would acquire a small number of repeated 
measurements of N number to populate a precision Type A 
measurement. The minimum of repeated measurement is 2. It is to 
calculate a small number of standard deviations. The smaller number 
of standard deviation calculated, the better performance of the 
network analyzer. In this case study, it is applying 5 repeated 
measurement under the same condition including equipment, 
personal and environmental condition. The objective is to minimize 
the error and standard deviation. 

3. Estimation of Type A Uncertainty Calculation 

Evaluation of measurement uncertainty classified into two 
categories Type A and Type B. Type A evaluation evaluates the 
uncertainty resulted from the statistical study. The statistical 
analysis may be an undergrowth series of repeated measurements 
of the same process.  The series of repeated measurements will fill 
in a standard deviation of mean to calculate the Type A 
uncertainty.  
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3.1. Arithmetic Mean in Type A Uncertainty Analysis 

The estimation of Type A evaluation of uncertainty can be 
applied when a set of measurement was recorded under the same 
condition. Minimum repeated measurement is 2. Example a quantity 
of Y input with N statistically independent (N > 1) observed as 𝑦𝑦𝑗𝑗  
(where j = 1, 2, 3, …, n). The estimation of quantity of Y is 𝑦𝑦 ̅, 
arithmetic mean wrote as Equation 1 [16]. 

𝑦𝑦� =
1
𝑁𝑁
�𝑦𝑦𝑗𝑗

𝑁𝑁

𝑗𝑗−1

(1) 

The system measured in the VNA under test may differ each 
time it under repeated condition. Even though it is the same set of 
equipment and the technician performs the measurement in 
production, it is difficult to determine the true value [17] from 300 
kHz to 8.5 GHz frequency swept. This may be caused by various 
factors such as environmental condition, input line frequency 
stability, random error effect, impedance mismatch and others. 
Estimates the mean will help harmonize the cause of effect in the 
PXIe-5632 VNA towards the measurement. The higher sample 
size of repeated measurement will be resulting the measurement 
in lower noise.   

3.2. The variance in Type A Uncertainty Analysis 

The arithmetic means of 𝑦𝑦� is evaluated in Equation 1 will 
applied in Equation 2 to estimate the variance of probability 
distribution define as 𝑠𝑠2(𝑦𝑦) [16] 

𝑠𝑠2(𝑦𝑦) =
1

𝑁𝑁 − 1
  �(𝑦𝑦𝑗𝑗

𝑁𝑁

𝑗𝑗=1

−  𝑦𝑦�)2 (2) 

The size of the arithmetic mean samples determined by PXIe-
5632 VNA which corresponds to Equation 2. In this study, it is 
very important that to keep the probability of variance distribution 
in a small number.   The smaller number of the distribution of 
variance reflects the capability of PXIe-5632 VNA measured in 
good repeatability. Although the PXIe-5632 measured in good 
repeatability condition, it does not determine the system is 
accurate.  The PXIe-5632 VNA framework must be validated 
against another external reference standard [18], which is 
specified in discussion. 

3.3. Type A Uncertainty Analysis 

After estimation of arithmetic mean and variance had been 
calculated, the experimental standard deviation for Type A 
uncertainty was calculated in Equation 3 [19]. 

𝑠𝑠2(𝑦𝑦�) =
𝑠𝑠2(𝑦𝑦)
𝑁𝑁

(3) 

The standard uncertainty 𝑢𝑢(𝑦𝑦�) associated with the initial set 
of measurement repeated 𝑦𝑦� is the experimental standard deviation 
of mean as shown in Equation 4.  

𝑢𝑢(𝑦𝑦�) = 𝑠𝑠(𝑦𝑦�)                                            (4) 

The key purpose of repetitive analysis is to disperse the data into 
a predictive waveform or pattern. To fill a Type A precision 
calculation, a high-stability system will acquire several repeated 
measurements of N (example 5). Indirectly, it calculates a small 
number of standard deviations. Calculating the smaller number of 
standard deviations resulting the PXIe-5632 measured precisely. If 
the standard deviation analysis did not calculate in small number, the 
higher sample size of repeated measurement is required.  

4. PXIe-5632 Type A Uncertainty Calculation  

After 5 repetitive measurements were taken by PXIe-5632, a 
statistical analysis to analyse the data. Figure 3 indicates the unit 
under test swept at 50 MHz calculated S21 and S12 with a total 
number of 201 points to approximate the nominal 3 dB error 
population as guide. The maximum and the minimum were 
measured at respectively 3.06 dB and 2.94 dB. The error was 
calculated as 0.02% from 3 dB nominal reference point.  A linear 
graph was plot, and the formula was determined as 
y=0.5012x+0.0147. R square was calculated at 0.3564. R square 
shown in Figure 3, calculate 35.64% variance distributed along the 
linear line at y=0.5012x+0.0147 as shown in Figure 6.  

 
Figure 6 : Nominal 3 dB Fixed Attenuator Error Population 

 The error calculated 0.02% from 3 dB with R square 35.64% 
conclude that the measurement variability of the dependent at 3 
dB, where approximately at 71 points. The 71 points are 
distributed from 3.0075 dB (maximum) until 2.9983 dB 
(minimum).  The remaining 130 points are calculated as 64.36% 
of the variability is still uncounted from total number of 201 points. 
However, the maximum and minimum error calculated at ±0.06 
dB and it was measure at 3.06 dB and 2.94 dB respectively. The 
error of ± 0.06 dB was found insignificant respect to the product 
specification limit at ±0.15 dB. The population lies within the 3 dB 
attenuator specification. 

 A nominal 3 dB fixed attenuator repeatability distribution was 
plotted as shown in Figure 4. The population distribution close to 
normal distribution trend with total number of 199 points lies 
within the 95% confidence interval. There are only 2 points was 
measures outside the 95% confidence interval as shown in figure 
4.    

y = 0.5012x - 0.0147
R² = 0.3564
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Figure 7 : Nominal 3 dB Fixed Attenuator Distribution Trend 

 The results from Figure 6 and Figure 7 were found satisfaction, 
precision and accurate. It can conclude the system repeatability is 
good and stable.  

4.1. PXIe-5632 Experimental Transmission S21 Analysis 

Measurement of transmission S21 from port 2 of PXIe-5632 to 
port 1. It is also known as forward transmission measurement. The 
configuration shown as Figure 2. The concept is PXIe-5632 
VNA power generated from port 2 transmitted to the DUT and 
received the power at PXIe-5632 VNA port 1.  The power is 
transmitted over the DUT and received at port 1 also known as 
insertion loss. Equation 1 required minimum 2 repeated 
measurement to calculate the arithmetic mean. In this experiment. 
a total of 5 repeated measurements swept from 300 kHz to 8.5 
GHz. Frequency swept at 8.5 GHz is the maximum capability for 
PXIe-5632 VNA. The 5 repeated measurement was proceeded 
with the same set of equipment used and perform by same 
technician in 5 consequences day in calibration laboratory. The 
repeated measurement results obtained in Table 1.  

Table 3 : 5 Repeated Measurement S21 Gathered from PXIe-5632 

Frequency Run 1 Run 2 Run 3 Run 4 Run 5 
GHz S21 S21 S21 S21 S21 

0.0003 -2.935 -2.941 -2.939 -2.943 -2.936 
1.0 -3.087 -3.097 -3.091 -3.090 -3.094 
2.0 -3.145 -3.155 -3.156 -3.156 -3.157 
3.0 -3.176 -3.188 -3.193 -3.193 -3.193 
4.0 -3.273 -3.289 -3.300 -3.301 -3.288 
5.0 -3.214 -3.236 -3.257 -3.252 -3.237 
6.0 -3.348 -3.374 -3.399 -3.399 -3.377 
7.0 -3.381 -3.408 -3.425 -3.421 -3.408 
8.0 -3.469 -3.505 -3.510 -3.504 -3.495 
8.5 -3.530 -3.559 -3.560 -3.562 -3.557 

 From Table 3, minimum and maximum insertion loss S21  was 
measured at -2.935 dB and 3.562 dB at frequency 300 kHz and 8.5 
GHz respectively. The frequency swept at 7 GHz , 8 GHz and 8.5 
GHz are beyond manufacturer specification. It is expected when 
the frequency increased will results higher error and drift.  

 

Figure 8 : Mini Circuit VAT-3 Manufacturer Specification 

 Figure 8 was taken from the manufacturer's manual Mini-
Circuit VAT-3 Fixed Attenuator product specification. The 
manufacturer warranted specification  only up to 6 GHz. This 
experiment was a case study of Type A uncertainty up to 8.5 GHz. 
The frequency swept from 6 GHz to 8.5 GHz does not adhere to 
the manufacturer specification. Although the frequency swept 
beyond the manufacturer warranted specification, this study only 
required a precise in repeated measurement. However, the 
repeated measurement study will helps to plot the statistical 
analysis and the VAT-3 fixed attenuator characteristic. The 
statistical analysis will calculate the error dispersion from nominal 
3 dB attenuation. This error also contribute by drift [20] 
proportional to the PXIe-5632 VNA frequency increased. The 
precise repeated measurement will helps to reduce the Type A 
uncertainty in calculation.  

Figure 9: Transmission S21 With Repeated Number of 5 

Figure 9 shown the transmission S21 with repeated number of 
5 measurement. From 300 kHz found the lowest error calculated 
as 2.47%. The maximum error was calculated as 18.44% from 
nominal 3 db reference point. The VAT-3 fixed attenuator 
warranted specification only up to 6 GHz cut off at -3.45 dB, but 
this device remain stable up to 8.5 GHz with maximum error less 
than 20 % from the nominal points. From figure 9, it can conclude 
that the attenuation loss and error propotional with frequency 
increased from nominal point at 3 dB. 

4.2. PXIe-5632 Experimental Transmission S12 Analysis 

Transmission S12 measurement is measurement from PXIe-
5632 port 1 to port 2. It is also known as reverse transmission. The 
set up was shown as Figure 5. The methodology applied from 
transmission S21 to perform the transmission S12 analysis. The 
only different the PXIe-5632 VNA measured the transmission S12 
opposite direction from transmission S21. The power will be 
transmitted from Port 1 and received in Port 2 at PXIe-5632. Table 
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4 shown the 5 repeated measurement gathered under the same 
calibration condition.  

Table 4 : 5 Repeated Measurement S12 Gathered from PXIe-5632 

Frequency Run 1 Run 2 Run 3 Run 4 Run 5 
GHz S12 S12 S12 S12 S12 

0.0003 -2.946 -2.952 -2.951 -2.953 -2.951 
1.0 -3.108 -3.111 -3.112 -3.114 -3.111 
2.0 -3.159 -3.172 -3.169 -3.171 -3.171 
3.0 -3.182 -3.197 -3.204 -3.199 -3.194 
4.0 -3.278 -3.298 -3.309 -3.304 -3.297 
5.0 -3.216 -3.239 -3.261 -3.256 -3.239 
6.0 -3.365 -3.394 -3.417 -3.409 -3.390 
7.0 -3.395 -3.427 -3.440 -3.439 -3.424 
8.0 -3.470 -3.503 -3.510 -3.508 -3.497 
8.5 -3.537 -3.569 -3.570 -3.569 -3.562 

From Table 2, minimum and maximum measurement was 
measured at -2.946 dB and 3.570 dB respectively. The minimum 
and maximum measured were very close to S21 measurement in 
Table 1. 

 
Figure 10: Transmission S12 With Repeated Number of 5 

Figure 10 shown the transmission S12 with repeated number 
of 5 measurement. From 300 kHz found the lowest error calculated 
as 1.64%. The maximum error was calculated as 18.72% from 
nominal 3 db reference point.  

4.3. Mini-Circuit VAT-3 Transmission S21 and S12 Measurement 
Error and Limit 

Table 5 indicates repeated measurement error on transmission 
S21 and S12. Transmission S12 error was found from Table 5 to 
calculate a minimum of 0.217% and a maximum error of 
18.926%.  The Mini-Circuit VAT-3 was swept beyond its 
manufacturer specification, so it's important to measure the 
frequency error maximum. The function of the S21 and S12 limits 
is used to monitor the repeatability of Type A analysis and identify 
any deviations or variations in performance by the measurement 
system as shown in Figure 11. If the S21 or S12 error is measured 
beyond the control limits, it is required to carry out validation and 
verification again from chapter 4.1. The main objective to perform 

validation and verification again is to detect the characteristic 
change from the equipment used or the device under test.  

Table 5 : S21 and S12 Repeated Measurement Error  

Frequency Measurement Error (%) 

GHz S21 
Error 

S12 
Error tolerance  

New 
S21 

Limits 

New 
S12 

Limits 
0.0003 0.461 0.217 0.18926 0.548 0.259 

1 5.808 6.228 0.18926 6.907 7.407 
2 5.784 6.165 0.18926 6.879 7.332 
3 5.598 5.867 0.18926 6.657 6.977 
4 10.159 10.521 0.18926 12.082 12.513 
5 8.889 9.124 0.18926 10.572 10.851 
6 12.694 13.173 0.18926 15.097 15.667 
7 11.310 11.946 0.18926 13.451 14.207 
8 14.746 15.032 0.18926 17.537 17.877 

8.5 18.646 18.926 0.18926 22.175 22.508 

The standard used characteristic changed may affect the 
accuracy in repeated measurement. The inaccurancy of the 
measured may cause by mishandling of the equipment or the 
equipment degraded over the time being used in production. The 
same causes happen to the device under test. The new limit is very 
important to maintain the stability and repeatability measurement 
and to ensure the system always running in optimum condition. 

 
Figure 11: Measurement Error and Limit Control Chart 

Figure 11 shown the Transmission S21 and S12 characteristic 
are close to each other. The device under test, Mini-Curcuit VAT-
3 fixed attenuator is a known good attenuator and high stability 
device eventhrought the calibration was proceed approximate 20% 
beyond its warranted frequency specification. 

4.4. The variance of S21 and S12 

The variance of S21 and S12 is important to distinguish 
between the population from the data measured across the 
frequency. The variance of S21 and S12 were calculated from 
Equation 2. The variance is calculated from the 5 sample of 
measurements in S21 and S12. It was found that the observation 
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does not vary from the group of mean swept from frequency 300 
kHz until 8.5 GHz. 

The calculated variance concludes that the 5-sample size of 
mean provide a low number of variances. This experiment does 
not require more sample of measurement. If the variance calculates 
a larger number, it represents that the individual frequency results 
was vary greatly from the group of mean. It could be contributing 
by any factor such as personal, skills, equipment, environmental 
condition and other factors.  

Table 6: Variance  S21 and S12 

Frequency Variance 
GHz S21 S12 

0.0003 1.09857E-05 7.0013E-06 
1.0 1.36665E-05 4.8213E-06 
2.0 2.58515E-05 2.7513E-05 
3.0 5.26069E-05 6.5316E-05 
4.0 0.000132802 0.00014041 
5.0 0.000286582 0.00031072 
6.0 0.000448815 0.00039954 
7.0 0.000292401 0.00032702 
8.0 0.000262793 0.00026651 
8.5 0.000180771 0.00019919 

The results from Table 6 is ready to calculate the Type A 
uncertainty.  

4.5. Type A Uncertainty Calculation 

The Type A uncertainty calculated by applying the Equation 3. 
Standard deviation is calculating for each frequency points. It is 
several variations between each data point relative to the mean. 
The calculated standard deviation in Table 7 will be the calculated 
Type A uncertainty as per Equation 4.  

Table 7: Standard deviation of  S21 and S12 

Frequency Standard Deviation  
GHz S21 S12 

0.0003 0.003314 0.002646 
1.0 0.003697 0.002196 
2.0 0.005084 0.005245 
3.0 0.007253 0.008082 
4.0 0.011524 0.01185 
5.0 0.016929 0.017627 
6.0 0.021185 0.019989 
7.0 0.0171 0.018084 
8.0 0.016211 0.016325 
8.5 0.013445 0.014114 

From Table 7, the minimum standard deviation for S21 
measure at 0.003314 at 300 kHz meanwhile S12 measure at 
0.002196 at 1 GHz. The minimum Type A uncertainty represent 
the best repeatability measured in the system. The maximum 

standard deviation for S21 and S12 were calculated as 0.021 and 
0.019 respectively at 6 GHz. The worst case [21] of standard 
deviation demonstrate the maximum deviation at 6 GHz. From the 
worst case Type A uncertainty, it can observe that occurs at the 
maximum frequency point at warranted specification. As the 
conclusion from Table 7, the minimum and maximum standard 
deviation did not proportional towards the frequency increased. 
The minimum and maximum standard deviation could scatter 
between the frequency range from 300 kHz until 8.5 GHz.    

4.6. Type A Uncertainty Associate with Transmission S21 and 
S12 Measurements 

Table 8 and Figure 12 shown the Type A uncertainty 
evaluation reported into the device under test measurement report. 
The Type A uncertainty reported respect to its frequency point. 
The reading of transmission S21 and S12 were the magnitude of 
absolute measurement from PXIe-5632 VNA and associate with 
Type A uncertainty. Each of the individual Type A uncertainty will 
be computed with Type B uncertainty to calculate the total 
expended uncertainty expended uncertainty which the total 
expended uncertainty should reported in 2 decimal points [11].  

Table 8 : An Example of Calibration Report With Type A Uncertainty 

DUT Calibration Report 
Freq. 
(GHz) S21 Type A 

Unc. S12 Type A 
Unc. 

0.0003 -2.939 0.0033 -2.951 0.0026 
1 -3.092 0.0037 -3.111 0.0022 
2 -3.154 0.0051 -3.168 0.0052 
3 -3.189 0.0073 -3.195 0.0081 
4 -3.290 0.012 -3.297 0.012 
5 -3.239 0.017 -3.242 0.018 
6 -3.379 0.021 -3.395 0.020 
7 -3.408 0.017 -3.425 0.018 
8 -3.497 0.016 -3.498 0.016 

8.5 -3.553 0.013 -3.562 0.014 

 

 
Figure 12: Transmission S21 and S12 associate with Type A Uncertainty 

Repeated measurement concept is involved multiple 
measurement of each frequency. Under the repeated measurements 
condition, the device under test will exposed the best and worst 
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conditions from the calibration report.  It is a statistical 
measurement calculate the variation in the response to the variation 
variable that is cause by random and systematic errors. The random 
and systematic effect will be analysed when performing the Type 
A and Type B uncertainty.   

5. Discussion 

5.1. Validate Type A Uncertainty by Using Correlation S21 and 
S12 Method 

The correlation between S21 and S12 is important to ensure the 
performance of the Network Analyzer generator and receiver 
measured the power precise and accurately. The correlation of S21 
and S12 calculated as shown in Table 9. The mean of S21 and S12 
were calculated from Table 3 and 4 respectively by applying the 
equation 1 to verify the correlation of the transmission measured 
by the PXIe-5632 VNA. In ideal case, both transmission S21 and 
S12 should be the same magnitude in term of forward and reverse 
insertion loss. It is because the same device under test measured at 
the same condition. However, this theory does not apply in the 
experimental. There are gaps identified in the calibration. 

Table 9 : Delta of Mean Calculated From S21 and S12 

Frequency Mean 
GHz S21 S12 ∆ Mean 

0.0003 -2.9386 -2.9506 0.0120 
1.0 -3.0919 -3.1111 0.0192 
2.0 -3.1537 -3.1684 0.0146 
3.0 -3.1888 -3.1954 0.0066 
4.0 -3.2903 -3.2970 0.0067 
5.0 -3.2392 -3.2420 0.0028 
6.0 -3.3792 -3.3949 0.0157 
7.0 -3.4085 -3.4251 0.0166 
8.0 -3.4968 -3.4977 0.0008 
8.5 -3.5534 -3.5616 0.0082 

Figure 13 shown the correlation of S21 and S12 from 300 kHz 
until 8.5 GHz. From the graph, it was found that the delta of mean 
is random. It does not proportional to frequency. The maximum 
delta of mean is 0.0192 dB at frequency 1 GHz and follow by 7 
GHz and 6 GHz. Meanwhile, the minimum delta of mean 
measured at 8 GHz only differentiate with 0.0008 dB.  

 
Figure 13 : Correlation S21 and S12 

Overall Figure 9 conclude that strong correlation between S21 
and S12 trend crossing each other from 300 kHz until 8.5 GHz. 
The PXIe-5632 VNA port 1 and 2 are two different receivers to 
measure the signal received. The strong correlation concludes the 
PXIe-5632 VNA port 1 and port 2 measured insertion loss very 
close to each other by two different sensors applied in the system.  

5.2. Verification of PXIe-5632 VNA Results with Other Original 
Equipment Manufacturer  

Performing the Type A uncertainty analysis only with the 
PXIe-5632 VNA would not sufficient to determine the accuracy of 
repeated measurement. With the study had been done is required 
to perform the gaps analysis with another external system. It is 
reducing the risk to make mistake in the calibration and to ensure 
the PXIe-5632 VNA also demonstrate the strong correlation with 
another system. If the comparison between the PXIe-5632 and 
external system results are independent, a further detail analysis is 
required including validate the calibration procedure or hardware 
being used in this study.  

Figure 14 shown the same device under test measured by 
Rohde & Schwarz ZNB20 VNA from 100 kHz until 8.5 GHz. It 
was the screenshot from the ZNB20 VNA display.  It shown the 
device under test trend across the frequency swept with markers 
function turn on. The reading pointed by markers will compare 
with the PXIe-5632 VNA. From the ZNB20 VNA was found the 
device under test characteristic does not linear from 1 GHz until 
8.5 GHz. It is because the ZNB20 VNA perform the measurement 
without averaging function turn on. Without the averaging 
function, the device under test is measured under the “worst case” 
scenario. If the averaging function turn on, it is expected the device 
under test measured in a linear characteristic.  

 
Figure 14: ZNB20 Transmission S21 and S12 Absolute Measurement 

Figure 14 observe that the ZNB20 VNA measured the device 
under test similar to PXIe-5632 VNA. Table 10 and 11 calculate 
the delta between two independent system in term of precision and 
accuracy. It is a very useful information to research and 
development team improve the next generation of VNA design.  

0.00

0.01

0.01

0.02

0.02

0.03

-3.7

-3.5

-3.3

-3.1

-2.9

S2
1 

AN
D 

S1
2 

IN
SE

RT
IO

N
 L

O
SS

 (D
B)

FREQUENCY (GHZ)

Correlaton S21 & S12

S21 S12 ∆ Mean

∆ M
ean (dB)

http://www.astesj.com/


T.M. Hui et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 226-235 (2020) 

www.astesj.com     234 

Table 10: S21 Comparison Between PXIe-5632 and ZNB20 

Frequency Measurement Error  

GHz PXIe-
5632 S21 

ZNB20 
S21 

Delta 
S12 (dB) 

Delta 
S12 (%) 

0.0003 -2.9862 -2.9662 -0.0200 0.67% 
1 -3.1742 -3.0825 -0.0917 2.98% 
2 -3.1735 -3.1522 -0.0213 0.68% 
3 -3.1679 -3.2088 0.0409 -1.27% 
4 -3.3048 -3.2584 -0.0464 1.42% 
5 -3.2667 -3.2961 0.0294 -0.89% 
6 -3.3808 -3.3369 -0.0439 1.32% 
7 -3.3393 -3.4116 0.0723 -2.12% 
8 -3.4424 -3.5329 0.0905 -2.56% 

8.5 -3.5594 -3.6167 0.0573 -1.59% 

From Table 10, the maximum delta between the two system 
occurs at 1 GHz. It is differentiated by -0.0917 dB or 2.98% above 
the PXIe-5632 VNA measurement. Overall Table 10 can conclude 
that the S21 does not measure any significant delta from 300 kHz 
until 8.5 GHz.    

Table 11 : S12 Comparison Between PXIe-5632 and ZNB20 

Frequency Measurement Error  

GHz PXIe-
5632 S12 

ZNB20 
S12 

Delta 
S12 (dB) 

Delta 
S12 (%) 

0.0003 -2.92652 -2.9780 0.0515 -1.76% 
1 -2.88306 -3.1145 0.2314 -8.03% 
2 -3.10583 -3.1860 0.0802 -2.58% 
3 -3.29741 -3.2166 -0.0808 2.45% 
4 -3.15151 -3.2516 0.1001 -3.18% 
5 -3.36279 -3.2907 -0.0721 2.14% 
6 -3.23231 -3.3605 0.1282 -3.97% 
7 -3.5807 -3.4775 -0.1032 2.88% 
8 -3.75398 -3.5822 -0.1718 4.58% 

8.5 -3.76342 -3.6729 -0.0905 2.41% 

From Table 11, the maximum delta between the two system 
occurs at 1 GHz. It is differentiated by 0.2314 dB or -8.98% below 
the PXIe-5632 VNA measurement.  At 4, 6 and 8 GHz were found 
large deviation measured beyond 3% delta. Overall Table 11 can 
conclude that the S12 measure multiple significant changes from 
300 kHz until 8.5 GHz. Especially at 1 GHz was identify 
maximum delta in both S21 and S12.  

5.3. Summary of Discussion 

In the discussion, there are 2 main issues were found. First 
issue identifies as the frequency swept at 1 GHz and second issue 
is transmission S12 comparison between PXIe-5632 and ZNB20.  

Frequency swept at 1 GHz did not found significant issue 
when the measurement of S21 and S12 correlation between PXIe-

5632 itself. The changes in insertion loss was low measured at 
0.0192 dB. However, the same frequency point resulting the 
biggest delta compare to another system. This is the first 
improvement required corrective action in next research.  

The second issue was found in transmission S21 comparison 
between PXIe-5632 and ZNB20. There are 4 out of 10 
measurement points are beyond 3% delta. Although the 3% 
changes are not significant to both systems. If the ± 3% set as the 
benchmark or pass rate. Overall, only 6 out of 10 measurement 
points were measured below 3% changes. It is only score 60%. 
Nevertheless, corrective action required in next research as well.  

6. Conclusion 

In this study, an evaluation of Type A measurement 
uncertainty for NI PXIe-5632 Vector Network Analyzer from 300 
kHz to 8.5 GHz is calculated. This frequency bandwidth is widely 
used in telecommunications particularly in the calibration system 
for the 5 G sub-6 GHz range that required to perform calibration 
on the telecommunication devices. This paper also carries out 
several the comparison technique applied in the PXIe-5632 VNA, 
valued to specific calibration techniques. A complete 
mathematical review shown the effects in each step involve in the 
Type A uncertainty analysis. This paper could help improve the 
scattering of parameters for commercial laboratories to extend the 
calibration potential in the new 5G telecommunication sector. The 
calibration analysis by using a 3 dB fixed attenuator also helps the 
commercial calibration laboratory explore existing measuring 
capacities and increase the degree of competence in the laboratory. 
In the discussion, it is explained the limitations are identify in 
existing PXIe-5632 VNA system. A part of the limitation of this 
paper would contribute to next improvement research area. As 
future of this work, the first development is to extend the 
frequency range beyond 8.5 GHz. The second development is 
extending to PXIe-5632 VNA Scattering Parameters port 1 (S11) 
and port 2 (S22). The calculation of the reflections S11 and S22 
involved only port 1 or port 2. In addition, a measure of the test 
uncertainty ratio may also be added in future to satisfy the 
requirements of ANSI / NCSL Z540. A test uncertainty ratio also 
can be calculated to meet the ANSI/NCSL Z540 requirement.   
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 The emerging trend of modern industry automation requires intelligence to be embedded 
into mobile robot for ensuring optimal or near-optimal solutions to execute certain task. 
This yield to a lot of improvement and suggestions in many areas related to mobile robot 
such as path planning. The purpose of this paper is to review the mobile robots path 
planning problem, optimization criteria and various methodologies reported in the 
literature for global and local mobile robot path planning. In this paper, commonly use 
classical approaches such as cell decomposition (CD), roadmap approach (RA), artificial 
potential field (AFP), and heuristics approaches such as genetic algorithm (GA), particle 
swarm optimization (PSO) approach and ant colony optimization (ACO) method are 
considered. It is observed that when it comes to dynamic environment where most of the 
information are unknown to the mobile robots before starting, heuristics approaches are 
more popular and widely used compared to classical approaches since it can handle 
uncertainty, interact with objects and making quick decision. Finally, few suggestions for 
future research work in this field are addressed at the end of this paper. 
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1. Introduction 

Mobile robots are widely used in automated industrial 
environments such as military, security environments, agriculture, 
mining and in warehouses [1]. The ultimate goal in designing the 
path planning for a mobile robot is for the mobile robot to move 
successfully and able to execute task in the environment. In order 
to achieve this, a path planning algorithms need to be design first. 
Such algorithm is meant to provide the free collision path from the 
starting point to its destination with respect to certain criteria such 
as distance, time taken, safety level of the path and path 
smoothness. Thus, determining an optimal path in an environment 
containing obstacles is one of the challenge in designing path 
planning algorithm. This problem is categorized as NP-complete 
or NP-hard, depending on the complexity of the environment [2]. 
Path planning not only save a lot of time but also reduce the wear 
and capital investment of mobile robot. 

Robot navigation can be further divided into three parts which 
are global navigation, local navigation and personal navigation. In 
global navigation, the mobile robot knows the location of 
obstacles, type of environment and its target point. Local 

navigation is more challenging where the location of the obstacles 
is dynamic. The mobile robot deals with unknown or partially 
known environment since certain objects might be stationery or 
moving.  In this kind of navigation, the mobile robot need to be 
able to interact with objects or even carrying out task.  Personal 
navigation is for monitoring of the individual robot and anything 
in contact with it. 

 

Figure 1: Few Popular Classical and Heuristics Approaches for Mobile Robot 
Path Planning 
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Path search algorithm for global navigation is based on 
classical approaches such as cell decomposition, roadmap 
algorithm and AFP. Local navigational approaches are more 
intelligence since they need to interact with the dynamic 
environment and execute plan autonomously. These methods are 
classified as in Figure 1. 

  The rest of this paper presents the overview of the latest works 
done in mobile robot path planning field and is organized as 
follows. Section 2 discussed the optimization criteria for path 
planning. Section 3 and 4 presents the latest works of most 
common used classical and heuristics method respectively. 
Finally, Section 5 concludes the paper. 

2. Optimization Criteria 

There are few optimization criteria need to be considered in 
providing an optimal path whether in global or local navigation 
category. The criteria include distance, cost, time taken, 
smoothness and energy level. Not just that the characteristics of 
the mobile robot and environment also need to be taken into 
account such as turning radius of the robot, velocity, acceleration, 
shapes of the obstacles and the occurrence of dynamic 
environment. Three commonly used optimization objective is as 
follows: 

2.1. Path Length 

 Through this criteria, the main goal is to have the shortest 
path as possible. In order to obtain the total path length, all sub 
length from the source point to destination point will be total up. 
This calculation is presented as the following formula [3]. 
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In (1), n  represent the number of nodes from the source point to 
its target. 

2.2. Smoothness 

 Smoothness objective tries to have a straight path as possible. 
This objective will help to reduce energy level as the mobile robot 
will navigate through the path with minimal turns in a straight way 
compared to a curvy path that’s uses a lot more energy. Path 
smoothness can be measured through the following equation [4]. 
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In (2), n  are number of angles formed from starting position to 
target destination and iθ  is value of angle for 1 .i n≤ ≤  Figure 2 
illustrates the graphical explanation of this objective with 4.n =   
 

 
 
 
 
 
 
 

Figure 2: Graphical Explanation to Measure Smoothness Degree of a Path 

2.3. Safety Degree 

Safety degree of a path is definitely vital to provide free collision 
paths especially in the environment where robot and human needs 
to interact to each other. A safe path planning is a must especially 
for a high degree of freedoms (DOFs) mobile robots in dynamic 
environment where the obstacles are not necessary stationery or 
in a crowded environment. The safety degree which is also can 
represent the collision probability is presented in [3]. It can be 
defined as  
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In (3) pd  is the shortest distance between the i -th segment and 
its nearest obstacles, and λ  is the threshold of the safety degree. 
Path with a small value of safety degree reflects the small collision 
probability and will be chosen. 

3. Classical Approach 

 Initially, classical approaches are commonly used in mobile 
robot path planning before the development of artificial 
intelligence methods. The major drawback of these methods are 
high computational cost and unable to make decision prior to 
dynamic environment and execute new planning [5]. Cell 
decomposition approach (CD), roadmap approach (RA) and 
artificial potential field (AFP) are few classical approaches that 
are being reviewed in this paper. 
 
3.1. Cell decomposition approach (CD) 

The idea of this method is to divide the environment into a 
number of connected regions. The shape of the region or cell can 
be vertical strip cells, array of rectangular grid, or unequal size 
rectangular grid. Each cells are connected to each other and not 
overlapping. If the cell contains any obstacles, it will be 
considered as ‘corrupted cell’ and will be decompose further to 
get free cell. All cell is given its number representation. This idea 
is illustrated in Figure 3. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Environment is Decomposing into Few Numbered Free Cells 
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In this decomposition, any two cells are adjacent if they shared 
the same boundary. This decomposition can be later on convert 
into graph as in Figure 4 where cell 1 is the starting position of the 
mobile robot and cell 14 is the destination. 
 

 

 

 

 

 

 

 

 

 

 

Figure 4: Decomposition is Converted into Graph 

This method has been presented in [6] for real-time operation 
of mobile robot path planning, in [7] to handle multiple activities 
in three dimensional environments by using greedy depth-first 
search and GA based method and in [8] to compare the trajectories 
of various cell decomposition and graph weights. 

3.2. Roadmap approach (RA) 

 Roadmap approach or highway approach uses visibility 
graphs to develop the roadmap of the environment and further 
help in finding the shortest path from starting position to the 
target. In developing visibility graph, all obstacles will first be 
represented as a polygon. Each of this polygonal obstacles will 
have nodes correspond to its vertices.  
 
All the nodes will be connected if: 

i. they form an edge of the obstacles. 
ii. the line segment joining them forming a visible connection. 

The advantage of this method is if the path found in this 
roadmap will be the shortest path. However, the performance of 
this method will be greatly reduced in a complex environment or 
in higher dimensional-space. The application of roadmap 
approach using visibility graphs is as presented in [9].  

3.3. Artificial potential field (AFP) 

Artificial potential field is first developed by Khatib [10] for 
mobile robot navigation. This method assumes an artificial force 
field consists of attractive and repulsive force in the environment. 
The goal will produce attractive force that attract the mobile robot 
to move towards it. While, the obstacles generate a repulsive force 
and is pointing out from the obstacles. These imaginary forces 
attract the robot towards the goal by avoiding all obstacles. See 
Figure 5. The robot will be reaching the target point by following 
the negative gradients. The method is applied widely in mobile 
robot navigation including implementation in a real time robot 
path planning [11], modification of the method to be use in 
dynamic environment [12] and hybridization of this method with 
other techniques such as GA [13], PSO [14] and FL [15]. 

 

 

 

 

 

 

 

 

 

 
 

Figure 5: Illustration of the Scheme of Artificial Potential Field 

4. Heuristics Approach 

The development of artificial intelligence method helps 
mobile robots to navigate more successfully in dynamic 
environment where the obstacles might be moving or stationery. 
These methods are most popular nowadays compare to 
conventional approaches since it can handle the uncertainty 
present in the environment and make decision. Few popular 
approaches in this field is being reviewed in this section including 
genetic algorithm (GA), particle swarm optimization approach 
(PSO) and ant colony optimization method (ACO). 

4.1. Genetic algorithm (GA) 

Genetic algorithm (GA) is one of the heuristics method that 
has been used widely to solve constrained and unconstrained 
optimization problem in science and engineering field. In GA, all 
candidate solutions (called individuals) of the problem will be 
encoded into chromosomes which will undergoes few basic 
operations such as selection operator, crossover operator and 
mutation operator. The fitness value for each individual will be 
evaluated based on the objectives. In each generation, multiple 
individuals will be selected based on their calculated fitness value 
forming a new population to be used in the next iteration. Figure 
6 presents the example of the basic step of this method.  

 

 

 

 

(a) Selection Operator: Two set of individuals encoded into chromosomes 

 

 

 

 

 

(b)  Crossover Operator: multiple of individuals is selected based on their 
fitness value  
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(c) New Population Formed. 

 

 

 

 

(d) Mutation Operator: Genes or individuals from other chromosomes are 
randomly inserted into new population. By doing this, premature convergence 

can be avoided. 

Figure 6: Genetic Algorithm Basic Step 

Few stopping conditions that can be used to determine 
termination include: 

i. Generations – If a maximum number of generations has 
been produced. 

ii. Time Limit – Algorithm will stop if it has been running for 
a specific period of time. 

iii. Fitness Value – If satisfactory fitness level has been 
reached for the population. 

The comparison between this method and probabilistic RA 
method has been reported in [16]. Results show that GA produce 
a smoother path for robot navigation but more time consuming. In 
[17], a fitness function that optimizes the number of turns take by 
the mobile robot is suggested where in [18], a new binary 
encoding by using matrix is presented for mobile robot navigation 
in both static and dynamic environments. 

4.2. Particle swarm optimization approach (PSO) 

Particle swarm optimization (PSO) is derived from the 
situation of a swarm of birds or a school of fish finding for food. 
This method mimics the behavior of these animals that doesn’t 
require any leader to lead the group the reach the food source. 
These swarm of animals do not know where the food is hidden or 
exactly located, but they have the information of their distance 
from it. If each single animal tries to reach the food source on their 
own, it is inefficient since large number of time will be needed 
and will cause havoc in the situation. Therefore, the best way is to 
follow the members who is nearest to the food source [5]. In 
reflect to the algorithm, each single animal in the search space 
represent the solution. Each of these solution or particle contain 
two information, 

i. their own fitness value determines by the objective 
function. 

ii. the velocities which direct the solution to the target. 

This algorithm is initialized with a set of solution. In every 
iteration, each particle will return their fitness value called pbest. 
The best pbest value in each iteration is recorded and stored as 
global best value, gbest. After getting these two values, the 
algorithm will calculate for the velocity and position of particles. 
This algorithm has few similarities with genetic algorithm such as 
starting the procedure with a set of randomly generated population 
and both methods evaluate the population through fitness value. 

This method has been implemented for navigation of an aerial 
robot in three dimensional unknown environments [19], 
humanoid robot [20] and in industrial robot [21].  

4.3. Ant colony optimization method (ACO) 

Ant colony optimization method inspired from the biological 
situation of ants finding the shortest path between their nest and 
food source using pheromone trails. Since ants hardly use vision, 
they will lay pheromone trails when they’re moving from one 
place to another as a give signal to other ants. If the next ant 
decides to follow that path with certain probability, they will lay 
more pheromone to reinforce the trail. The more ants following 
the path, the stronger the pheromone. Pheromone of a shorter path 
builds up faster so more ants will follow it. This behavior is 
illustrated as in Figure 7. 

 

 

 

 

(a) Ant Making a Trail. 

 

 
 
 
 
 

(b) Ant follows and leave pheromone. Shorter trails are run more often as the 
pheromone on a longer trails evaporate faster and disappear with time. 

 

 

 

 

(c) As time increasing, more ants will follow the shorter trail. The 
pheromone on the shorter trails will get stronger. 

Figure 7: Biological Situation of Ant Colony Optimization Method 

In reflect to the algorithm, this algorithm requires some 
memory to restore data structures. This method has been applied 
widely in various field including bus routes, garbage collection, 
telecommunication networks, machine scheduling and 
composition of products. In [22], ACO is hybridized to be 
implemented for navigations of humanoids in cluttered 
environment where in [23], a new fuzzy approach is presented for 
diversity control of ACO.  

5. Conclusion 

This study discuss few commonly used classical approaches 
such as cell decomposition (CD), roadmap approach (RA), 
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artificial potential field (AFP), and heuristics approaches such as 
genetic algorithm (GA), particle swarm optimization (PSO) 
approach and ant colony optimization (ACO) for mobile robot 
navigation. From the discussion, heuristics approaches are more 
popular and widely used compared to classical approaches due to 
its robustness and perform well in various environmental 
condition. This field is in high demand can be extended to several 
situations. Mobile robot path planning can be inosculated with 
multi sensor. The use of multi sensor improve mobile robot 
performance by giving extra information on the surrounding and 
able to reduced uncertainty given by single sensor. Few topics can 
be studied in depth related to multi mobile robots for example 
their task assignment, communication and cooperation between 
them and group path planning. Mobile robot path planning in high 
dimensional environment cooperated with static or dynamic 
obstacles can be another new focus area in this field.  
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 The objective of the research is to determine the changes in wrinkling and thinning behavior 
in the stamping process of the top outer hatchback. The study was conducted using two 
types of materials, i.e., SCGA (Steel Cold rolled Galvanized Annealed) and SPCC (Steel 
Plate Cold rolled Coiled) with a thickness of 0.80 mm. During the stamping process, the 
coefficient of friction values varied of 0.0, 0.05, 0.10, and 0.15 for each material. The 
stamping process was carried out by using the simulation method to investigate the 
wrinkling and thinning behavior. The forming limit diagram (FLD) provides information 
on material changes and the amount of safe and unsafe areas on the blank. The results 
showed that in the fifth step, the parts that experienced high values of major-minor stress 
and strains, thinning, and wrinkling decreased in the last step. That caused by removing 
unused areas after the trimming process. Therefore, the safe zone of SCGA was increased 
from 9.52% to 18.19%. For the SPCC material, the safe area increased from 8.63% to 
16.31%. The coefficient of friction affects the thinning and wrinkling defects. The greater 
of the friction coefficient will increase the value of thinning and wrinkling. Based on the 
Non-Linear FLD analysis, both materials SCGA and SPCC are still in a safe condition. 
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1. Introduction  

The development of the automotive industry today, requires 
the manufacturing industry to make products effectively and 
efficiently [1]. Automotive panel components are made by 
stamping [2], [3]. In the stamping process, product quality is 
strongly influenced by several factors, such as material properties, 
die geometry, friction characteristics, and punch forces [4]-[6]. In 
the stamping process, there are some defect problems that are 
usually present, namely wrinkle, fracture, springback, and 
cracking [7]-[9]. To solve these defects, stamping companies 
require more time and cost. An accurate sheet metal forming 
simulation is needed to develop an effective production process so 
that it can reduce the cost of producing automotive components. 
The use of stamping simulations to reduce defects can shorten the 
time of making molds, increasing material utilization, and 
reducing component damage. As such, stamping simulations make 
a significant contribution to the automotive industry to reduce 
product defects [10], [11]. 

In previous studies, researchers have used sheet metal forming 
simulations to predict defect problems during the stamping 
process. One of the efforts made is to analyze the influence of 
drawbead geometry to reduce failures and defects in the deep 
drawing process [12]. Researchers make changes in material flow 
by using drawbead to optimize cavity pressure. Thus, wrinkling 
can be reduced [13]. Analyzing blank holding forces related to 
draw-bead depth [14]. The drawbead retaining force is evaluated 
using the finite element method (FEM) for a variety of blank size 
variations. Recently, a design sensitivity analysis was also carried 
out to optimize the blank holder force (BHF) and draw-bead 
strength in the stamping process [15]. Reducing and eliminating 
cracking in the deep drawing process is done by analyzing the 
blank holder force and punch stroke variants [16]. Researchers 
suggest the factors that need to be considered while making a 
stamping simulation are the holding force, the shape of the draw-
bead, the distance between the tool and the blank, and the boundary 
conditions [17]. In the stamping simulation, it uses not only the 
holding force but also the lift force because the draw-bead and 
strain become the boundary conditions in the stamping process 
[18]. 
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Researchers have used FEM to analyze thinning and wrinkling 
behavior [19]-[21] and the factors that influence wrinkling [22]. 
BHF optimization and friction coefficient studies have been 
conducted to reduce the occurrence of wrinkling [23]. The 
combination of displacement adjustment (DA) and spring forward 
(SF) methods into a hybrid method (HM) has been carried out to 
reduce springback and optimize die in the stamping process [24]. 
Case studies for analyzing springback and compensation in 
automotive components have been carried out using FEM [25]. 

FLD is an empirical diagram used to determine the safe area of 
the plate during the forming process, which is applied to avoid 
failure [26]. FLD can be used to observe the behavior of isotropic 
hardening and strain in the deep drawing process [27][28]. That is 
also used to analyze the damage and thinning due to sheet metal 
forming processes such as fracture, necking, wrinkling, local 
bonding, and wrinkling [29]. FLD uses surface strain 
measurements by calculating major and minor strains [30][31]. 

This study aims to investigate wrinkling and thinning behavior. 
The effect of the coefficient of friction on the formation of 
wrinkling and thinning was also investigated. The automotive 
component studied is a top outer hatchback with material using 
two different materials, namely SCGA and SPCC. 

2. Research Method 

The study was conducted by using numerical simulations of 
Autoform software. The design was created by using CATIA V5 
software. The CAD (Computer-Aided Design) data in the form of 
surface models, then developed into upper and lower dies. Other 
CAD data were blank holder, outer trimming, and inner trimming. 
All models in the form of surfaces have been prepared from 
CATIA V5, as shown in Figure 1. The models were then saved in 
the type of an IGS file for input files in Autoform. 

The material used in this study was a commercial plate for the 
stamping industry, namely SCGA and SPCC. The material 
properties was described in Table 1. Plate thickness is 0.80 mm 
with a length of 1,610 mm and a width of 1,120 mm. Variations in 
the friction coefficient used were 0.0, 0.05, 0.10 and 0.15 for each 
material. It was done to determine the effect of the coefficient of 
friction on the formation of wrinkling and thinning defects. The 
component studied was the back part of the Micro Bus, the top 
outer hatchback. 

 

 
Figure 1. Surface definition for sheet metal forming. 

Table 1. Material properties of SCGA and SPCC [32][33]. 

Mechanical properties Material type 
SCGA SPCC 

Young’s Modulus (GPa) 160 210 
Poisson’s ratio 0.3 0.3 
Yield Stress (MPa) 157.1 157.1 
Yield Strain (0) 0.00869 0.00869 
Strain Rate Exponents (m) 0.228 0.225 
Strength Coefficient C (MPa) 551.4 551.4 

Strain hardening for hardening curves use the Swift formula: 

𝜎𝜎 = 𝐶𝐶 ∗ �𝜀𝜀𝑝𝑝𝑝𝑝 + 𝜀𝜀0�
𝑚𝑚

 (1) 

Hardening curves are defined using a combination of Swift and 
Hockett-Sherby approaches. The combination factor of α 
determines the composition of the equation. 

𝜎𝜎 =  (1 − 𝛼𝛼)𝐶𝐶 ∗ �𝜀𝜀𝑝𝑝𝑝𝑝 + 𝜀𝜀0�
𝑚𝑚 + 𝛼𝛼 �𝜎𝜎𝑆𝑆𝑎𝑎𝑡𝑡 − (𝜎𝜎𝑆𝑆𝑎𝑎𝑡𝑡 − 𝜎𝜎𝑖𝑖)𝑒𝑒

−𝛼𝛼𝛼𝛼𝑝𝑝𝑝𝑝
𝑝𝑝
� 

 (2) 

where σ is stress equivalent, pl is equivalent plastic strain and 
the others are material parameters. 

Tools setting parameters were described in the Table 2. 
Analyzes were performed on both SCGA and SPCC materials 
with a thickness of 0.8 mm each. The cushion stroke was 90 mm, 
and the blank holder force 60 kN. The investigation was carried 
out using FLD in 6 steps. The step is made based on the distance 
between punch and die or distance to bottom, as shown in Table 
3. FLD is a curve that represents the boundaries of the process of 
material formation based on the major and minor strain stresses 
of an element. That means that material that experiences a strain 
above the curve's limit will experience thinning. wrinkling. 
springback or cracking. Material changes in the process of 
forming the top outer hatchback underwent several changes as 
indicated by the difference in the color of the formation, which 
consists of areas of thickening, compressing, stretch insuftion, 
safe, risk of split, excess thinning and split as shown in Figure 2. 

Table 2. Tools setting parameters for stamping simulation. 

Setting 
Tool Punch Die Binder Cutting 

Tool 
Tool 
Contact 

Manual Upper 
Side of Blank 

Manual 
Lower 
Side 

Blank 

Manual 
Upper 
Side of 
Blank 

Inner 
Cutting 
Outer 

Cutting 
Support 
Type 

Force Control Rigid Force 
Control 

- 

Displacing 
Tool 

Die - Die - 

Cushion 
Stroke 

90. mm - 90. mm - 

Tool 
Stiffness 

50. MPa/mm - 50. 
MPa/mm 

- 

Force/ 
Pressure 

60.0 kN - 60.0 kN - 

Maximum 
Cutting 
Depth 

- - - 70. mm 

 

Inner trimming 

Outer trimming 

Upper dies 

Blank holder 

Lower 
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Table 3. Definition of each step for investigation. 

Step Distance to 
Bottom (mm) Process 

1 -125 Drawing 
2 -115 Drawing 
3 -105 Drawing 
4 -95 Drawing 
5 0.00 Drawing 
6 0.00 Trimming 

 
Figure 2. FLD description for forming investigation. 

3. Results and Discussion 
3.1. FLD based Investigation  

The FLD results of the SCGA and SPCC material in the first 
step with a distance of -125 mm from the die was shown in Figure 
3. Plate material flow behavior has been seen, and material changes 
occur from several conditions in both materials. Plate material 
changes that occur are the thickening area for SCGA material 
0.12% and SPCC of 0.13%. The compressed area for SCGA 
material was 0.03% and SPCC 0.04%. Insuft stretch area for 
SCGA material was 99.84% and SPCC material 99.80%. Both 
material SCGA and SPCC have a safe area of <0.01%. The risk of 
split area, excess thinning, and split of all materials remained 
unchanged at 0.00%. 

In the second step, the distance was -115 mm from the die. 
The thickening area of the SCGA and SPCC material was 0.32% 
and 0.39%. The compressed area was 0.11% and 0.13%, 
respectively. The area of insuft stretch on SCGA material was 
99.56% and SPCC of 99.46%. The safe zone for SCGA material 
was 0.01% and 0.02% for SPCC material.  

The investigation FLD based results for all steps were 
described in Table 4 for SCGA material and Table 5 for SPCC. 
The thickening area continues to increase until the fifth step for 
both SCGA and SPCC materials. Likewise, for compressed areas, 
insuft stretch, and safe regions. The forming simulation parameters 
used have shown that the stamping process can work safely. It can 
be seen from the area of risk of a split, exes thinning, and split, 
giving zero results. But in step six, the split area arose. The areas 
of risk of split and exes thinning was shown in Figure 4. (a) and 
(c). Figure 4. (b) and (d) show the FLD results after trimming. The 
thickening area has given zero results in the sixth step, and the 
compressed area as well. The area has decreased after the trimming 
process. The results of the analysis based on FLD indicate that the 
thickening area occurs in the regions that are not used. The results 
can be seen the sixth step or after trimming. 

 

 
Figure 3. FLD results at step 1 for (a) SCGA, and (b) SPCC. 

Table 4. FLD based results of SCGA material for all steps. 

Parameters 
(%) 

Step for SCGA 
1 2 3 4 5 6 

Thickening 0.12 0.32 1.16 6.21 14.6 0 
Compress 0.03 0.12 0.43 1.43 3.76 0.01 
Insuft. 
stretch 

99.8 99.6 91.9 91.9 72.1 81.6 

Safe 0.01 0.01 0.1 7.2 9.52 18.2 
Risk of 
split 

- - - - - - 

Exes 
thinning 

- - - - - - 

Split  - - - - - - 
Table 5. FLD based results of SPCC material for all steps. 

Parameters 
(%) 

Step for SPCC 
1 2 3 4 5 6 

Thickening 0.13 0.39 1.33 6.27 15.04 0 
Compress 0.04 0.13 0.56 1.29 3.66 0.19 
Insuft 
stretch 

99.8 99.5 97.9 92.0 72.6 81.6 

Safe 0.01 0.02 0.45 8.2 8.63 16.3 
Risk of 
split 

- - - - 0.01 0 

Exes 
thinning 

- - - - 0.01 0 

Split  - - - - 0.01 0 
 
3.2. Non-Linear FLD based Investigation 

Nonlinear FLD analysis was performed to determine material 
behavior based on strain changes. Material failure behavior 
depends on the strain path. Figure 5 shows the results of the 
nonlinear FLD analysis after the trimming process for both 
materials SCGA and SPCC. Based on these results, there were no 
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cracks or splits occur in the component. Material failures have 
occurred in unused areas. That has been explained before. Local 
necking was generated due to unstable deformation. This 
phenomenon occurs before the appearance of a crack or split.  

 
Figure 4. FLD results of SCGA before and after trimming (a-b), SPCC before 

and after trimming (c-d). 

 

 

 

 
Figure 5. Nonlinear FLD results of SCGA (a) and SPCC (b) material. 

3.3. Strain Based Investigation 

The material behavior has been observed in six predetermined 
steps. Observations have been made for minor strains, as shown 
in Figure 6 (a-b) for both SCGA and SPCC material. The 
materials have changed the value of minor strains in step five. 
Observations have been made in four areas with potential defects, 
namely in areas A, B, C, D, as shown in Figure 6 (c-d). In area A, 
the highest minor strain values were 2.2 x 10-3 for SCGA material 
and 3.10 x 10-3 for SPCC material. It has happened in the drawing 
process. In the sixth step or the trimming process, the minor strain 
has decreased. It was 0.03 x 10-3 and 0.02 x 10-3 for SCGA and 
SPCC respectively. 

The minor strain is a smaller value of principal logarithmic 
strain. Minor strain values indicate that the material has a 
stretching. The value of this strain affects the wrinkling 
phenomenon. On observing the process of changing minor strains 
for SCGA material from steps 3, 4, and 5, the value of minor strains 
was increased. That was resulted in wrinkling in part, shown in 
Figure 6 (c-d). The same thing has happened to the SPCC material. 
The minor strain and wrinkling values also increase in steps 4 and 
5.  The wrinkling area for both materials occurs at the edge of the 
trimming area. 
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(c) 

 
(d) 

Figure 6. Minor strain results and wrinkling. 

Figure 7 shows the results of major strains for both SCGA and 
SPCC materials. Observations have been made in four areas that 
have the potential to experience defects, namely in areas A, B, C, 
D, the same as previous observations. Major strains show the 
greater value of principal logarithmic strains. It affects the 
behavior of thinning and wrinkling during the forming process.  

In the C area, the SPCC material was experienced a more 
significant major strain than SCGA. The most considerable major 
strain was occurred at the end of the fifth drawing step. In this step, 
the dominant strain values are SCGA 8.0 x 10-3 material and 
SPCC 7.9 x 10-3 material. Major strains in SCGA material have 
increased significantly from step 4 to step 5. It has resulted in 
wrinkling in several areas of the blank. In the SPCC material, the 
significant stress begins to increase from stage 4 to stage 5, 
generating more wrinkling on the edge of the blank. In step six, the 
major strain has dropped to zero because the process has been 
completed for all materials. Based on the analysis of major and 
minor strains, the forming process has been seen to be safe because 
it did not exceed the yield strain of material. 

3.4. Stress Based Investigation  

The results of investigations based on the stress experienced 
by the blank during the forming process were shown in Figure 8. 
Major stress and minor stress appear to have similar patterns. 
These results were greater and smaller values of principal stress. 
Major stress was closely related to the appearance of surface 

defects and springback. While minor stress was affected by 
wrinkling defect. The observations have been made on areas A, B, 
C, and D for all steps from 1-6 as well as strain observations (see 
Figure 6). 

 
(a) 

 
(b) 

Figure 7. Major strain results for SCGA (a) and SPCC (b) 

The value of major stress was always greater than minor stress. 
SCGA material was delivered major stress of 299.4 MPa. While 
at the end of the forming process, the major stress becomes 29 
MPa (see Figure 8 (a-b)) because it has not suffered pressure from 
the dies. The most significant minor stress has occurred in area A, 
which was 199 MPa in the fifth step. After the trimming process, 
minor stress has decreased to 19 MPa because the process has 
been completed. Almost the same results were obtained for SPCC 
material for both major and minor stress, as shown in Figure 8 (c-
d). 

Figure 9 shows the results of wrinkling defect analysis for 
SCGA and SPCC materials. Wrinkling defects were corrugated 
surfaces at the end of the sheet metal forming process. That 
happened because of a non-uniform strain on the surface of the 
plate. These strains occur as a result of compressive stress in the 
direction of the plate. Other factors affecting wrinkling were 
material properties, friction coefficient, plate thickness, the shape 
of dies, blank holder force, and draw bead patterns.  

Wrinkling analysis was carried out in areas A, B, C, and D as 
before (see Figure 10). The highest wrinkling was recorded at 
every step from 1-6.  Based on the evaluation of the geometry, the 
results were obtained during the forming process. Wrinkle 
geometry was calculated by its radius (r). It was used to calculate 
the wrinkle constant, which was then called "C”. The c value is 
one per radius (1/r). So wrinkle was calculated by multiplying C 
by half of the plate thickness (t/2). The results of this wrinkle are 
dimensionless.  
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In the fifth step, the highest wrinkle values were seen in all 
parts A, B, C, and D (Figure 10) for both materials (see Figure 9). 
It was related to the results of stress and strain analysis, where the 
highest value has occurred in the fifth step. The highest wrinkles 
occur in section A. It was 1.71 and 1.48 for both SCGA and SPCC 
materials, respectively. While at the end of the process, the wrinkle 
value was 0.5 and 0.24 after trimming. The wrinkle value was 
decreased after the trimming process because the highest wrinkling 
occurs outside the used area. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8. Major and minor stress for SCGA (a-b) and SPCC (b-c). 

 
(a) 

 
Figure 9. Results of wrinkling for SCGA (a) and SPCC (b). 

The effect of the coefficient of friction on wrinkling was done 
by making variations of the coefficient of friction of 0, 0.05, 0.1, 
and 0.15. Based on the observed wrinkle value, the coefficient of 
friction was affected the wrinkling behavior during the forming 
process. A high coefficient of friction gives high wrinkle value. 
The same results were obtained from thinning observations. An 
increase in the coefficient of friction gives an increased amount of 
thinning, as shown in Figure 11. Thinning calculation is the 
difference in thickness divided by the initial thickness. The 
thickness difference was obtained from the final thickness minus 
the initial thickness. Observations were made in areas B and D, 
which have a higher chance of thinning compared to other areas. 

 

 
Figure 10. Wrinkling and thinning area investigation at step 5-6. 
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Figure 11. Influence of friction coefficient to the thinning. 

4. Conclusions 

The changes in wrinkling and thinning behavior on SCGA and 
SPCC material were successfully observed in six steps. The 
observations has shown that the plate received the higher stress-
strain. The higher chance of wrinkling and thinning was delivered. 
It cannot be avoided because the deep drawing process always has 
high compressive stress on the plate. Major stress was increased 
from 78.46 MPa to 299.3 MPa in step 5. The coefficient of friction 
was affected the wrinkling and thinning behavior during the sheet 
metal forming process. The efforts to reduce friction was 
significant to reduce the phenomenon of wrinkling and thinning. 
At the end of the investigation, the forming results of the top outer 
hatchback part have yielded good results with minimal wrinkling 
and thinning defects. 
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Among the most popular tools in security field is the anomaly based Intrusion Detection
System (IDS), it detects intrusions by learning to classify the normal activities of the network.
Thus if any abnormal activity or behaviour is recognized it raises an alarm to inform the
users of a given network. Nevertheless, IDS is generally susceptible to high false positive
rate and low detection rate as a result of the huge useless information contained in the
network traffic employed to build the IDS. To deal with this issue, many researchers tried to
use a feature extraction methods as a pre-processing phase. Principal Component Analysis
(PCA) is the excessively popular method used in detection intrusions area. Nonetheless,
classical PCA is prone to outliers, very sensitive to noise and also restricted to linear
principal components. In the current paper, to overcome that we propose a new variants
of the Nonlinear Fuzzy Robust PCA (NFRPCA) utilizing the popular data sets KDDcup99
and NSL-KDD. The results of the conducted experiments demonstrated that the proposed
approaches is more effective and gives a promising efficiency in comparison to NFRPCA
and PCA.

1 Background
Thanks to the major shift in technology tools in the twenty first
century, the complexity of network security has greatly increased,
which gave birth to highly developed attacks. There are several
traditional security methods like firewalls, data encryption and user
authentication. Those techniques are insufficient to protect the net-
work systems against all the existing threats. As a consequence, they
may be less effective in detecting several dangerous attacks. There-
fore, we need to strengthen our systems by adding more powerful
systems such as intrusion detection system (IDS). The IDS protects
the network systems by preventing the eventual damages that could
be caused by an intrusion. Commonly, there is 2 principal cate-
gories of IDS, misuse-based and anomaly-based. The misuse-based
method aim to classify an attack via comparing its signature with
the attacks currently existing in a database of signatures of attacks
and produce an alarm if any malicious activity is detected. The most
two well-known misuse detection methods are STAT [1] and Snort
[2]. This technique has proved its effectiveness in detecting the
attacks stored in the datasets but it can not detects new intrusions
or attacks and maintaining the databases is very expensive. Hence

anomaly-based detection was initiated by Anderson [3] & Denning
[4], the fundamental idea behind this concept is to specify the nor-
mal behaviour or model and generate an alarm if the difference
between an observation and the defined model surpasses a threshold
already defined. The uniqueness of this concept is its capability to
categorize new and unusual intrusions.

Nonetheless, the current network traffic data, which are usually
tremendous, are in fact a big challenge to anomaly based IDS. This
type of traffic may decrease the whole detection mechanism and
lead frequently to a falsified classification accuracies. This kind of
huge dataset often have redundant and noisy data, that can be very
difficult to model.

To address that, many feature extraction techniques have been
used to increase network IDS efficiency. For instance, the paper
[5] used a Discrete Differential Evolution to recognize the most
important features. The detection accuracies were enhanced signif-
icantly. Likewise, the work [6] presented an IDS that can detect
several attacks by exploring just a small number of features, the
algorithm utilized is called Ant Colony Optimization algorithm. In
[7] the authors used a feature selection method called cuttlefish
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which suppress the noisy and redundant data and simultaneously
guarantee the quality of data. The authors of [8] proposed to utilize
the Principal Component Analysis (PCA) and Fuzzy Principal Com-
ponent Analysis (FPCA) as a pre-processing step, before applying
the k nearest neighbor (KNN) classifier, the same authors suggest in
another publication [9] an improved variant method called Robust
Fuzzy PCA. The acquired results show the promising performance
of the technique proposed with regard to network attacks detection,
as well as false alarms reduction.

Neverthless, PCA [10]-[12] and its linear variants are known to
be sensitive to noise and outliers, which can impact on the deriving
principal component (PCs) [13], therefore they effect as well the
results of classification. In addition to that, PCA allows uniquely
a linear dimensionality reduction [14]. Hence, in the case of com-
plicated structures like nonlinear structures, the data will not be
correctly expressed in a linear space, linear variants of PCA will
not be the optimal solution. To deal with this issue, NFRPCA (Non-
linear Fuzzy Robust PCA) [15] was suggested to calculate PCs by
utilizing a non-linear technique.

Nevertheless, this method is based on the L2-norm that is highly
sensitive to outliers and it also squares the error, and so the model
can have a much bigger error. So as to tackle this issue, we introduce
a new variant of NFRPCA called Lp-norm NFRPCA. Note that this
paper is an extension of work originally published in 2018 IEEE
5th International Congress on Information Science and Technology
(CiSt) [16], in that work we suggested a variant of NFRPCA em-
ploying L1-norm rather than the classical Euclidian norm. In this
paper, we propose another variant of NFRPCA using Lp-norm, we
conducted new experiments besides the ones previously proposed
in [16].

The remainder of this paper is structured as follows: Section
2 deliver a brief presentation of PCA, Section 3 will present an
overview of NFRPCA. We present the suggested techniques in Sec-
tion 4, Section 5 is dedicated to give shortly an overview of the
two popular datasets namely KDDcup99 and NSL-KDD. Section
6 presents the conducted experiments and discuss the results and
conclusions are summarized in section 7.

2 Principal Component Analysis Method

Principal Component Analysis (PCA) [17] is as an exploratory data
analysis tool that involves a dataset with observations on variables,
it was employed extensively in several research areas. The principal
concept of PCA is to change data into a downsized form and pre-
serve most of the initial variance from the original data at the same
time. In other terms, PCA major role is to change variables n that
were correlated into uncorrelated state d, the uncorrelated variables
d are usually called the principal components (PCs) [14] [18].

Consider we already have a data set of M vectors
v1, v2, v3, ...., vM where each vector is represented by N features.
To obtain the PCs we comply to the strategy explained through the
steps underneath:

• Compute the mean µ of the data set

µ =
1
M

M∑
i=1

vi (1)

• Determine the deviation from the mean

θi = vi − µ (2)

• Compute the covariance matrix of the corresponding data set:

Cn∗n =
1
M

M∑
i=1

θiθi
T =

1
M

AAT (3)

where A = [θ1, θ2, θ3, ....., θn]

• Assume that Uk is the kth eigenvector of C, λk the related
eigenvalue and let’s say that the Un∗d = [U1,U2, ....,Ud] is
the matrix of these eigenvectors. Hence:

CUk = λkUk (4)

• Sort the Eigenvalues in decreasing order, hence pick the
eigenvectors (known as principal components PCi)that have
the largest Eigenvalues. We can compute the number of PCs
that we could keep as follow:

τ =

∑d
i=1 λi∑n
i=1 λi

(5)

• Consider t as a new sample column vector, t is projected on
the reduced subspace covered by the PCi :

yi = UT
i t (6)

3 Nonlinear Fuzzy Robust pca (nfrpca)
Method

The Nonlinear fuzzy robust principal component analysis employed
in the current paper was suggested initially by Luukka in [15]. It
was inspired from the robust principal component techniques that
Yang & Wang proposed in [19] that fundamentally introduced by Xu
& Yuilles techniques [20] where PCA learning rules are associated
to energy functions and they proposed a cost function in regard to
outliers. In Yang & Wang’s proposed methods the cost function
was modified to be fuzzy and it involved Xu & Yuilles techniques
as a particular case. We introduce briefly these methods in this
section. Xu and Yuille [20] suggested an objective function, based
on ui ∈ {0, 1}:

E(U,w) =

n∑
i=1

uie(xi) + η

n∑
i=1

1 − ui (7)

The variables are defined as follows: η is the threshold, U = {ui|i =

1, , n} is the membership set, & X = {x1, x2, ...., xn} is the dataset.
The principal objective is to minimize E(U,w) with regard of ui & w.
It should be noted that w is a continuous variable and ui is a binary
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variable that engender optimization challenging to resolve with a
gradient descent technique. To solve the problem employing the
gradient descent technique the minimization problem is simplified
into maximization of Gibbs distribution as underneath:

P(U,w) =
exp(−vE(U,w))

Z
(8)

Where Z is the partition function confirming
∑

U

∫
w P(U,w) = 1.

The measure e(xi) might be, e.g. one of the below functions

e1(xi) =
∥∥∥xi − wT xiw

∥∥∥2
(9)

e2(xi) = ‖xi‖
2 −

∥∥∥wT xi

∥∥∥2

‖w‖2
= xT

i xi −
wT xixT

i w
wT w

(10)

To minimize E1 =
∑n

i=1 e1(xi) and E2 =
∑n

i=1 e2(xi), the gradient
descent rules are

wnew = wold + αt[y(xi − u) + (y − v)xi] (11)

wnew = wold + αt(xiy −
w

wT w
y2) (12)

Where y = wT xi, u = yw ,v = wT u and αt is the learning rate. The

nonlinear case of PCA was presented as underneath :

e3(xi) =
∥∥∥xi − wT g(y)

∥∥∥ (13)

And y = xi w and g could be selected as nonlinear functions. The
weight updating in this situation is

wnew = wold + αt(xieT woldF + e3(xi)g(y)) (14)

And: F = d
dy (g(y)).

The cost function proposed by Yang and Wang:

E =

n∑
i=1

um1
i e(xi) + η

n∑
i=1

(1 − ui)m1 (15)

subject to ui ∈ [0, 1] and m1 ∈ [1,∞). Now ui is the membership
value of xi associated to the data cluster and (1 − ui) is the mem-
bership value of xi associated to the noise cluster and m1 is the
fuzziness variable. And e(xi) is the error between the class center
and xi.

As ui is a continuous variable now, the complexity of an amal-
gamation of continuous and discrete optimization could be obviated
and the gradient descent technique can be employed.

The gradient of E(15) is calculated with regard to ui.

By choosing δE
δui

= 0, we obtain

ui =
1

1 +
(

e(xi)
η

) 1
(m1−1)

(16)

Replacing this membership back, we get

E =

n∑
i=1

(
1

1 +
(

e(xi)
η

) 1
m1−1

)m1−1

e(xi) (17)

The gradient with regard to w would be

∂E
∂W

=

(
1

1 +
(

e(xi)
η

) 1
(m1−1)

)m1 (
∂e(xi)
∂w

)
(18)

Consider

β(xi) =

(
1

1 +
(

e(xi)
η

) 1
(m1−1)

)m1

(19)

where m1 is the fuzziness variable. If m1 = 1, the fuzzy membership
downsizes into hard membership and could be picked following the
concept:

ui =

{
1 i f e(xi) < η
0 otherwise

right now η is a though threshold in this situation. The setting
of m1 has no rule. We sum up NFRPCA steps in Algorithm1.

Algorithm 1 NFRPCA algorithm
Step 1: At first set the count of iteration t = 1, bound of iteration
T , learning coefficient α0 ∈ (0, 1] soft threshold η to a very small
positive value then initialize in random way the weight w.
Step 2: As long as t is smaller than T , do steps 3-9.

Step 3: Calculate αt = α0(1 − t/T ) , set i = 1 and σ = 0.

Step 4: As long as i is smaller than n, do steps 5-8

Step 5: Calculate y = wT xi, u = yw and v = wT u.

Step 6: Calculate g(y), F = d
dy (g(y)), e3(xi) = xi − woldg(y), then the

weight is updated:
wnew = wold + αt(xieT woldF + e3(xi)g(y))

In [15] g(y) was selected to be a sigmoid function such as
g(y) = tanh(10y), F is the first derivative of g(y).

4 The Proposed Methods

4.1 Nonlinear Fuzzy Robust L1-norm PCA method

We can clearly remark that, NFRPCA technique utilize an Euclidian
norm for computing the reconstruction error in (13), and it is widely
recognized that the Euclidian norm usually squares the reconstruc-
tion error, thus the approach have a much bigger error. Consequently,
this could falsify the results and deteriorate the quality of solutions.
For the sake of addressing this issue, the paper [16] suggest utilizing
L1-norm to compute the reconstruction error.
The reconstruction error equation could be re-written as below:

e
′

3(xi) =
∥∥∥xi − w

′T g(y′)
∥∥∥

1 (20)

y′ = xiw′ and g could be picked as nonlinear functions. Here
the weight updating is

wnew′ = wold′ + αt(xieT ′wold′F′ + e
′

3(xi)g(y′)) (21)
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Where :F′ = d
dy′ (g(y′)).

Equally as in algorithm 1, we utilize updating weight to compute
the PCs.

Algorithm 2 L1-NFRPCA algorithm
Step 1: At first set the count of iteration t = 1, bound of iteration
T , learning coefficient α0 ∈ (0, 1] soft threshold η to a very small
positive value then initialize in random way the weigh w.
Step 2: As long as t is smaller than T , do steps 3-9.
Step 3: Calculate αt = α0(1 − t/T ) , set i = 1 and σ = 0.

Step 4: As long as i is smaller than n, do steps 5-8

Step 5: Calculate y′ = w
′T xi, u′ = y′w′ and v′ = w

′T u′.

Step 6: Calculate g(y′), F′ = d
dy′ (g(y′)), e′3(xi) = xi −w′oldg(y′), then

the weight is updated: w′new = w′old +αt(xie′T w′oldF′+ e
′

3(xi)g(y′))

In the proposed algorithm g(y′) was picked to be sigmoid like
the function g(y′) = tanh(10y′), & F′ is the first derivative of g(y′).
We use the term L1-norm NFRPCA to refer to this technique in the
rest of this paper.

4.2 Nonlinear Fuzzy Robust Lp-norm PCA method

The technique that we suggest is Lp-norm NFRPCA where we pro-
pose to substitute the L2-norm with generalized Lp-norm in the
computation of the reconstruction error, in order to minimize the
large error that L2-norm can cause. The reconstruction error equa-
tion would be re-written as follow:

e”
3(xi) =

∥∥∥xi − w”T g(y”)
∥∥∥

p (22)

Where 0 > p >= 2.
And y” = xiw” and g could be selected as nonlinear function. Here
the weight updating is

wnew” = wold” + αt(xieT”wold”F” + e”
3(xi)g(y”)) (23)

Where: F” = d
dy” (g(y”)).

In the same way as in algorithm 1, we use the updating weight
to compute the PCs. Finally the main steps of the proposed method
is summarized in Algorithm 3.

Algorithm 3 Lp-norm NFRPCA algorithm
Step 1: At first set the count of iteration t = 1, bound of iteration
T , learning coefficient α0 ∈ (0, 1] soft threshold η to a very small
positive value then initialize in random way the weight w”.
Step 2: As long as t is smaller than T , do steps 3-9.
Step 3: Calculate αt = α0(1 − t/T ), set i = 1 and σ = 0.

Step 4: As long as i is smaller than n, do steps 5-8

Step 5: Calculate y” = w”T xi, u” = y”w” and v” = w”T u”.

Step 6: Calculate g(y”), F” = d
dy” (g(y”)), e”3(xi) = xi − w”oldg(y”),

then the weight is updated: w”new = w”old + αt(xie”T w”oldF” +

e”
3(xi)g(y”))

The function g(y”) was picked to be sigmoid function, such as
g(y”) = tanh(10y”), and F” is the first derivative of g(y”). We use
the term Lp-norm NFRPCA to refer to this technique in the rest of
this paper.

5 The Simulated Datasets and its Prepro-
cessings

5.1 Datasets

In the experiments we conducted, the popular public intrusion data
sets were used, they are called KDDcup99 and NSL-KDD. We
present them shortly in the next subsections.

5.1.1 KDDCup99 Dataset

KDDCup99 [21, 22] is a dataset that contains many TCPdump raws,
that was captured during 9 weeks. This dataset was prepared and
still conducted by Intrusion Detection Evaluation Program called
DARPA. The main aim of KDDCup99 is to establish a generalized
data set to examine researchs in intrusion detection field.

The training data set represents 4 gigabytes of data compressed
(most of it is binary TCP dump), it contains 4,898,431 records,
while the test dataset contains around 311,029 connection records
and each record in dataset contains exactly 41 features. The attacks
existing in KDDCup99 are categorized as underneath:

• Denial of Service (DoS): cyber-attack where the perpetrator
attempt to consume network or machine resources to make it
unavailable or limited to its legitimate users.

• Remote to Local (R2L): Where the attacker control the re-
mote machine pretending that he is a user of the system, by
exploiting the system vulnerabilities.

• User to Root (U2R): by exploiting the vulnerabilities and the
flaws existing in a machine or on a network, the hacker tries
to start accessing from a normal user account as to get the
root access privilege to the system.

• Probing: The intruder tries to collect useful information of all
services and machines existing in the same network to exploit
it later.

5.1.2 NSL-KDD Dataset

The NSL-KDD [23] data set has been created to alleviate a couple
of the major shortcoming of the KDDCup99 data set. This new
version has some improvement compared to KDDCup99 data set
and has solved a few of its fundamental issues. The main advantages
of NSL-KDD are as follow:

• It suppressed redundant instances in the trainining set.

• The test dat set does not contain replicate records.
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• The current version allow us to use the whole data set. Cor-
respondingly, the random selection method will be needless
because of the reduction of the number of instances in both
train set and test set. Consequently, the accuracy and con-
sistency of the evaluation and review of research works will
increase.

• Every complexity level group involve a couple of instances
that is oppositely corresponding to the percentage of instances
in the KDDCup99 dataset. Therefore, we obtain more realis-
tic examination of various machine learning techniques.

5.2 Normalization Phase

The normalization phase is more than important, because it allow
us to apply the techniques cited above on the data set in a correct
manner. To perform effectively this phase, we replaced the discrete
values with continuous values for all the discrete attributes existing
in the data sets through the same process used in [10], the process is
briefly clarified as follow: for every attribute y that acceptes x vari-
ant values. The attribute y is illustrated by x coordinates contains
zeros and ones. E.g., the attribute of the protocol type, that acceptes
three, values i.e. tcp, udp or icmp. Utilizing this logic, these values
are modified to the following coordinates (1,0,0), (0,1,0) or (0,0,1).

6 Experiments and Discussion
In the current part of this paper, several experiments were per-
formed to examine the efficiency of the suggested method utilizing
KDDcup99 and NSL-KDD databases, for the sake of evaluating
the effectiveness of the suggested technique. We compute the
measures: detection rate (DR), F-measure and false positive rate
(FPR) described underneath:

DR =
T P

T P + FN
∗ 100 (24)

FPR =
FP

FP + T N
∗ 100 (25)

FMeasure =
2 ∗ T P

2 ∗ T P + FP + FN
∗ 100 (26)

When :

• An intrusion is successfully predicted we call it a True posi-
tives (TP).

• An intrusion is wrongly predicted we call it a False negatives
(FN).

• A normal connection is wrongly predicted we call it a False
positive (FP).

Figure 1: detection rate vs. PCs using KDDcup99 dataset

www.astesj.com 253

http://www.astesj.com


A. Hadri et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 249-258 (2020)

Figure 2: detection rate vs. PCs using NSL-KDD dataset

• A normal connection is correctly predicted we call it a True
negatives (TN).

The classifier that was utilized in all our conducted experiments is
the nearest neighbor, and for the sake of obtaining more trustwor-
thy results we computed the average of twenty runs. The highest
robust feature extraction technique must have the highest DR and
F-measure rates and as much as possible the lowest FPR rate.
The simulation settings used in our first experiments are as follow:
for the training sample we randomly selected 1000 normal, 100
DOS, 50 U2R, 100 R2L and 100 PROBE as for the test sample we
have this structure: 100 normal data, 100 DOS data, 50 U2R data,
100 R2L data and 100 PROBE also choosed randomly using the
test database. So as to both KDDcup99 and NSL-KDD data sets the
settings of the simulation are similar. Also the value of p is set to
0.5 in all our experiments.

During our first experiments and to choose the ideal number of
prinicipal components(PCs) for all the feature extraction techniques
which helps drastically to raise F-measure and detection rate (DR)
and decrease FPR, examine and make a comparaison between PCA,
NFRPCA, L1-NFRPCA and Lp-norm NFRPCA. To achieve that, we
have performed PCA, NFRPCA ,L1-NFRPCA and Lp-norm NFR-
PCA to train our model first. Consequently, we obtained the PCs.
The number of principal components PCs represent the dimension
of the new downsized samples. Furthermore, the test sample is
proojected on the new downsized subspace established via the PCs.

The aim of our first experiment is to compute the measures
detection rate, F-measure and false positive rate for each single
principal component through choosing 10 of 41 principal compo-
nent and changing their number iteratively throughout the test. We
can observe clearly in the Figure.1 and Figure.2 in both datasets
KDDCup99 and NSLKDD the L1-NFRPCA and Lp-norm NFRPCA
takes the lead over the original NFPRCA and the linear PCA which
is very logical.

Figure 3: F-measure vs. PCs using KDDcup99 dataset
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Figure 4: F-measure vs. PCs using NSL-KDD dataset

Following the previous concept, we computed the F-measure by
increasing the number of PCs. As we can see from the Figure.3 and
Figure.4, for both datasets the L1-NFRPCA and Lp-norm NFRPCA
got the highest values for the F-measure comparing to the original
NFRPCA and the classical PCA which support our previous results.

And so as to calculate the false positive rate (FPR), all the al-
gorithms cited above were implemented, but only the proposed
algorithms (L1-NFRPCA and Lp-norm NFRPCA) who has the low-
est FPR for both datasets, as we see clearly in the figures (Figure 5
and Figure 6).

Figure 5: FPR vs. PCs using KDDcup99 dataset

Table 1: DR of Attacks for PCA, NRFPCA, L1-NRFPCA and Lp-norm NFRPCA
using KDDCup99 dataset

Method DOS U2R R2L Probing

DR (%)
PCA 68,6656 8,6923 4,7734 92,1121
NRFPCA 72,1123 14,4615 4,1165 90,2345
L1-NRFPCA 73,1993 15,9815 4,1775 91,8325
Lp-norm NRFPCA 74,2314 16,1111 4,5556 92,1211

Figure 6: FPR vs. PCs using NSL-KDD dataset

In the second stage of our experiments, we intend to examine all
the techniques cited above under a wide range of different training
dimensionnality, and examine their impact on the DR, FPR, and
F-measure. To achieve that, the structure of the test data set was
kept intact by fixing it at 100 normal connections, 100 DOS, 50
U2R, 100 R2L, and 100 PROBE.

Figure 7: detection rate vs. Training data using KDDcup99 dataset

Concerning DR, Figure.7 and Figure.8 assert that the proposed
methods produce a detection rate higher than the original ones. It
proves that the methods are very powerful in differentiating between
normal connections and attacks.

In Figure.9, Figure.10, we can clearly see that the L1-NFRPCA
achieve at least 5% improvement over Lp-norm NFRPCA, 10%
over original NFRPCA and the classical PCA, the new approaches
surpasses permanently the original techniques. In terms of FPR,the
Figure.11 and Figure.12 show that the L1-NFRPCA still gives the
lowest FPR even under different dimensionnality. These results
support the great capability of the new approaches to classify the
connections autonomously of the training samples size.
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Figure 8: detection rate vs. Training data using NSL-KDD dataset

Figure 9: F-measure vs. Training data using KDDcup99 dataset

Figure 10: F-measure vs. Training data using NSL-KDD dataset

Figure 11: FPR vs. Training data using KDDcup99 dataset

Table 2: DR of Attacks for PCA, NRFPCA, L1-NRFPCA and Lp-norm NFRPCA
using NSL-KDD dataset

Method DOS U2R R2L Probing

DR (%)
PCA 67,5546 7,9723 4,8872 93,1121
NRFPCA 71,1211 13,6415 4,1435 90,3478
L1-NRFPCA 72,1341 13,9995 4,1435 91,3698
Lp-norm NRFPCA 73,2215 15,1123 4,7656 93,1128

Figure 12: FPR vs. Training data using NSL-KDD dataset

The last figures (Figure.13 and Figure.14) exhibit the coorela-
tion between CPU time and the number of principal components.
As it is indicated clearly we observe that increasing the number of
principal compenents PCs engender a huge consuming time. In addi-
tion to that, we can observe clearly in the figures that the suggested
techniques are computationally speedy than the original algorithms.

To obtain higher precise results, we did an experiment in which
we compared side by side the DR of every single category of attacks
for PCA, NRFPCA, L1-NFRPCA and Lp-norm NFRPCA. Accord-
ing to Table I and Table II. It is obviously clear that the DR of the
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L1-NRFPCA and Lp-norm NFRPCA for U2R and DOS attacks are
often the highest compared to U2R and DOS attacks of NRFPCA
and PCA.

Figure 13: CPU time(s) vs. PCs using KDDCup99 dataset

Figure 14: CPU time(s) vs. PCs using NSL-KDD dataset

7 Conclusion
As several linear statistical techniques Principal Component Anal-
ysis (PCA) has many shortcoming, it is limited just to Gaussian
distribution and it has basically a high sensitivity to noise. In ad-
dition to that, principal components are frequently damaged by
outliers, therefore feature extraction utilizing PCA are not credi-
ble if outliers exits in data. To tackle this issue, we proposed an
effective new variants of nonlinear feature extraction techniques
called Nonlinear Fuzzy Robust PCA for anomaly-based intrusion
detection. The experiments performed on the popular databases
(KDDcup99 and NSL-KDD), approved the effectiveness of the sug-
gested approaches, the New variants outperfom NFRPCA and PCA

in the detection of the most categories of attacks and in reducing the
false positive alarms.
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Visible light communication (VLC) that simultaneously gives illumination and information
transmission abilities, is recognized as a hopeful competitor for prospective wireless net-
works. Furthermore, a channel adaptive collaborative constellation (CASCC) with the
capacity of adapting according to the channel condition to enhance the bit error rate (BER)
while concurrently improving the versatility of the receiver mobility was regarded to be
further effective than the contemporary CC. Nonetheless, the early CASCC barely presents
modest performance enhancement in a strong correlation channel. Hence, by this study, we
provide a design to form a channel-adaptation CC, namely the enhanced CC (ECC) for VLC
systems. More specifically, from the basic constellation points, we form the optimization
problem of efficient size that can be solved by any convex optimization solving technique.
Also, the computational simulation outcomes confirm that the ECC is more beneficial than
preceding constellations in term of BER for different channels. Moreover, we also provide
the result comparison of the proposed scheme with other schemes in the imperfect channel
condition. Overall, by effectively reducing the distance among the constellation points, a
significant signal-to-noise ratio gain can be achieved.

1 Introduction

As a substitute competitor for radio frequency (RF) communications,
visible light communication (VLC) has lately brought significant
attention of researchers, accompanied by the growing popularity of
the emerging solid-state lighting like the laser diode (PD) and then
light-emitting diode (LED) to realize the conventional illumination
sources thanks to their extraordinary efficiency and massive band-
width, exceptional security, inexpensive cost, independence from
the spectral licensing problem, simple implementation into existing
infrastructure [1, 2]. In conventional VLC systems that convey in-
formation based on LEDs, because of the low hardware-cost and
simplicity of implementation, the intensity-modulation (IM) with
direct-detection (DD) designs are employed. Furthermore, the com-
munications systems with optical multiple-input multiple-output
(MIMO) techniques [3–6] can be engaged to obtain various data
transmission rates [7]. Though, MIMO-VLC systems, which heav-
ily depend on channel correlations, severely influence the achievable
performance [8]. On the other hand, various modulation schemes
have been proposed for MIMO-VLC, such as repetition code (RC),
spatial modulation (SM), and spatial multiplexing (SMP) [9]. In
RC the same signal is emitted simultaneously from all transmitters.

In SM, the conventional signal constellation diagram is extended
to the spatial dimension, in which only one transmitter is activated
at any symbol duration. In SMP, independent data streams are
simultaneously emitted from all transmitters.

Recently, an appealing design named collaborative constellation
(CC) concerning MIMO-VLC systems with various numbers of
PDs and LEDs was introduced [10]. To outlining the transmitted
constellation of varied LED spaces, the Euclidean distances (EDs)
were simultaneously maximized following the constrains in aver-
age transmit power. Later, to considerably enhanced the design of
CC, the channel adaptive space CC (CASCC) was proposed in [11]
by taking the channel influences on the system model into consid-
eration. More particularly, in expressions including four primary
points, CASCC design intended to a 2 × 2 MIMO systems and later
prolonged to higher-order constellations. Noticeably, the idea about
CASCC mentioned in [11] can accommodate to different channels
among variations in positions of both LEDs and PDs.

In this study, we offer a practical algorithm to outline a multi-
layer CC (ECC) for MIMO-VLC system utilizing simultaneously
the space-collaboration and channel-adaptation ideas [3]. Further-
more, the introduced approach attends to produce the constellations
of each size based on particular primary points. Besides, with the
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help of the multilayer constellation scheme, the offered design can
minimize the amount of constraint presented in optimization prob-
lems. More precisely, our offered design analyzes the distance of
every pair of points; also, the form of the constellation in the PDs
does not have to be distinct as in CASCC. Our proposed scheme
considers the distance of any two constellation points and the shape
of constellation in receiver space does not have to be a diamond
shape. Hence, effectively design the adaptive collaborative constella-
tion and achieve SNR gain in comparison with CASCC, both under
perfect and imperfect CSI. Consequently, ECC efficiently produces
the adaptive constellation and gains a notable SNR enhancement in
comparing to CASCC including different designs.

2 Transmission model
In this study, the introduced principle of the ECC for MIMO-VLC
systems, comparable to [10, 11], have the numbers of LEDs and
PDs are n = 2, respectively. Furthermore, we denote C that contains
m = 2r symbols as the constellation at the transmitting side, that
is C = {x1, ..., xm} with r bits as the transmission rate. Moreover,
with x(1)

α denotes the signal value transmitted from 1th-LED while
x(2)
α denotes the signal value transmitted from 2th-LED, the overall

transmitted signal xα is represented as xα = (x(1)
α , x

(2)
α )T ∈ C. Since

we have the number of constellation points in C should be a power
of two, hence we at the beginning present detail procedure to design
a constellation with several layers, so-called X. After the constella-
tion X is initially formed, by picking a subset of constellation point
in X, the constellation set C is optimally obtained. This is clear
since the proposed constellation X with the number of layers is l,
will have l(l + 1)/2 as the cardinality.

Figure 1: System model.

Following the constellation introduced in [10], a set of constel-
lation points that contained in a number of g layers is first described
. It can bee seen that, in the g-th layer of constellation (g=1, . . . ,l),
as shown in Fig.1 there areg points. Moreover, begin by the primary
points x11 = (0, 0)T , x21 = (x(1)

21 , x
(2)
21 )T , and x22 = (x(1)

22 , x
(2)
22 )T , the

g layers constellation set can be obtained with xαp = (x(1)
αp, x

(2)
αp)T

denotes the p-th constellation point in the α−th layer of the pro-
posed constellation set, and x(1)

αp, x
(2)
αp denote the signal values that

can be transmitted simultaneously by both 1th-LED and 2th-LED,
respectively. Moreover, the at the transmitter side, the constellation
set X will be expressed by

X =

{
xαp|xαp =

(
x(1)
αp, x

(2)
αp

)T
=[

(α − p)x(1)
21 + (p − 1) x(1)

22 , (α − p)x(2)
21 + (p − 1) x(2)

22

]T
}

(1)

with 1 ≤ p ≤ α, 1 ≤ α ≤ l.
The line-of-sight (LOS) VLC systems, which comprise two LEDs
and two PDs is analyzed in this study. Moreover, the received signal
y at the receiver, with x =

(
x(1), x(2)

)T
are the conveyed signals

and the i-th LED signal is denoted as x(i), similar to, [11], can be
rewritten as

y = Hx + n. (2)

Besides, we assume that n is the nt×1 additive white Gaussian noise
with zero mean and σ2 is the variance. Moreover, the assumption
that the LEDs’ sufficient knowledge about the channel matrix H of
size 2× 2 through feedback channel is acceptable. Also, the channel
element h ji between the j-th PD and the i-th LED is described by [1]

h ji =

 (k+1)Ar

2πρ2
ji

cosk (φ) cos (ψ) , 0 ≤ ψ ≤ ψ1/2

0 , ψ > ψ1/2
(3)

where the angle-of-emergence with the LED axes and the angle-
of-incidence with its normal axes can be denoted as φ and ψ, re-
spectively. Also, the receiving area of the PDs can be generally
expressed by Ay. ψ1/2 indicates the field-of-view semi angle of the
PDs. The distance from the j-th PD to the p-th LED is denoted as
ρ ji. The Lambertian order k will be described by k = − ln 2

ln(cos Φ1/2) with
the half-power semi angle of the LEDs is Φ1/2.
On the other hand, with y(1)

αp, y
(2)
αp denoting signals received by PD1

and PD2, the received symbol at both PDs yαp can be expressed as
follows

yαp = Hxαp ⇔

[
y(1)
αp

y(2)
αp

]
=

[
h11 h12
h21 h22

] [
x(1)
αp

x(2)
αp

]
(4)

where the corresponding transmitted constellation xαp ∈ X, X =

[x11, x21, x22, x31, x32, x33, ..., xl1, xl2, ...xll] and the channel matrix
H of size 2 × 2. Therefore, the constellation in the PDs will be
expressed as Y =

[
y11, y21, y22, y31, y32, y33, ..., yl1, yl2, ...yll

]
. Addi-

tionally, we have |Y| = |X| with Y = HX. Any symbol belong to X,
as previously remarked in [11], will be exclusively assigned to Y.
As a result, Y is

Y =

{
yαp|yαp =

(
y(1)
αp, y

(2)
αp

)T
=[

(α − p)y(1)
21 + (p − 1) y(1)

22 , (α − p)y(2)
21 + (p − 1) y(2)

22

]T
}
. (5)

With a l layers-constellation set, the cardinality of it is calculated as
l(l + 1)/2. Furthermore, there is the need to bound the number of
layers l by using the constrain that l(l + 1)/2 ≥ M with a M = 2y

points constellation C. Therefore, we arrive at the condition that

l =

⌈ √
8M+1−1

2

⌉
. Besides, to maintain a r bits constellation C from

the primary constellation-points x11, x21, x22, following steps are
performed to obtain the full constellation:

Input: matrix {x11, x21, x22} where x11 = (0, 0)T , size of constel-
lation.

Output: the optimal constellation set C
- Compute g
- Assign X = {x11, x21, x22}

- form the full l(l + 1)/2 symbols
- For α = 3 to l

- For p = 1 to α
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- Set X ← X +

{
xαp|xαp =

(
x(1)
αp, x

(2)
αp

)T
=

[
(α − p)x(1)

21 +

(p − 1) x(1)
22 , (α − p)x(2)

21 + (p − 1) x(2)
22

]T
}

- End
- End

Choose the set C from the set X to be the optimal constellation
set.

- For xαp ∈ X

- Choose M = 2y constellation symbols that are nearest from
(0,0) to make the set C.

- End
- With the power level requirement, normalize the set C.
- Output the set C as the final optimal constellation set.

3 Proposed design
In this section, the set of primary constellation points is adequately
decided to maximize the minimum Euclidean distance between
any two constellations on the receiver side. The optimization prob-
lem which can be manipulated to create a l layers constellation
X that enhance the distance between each pair of points from the
obtained constellation under the total average transmitting power
Pmax. More specifically, the optimization problem purpose is to
determine optimal primary points x11, x21, x22. Also, at the receiver,
the constellation is Y = HX. Then, the resultant primary points
will then be used to acquire l layers constellation. Moreover, we set
µ = α − β; γ = p − q with the assumption that α ≥ β ≥ 1 without
any loss of generality. We also define in this study the minimum
Euclidean distance dY among any two constellation points yαp, yβq.
In here, yαp, yβq are the elements of a particularY.Consequently, the
primary points x11, x21, x22, based on the aforementioned criterion,
would be optimally designed. From equation (5), The Euclidean
distance among any two points, yαp, yβq ∈ Y will be expressed as

d2
(
yαp, yβq

)
=

∥∥∥yαp − yβq

∥∥∥2
=

{[
(α − β) − (p − q)

]
y(1)

21

+ (p − q)y(1)
22

}2

+

{[
(α − β) − (p − q)

]
y(2)

21 + (p − q)y(2)
22

}2

=
[

(µ − γ) y(1)
21 + γy(1)

22

]2
+

[
(µ − γ) y(2)

21 + γy(2)
22

]2

=

∥∥∥∥∥∥∥∥∥∥∥∥
[
µ − γ γ 0 0

0 0 µ − γ γ

] 
y(1)

21
y(1)

22
y(2)

21
y(2)

22


∥∥∥∥∥∥∥∥∥∥∥∥

2

2

=
∥∥∥v(µ−γ)γHt

∥∥∥2
2 = uT HT vT

(µ−γ)γv(µ−γ)γHu

= uT v(µ−γ)γu (6)

where u =
[

x(1)
21 x(1)

22 x(2)
21 x(2)

22

]T
, v(µ−γ)γ =[

µ − γ γ 0 0
0 0 µ − γ γ

]
,

and v(µ−γ)γ = HT vT
(µ−γ)γv(µ−γ)γH.

In this paper, we consider the setΦ = {(µ − γ, γ) |γ = p− q; µ =

α − β; 1 ≤ p ≤ α; 1 ≤ β ≤ α ≤ l; 1 ≤ q ≤ β; {α, p} , {β, q}}.

Consequently, the optimization problem can be formed as

P−1 : max min uT v(µ−γ)γu; (µ − γ, γ) ∈ Φ
s.t.: PX ≤ Pmax

and can be reformed as follows
P−2 : max p

s.t.: uT v(µ−γ)γu ≥ p; (µ − γ, γ) ∈ Φ
PX ≤ Pmax

Still, to determine the global solutions of P−2 is challenging be-
cause P−2 is a non-convex optimization problem. Accordingly, the
convex relaxation strategy can be engaged in order to approximate
P−2. More specifically, by linearizing uT v(µ−γ)γu in uk, the relaxed
optimization problem can be presented as

P−3 : max p

s.t.: 2uT
k v(µ−γ)γu − uT

k v(µ−γ)γuk ≥ p; (µ − γ, γ) ∈ Φ
PX ≤ Pmax

Furthermore, because P−3 surely is a convex optimization prob-
lem, the optimization package helpful in solving convex op-
timization problems can be engaged to solve (P3). Besides,
the initial primary constellation points are assumed as x11 =

(0, 0)T , x21 = (0.1, 0.1)T , x22 = (0.2, 0.2)T . Moreover, to
efficiently overcome and lessen the complexity cost of solv-
ing the design optimization problem, we try to reduce the
total number of constraints by defining the set Φ as Φ ={
(0, 1); (1, 0); (a,−b)|1 ≤ a, b ≤ (l − 1) ; gcd(a, b) = 1

}
. Moreover,

to calculate the greatest common divisor between a and b, we de-
note a function as gcd(a,b). With the M”obius function µ(k), the
cardinality of the constrain set is |Φ| = 2 +

∑l−1
k=1 µ(k)

⌊
l−1
k

⌋2
.

4 Generalized Constellation Design for
MIMO-VLC systems

Because of the restrictions of this study, the constellations designing
problem is chiefly centered on 2 × 2 MIMO VLC systems. This
limitation was mentioned in [10, 11] because of the mathematical
complexity and large volume of numerical contents. Therefore, we
shortly illustrate the idea in designing the ECC for larger numbers
of LEDs and PDs. Perceive that optimization can be acquired, and
the equivalent design rule would be achieved without any problem.
Nevertheless, the main restriction in getting the optimal points for a
larger numbers of LEDs and PDs rests in huge complexities of the
optimization-problem solving when high quantities of variables and
constraints are examined.

Consequently, in here a MIMO-VLC system with transmitter
constellation C of M = 2r symbols is considered and can be de-
noted as C = [a1, ..., aM] where ai =

[
a(1)

i , a(2)
i , ..., a(NT)

i

]T
∈ C is a

signal vector that can be conveyed through multiple LEDs. With nt
transmitters, we define a multidimensional layered constellation that
each Ni-th-dimension (Ni-D) layer comprises all (Ni − 1)-D layers;
for example, with nt = nr = 2, an 1D-layer can belong to a line, as in
Fig.1; with nt = nr = 3, a 2D-layer consists of all 1D-layers that lie
in it, and every 1D-layers is a line that can be similarly constructed
as in nt = nr = 2; and so on the proposed constellation for any
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nt = nr can be built by generating all constellation-points belong to
(nt−1)D-layers. Similar to the 2×2 case, a constellation-point can be

represented as xα1α2...αnt
=

(
x(1)
α1α2...αnt

, x(2)
α1α2...αnt

, ...x(nt )
α1α2...αnt

)T
where

the signal transmitted by the p-th LED will be rewritten as

x(i)
α1α2...αnt

= (α1 − α2)x(i)
211...1 + ... + (αnt−1 − αnt )

x(i)
222...2 + (α2 − 1) x(i)

211...1 + ... + (αnt − 1)x(i)
222...2 (7)

where the primary points of the constellation here are x11...1 =

(0, 0, ..., 0)T , x211...1 =
(
x(1)

211...1, x
(2)
211...1, ..., x

(nt)
211...1

)T
, ...,

x222...2 =
(
x(1)

222...2, x
(2)
222...2, ..., x

(nt)
222...2

)T
and 1 ≤ αnt ≤ αnt−1 ≤ ... ≤

α2 ≤ α1 ≤ L. Moreover, there will be l!/nt! points in the con-
stellation. Then, with any transmitted constellation xα1α2...αnt

∈ X,
X =

[
x111...1, x211...1, ..., xntntnt...nt

]
, we define the corresponding re-

ceived constellation Y at the nr PDs by vector yα1α2...αnt
using equa-

tion (4) and |Y| = |X|. It is observed that the constellation when
nt = nr = 2 can be consider as a particular case. Even though not
detailedly considered in this article, the constellation C o higher
dimensions will be produced from a collection of primary points
{x211...1, x221...1, ..., x222...2} by a generalization of the algorithm in
previous section. Following that, the optimization problem of the
constellation forming can be readily determined in an equivalent
way similar to P−0. The method of simplifying and solving
the optimization problem is conceivable by orderly extending the
method outlined in this article without any mathematical challenge.
Nonetheless, this article focuses on the 2 × 2 VLC-MIMO scheme
as earlier studies [10, 11] and the expansion to the system with a
higher numbers of PDs and LEDs will be presented in later study.

5 Simulation results
In this sector, the performances of the proposed ECC are presented
in comparison with various conventional constellation design tech-
niques in MIMO-VLC. Moreover, the CC and also the CASCC
designs are utilized in systems with two LEDs and two PDs. Fur-
thermore, Ar = 1cm2, Φ1/2 = 60o, and ψ1/2 = 60o. Besides, the
full transmitting power value is the same between the constella-
tions to ensure between the compared schemes the fairness. As
mentioned in [10, 11], SNR value can be determined with the nor-
malized channel matrix H and x. We generate a channel realization
that

H =

[
1.0000 0.8000
0.2000 0.3000

]
is the channel matrix.

5.1 BER Performance With Perfect CSI

Initially, the BER performances of CC, ECC, and CASCC are shown
in Fig. 2 for a low bit rate and in Fig. 3 for a high bit rate. More
particularly, in the simulations, we fixed the values of the trans-
mission rate r to 4, 8, 10, and 12 bits. It is perceived that when
related to different designs such as CC and CASCC, ECC presents
more beneficial BER performances. An SNR gain of around 2dB in
relation to CASCC can be achieved in ECC. Nonetheless, ECC and
CASCC produce remarkable performance gains through employing

the spatial source. Besides, by considering the influence of chan-
nel coefficients in the optimization problem, the offered ECC and
CASCC exceptionally relieve the association among LEDs. More-
over, ECC seeks to lessen the influence of channel correlation by
further efficiently enhancing the Euclidean distances among sym-
bols in the constellation under the equivalent power constraint in
corresponding with CASCC. Hence, the offered ECC in overall can
obtain more excellent performance for MIMO-VLC in comparison
among different constellations.

Figure 2: BER performances comparison where r = 4, 8 bits.

Figure 3: BER performances comparison where r = 10, 12 bits.

5.2 BER Performance With Imperfect CSI

Meanwhile, the channels in VLC for any particular transmitter and
receiver fixed positions or specifications are deemed deterministic.
In fact, the hypothesis of ideal CSI at the transmitter side is gener-
ally not vigorously practical for the indoor VLC environment [12].
To favorably obtain the conveyed symbol with a necessary degree
of certainty, the information of each channel coefficient at received
PDs would be of significant concern. Consequently, to assess and
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produce insights on the impairment of incomplete CSI on MIMO-
VLC system performance by the introduced ECC, in this section,
suitable methods to imitate the channel estimating imperfection
required to be carried out. Without the loss of generalization, the
channel matrix evaluated at the receiver can be expressed as

Hε = H + ε (8)

where Hε is the estimated version of H with the estimation error
values expressed in a matrix ε of dimensions nr × nt. The channel
estimation error ε which is independent of H and elements follow
N

(
0, σ2

ε

)
.

In later simulations, we illustrate the situation at r=4 bits in
channel H2. To set the overall impact of the estimating error on the
deploying of systems, the power of the estimating error σ2

ε was set
to 0.05 value for every SNR values, i.e., approximating 6.25% of the
channel gain power. Particularly with ECC and CASCC that take
the incomplete CSI to the design approach. Furthermore, regard
that the estimation error will likewise worsen the performance of
the MIMO-VLC system that engages all modulation as discussed
designs such as CC, ECC, and CASCC; because ML detector is
employed. Fig.4 presents the performance comparison of ECC with
different designs under profoundly CSI error where σ2

ε = 0.05.
It is clear that because of the ineffective utilization of energy

that causes such small Euclidean distances in constellation-points,
the performances of conventional schemes become worse. Conse-
quently, while channel estimation errors are significant, both of them
operate inadequately. In contrast, ECC notwithstanding outperforms
various schemes.

Moreover, since the inadequate CSI can directly influence the
design approach of both ECC and CASCC, we can easily obtain
a thorough glimpse of those two designs in some incomplete CSI
conditions in Fig.4. According to Fig.4, ECC can obtain at least 2dB
of SNR gain in comparison with CASCC in moderate to great CSI
imperfection. It is also deserving of noticing that the performance
of both designs quickly deteriorates when CSI error rising.
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Figure 4: BER comparisons at r = 4 bits for incomplete CSI where σ2
ε = 0.05.

6 Conclusion
In this study, a designing procedure concerning a constellation,
particularly ECC, was offered for MIMO-VLC schemes. More
specifically, the proposed scheme effectively exploits the layered
structure of collaborative constellation and overcomes the afore-
mentioned drawbacks of CASCC. By using simulations validation,
the introduced method can give constellation, which achieves better
BER results in comparison with several well-known constellation
designs for VLC systems.
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This paper investigates the trajectory tracking control (TTC) problem of a networked control
system (NCS) against a replay-attack. The impact of data packet dropout and communication
delay on the wireless network are taken into account. A new mathematical representation of
the NCS under network issues (packet dropout, delay, and replay-attack) is proposed, the
resulting closed-loop system is written in the form of an asynchronous dynamical system.
Linear matrix inequalities (LMIs) formulation and a cone complementary linearization
(CCL) approach are used to calculate the controller gain F1 and the trajectory tracking
gain F2. Finally, a DC motor simulation with MATLAB is carried out to demonstrate the
effectiveness of our approach.

1 Introduction

This article is an extended version of a conference paper presented in
2019 at the International Conference on Control and Fault-Tolerant
Systems [1].

Networked Control System (NCS) is a new generation of sys-
tems where the control loop is closed through a communication
network. The defining feature of an NCS is that system states and
control law exchange between the components of the system (sen-
sors, actuators, and controllers) in the form of information packages
via a wireless network. The use of wireless network diminishes sys-
tem wiring, simplifies maintenance and diagnosis, and improves the
system agility [2, 3]. Nonetheless, the introduction of the wireless
network to control the physical process brought some challenges,
such as induced delay, and packet dropout, which harm the stability
and reduce the system’s performances. The model of the NCS with
data packet dropout and network induced delay has been treated
in [4–6]. There are also other challenges of using the network as
a mean to impart the information between the system components,
like malicious intrusions, viruses, and cyber-attackers who always
find a way to access the system network and make critical damages.
Consequently, reinforcing system security attracts the attention of
the specialists. Remarkable papers have studied the security of the
network and the cyber-attacks [7].

This article addresses a particular cyber-attack, termed as replay-
attack, studied first in [8]. At our best knowledge, the trajectory

tracking control (TTC) problem of NCS under a replay-attack based
on an accurate mathematical model of the replay-attack is not fully
investigated, and this will be the subject of this paper. In our previ-
ous work [1, 9, 10], we modeled the NCS under a replay-attack in
three different ways. In [10], we used the Markovian jump linear
system to model the replay-attack. In [1], we neglected the commu-
nication delay, and we assumed that the adversary attacks just the
sensor reading, and in [9], we supposed that the adversary attacks
the sensor reading and the actuator’s inputs simultaneously. This ar-
ticle involves a new contribution compared to the studies mentioned
above. In this study we will give a new model of the NCS against a
replay-attack, in which we take into account the effect of the delay
that exists in the communication channel (sensor-controller).

This extended version deals with the TTC of a DC motor con-
trolled through a wireless network and exposed to a replay-attack.
The adversary seeks to destabilize the system by recording secretly
the sensor reading and subsequently replayed it to the controller.
To protect its anonymity on the network and stay undetectable for
the most prolonged period, the adversary appears at different times
(randomly), that sounds similar to the Stuxnet cyber-attack [11].
Moreover, we will take into account the packet dropout and the de-
lay in the communication channel (sensor-controller). Nevertheless,
the communication channel (controller-actuator) will be supposed
perfect, that means 100% of packets have successfully arrived at the
actuator from the controller without any delay.

The study will contain four fundamental parts. We will start by
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defining the structure of the global system. Then, we will give the
model of the network. After that, we will provide our model of the
replay-attack. Finally, by using the linear matrix inequalities (LMIs)
formulation and the cone complementary linearization (CCL) ap-
proach we will calculate the controller gain which helps us to find
the TTC gain.

2 Structure of the Global System
The structure of the NCS against a replay-attack is given in Fig-

ure1. The sensor measurement z(ki), which has successfully arrived
at the controller ( the switch S1 is closed ), will be first saved in a
buffer. If a measurement z(ki) is lost during the transmission ( the
switch S1 is opened ), the controller will utilize the measurements
that are already stocked in the buffer to calculate the new control
law v(ki). To avoid being detected by the classical detectors, the
adversary will apply the attack at various times (randomly). The
switch S2 models the replay-attack, if S2 is opened this means
there is no attack in the buffer, whereas if S2 is closed this means
there is an attack; this switching will harm the stability and the sys-
tem’s performances, which will reflect negatively on the trajectory
tracking.

Figure 1: System architecture.

The plant of the system is defined as follows:

z(ki+1) = Gz(ki) + Hv(ki), (1)

where z(ki) ∈ Rn is the system state and v(ki) ∈ Rm is the control
law. G ∈ Rn×n is the state matrix and H ∈ Rn×m is the input matrix.
The state feedback controller is:

v(ki) = F1z̄(ki), (2)

where F1 is the controller gain, and z̄(ki) ∈ Rn is the controller input
which will be defined in the next subsections.

2.1 Wireless network model

The iterative approach described in [12,13] was adjusted to give
a model of the wireless network with the packet dropout and the
communication delay dsc in the channel (sensor-controller).

The Figure 2 shows the packets sent from the sensor to the con-
troller. The green packets represent the received packets, whereas
the red ones represent the dropouts packets. The notations ki and
ki + m represent respectively the green packets and the red packets,
where , i ∈ Z and ,m ∈ N∗.

At first, we will ignore the effect of the replay-attack and we
will concentrate on the data packet dropout and the communication
delay. Hence, the controller input can be written as:

z̄(ki) = z(ki−dsc ). (3)

Figure 2: Received and lost packets [12].

As reported by Figure 2, the iterative approach can be defined
as:

z(ki + 1) = Gz(ki) + HF1z(ki−dsc ).
z(ki + 2) = Gz(ki + 1) + HF1z(ki−dsc ),

= G2z(ki) + GHF1z(ki−dsc ) + HF1z(ki−dsc ),

= G2z(ki) + (GHF1 + HF1)z(ki−dsc ).
z(ki + 3) = Gz(ki + 2) + HF1z(ki−dsc ),

= G3z(ki) + (G2HF1 + GHF1 + HF1)z(ki−dsc ),

For time instant ki+1, the mathematical model of the system with
packet dropout and delay is:

z(ki+1) = GNz(ki) +

N−1∑
j=0

G jHF1z(ki−dsc ), (4)

with N is the number of successive dropped packets.

2.2 Replay-attack model

We assume that an attacker has connected to the buffer can
replace the received packet z(ki) by the previous one z(ki−dT ), with
dT is the replay-delay. For example, in the Figure 3 the third packet
(102) was exposed to an attack with dT =2Te, so it was replaced by
the first packet (100). The same for the packet (200) which was
replaced by the packet (198).

Figure 3: Replay-attack.
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As reported by Figure 3, the system under a replay-delay can be
defined as:

z(ki + 1) = Gz(ki) + HF1z(ki−d′T ).

z(ki + 2) = Gz(ki + 1) + HF1z(ki−d′T ),

= G2z(ki) + GHF1z(ki−d′T ) + HF1z(ki−d′T ),

= G2z(ki) + (GHF1 + HF1)z(ki−d′T ).

z(ki + 3) = Gz(ki + 2) + HF1z(ki−d′T ),

= G3z(ki) + (G2HF1 + GHF1 + HF1)z(ki−d′T ).

For time instant ki+1, the mathematical model of the system against
a replay-attack is:

z(ki+1) = GNz(ki) +

N−1∑
j=0

G jHF1z(ki−d′T ), (5)

where d′T = dT + dsc.
The overall system will switch between two subsystems. Sub-

system 1 if S2 is ”off”, and subsystem 2 if S2 is ”on”.
From (4) and (5) the global system becomes:

z(ki+1) = GNz(ki)+γ
N−1∑
j=0

G jHF1z(ki−dsc )+(1−γ)
N−1∑
j=0

G jHF1z(ki−d′T ),

(6)
where the variable γ equals one if S2 is ”off”, and equals zero if S2
is ”on”.
The augmented state can be written as:

ẑ(ki) = [zT (ki) zT (ki−1) · · · zT (ki−dsc ) · · · zT (ki−d′T )]T . (7)

The overall system (6) can be written as:

ẑ(ki+1) = Φσ ẑ(ki), (8)

in which σ = 1, 2, and

Φσ =


GN 0 · · · γ

∑N−1
j=0 G jHF1

I 0 · · · 0

0 I 0
...

... · · ·
. . .

...

0 · · · (1 − γ)
∑N−1

j=0 G jHF1
... · · · 0
. . .

. . .
...

0 I 0


. (9)

Therefore, the overall system can be equivalent to an asynchronous
dynamical system expressed in (8),

with

Φ1 =


GN 0 · · ·

∑N−1
j=0 G jHF1

I 0 · · · 0

0 I 0
...

... · · ·
. . .

...

0 · · · 0
... · · · 0
. . .

. . .
...

0 I 0

 , (10)

and

Φ2 =


GN 0 · · · 0
I 0 · · · 0

0 I 0
...

... · · ·
. . .

...

0 · · ·
∑N−1

j=0 G jHF1
... · · · 0
. . .

. . .
...

0 I 0


. (11)

3 Stability and Control Design
Lemma 1 [14] The asynchronous dynamical system zk+1 =

fs(zk), s = 1...N′, is exponential stable if there exists a Lyapunov
function where β1||z||2 ≤ V(z) ≤ β2||z||2, β1,2 > 0, and given positive
scalars αs satisfying:

V(zk+1) − V(zk) < (α−2
s − 1)V(zk), (12)

αr1
1 α

r2
2 ...α

rs
s > 0, (13)

with rs, (s ∈ N) is the occur rate of discrete event satisfying this two
conditions, rs > 0 and

∑N′
s=1 rs = 1.

Theorem 1 If there exist symmetric matrices P1 > 0, P2 > 0 and
given scalars ασ > 0, σ = 1, 2 satisfying:

αr
1α

1−r
2 > 0, (14)[

−P1 ΦT
σ

Φσ −α−2
σ P2

]
< 0, (15)

with minimizing the trace (P1.P2) subject to:[
P1 I
I P2

]
> 0. (16)

Then, the system (8) is exponential stable.
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Proof : applying (12) to (8), we have

V(ẑki+1 ) − V(ẑki ) < (α−2
σ − 1)V(ẑki ).

Hence,

V(ẑki+1 ) < α−2
σ V(ẑki ).

Since V(ẑki ) = ẑT (ki)P−1
1 ẑ(ki),

ẑT (ki)ΦT
σP−1

1 Φσẑ(ki) < α−2
σ ẑT (ki)P−1

1 ẑ(ki).

Therefore,

ΦT
σP−1

1 Φσ − α
−2
σ P−1

1 < 0. (17)

To rewrite (17) in a matrix form. We will utilize the Schur compli-
ment. Then, (17) becomes:[

−P1 ΦT
σ

Φσ −α−2
σ P−1

1

]
< 0. (18)

Remark 1 It is clear that (18) is not linear because of the existence
of P1 and its inverse P−1

1 in the same matrix. To fix this problem we
will make a change of variable (P2 = P−1

1 ), and to guarantee the
convergence of P2 to P−1

1 , we will use the CCL approach [15]. The
inequality matrices (18) becomes:[

−P1 ΦT
σ

Φσ −α−2
σ P2

]
< 0, (19)

with
P2 = P−1

1 . (20)

The CCL approach is an algorithm used to guarantee that, P2 equals
P−1

1 , by minimizing the trace (P1.P2) subject to:[
P1 I
I P2

]
> 0. (21)

Solving the LMIs using Yalmip Toolbox, we can calculate the gain
F1 which will help us to find the trajectory tracking gain F2.

F−1
2 = C(I − (G + HF1))−1H. (22)

4 Application

4.1 DC motor Model

A DC motor is a machine which converts direct current electrical
power into mechanical power. The DC motor has vast applications
in many fields including NCS. Owing to this importance, we chose
the DC motor as an application system where we will apply our
approach.

In this paragraph, the mathematical model of a DC motor will
be studied.

Figure 4: DC motor equivalent circuit model.

As shown in Figure 4, the system input is the voltage source
(E), while the system output is the rotational speed θ̇. The physical
parameters of the DC motor are given in Table 1:

Table 1: Physical parameters of the Dc motor.

Symbol Description Value
J Moment of inertia 0.02 Kg.m2

b Motor viscous friction constant 0.2 N.m.s
Ke Constant of emf 0.02V.s/rad
Kt Motor torque constant 0.02N.m/A
R Resistance 1.5 Ω

L Inductance 0.5H

The motor torque and the back emf (e) are given in (23) and
(24):

Tq = Kt.i, (23)

e = Ke.θ̇. (24)

Let us consider the constant K such that K = Kt = Ke. From the
Figure 4, and employing the Kirchhoff’s voltage law, the electrical
equation of the DC motor is described as:

Jθ̈ + bθ̇ = Ki, (25)

L
di
dt

+ Ri = E − Kθ̇. (26)

If we choose [θ̇, i]T as a state variables, the state space represen-
tation will be written as:

A =

[
−b
J

K
J

−K
L

−R
L

]
, B =

[
0
1
L

]
, C =

[
1 0
]
, D = 0.

Replacing the parameters by their values, the state space repre-
sentation becomes:

A =

[
−10 1
−0.04 −3

]
, B =

[
0
2

]
, C =

[
1 0
]
, D = 0.

The command ”c2d” in Matlab is used to passe from the
continuous-time to discrete-time, where the sampling time is
Te = 0.1s. The discrete-system can be written as follow:

G =

[
0.3678 0.0563
−0.0021 0.7407

]
, H =

[
0.0066
0.1728

]
, C =

[
1 0
]
, D = 0.
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4.2 Simulation and results

Figure 5: DC motor control under network issues.

The Figure 5 shown the structure of the DC motor under wireless
network issues. The initial condition is z(0) = [0 0]T , vi = 0, for
i ≤ 0, the maximum number of the successive packets losses during
the transmission is N=3 packets, the communication delay equals
to 0.1s, and the replay-delay equals to 0.3s, that means dsc = 1, and
dT =3. We will study three different situations. In the first situation,
the event rate of the switch S2 equals 0.1, in the second situation,
the event rate equals 0.5, in the third, the event rate equals 0.9.
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0
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1

1.5
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Figure 6: Event rate of S2 is 0.1.
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Figure 7: Event rate of S2 is 0.5.
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Figure 8: Event rate of S2 is 0.9.

The figures (Figure 6, Figure 7, Figure 8) show the different
event rate of the switch S2. 0.1, 0.5 and 0.9 respectively.

0 5 10 15 20 25 30 35 40 45

tim

-0.5

0

0.5

1

st

Yr
10%
50%
90%

30 31 32 33

0.4

0.5

0.6

Figure 9: Trajectory tracking.

According to Theorem 1, the LMIs are feasible for α1 = 0.1 and
α2 = 0.45. Solving the LMIs in Theorem 1 utilizing the Yalmip
toolbox, we can find the controller gain and the trajectory tracking
gain of the system as follow:
F1 = [0 0.0012] and F2 = 20.9085.

From Figure 9, we can see that if the event rate of the switch
S2 equals 0.1 (the percentage to have an attack is 10%) the output
can tracks perfectly the trajectory Yr, the same thing happens if the
chance to have an attack rises to 50% or 90%. But, in these two
cases an overshoot appears. However, the results stay acceptable,
which reflects the potency of our approach.

5 Conclusion

This paper dealt with the TTC issue of a DC motor controlled
through a wireless network. In this extended version, we took into
account the packet dropout and the delay in the communication
channel (sensor-controller). On the other hand, the communication
channel (controller-actuator) was assumed perfect, that means all
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data have successfully transferred from the controller to the actuator
without any delay. We also considered that the DC motor exposed
to a replay-attack, where a cyber-adversary sought to destabilize
the system and diminished its performances. A new mathematical
model of the NCS under replay-attack was proposed. A sufficient
condition for the stability of the resulting asynchronous dynamical
system was given in the form of LMIs. The controller gain F1 and
the trajectory tracking gain F2 were obtained by solving these LMIs
employing the CCL approach. Finally, the simulation results proved
the effectiveness of our approach. As a perspective of this study, our
attention will be oriented towards studying the same problem with
communication delay and packets losses in both communication
channels.
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In the last year, especially in Europe, the expression “digital sovereignty” has been used very
frequently to describe, above all, the primacy of a State. Indeed, the “digital sovereignty”
is a complex concept, which entails cross-reference with several sectors and contexts. We
believe that the concept of “digital sovereignty” can be two sides of a coin. On the one
hand, we can use the expression “digital sovereignty” to describe the supremacy and full
control of a State on the digital area. On the other hand, we can use the same expression

“digital sovereignty” to refer to the power on the digital domain - as we will explain in
our contribution - that anyone is potentially able to use in the private or public sector.
Our contribution aims to demonstrate that where someone, public or private, can have the
control on the digital domain, there is “digital sovereignty”.

1 Premise

Digital sovereignty has multidisciplinary connotations, and it can
assume different meaning or describe several aspects depending on
the contest in which we refer to it. We would demonstrate how it is
possible to find other “digital sovereignty” scenarios different from
the traditional description of the digital power that a State uses to
protect its cyberspace borders.

We aim not to deepen here on the entire digital sovereignty
topic but, starting from the definition of both the terms “digital” and
“sovereignty”, we demonstrate how it is possible to realise a “digital
sovereignty” also by a private organisation and not only by States.

Furthermore, we analyse what are “digital sovereignty” impacts
on data protection and privacy, highlighting the consequent effects
and possible approaches.

We think that there is undoubtedly existing “digital sovereignty”
also in the private sector, which is expressed mainly through the
adopted internal approach on the digital by some organisations that
have relevant effects outside them indeed.

Indeed, starting from the analysis of “digital sovereignty” tra-
ditional concept, we would highlight how is preeminent nowadays,
the digital aspect in any contest and how private organisations carry
it out.

2 The meaning of “sovereignty”
The purpose of this contribution, as we said, is to investigate look-
ing for an adequate definition, starting from the terms “digital” and
“sovereignty” and analysing the meaning of both single words, till
the expression “digital sovereignty” and so to have a proposal of
complete definition.

The sovereignty topic is not recent and anyway related to the
description of nature and characteristics of a State. Indeed, we can
find many references to the sovereignty in the juridical literature
about the study of a State. We bypass to deepen the traditional
sovereignty concept because it is well-known.

3 The meaning of “digital”
For some time, there have been casual use of the word “digital” (in
a sense opposed to “analogic”), with which commonly reference
made to the possibility of representing information in the form of
numbers.

The word “digital” derives from the Latin “digitus” (finger) be-
cause the ancient Romans used fingers to count. Nowadays, the
term “digital” - among other definitions - refers in general to the
number system. And specifically to the binary number system (0 or
1, off or on) on which a computer is based. With the spread of new
technologies and, hence, with the use of techniques or algorithms
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based on numbers or binary system, became common to refer to the
term “digital”.

In the most common and widespread language, it is customary
to intercept the word “digital” when it is used to describe, with a
non-technical approach, only the use of a device (smartphone, tablet,
computer) and/or the Internet. In general, the digital term represents,
in the collective imagination, a general sense of innovation in its
most heterogeneous manifestations and applications.

Hence, what is digital?
We reach a conventional definition, even if not nearly deep,

broad or basic enough [1], according to which digital is synony-
mous with a set of electronic computing techniques1.

4 What do we mean by “Digital
sovereignty”?

In light of the synthetically described panorama, it would emerge
a definition of “digital sovereignty” as the power expressed in an
innovative context.

In summary, therefore, we would affirm that with the expression
“digital sovereignty” we intend to refer to the power attributed to
the State in the sphere that concerns any activity classifiable as
“digital”, that is connected to the use of the technologies or derived
from them.

The outcome of a brief survey on international scientific pro-
duction related to the topic, aimed at considering whether there is a
theoretical convergence in the qualification of digital sovereignty,
has produced thought-provoking results.

Among the most recent publications, Couture [2] claim that
the expression “digital sovereignty” is characterized by five differ-
ent perspectives (“Cyberspace Sovereignty”, “Digital Sovereignty,
Governments and States”, “Indigenous Digital Sovereignty”, “So-
cial Movements and Digital Sovereignty” and “Personal Digital
Sovereignty”). Not wanting to go into detail, the constant reference
to the digital term proposed by Peters [1] emerges, namely a generic
and conventional definition based on the calculation.

It would seem that only in the nineties was the term digital
super-gravity introduced [3, 4], used to envisage the internet as an
opportunity to exercise independence from state control.

However, especially in recent times and more increasingly,
we assist in the spreading of the use of the expression “digital
sovereignty” to refer to the extraordinary power of a State, particu-
larly in the digital domain.

This approach has drawn some attention limited to describing a
phenomenon related to cyberspace, and specifically to the power of
a State regarding its digital borders.

Digital sovereignty, moreover, has aroused the interest of Data
Protection Authorities by aiming to investigate what kind of impact
it would have on the protection of personal data. In fact, “digital
sovereignty” was the topic of the event organised by the Italian
Privacy Data Protection Authority (DPA) on the occasion of the
Data Protection Day (Rome - 29/1/2019)2.

It is well-known that with the term “sovereignty,” we generally
refer to a power (of State, of people, of economy, etc.), original and
independent from any other, and expressed by the manifestation of
a will.

The different definitions of “digital sovereignty” have in com-
mon only the meaning to express primacy on something but not on
the digital domain in a broad sense; the technology’s primary role,
whose development or diffusion involves the manifestation of power
anyway, might be ”digital sovereignty.”

The primary reference is to the technological scenario which
sees a current fierce competition between the USA, China, and
Europe, hoping from this latter an effective intervention [5] to im-
prove technological development and counter the supremacy of
other countries.

We have the impression that with these positions, there is the
aim at soliciting European development policies that are adequate
to support confrontation with other states rather than aimed at the
expression of power over a domain. In essence, increasing competi-
tiveness in Europe, it implies an improvement both in the internal
and in the global market: sovereignty, therefore, would express as
supremacy on the market. Some people have doubts about whether
this is a case of protectionism [6].

Furthermore, there is a widespread fear of losing control over
technologies, both at the national and European or international
level; there are different resources on the Internet. Moreover, Ur-
sula von der Leyen, President of the European Commission, in the
document entitled “My agenda for Europe”, states, “It may be
too late to replicate hyperscalers, but it is not too late to achieve
technological sovereignty in some critical technology areas”.

We can find a lot of news, already published, that express the
same concern. Among several contributions, we highlight the article
entitled “Digital sovereignty does not need EU champions” pub-
lished on 14 November 2019, in the Financial Times where we read:
“Building an ecosystem of services which protect user data would
fill a neglected niche between the corporate wild west of the US and
the state panopticon of China. Its appeal would not be restricted to
Europe, either.” The positions highlighted, in summary, can be con-
sidered concurrent, since the common denominator is constituted
by a widespread desire not to allow the big five tech companies -
GAFAM - to process the personal data of European citizens. Fear,
market, and technological supremacy converge towards the need for
greater security for personal data.

4.1 Digital sovereignty and cyberspace

The reference to the power of the State over the digital domain has
led to limiting the scope of this power to cyberspace, so that, for
example, in Italy the recent Legislative Decree no. 105/2019, con-
verted with modifications by the Law 18 November 2019, n. 133,
on “Urgent provisions on cybernetic national security perimeter
and discipline of special powers in sectors of strategic importance”,
with article 1, paragraph 1, institutes the “cybernetic national secu-
rity perimeter”. This recent legislative innovation, which undoubt-
edly deserves further study, has led to the affirmation of digital

1The author says “That conventional sensein which digital is synonymous with discrete electronic computing techniquesis not nearly deep, broad, or basic enough.”
2Here: https://www.garanteprivacy.it/documents/10160/0/I+confini+del+digitale.+Nuovi+scenari+per+la+protezione+dei+dati+-+Atti+

del+Convegno.pdf/89efdb61-c0c3-cc6f-8037-f0b283bad2b4?version=1.0, last access May 2020
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sovereignty understood as the power of the State over cyberspace.
However, recently, Roguski [7] affirmed that we are facing “lay-

ered sovereignty in cyberspace” approach. The author identified
logical and social layers of cyberspace that “may be open to the
exercise of State authority based on a criterion of proximity, i.e.
whenever the State can establish a genuine link with the digital
objects or online personae over which authority is to be asserted”.

In our opinion, in relation also to what we referred to, it is possi-
ble to identify further profiles of the exercise of digital sovereignty
that need not necessarily be taken over or dominated by the State.

Moreover, Couture [2] states that the notion of sovereignty in
the world of digital “is increasingly used to describe various forms
of independence, control, and autonomy over digital infrastructures,
technologies, and data”. not necessarily state and “meanings, and
definitions of sovereignty can significantly differ from one group to
another.”

These authors, having registered as a common denominator of
technological sovereignty (of which the digital one is a part) auton-
omy, independence and control, conclude their research with the
following question: “unsettling digital sovereignty?” [2].

This statement should make people think.

4.2 Digital sovereignty: proposal for a definition

In any case, in light of this, it is possible to affirm that “digital
sovereignty” - in general terms - is not exclusively identified with
the power exercised by the State.

In fact, “digital sovereignty” can be expressed in any model
adopted by the private sector through which the power over one’s
digital domain is exercised (in autonomy and with full control). This
power may correspond to actions undertaken, to choices of particu-
lar work technologies, and hence, to the intention of preserving the
digital heritage.

Thus, we can define “digital sovereignty” as the power over
one’s digital domain exercised by a State’s or even a private or-
ganisation one. The key-point is related to the “power over ones’
digital domain”. In the case of a State, that power will consist of
any activities aimed to protect its cyberspace. A private organisation
may exercise that power carrying out any activity focused on the
own digital domain (protect, develop, spread, propose, sell, etc.).
Ultimately, we can have different “digital sovereignty” approaches
depending on the (private or public) bodies. It is not a matter of
subjective profile, but the main point is the power and how it is
exercised.

We agree with Roguski [7] - although he refers to a different field
- regarding a concept of layered “digital sovereignty”, depending on
the specific area (public, private, etc.). It may be the likelihood of
being in front of different kinds of “digital sovereignty”.

This approach, undoubtedly, also significantly affects the aspects
related to the protection of personal data in the exercise of digital
sovereignty.

5 Digital Sovereignty and Inclusion
Digital sovereignty, besides, should also be characterized by an
inclusion process of individuals fundamental rights in their domain,
and thus avoid to be confined outside the protection of personal
data.

So far, the phenomenon of digital sovereignty has been described
as power over a domain.

Nevertheless, apart from the definition as described before, digi-
tal sovereignty is so versatile that it cannot be ruled out that it may
also constitute the opportunity for one or more individuals to ac-
quire digital autonomy and sovereignty. In this direction, to increase
the knowledge of individuals, sovereignties could be enriched by
awareness campaigns and in this way, obtain added value.

In fact, according to Nitot [8], awareness is an integral part of
what means technological sovereignty. The (perfect) awareness of
the current digital condition of the user will favourably affect his
choices also regarding technologies and his personal data.

The data subject, that be aware, will be able to decide, by exer-
cising his power of self-determination, even in the context of digital
sovereignty. That decision is not by merely refusing the technolo-
gies, but by implementing appropriate choices aimed at avoiding
the expropriation (in part or all) of his data personal, losing control
over them.

According to Nitot [8], the “privacy by design” principle3 is
precisely in this sense, as it is the tool to induce the user to increase
his awareness to acquire the necessary tools to defend himself.

6 Digital Sovereignty: the Limits
The most crucial matter is if “digital sovereignty” can be a limit for
privacy and data protection.

Digital sovereignty in its layers or different perspectives, qualify-
ing as a power over the digital domain, cannot, however, constitute
a limit, intended as pre-eminence on the individual and his rights,
especially those related to the protection of personal data.

Indeed, the only limits are those provided for by the law and,
concerning the digital sovereignty and specifically to the sovereignty
over cyberspace, it is evident that the law on the protection of per-
sonal data does not apply in cases of national security.

Moreover, this is expressly envisaged by the recital nr. 164, as
well as Articles 2 and 23 of the EU Regulation 2016/679 (GDPR)
[9].

7 Digital Sovereignty and the Rules on the
Protection of Personal Data

The EU Regulation 2016/679, General Data Protection Regulation
(GDPR) regulates the protection of natural persons and places the
data subject, the person who has the power over their data, at the
centre of the entire system, of the processing. Technological evolu-
tion does not mean abuse his (its or her) power on the individual but

3lay down by Article 25 of the EU Regulation n. 2016/679 - GDPR
4(16) This Regulation does not apply to issues of protection of fundamental rights and freedoms or the free flow of personal data related to activities which fall outside

the scope of Union law, such as activities concerning national security. This Regulation does not apply to the processing of personal data by the Member States when
carrying out activities in relation to the common foreign and security policy of the Union.
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ensuring a necessary balance between innovation and protection of
humans. In the current globalised system that leads to the acquisi-
tion of an overall and non-analytical view, it is needed to refer to a
general legal framework5 [10] of principles regarding privacy and
protection of personal data that is widely valid. An instrument is
already available today: the Convention 108+ and one can proceed
from the principles outlined in it.

Personal data is an absolute value because it belongs to any
natural person and it is inevitably and ontologically linked to it. Fur-
thermore, personal data contribute to characterising the primacy of
human dignity from which one cannot ignore and even clumsily try
to disqualify by treating such information as if it were a secondary
aspect of the person.

As already stated in another contribution [11], the protection of
personal data and privacy are discussed solely and exclusively as
there are ad hoc regulations; otherwise, there would be no problem
of dwelling on the essence and relevance of personal data.

We cannot overlook, however, that personal data must be con-
sidered as an absolute value, also through an ethical approach and
in any case, regardless of any norm [12].

The preventive criterion based on the principle according to
which the personal data is an absolute value and requires awareness
and ethics must be considered as a “prerequisite”: this constitutes
the true and real starting point, not codified, which stands as an
ultra-legal element [13].

The “level zero”, the right starting point, is also the ethical con-
sideration of the high value attributable to personal data; without
this assumption, it is difficult to have a suitable approach to the law.
The “level one” will be that of legal rules.

8 Digital Sovereignty and Accountability:
a Possible Challenge

The data controller must comply with the principle of “accountabil-
ity” as required by art. 5, paragraph 2, of the GDPR. We should
not attribute to this concept merely a legal meaning, because it is
laid down by the GDPR, but also a programmatic nature. In fact, in
qualifying the accountability and, therefore, considering the data
controller as accountable, it should be necessary an assessment of
the organisational measures to be implemented. In this way, the
controller, respecting of every available instrument (good practice,
guidelines, standards, etc.), minimises risks and protects the per-
sonal information belonging to the individual.

We should add to this not only the respect for ethics but also,
equally, the development of a genuinely ethical conscience; if we
apply ethics together with the juridical norms, we could connote
the principles enunciated by the Convention 108+ and the GDPR in
concrete.

It is no coincidence that the 41st International Conference of
Data Protection and Privacy Commissioners, held in Tirana in Oc-
tober 2019, has adopted the “International resolution on privacy
as a fundamental human right and a precondition for the exercise

of other fundamental rights”6 where we read the following, ex-
plicit statement: “Reaffirm a strong commitment to privacy as
well as to right and value in itself, given various international
obligations”.

In conclusion, the principle of accountability appears to be com-
patible with public or private digital sovereignty, where the primary
reference value remains the natural person and human dignity. Digi-
tal sovereignty that is in contrast with respect for human dignity is
not acceptable.

9 Conclusions
Digital sovereignty is a broad concept which can refer to the na-
tional security but also to the (digital) power expressed by someone
(company or organisation or Public Body). Thus, we believe that
nowadays, it is possible to discuss in terms of “sovereignty” related
to anyone public or private ones. By this approach, it is evident
that any case or situation deserves appropriate evaluation to verify
whether we are dealing with a hypothesis of “digital sovereignty”.
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 Several drive mechanisms for different robots are at hand in current days. Bicycle 

steering, Ackerman steering, differential drive are some principal drive mechanisms that 

are being deployed in robots these days. The differential drive needs the wheel rotations 

to be updated very frequently. But it is most commonly deployed on the robots with two 

wheels and casters, as discussed in this work. It also can be used to have an independent 

control for each of the wheels with independent control signals. This work deals with 

the modeling of the differential drive mechanism for a robot with two main drive wheels 

and two casters, which takes the angular orientation of the steering wheel as input. For 

simplicity, this work considers that casters have no influence on any aspect of the 

differential drive. An adaptive model, whose output depends on the real-time input from 

the gamers steering wheel and produces required output has been formulated. This work 

differs from the other differential drives in the context that the steering wheel and the 

robot wheels have no physical connection. The proposed model has been implemented 

in python and integrated with the Robot Operating System (ROS). The steering wheel, 

which is used to generate commands using, is attached to the controller at the control 

station and the ROS_Node thus created is used to read the values from the steering and 

generate commands for each of the left and right wheels. These commands are 

transferred to the controller on the mobile platform, which in turn generates control 

signals for actuators. This work also deals with the deployment of the proposed model 

using the Universal Robot Description Format (URDF) of the robot in the Gazebo 

simulation and evaluating it using the Nitho Drive Pro steering wheel. To prove that the 

differential drive mechanism can be used to control the robot efficiently in any type of 

terrain, a ROS python node is used to control and maneuver the robot. 
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1. Introduction   

 Mobile robots are nowadays being deployed in varied 

scenarios. Different designs are needed in dissimilar scenarios for 

effective deployment and efficient use. Each design will be based 

on a unique drive mechanism [1], which best suits the arena for 

the implementation of the robot. Some of the most commonly 

used steering mechanisms are Mecanum drive, Synchronous 

drive, XR4000, Differential drive and Ackerman steering. Each 

mechanism has its own not only pros but also cons, which can 

sometimes be advantageous during installation in the area of 

interest. Differential drive, which is of interest in this work, works 

based on the difference in angular velocities of the two wheels of 

the robot as in work [2]. It has its own disadvantage in requiring 

the velocities to be updated very frequently. But this mechanism 

best suits the requirement when the wheels should be operated 

independently as stated in paper [3]. Especially when the wheels 

or their alignment is not identical, they should be controlled 

independently for stability and better control. The robots, though 

designed based on a drive mechanism, need the control signals to 

maneuver. These signals can be either autonomously generated or 

from an HMI device as discussed in paper [4]. Gamer’s steering 

wheel is one such device which consumes low power and gives 

an interactive control experience to the user. This can be used to 

generate the required commands for the differential drive. Unlike 

implementing this mechanism in cars, most of the robots are 

wireless and the user cannot be on the robot in all instances. The  
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Figure 1(a): Internal ROS communication 

 

Figure 1(b): Architectural diagram 

robot might be at one place and the HMI can be at another. ROS 

comes handy in such scenarios, especially when data should be 

exchanged between different nodes, which might be on different 

systems. ROS acts as a strong platform with a variety of tools and 

tremendous support for any robotics application. Gazebo, a 

simulation tool, which is interfaced with ROS as described in the 

work [5] and can be used to simulate mostly all kinds of robots 

with simulated arenas, which resemble the real-time 

environments. And the simulation is plain sailing, a robot or an 

environment can be built directly in the simulation tool or a URDF 

file generated from solid works can be used for simulation. 

2. Motivation and Problem Statement 

Considering the best example for this case is cars with power 

steering gives an appropriate turn without using much power on 

the steering. This theory of power steering helps to avoid 

accidents in vehicles by reducing the effort on the driver and with 

exact turnings. Inaccurate performance of the vehicle highlights 

neither the model of the robot nor the working. Many gamers 

might have used this steering wheel in different PlayStation 

games in order to get the exact sensation of the game. Comparing 

this robot with the cars in the games like F1 race, blur and many. 

Considering the same case in the wheeled robots, implementing 

this idea may give an appropriate solution.  To overcome this 

problem the following concepts have been proposed. The concept 

and the modeling [6] in this paper mainly concerned the 

differential drive with two castor wheels (freewheels) [7], and two 

main actuators [8]. This model helps the user to control from a 

remote area where there is no point in direct contact with the 

robot. The ROS-Gazebo [9] interface with this robot gives the 

simulation measures that help in achieving accurate results. 

3. Related Works 

Paper [10] mainly deals with the Varying speeds of 

differential drive motors and for no of stages. This approach of 

considering the varying speeds, which is a basic case in any 

differential drive approach has been adapted. This work deals with 

a better way of handling highly varying speeds in different 

scenarios.Kinematic algorithms and mobility control algorithms 

are explained in [11]. High reliability and precise working 

mechanisms with powerful dynamic equations can be taken from 

[12].The system modeling of a four-wheeled differential drive 
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robot which used to achieve accuracy in Control by using sliding 

mode control is proposed in [13].A hierarchical coordination 

control approach by defining various layers has been taken from 

[14].Designing and simulating the robot, using the solid works, 

nonlinear dynamics to control the simulated robot is presented in 

[15].The algorithm of the simulation control of robots and the 

behavior of the robot during simulation is presented in 

[16].  Working principle of controllers and the new form of 

feedback to controllers, an easy understanding of the control 

system is presented in [17]. Designing our own form of the 

controller and building the interface between the controller and 

the robot platform is presented in [18]. Wireless communication 

between the master controller and the slave robots, the algorithm 

for a wheeled robot is presented in [19]. The differential drive 

motor control technique has been taken from learning robotics 

using python as presented in [20]. Paper [21] explains the motion 

planning of the robot using the differential drive and trajectory 

smoothing using optimization techniques.Mathematical modeling 

and behavior of the robot are explained using the skid steering 

model, the tracking of the robot is also mentioned in paper [22]. 

4. Architectural Diagram 

Figure 1(a) shows the ROS connections and communications of 

the entire system and how it controls the robot from a control 

station to the remote position of the robot. The left block in the 

diagram i.e. with the steering wheel explains the internal process 

happening at the control station. Similarly, the right block 

explains the internal connections and the processes happening 

within the robot. Figure 1(b) shows the architectural block 

diagram of this robot. 

4.1. ROS_Master_1 

The master controller of the MICRO_PROCESSOR_1 is 

entirely dependent on the ROS_MASTER_1 node which is 

independent of the entire package once the roscore is launched it 

automatically starts. Once the ROS_MASTER_1 is activated it 

acts as a host and starts connecting to different nodes (or vice 

versa) with different topics as a bridge and communicating among 

themselves. This node runs in the control station and 

communicates within the nodes i.e.; STEERING_NODE and 

JOYSTICK_NODE. 

4.2. Steering_Node 

The input to the ROS_MASTER_1 is given from either 

keyboard or steering wheel, which is connected to the processor 

through I/O peripherals. Keys like ‘i’, ‘,’, ‘j’, ‘l’ in the keyboard 

are used for the movement of the robot in forward, backward, 

right, left respectively. Speed control can also be done using the 

keyboard. The steering wheel can be used for the same and the 

control resembles driving a car. These devices' steering wheel, 

joystick should be integrated and accessed with the 

ROS_MASTER_1 through STEERING_NODE and 

JOYSTICK_NODE. 

4.3. Joystick_Node: 

These nodes form a bridge between I/O devices and ROS. 

Each key of these devices has a unique ID in these nodes. So, 

when a key is pressed, the respective ID gets active and this, in 

turn, can be assigned with a function to be performed. The values 

or commands generated in this function are published over a topic 

that can be accessed by the Gazebo node, where the robot is being 

simulated in different environments. 

4.4. ROS_Master_2 

Microcontroller_2 has another ROSmaster named 

ROS_MASTER_2 which is in the mobile robot that 

communicates with the nodes at the remote area i.e. within the 

robot. Since the entire communication of the system is done 

through wireless connectivity, both the ROS_MASTER’s are 

controlled using the master-slave protocol. 

4.5. Gazebo 

The gazebo is open-source for the simulation of different 

environments. Gazebo interfaces with ROS and communication 

are done using the GAZEBO node. It can act as a publisher as well 

as a subscriber. GAZEBO node subscribes to the commands 

published by the STEERING_NODE and JOYSTICK_NODE to 

move the joints of the robot accordingly. It also publishes the 

transforms of the URDF node which in turn helps to move the 

robot. The Joint_states of the robot’s movement is published 

(JOINT_STATE_PUBLISHER)over the Odom topic which is 

used by the differential drive plugin to correct the robot’s path 

from the intended path. This data is also used by RViz to mimic 

the robot in Gazebo. 

4.6. Joint_State_Publisher 

This is used to read data from various origins. This has special 

features such as inputting the values through the graphical user 

interface, sending those values to the other joint and can set the 

default values even. It includes various parameters such as robot 

description, velocities, position, dependent joints...etc. 

4.7. Robot_State_Publisher 

ROBOT_STATE_PUBLISHER is used to publish the state of 

the robot to a tool where it can keep track of multiple coordinate 

frames per overtime. For a package, the position of the joint is 

taken as the initial values. This package subscribes to the joint 

states of the robot and publishes a three-dimensional 

representation of each and every link using the kinematic involved 

in the URDF model. Internally it has a kinematic model of the 

robot. General parameters used by this node are robot description, 

tf_prefix, publish frequency and it subscribes to the node joint 

states. 

4.8. RViz 

RViz is a platform for visualization and displaying different 

sensor values and information using ROS. It helps us to analyze 

different aspects of the robot-like transforms. 

Transforms play a dominant role in avoiding collisions and in 

establishing coordination amongst the different frames and 

regulating the movement of all the joints. Not just the transforms 

of physical systems but also with the odometry frame can be 

calculated. This is not a simulation tool but a visualization 

interface where we can visualize both simulated robots and a real-

time robot as shown in Figure 2. 
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Figure 2: Robot model in RViz with TF's 

4.9. Serial_Node 

SERIAL_NODE introduces serial communication which is a 

bit to bit transmission of data. Rosserial helps this type of 

communication in different hardware parts of microcontrollers 

such as Arduino, teensy and also acts as an interface between the 

hardware devices and software tools. 

5. Design and implementation 

5.1. Implementation in a software platform 

Nodes are a part of ROS in which they communicate with 

the other nodes in order to transfer the data or information. These 

nodes are generally connected by a bridge called a topic. The 

topic is a unidirectional data channel. The communication 

between these nodes and topics can be viewed through 

graphs(Rqt_graph) or frames. 
The simulator consists of launch and configuration files. A 

virtual robot can be built in Gazebo which produces a xacro file 

that has all the links connected to the parent link. Similar to the 

Gazebo tool we have many other platforms (v-rep, webots, solid 

works) in which Solid works are most prominent for designing. 

 

 

Figure 3: Gazebo Bot 

 

Solid works to URDF exporter has been used to generate a 

URDF file from the solid works model, which includes inertia on 

the body, torque on the wheel links, parent links, velocity as 

shown in Figure 3. For the obtained URDF file adding the 

differential-drive [23] motor controls the velocity of the wheels 

independently. Forward kinematics equations are used in 

differential-drive to solve the problems obtained during the 

slippery surfaces controlling velocity.     

V = rω                                            (1) 

where V is the velocity of the wheel, r is the radius of the wheel, 

𝜔is the angular velocity of the wheel. 

This above Equation (1) is the basic fundamental for this 

differential-drive. This URDF file is added into a ROS package 

and connected to the master and we can navigate the robot in any 

environment. Once the body is computationally ready with all the 

connections within the code, the controller launches all the 

required files using ROS commands. These launch files 

communicate through the nodes to publish or access the required 

data.  The topic of Joint_states published by the Gazebo node and 

subscribed to the keyboard node using the command 

velocity(/cmd_vel) topic. 

 

5.2. Steering wheel control 

Nitho Drive Pro is a Steering wheel compatible with PC2, 

PC3 and PC. It helps us to control the Wheeled robot using 

teleoperation. In the steering wheel, the Joint_state_values are 

published in the terminal, which is in turn subscribed by the 

robot, which helps in teleoperation. This robot simulation helps 

us to get the virtual feedback in Gazebo, so the operator knows 

what is happening just by looking in the simulation. By using the 

steering wheel, we can even adjust the speed and also the 

direction we want to turn using axis values. We can assign 

different values for buttons ranging from 0 to 1. We can change 

the values of the axes to turn based on our needs. The Steering 

Wheel system consists of two different controls for the forward 

and backward motion. One is pedal motion and the other is by 

using the buttons on the steering wheel.  
This Steering wheel system can be implemented in an actual 

car driving for handicapped people who cannot apply much force 

to turn the wheel. Nitho Drive Pro does not require much force to 

rotate its wheel and it can be programmed in such a way that we 

can increase or decrease the speed by pressing the designated 

buttons. We can also find out which buttons are assigned for what 

number and its functions. By giving the command we can access 

the control system of the steering wheel and find out the mapping 

of the steering wheel and be able to change the calibration of the 

steering wheel. In the mapping option of the steering wheel, we 

can find out which button is assigned to which number and helps 

to change the controls accordingly. In calibration default values 

are assigned to the buttons and axes for movement, we can 

change the calibration values manually or by altering the values. 

We can even change the mode of controlling the axes. If the 

PS/MODE button is on it means that the steering wheel gives the 

continuous values of the axes, else if it is in the steady mode it 

means that the axes are in button state, it behaves just like a button 

and gives a single value. If it is off that means that the steering 

wheel is off.  

 

5.3. Four-wheeled Differential drive 

For the design of a Two-wheeled differential drive model 

initially, a Four-Wheeled drive model is discussed. This drive 

system is mainly composed of control and drive systems. The 

mechanical structure is the basis for the entire robot. It turns using 

all the four wheels, unlike normal vehicles. Each wheel has a 

separate motor mechanism to drive the steering of the wheel. 

Therefore, the motion of all the wheels of the robot are 

independent of each other. 
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Figure 4: four-wheeled differential drive robot. 

From geometric relation, from (Figure 4) it can be 

considered as follows 
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𝐾
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𝐻𝑜𝑢𝑡
 = 𝑎𝑟𝑐𝑡𝑎𝑛 (

𝐾

2𝐷−𝐾
)                  (6) 

Where D is the radius of the body in which it rotates, Din is 

the radius of inner wheels in which it rotates, Dout is the radius 

of outer wheels in which it rotates, K is the separation between 

left and right wheels/separation between front and back wheel,  

𝐻𝑜𝑢𝑡 
 is the slip angle of outer wheels, Hin is the slip angle of inner 

wheels. The speed relationship is as follows: 

𝑠𝑖𝑛 =
𝐷𝑖𝑛𝑆𝑛

𝐷
                                    (7) 

𝑠𝑜𝑢𝑡 =
𝐷𝑜𝑢𝑡𝑆𝑛

𝐷
                                 (8) 

Where  𝑠𝑖𝑛  is the speed of the inner wheels, 𝑠𝑜𝑢𝑡 is the speed of 

the outer wheels,  sin is the speed of the robot 
𝜓

𝑖𝑓
= 𝜅𝑖𝑓𝛽𝑖𝑓                                (9) 

𝜓
𝑖𝑟

= 𝜅𝑖𝑟𝛽𝑖𝑟                              (10) 

where i=L refers left, i=R refers right. 𝜓
𝑖𝑓

and𝜓
𝑖𝑟

 denote the 

lateral force of front wheels and rear wheels respectively. 𝜅𝑖𝑓 and 

𝜅𝑖𝑟 are the lateral stiffness of the front wheels and rear wheels 

respectively.𝛽
𝑖𝑓

is the slip angle for front wheels and 𝛽
𝑖𝑟

is the 

slip angle for rear wheels. 

 

5.4. Implementation of a two-wheeled robot 

Implementing a robot with a simple 2 wheeled mechanism 

which has a common axis of rotation. And two caster wheels in 

the front so there will be no slip angle for the wheels. There will 

be only one inner wheel and one outer wheel. The moment of the 

body in circular turns are modeled by the varying speeds of the 

two wheels. from (Figure 6) the geometric relations of the two-

wheeled robots are as follows. 

𝐷𝑖𝑛 = 𝐷 −
𝐾

2

  
                                (11) 

𝐷𝑜𝑢𝑡 = 𝐷 +
𝐾

2

  
                              (12) 

𝑠𝑖𝑛 =
𝐷𝑖𝑛𝑆𝑛

𝐷
                                        (13) 

𝑠𝑜𝑢𝑡 =
𝐷𝑜𝑢𝑡𝑆𝑛

𝐷
                                (14) 

𝑆𝑛 =
𝑆𝑖𝑛+𝑆𝑜𝑢𝑡

2
                                (15) 

where D is the radius of the body in which it rotates, 𝐷𝑖𝑛  is the 

radius of inner wheels in which it rotates,  𝐷𝑜𝑢𝑡is the radius of 

outer wheels in which it rotates, K is the separation between left 

and right wheels/separation between front and back wheels, 𝑠𝑖𝑛is 

the speed of the inner wheels, 𝑠𝑜𝑢𝑡is the speed of the outer wheels, 

𝑠𝑛is the speed of the robot. 

Varying Speeds of front and back motors in terms of rotations per 

minute. 

𝑅𝑖𝑛 =
𝐷𝑖𝑛𝜌

𝐷
                                      (16) 

𝑅𝑜𝑢𝑡 =
𝐷𝑜𝑢𝑡𝜌

𝐷
                                    (17) 

𝜌 =
[𝑠𝑖𝑛−𝑠𝑜𝑢𝑡]

𝑘
                                   (18) 

where 𝑅𝑖𝑛 is the speed of the inner wheel (RpM), 𝜌 is the angular 

velocity of the robot. 

The D (Radius of robot rotation) value will be defined by the 

steering control as shown in the following graph. 

 
Figure 5: The varying values of D (Radius of robot rotation) according to the 

steering control (steering readings). 

 

 
 

Figure 6: The transformation of the body in a 2D frame. 
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The robot started at M’ at time t=0, the coordinates of the 

robot at time t=𝑇𝑜. is M’’ the transformation equations are: 

𝑀 = [ 𝑥 − 𝐷𝑠𝑖𝑛(𝑀′
𝜃), 𝑦 +  𝐷𝑐𝑜𝑠(𝑀′

𝜃)]                (19) 

𝑀′′
𝑥 = (cos(𝜌𝑇𝑜))(𝑀′

𝑥 − 𝑀𝑥) − (sin(𝜌𝑇𝑜))(𝑀′
𝑦 − 𝑀𝑦) + 𝑀𝑥    

                (20) 

𝑀′′
𝑦 = (sin(𝜌𝑇𝑜))(𝑀′

𝑥 − 𝑀𝑥) + (cos(𝜌𝑇𝑜))(𝑀′
𝑦 − 𝑀𝑦) +

𝑀𝑦   

                          (21) 

                                        𝑀′′
𝜃 = 𝑀′ 𝜃+𝜌𝑇𝑜                               (22) 

where [𝑀′
𝑥 , 𝑀′

𝑦 , 𝑀′
𝜃]are the coordinates of robot and angle of 

orientation at M’, [𝑀′′
𝑥, 𝑀′′

𝑦 , 𝑀′′
𝜃]are the coordinates of robot 

and angle of orientation at M’, [𝑀′
𝑥, 𝑀′

𝑦, 0]are the coordinates 

of the virtual center of rotation M 

 
Figure 7: Tracking of the robot according to the steering control values. 

The robot is at a random position [X1, Y1, Q1], in order to 

follow the path on which it should follow it should first align with 

the path along the aligning path which is mentioned in Figure 7. 

The aligning path of radius ‘r’ which meets at a point on the path 

to be followed after z1 degrees of rotation. The robot now should 

rotate the z2 angle for making it tangential to the path and follow 

the path with the radius R2. This path can be tracked in the 

simulation when controlled using the steering wheel. The 

following equations give the position of the robot at a time 𝑇𝑜. 

obtained from the transformation equations. 

𝑀′′
𝑥 = (

1

2
) ∫ [𝑠𝑜𝑢𝑡(𝑇𝑜) + 𝑠𝑖𝑛(𝑇𝑜)] cos(𝑀′

𝜃𝑇𝑜))
𝑇0

0
𝑑𝑡     (23) 

𝑀′′
𝑦 = (

1

2
) ∫ [𝑠𝑜𝑢𝑡(𝑇𝑜) + 𝑠𝑖𝑛(𝑇𝑜)]sin (𝑀′

𝜃𝑇𝑜) 𝑑𝑡
𝑇𝑜

0
     (24) 

∫ 𝑀′′
𝜃 = (

1

𝑘
) ∫ [𝑠𝑜𝑢𝑡(𝑇𝑜) − 𝑠𝑖𝑛(𝑇𝑜)] 𝑑𝑡

𝑇𝑜

0
             (25) 

6. Experiments 

To get the real experience of controlling a robot, the Nitho 

Pro drive steering wheel has been used as shown in Figure 8, to 

control the robot which is compatible with any type of system. 

The robot is controlled in Gazebo to get a clear idea of real-life 

scenarios. Using the differential drive plugin, the angle of rotation 

of the robot is adjusted to the turning ratio of the steering wheel 

to get a better idea of the testing scenario and for easy control of 

the robot as mentioned in [6]. For the controlling of the robot in 

multiple scenarios using Gazebo, a directory was created. This 

directory was used to control the robot using a keyboard. After 

successfully controlling using the keyboard a directory to control 

using the Steering wheel has been created. 

 

Figure 8: Steering Wheel Contro 

Control of the robot using the Steering wheel in gazebo has 

been successfully implemented using ROS. Differential drive 

plugin has been added to the URDF file for the control of the 

robot. The robot has been tested on multiple terrains to test the 

control and manoeuvrability in different conditions. It was 

designed in such a way that the speed and angle of rotation of the 

robot can be monitored from (1), (2) and (3). If the power is kept 

constant the forces acting on the robot will differ due to the terrain 

conditions, stiffness, slipping and other forces acting in the body 

as shown in (9) and (10). 

 

Figure 9: A. Plane surface, B. Asphalt Plane, C. Rough surface, D. Grass field 

Multiple testing scenarios were considered for the 

implementation of the robot model. For the case of flat surfaces 

in Figure 9.A-D, is considered in many daily life scenarios. Figure 

A. is a Plane smooth surface where frictional value is zero which 

cannot be found in our daily life. When the robot is given even a 

small amount of speed the body moves freely as there is no 

opposing force but for cases such as Figure 9.B-D, which can be 

found in our daily a certain amount of force needs to be applied 

to overcome the frictional force and start moving. In the case of 

grass fields, the body moves freely due to less frictional force and 

covers a certain distance in less amount of time as shown in Table. 

 
Figure 10: E. Crater surface, F. Uneven path, G. Doorway, H. Moat plane 
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In the case of scenarios such as rough surfaces in Figure 10..E-

H., more speed is required to move over the obstacles but as the 

power is kept constant the robot moves at a slower speed 

compared to the plane surface and as a result, it takes more time. 

For the crater surface, maneuverability and angle of rotation are 

important to avoid the craters and advance smoothly. Whereas for 

the case of other rough surfaces in Figure 10.F-H., speed is 

required to avoid the obstacles or move over them. 
 

 
Figure 11: I. Slope 

In the case of the plane slope in Figure 11.I, more speed 

should be provided than in the case of a plane surface as the robot 

needs to go to a higher place carrying its entire weight as the 

frictional force is acting in the opposite direction while moving 

up and in the direction of motion while coming down. But if the 

speed is given above a certain value the robot topples and if we 

rotate the body at high speed it topples. 

 

  Figure 12: J. Collapsed roof, K. Slippery Slope, L. Rough slope 

In the case of the collapsed roof in Figure 12.J, and the rough 

slope in Figure 12.L, the body does not move easily as there is a 

frictional force between the surface and the robot compared to the 

case of plane slope and as a result, the body does not topple easily. 

But, for the case of driving terrain in Figure 12.K, the surface is 

damp and the robot slips and drifts while moving with more than 

the required speed but when given an appropriate speed the robot 

moves smoothly without sliding as the inclination of the plane is 

not constant. 

 

Figure 13: M. Steps, N. Uneven Path 

Stairs are also a type of terrain but with both inclination and 

rough surface as shown in Figure 13.M, where control and 

mobility play an important part in the manoeuvrability of the 

robot. The uneven path in Figure 13.N is like rough paths in 

Figure 10.F-H, which requires more speed and mobility to avoid 

getting stuck in between the obstacles.  

 
Figure 14: O. Teeter Ramps, P. Ramps 

For testing the mobility and stability of the robot teeter ramps 

are chosen as shown in Figure 14.O The robot should move from 

one ramp to another while balancing the weight and move 

steadily over the ramps. Similarly, ramps were placed in Figure 

15.P, to test the maneuverability of the robot to avoid obstacles 

and move smoothly over the ramps. 

7. Results 

The below Table provides the details of the frequencies at 

which the data is being published on different topics in different 

terrains and time taken for the robot to complete the first half of 

the distance as T1(sec) and the other half as T2(sec). From which 

we can infer that even in different scenarios the rate at which the 

data is being published is the same and the change in the behavior 

is mainly due to the speed and control, which affects the time 

taken by the robot to travel a certain distance. 

Table 1: Frequencies of different Topics are published in multiple terrains 

Test 

surface  

Joy_ 

topic 

Cmd_

vel 

Joint_

states 

 Tf Time 

(T1) 

Time 

(T2) 

A 24.42 24.86 9.97 54.87 10 10 

B 24.14 24.94 9.98 55.0 11.8 11.8  

C 24.33 24.92 9.92 55.04 12.4 12.4 

D 24.01 24.66 9.96 54.99 10.7 10.7 

E 24.23 24.53 10.0 54.88 11.2 11.2 

F 24.46 24.79 9.98 55.09 13.6 13.6 

G 24.39 24.35 9.96 54.89 14 14 

H 24.19 24.95 9.99 54.93 19.6 19.5 

I 24.53 24.92 10.0 54.91 12.2 7.93 

J 24.36 24.61 9.97 54.99 14.7 11.9 

K 24.29 24.42 9.99 54.89 13.2 9.1 

L 24.12 24.84 10.0 55.02 15.6 12.3 

M 24.24 24.18 9.92 54.9 - 10.8 

N 24.2 24.4 10.0 55.01 16.2 17.5 

O 24.18 24.49 9.76 54.96 15.3 15.7 

P 24.09 24.26 10.0 54.88 17.4 16.9 

http://www.astesj.com/


R.K. Megalingam et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 275-283 (2020) 

www.astesj.com      282 

While rotating the body the amount of speed required and 

the angle of rotation differs for different surfaces. When the body 

is moving in a straight line, the center point of rotation lies at an 

infinite distance from the robot. Similarly, when the angle of 

rotation of the robot increases the center point of rotation 

decreases until it approaches the center of the robot which works 

on the same principle of a differential drive plugin. When the 

angle of rotation for the robot is maximum the robot rotates at its 

own position as a center. When the angle of rotation increases the 

center point of rotation moves away from the robot and it 

occupies more space to rotate. As the outer wheel is at a larger 

distance from the center point of rotation the outer wheel covers 

more distance compared to the inner rotating wheel. This shows 

that angular orientation also plays a major role in the movement 

of the robot. Under normal circumstances, it might take a while 

to turn or control the robot in different conditions but using 

differential drive mechanism we can maneuver the robot easily 

through any type of terrains. 

 

8. Conclusion 

The major focus of this work is to model the differential 

drive for a wheeled robot. The mathematical equations have been 

derived for a robot with two caster wheels and two main drive 

wheels, by assuming that the casters are ideal and will not affect 

the drive in any form. The proposed model has been implemented 

using python and the file has been successfully converted to a 

ROS node for integrating it with ROS. The model has been 

evaluated using the simulation tools. A URDF file of the robot 

model has been generated from SolidWorks (SW) using SW to 

URDF exporter plugin and this has been triumphantly launched 

in the Gazebo platform and integrated with the node generated 

previously. The hardware integration of the steering wheel with 

the Gazebo environment has also been achieved. All the works 

referred to in this work are either dealing with the modeling of 

different aspects of different drive mechanisms or the ROS aspect 

of the robots, controllers, control systems. All the previous works 

referred to in this work discuss the usage of joysticks or have 

steering on the robot. As stated earlier, the major difference of 

this work is that the steering wheel and the robot are different 

entities. They do not have any physical contact. But virtually it is 

similar to having the steering physically on the robot. The ROS 

node takes care of the exchange of control information between 

these two entities. The robot has been tested in different 

environments and different readings from ROS have been 

collected to evaluate the performance, which shows a steady 

performance of the published velocity values and stable 

performance of the robot. 
 
8.1. Future work 

Gazebo simulation and RViz visualization with two-wheeled 

differential drive vehicle integrating with mapping modules and 

some sensors make the robot autonomous and increase the 

performance and efficiency of the robot. To implement and 

evaluate these applications on the real-time heavy-duty robot in 

the future plan. Improvising the performance of the robot by 

optimizing the algorithms which can reduce the delay in the 

response. Evaluating the performance of the heavy-duty may lead 

to further improvement of the robot. Optimizing the robot with 

high profile sensor components will get accurate and precise 

results. 
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 This paper describes the design method of a nonlinear flight controller for a fixed-wing 
UAV with a thrust vectoring system (TVS) using the backstepping method. The flight 
dynamics of the UAV exhibits strong nonlinear coupling behavior between its translational 
and rotational motion. The backstepping algorithm has been successfully applied to 
controller design for such a nonlinear system. However, the main idea of the method is to 
use some of the state variables as virtual control inputs that need ungeneratable forces by 
the UAV. To overcome this problem, we use the TVS that can generate thrust in an arbitrary 
direction. Numerical simulation is performed to confirm the effectiveness of the proposed 
control method for a fixed-wing UAV with the TVS. 

Keywords:  
Backstepping control 
Thrust vectoring system 
Fixed-wing UAV 

 

 

1. Introduction   
Unmanned aerial vehicles (UAVs) have been used for national 

projects, and multirotor are already introduced in various scenes. 
The fixed-wing UAVs have been used in a specific field [1]. The 
UAV has some advantages such as high cruising ability or large 
capacity of payloads. In particular, a small UAV with a wingspan 
of several meters is superior to a UAV with a wingspan of dozens 
of meters in maneuverability and maintainability. However, a 
small UAV has the problem that it is easily affected by the wind 
disturbance during a flight because of its small moment of inertia. 
As a result, it is difficult to achieve stable flight of the small UAV 
when a strong wind blows in a real mission. However, the small 
UAV cannot avoid an unexpected situation such as a strong wind 
during a flight because a high-performance device that measures 
the flight environment cannot be used due to its payload capacity. 

One of the ways to solve the problem is to apply a nonlinear 
control method. The backstepping method [2]–[3], the nonlinear 
control methods, has also been studied in the fixed-wing UAV 
flying under the wind disturbance [4]–[7].The advantage of this 
method is that it makes separated subsystems stabilized by putting 
the input successively. Therefore, in this study, we attempt to 
control translational and rotational motion individually to 
implement the flight at the constant attitude angle under wind 
disturbance. However, there is a problem that the conventional 
fixed-wing UAV has a structural restriction that the altitude and 
the pitch angle cannot be controlled at the same time. 

Therefore, we introduce the thrust vectoring system (TVS) for 
the UAV to solve the problem. The TVS has been used to operate 

the engine nozzle on aircraft that require maneuverability such as 
fighter aircraft but also a study on the UAV mounting a propeller-
type TVS has been done at late years [8]–[13]. However, in those 
studies, rather than getting maneuverability as a fighter aircraft, the 
TVS is mainly used to control the attitude of a tail-sitter UAV 
during transition flight or the fixed-wing UAV with a broken 
dynamic surface. In this research, we apply the TVS to the 
generation of translational force to fly stably under wind 
disturbance. Finally, we confirm the effectiveness of the proposed 
method by the numerical simulation.  

2. Nonlinear model of UAV 

The nonlinear model of UAV can be described separately in 
translational motion and rotational motion. Control inputs are the 
thrust vector and the steering angles of an aileron, a rudder, and 
an elevator. The body coordinate and the inertial coordinate 
system of UAV are defined as shown in Fig.1.  

 
Figure 1: Definition of the coordinate system 

2.1. Translational motion 

 The navigation equation of the UAV is given by 
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�̇�𝐱1 = 𝐠𝐠1(𝐱𝐱3)𝐱𝐱2 (1)  

where 𝐱𝐱1 = [𝑥𝑥 𝑦𝑦 𝑧𝑧]T, 𝐱𝐱2 = [𝑈𝑈 𝑉𝑉 𝑊𝑊]T, and 𝐱𝐱3 = [𝜙𝜙 𝜃𝜃 𝜓𝜓]T are the 
position of the UAV in the inertial coordinate system, its velocity 
in the body coordinate system, and the Euler angle, respectively. 
𝐠𝐠1(𝐱𝐱3) is defined as 
𝒈𝒈1(𝒙𝒙3)

= �
𝑐𝑐(𝜓𝜓)𝑐𝑐(𝜃𝜃) 𝑐𝑐(𝜓𝜓)𝑠𝑠(𝜃𝜃)𝑠𝑠(𝜙𝜙) − 𝑠𝑠(𝜓𝜓)𝑐𝑐(𝜙𝜙) 𝑐𝑐(𝜓𝜓)𝑠𝑠(𝜃𝜃)𝑐𝑐(𝜙𝜙) + 𝑠𝑠(𝜓𝜓)𝑠𝑠(𝜙𝜙)
𝑠𝑠(𝜓𝜓)𝑐𝑐(𝜃𝜃) 𝑠𝑠(𝜓𝜓)𝑠𝑠(𝜃𝜃)𝑠𝑠(𝜙𝜙) + 𝑐𝑐(𝜓𝜓)𝑐𝑐(𝜙𝜙) 𝑠𝑠(𝜓𝜓)𝑠𝑠(𝜃𝜃)𝑐𝑐(𝜙𝜙) − 𝑐𝑐(𝜓𝜓)𝑠𝑠(𝜙𝜙)
−𝑠𝑠(𝜃𝜃) 𝑐𝑐(𝜃𝜃)𝑠𝑠(𝜙𝜙) 𝑐𝑐(𝜃𝜃)𝑐𝑐(𝜙𝜙)

� 

Here, c(∙) and s(∙) are abbreviations for the function cos(∙) and the 
function sin(∙), respectively. 

Next, the translational motion equation of UAV is expressed 
by 

�̇�𝐱2 = 𝐟𝐟2(𝐱𝐱4)𝐱𝐱2 + 𝐠𝐠2(𝐱𝐱3) + 𝐅𝐅𝑎𝑎 + 𝐅𝐅𝑢𝑢 (2)  

where 𝐱𝐱4 = [𝑃𝑃 𝑄𝑄 𝑅𝑅]T  is the angular velocity of the body 
coordinate system, and nonlinear matrices 𝐟𝐟2(𝒙𝒙4) , nonlinear 
vector  𝐠𝐠2(𝒙𝒙3) are defined as 

𝐟𝐟2(𝐱𝐱4) = �
0 𝑅𝑅 −𝑄𝑄
−𝑅𝑅 0 𝑃𝑃
𝑄𝑄 −𝑃𝑃 0

� ,  𝐠𝐠2(𝐱𝐱3) = 𝑔𝑔 �
−s𝜃𝜃
s𝜙𝜙c𝜃𝜃
c𝜙𝜙c𝜃𝜃

� 

𝐅𝐅𝑎𝑎 = [𝑋𝑋𝑎𝑎 𝑌𝑌𝑎𝑎  𝑍𝑍𝑎𝑎]T 𝑚𝑚⁄  is the aerodynamic force vector, 𝐅𝐅𝑢𝑢 =
[𝑋𝑋𝑢𝑢 𝑌𝑌𝑢𝑢 𝑍𝑍𝑢𝑢]T 𝑚𝑚⁄  is the control input vector, and 𝑚𝑚 is the mass of 
the UAV. Each element of 𝐅𝐅𝑎𝑎 and 𝐅𝐅𝑢𝑢 is the force along each axis. 

2.2. Rotational motion 

The following equation expressed the kinematics equation of 
the UAV. 

�̇�𝐱3 = 𝐠𝐠3(𝐱𝐱3)𝐱𝐱4 (3)  

Nonlinear matrix 𝐠𝐠3(𝐱𝐱3) is defined as 

𝐠𝐠3(𝐱𝐱3) = �
1 s𝜙𝜙t𝜃𝜃 c𝜙𝜙t𝜃𝜃
0 c𝜙𝜙 −s𝜙𝜙
0 s𝜙𝜙/c𝜃𝜃 c𝜙𝜙/c𝜃𝜃

� 

where t(∙) denotes the function tan(∙). 

The rotational motion equation of the UAV is given as 

�̇�𝐱4 = 𝐟𝐟4(𝐱𝐱4)𝐱𝐱4 + 𝐮𝐮𝑎𝑎 + 𝐮𝐮𝑠𝑠𝑠𝑠 (4)  

Nonlinear matrix 𝐟𝐟4(𝐱𝐱4) is defined as 

𝐟𝐟4(𝐱𝐱4) = 𝐉𝐉−𝟏𝟏 �
0 𝑅𝑅 −𝑄𝑄
−𝑅𝑅 0 𝑃𝑃
𝑄𝑄 −𝑃𝑃 0

� 𝐉𝐉 

𝐉𝐉  is the moment of inertia. 𝐮𝐮𝑎𝑎 = 𝐉𝐉−𝟏𝟏[𝐿𝐿𝑎𝑎  𝑀𝑀𝑎𝑎 𝑁𝑁𝑎𝑎]T  is the 
aerodynamic moment vector, and 𝐮𝐮𝑠𝑠𝑠𝑠 = 𝐉𝐉−𝟏𝟏[𝐿𝐿𝑢𝑢 𝑀𝑀𝑢𝑢 𝑁𝑁𝑢𝑢]T  is the 
control input vector. Each element of 𝐮𝐮𝑎𝑎 and 𝐮𝐮𝑠𝑠𝑠𝑠 is the moment of 
the force around each axis. 

3. Controller design 
In the backstepping method, the control system is designed 

considering the stability of each subsystem. In this paper, a control 

system is designed by putting (1)-(4) as subsystems S1 to S4 ,and 
its construction is as shown in Fig.2. 

 
In the above figure, control systems are constructed with two 
extensive subsystems that consist of the translational subsystems 
(S1, S2) and the rotational subsystems (S3, S4). 

3.1. Translational control system 

First, in order to give a target value  𝐱𝐱1𝑐𝑐 , the position, and 
velocity for UAV, we define error equation  𝐱𝐱1𝑒𝑒 as follows: 

𝐱𝐱1𝑒𝑒 = 𝐱𝐱1 − 𝐱𝐱1𝑐𝑐 (5)  

When giving a target value of the velocity, the target value of the 
position that is the integrated value of the velocity is given instead, 
assuming the target value of velocity as steady. Then, to introduce 
a candidate of control Lyapunov function for the subsystem S1, 𝑉𝑉1 
is expressed as 

𝑉𝑉1(𝐱𝐱1𝑒𝑒) =
1
2
𝐱𝐱1𝑒𝑒T 𝐱𝐱1𝑒𝑒 (6)  

The derivative of 𝑉𝑉1 is 

�̇�𝑉1(𝐱𝐱1e) = 𝐱𝐱1𝑒𝑒T �̇�𝐱1𝑒𝑒
= 𝐱𝐱1𝑒𝑒T (�̇�𝐱1 − �̇�𝐱1𝑐𝑐)
= 𝐱𝐱1𝑒𝑒T (𝐠𝐠1(𝐱𝐱3)𝐱𝐱2 − �̇�𝐱1𝑐𝑐) 

(7)  

Here, considering state variable 𝐱𝐱2  as virtual input of S1, and 
virtual input is defined as 𝛂𝛂𝟏𝟏(𝐱𝐱1, 𝐱𝐱3, 𝑡𝑡) . When �̇�𝑉1 < 0 , the 
Lyapunov stability theory is satisfied, and V1 becomes a Lyapunov 
function. i.e., the subsystem S1 gets stable. The following equation 
can determine the virtual input 𝛂𝛂𝟏𝟏(𝐱𝐱1, 𝐱𝐱3, 𝑡𝑡)  that satisfies the 
condition for the system stability because 𝐠𝐠1(𝐱𝐱3)  is a regular 
matrix. 

𝛂𝛂1(𝐱𝐱1𝑒𝑒, 𝐱𝐱3, 𝑡𝑡) = 𝐠𝐠1(𝐱𝐱3)−1{�̇�𝐱1𝑐𝑐 − 𝐊𝐊1𝐱𝐱1𝑒𝑒} (8)  

where  𝐊𝐊1 is a positive definite and diagonal matrix. 

The error equation between state variable 𝐱𝐱2 and virtual input 
𝛂𝛂1 is as (9). 

𝐳𝐳1 = 𝐱𝐱2 − 𝛂𝛂1 (9)  

Then, we define  𝑉𝑉2 to introduce a candidate as a control Lyapunov 
function for the whole of the translational systems. 

𝑉𝑉2(𝐱𝐱1𝑒𝑒, 𝐳𝐳1) = 𝑉𝑉1 +
1
2
𝐳𝐳1T𝐳𝐳1 (10)  

Figure 2: The structure of subsystem 

S4: Eq. (4) S3: Eq. (3) 
S2: Eq. (2) S1: Eq. (1) 𝒙𝒙2 

x3 
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𝒙𝒙4 
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The derivative of 𝑉𝑉2 is 

𝑉𝑉2̇(𝐱𝐱1𝑒𝑒, 𝐳𝐳1) = 𝐱𝐱1𝑒𝑒T {𝐠𝐠1(𝐱𝐱3)(𝐳𝐳1 + 𝛂𝛂1) − �̇�𝐱1𝑐𝑐} + 𝐳𝐳1T�̇�𝐳1
= 𝐱𝐱1𝑒𝑒T (𝐠𝐠1(𝐱𝐱3)𝛂𝛂1 − �̇�𝐱1𝑐𝑐)

+ 𝐳𝐳1T ��̇�𝐳1 + �𝐠𝐠1(𝐱𝐱3)�T𝐱𝐱1𝑒𝑒�
= 𝐱𝐱1𝑒𝑒T (𝐠𝐠1(𝐱𝐱3)𝛂𝛂1 − �̇�𝐱1𝑐𝑐)

+ 𝐳𝐳1T �𝐟𝐟2(𝐱𝐱4)𝐱𝐱2 + 𝐠𝐠2(𝐱𝐱3) + 𝐅𝐅𝑎𝑎 + 𝐅𝐅𝑢𝑢
− �̇�𝛂1 + �𝐠𝐠1(𝐱𝐱3)�T𝐱𝐱1𝑒𝑒� 

(11)  

The first term on the right side of (11) is negative-definite 
according to (8). Therefore, putting the input 𝐅𝐅𝑢𝑢𝑐𝑐 as written in (12), 
the second line of the summation of (11) becomes negative-
definite that �̇�𝑉2 < 0 is satisfied, and V2 is determined as Lyapunov 
function.  

𝐅𝐅𝑢𝑢𝑐𝑐 = −𝐊𝐊2𝐳𝐳1 − 𝐟𝐟2(𝐱𝐱4)𝐱𝐱2 − 𝐠𝐠2(𝐱𝐱3) − 𝐅𝐅𝑎𝑎 + �̇�𝛂1
− �𝐠𝐠1(𝐱𝐱3)�T𝐱𝐱1𝑒𝑒 

(12)  

where 𝐊𝐊2 is a positive definite and diagonal matrix. 

3.2. Rotational control system 

Similar to the previous section, the error equation  𝐱𝐱3𝑒𝑒  is 
defined by using the target value 𝐱𝐱3𝑐𝑐 of the Euler angle. 

𝐱𝐱3𝑒𝑒 = 𝐱𝐱3 − 𝐱𝐱3𝑐𝑐 (13)  

The candidate of control Lyapunov function, 𝑉𝑉3 for S3 is defined 
as 

𝑉𝑉3(𝐱𝐱3𝑒𝑒) =
1
2
𝐱𝐱3𝑒𝑒T 𝐱𝐱3𝑒𝑒 (14)  

The time derivative of 𝑉𝑉3 is 

�̇�𝑉3(𝐱𝐱3𝑒𝑒) = 𝐱𝐱1𝑒𝑒T �̇�𝐱1𝑒𝑒 = 𝐱𝐱3𝑒𝑒T (�̇�𝐱3 − �̇�𝐱3𝑐𝑐)
= 𝐱𝐱3eT (𝐠𝐠3(𝐱𝐱3)𝐱𝐱4 − �̇�𝐱3𝑐𝑐) (15)  

In (15), considering the state variable 𝐱𝐱4 as a virtual input of S3, 
we replace it by a virtual input 𝛂𝛂3(𝐱𝐱3, 𝐱𝐱4, 𝑡𝑡) . The following 
equation gives a virtual input that satisfies the Lyapunov stability 
theory. 

𝛂𝛂3(𝐱𝐱3𝑒𝑒, 𝐱𝐱4, 𝑡𝑡) = 𝐠𝐠3(𝐱𝐱3)−1(�̇�𝐱3𝑐𝑐 − 𝐊𝐊3𝐱𝐱3𝑒𝑒) (16)  

where 𝐊𝐊3 is a positive definite and diagonal matrix. 

The error equation between state variable  𝐱𝐱4 and virtual input 
𝛂𝛂3 is defined as 

𝐳𝐳3 = 𝐱𝐱4 − 𝛂𝛂3 (17)  

Then, the candidate of control Lyapunov function for the rotational 
motion is defined as 

𝑉𝑉4(𝐱𝐱3𝑒𝑒, 𝐳𝐳3) = 𝑉𝑉3 +
1
2
𝐳𝐳3T𝐳𝐳3 (18)  

The time derivative of 𝑉𝑉4 is obtained as follows: 

𝑉𝑉4̇(𝐱𝐱3𝑒𝑒, 𝐳𝐳3) = 𝐱𝐱3𝑒𝑒T {𝐠𝐠3(𝐱𝐱3)(𝐳𝐳3 + 𝛂𝛂3) − �̇�𝐱3𝑐𝑐} + 𝐳𝐳3T�̇�𝐳3 
= 𝐱𝐱3𝑒𝑒T (𝐠𝐠3(𝐱𝐱3)𝛂𝛂3 − �̇�𝐱3𝑐𝑐)

+ 𝒛𝒛3T ��̇�𝐳3 + �𝐠𝐠3(𝐱𝐱3)�T𝐱𝐱3𝑒𝑒�
= 𝐱𝐱3𝑒𝑒T (𝐠𝐠3(𝐱𝐱3)𝛂𝛂3 − �̇�𝐱3𝑐𝑐)

+ 𝐳𝐳3T �𝐟𝐟4(𝐱𝐱4)𝐱𝐱4 + 𝐮𝐮𝑎𝑎 + 𝐮𝐮𝑠𝑠𝑠𝑠 − �̇�𝜶3
+ �𝐠𝐠3(𝐱𝐱3)�𝐓𝐓𝐱𝐱3𝑒𝑒� 

(19)  

By calculating the input command value 𝐮𝐮𝑠𝑠𝑠𝑠𝑐𝑐  to be as the 
following equation, the second and third lines of the last 
summation of (19) becomes negative-definite, and it makes the 
rotational system stable. 

𝐮𝐮𝑠𝑠𝑠𝑠𝑐𝑐 = −𝐊𝐊4𝐳𝐳3 − 𝐟𝐟4(𝐱𝐱4)𝐱𝐱4 − 𝐮𝐮𝑎𝑎 + �̇�𝛂3 − �𝐠𝐠3(𝐱𝐱3)�T𝐱𝐱3𝑒𝑒 (20)  

where 𝐊𝐊4 is a positive definite and diagonal matrix. 

Fig.3 Shows the block diagram that includes the controller 
obtained in sections 3.1 and 3.2. 

 
3.3. Stability analysis 

In this section, we analyze the stability of the entire control 
system that we designed. The candidate of control Lyapunov 
function of the entire control system is defined. 

𝑉𝑉 = 𝑉𝑉1 + 𝑉𝑉2 + 𝑉𝑉3 + 𝑉𝑉4 

= 2𝑉𝑉1 +
1
2
𝐳𝐳𝟏𝟏T𝐳𝐳𝟏𝟏 + 2𝑉𝑉3 +

1
2
𝐳𝐳𝟑𝟑T𝐳𝐳𝟑𝟑 (21)  

The time derivative of 𝑉𝑉 is obtained as 

�̇�𝑉 = 2�̇�𝑉1 + 𝐳𝐳1T�̇�𝐳1 + 2�̇�𝑉3 + 𝐳𝐳3T�̇�𝐳3 
= −2𝐊𝐊1𝐱𝐱1𝑒𝑒T 𝐱𝐱1𝑒𝑒 − 𝐊𝐊2𝐳𝐳1T𝐳𝐳1 − 2𝐊𝐊3𝐱𝐱3𝑒𝑒T 𝐱𝐱3𝑒𝑒 − 𝐊𝐊4𝐳𝐳3T𝐳𝐳3 (22)  

It is clear that the right side in (22) is negative definite because of 
the coefficient matrix  𝐊𝐊𝑖𝑖 is positive, i.e., the entire system satisfies 
the Lyapunov stability theory. 

3.4. Realization of control input 
In section 3.1, we calculated the input command for 

translational motion. The absolute value of thrust and the target 
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Figure 3: Block diagram of the proposed controller 

http://www.astesj.com/


S. Hirano et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 284-290 (2020) 

www.astesj.com     287 

value of the deflection angle are obtained from those commands. 
The thrust coordinate system is defined as shown in Fig.4. 

 
The absolute value of thrust is obtained by (23). 

𝑇𝑇 = �𝑋𝑋𝑢𝑢𝑐𝑐2 + 𝑌𝑌𝑢𝑢𝑐𝑐2 + 𝑍𝑍𝑢𝑢𝑐𝑐2  (23)  

𝑋𝑋𝑢𝑢𝑐𝑐 ,𝑌𝑌𝑢𝑢𝑐𝑐 ,𝑍𝑍𝑢𝑢𝑐𝑐  are the commands of the input that is obtained to 
satisfy the ideal input of 𝐅𝐅𝑢𝑢.The following inequalities denote the 
range of angles 𝜃𝜃1 and 𝜃𝜃2. 

� −𝜋𝜋 ≤ 𝜃𝜃1 ≤ 𝜋𝜋
−𝜋𝜋/2 ≤ 𝜃𝜃2 ≤ 𝜋𝜋/2 

where 𝜃𝜃1 and 𝜃𝜃2 are defined as 

tan𝜃𝜃1 =
𝑍𝑍𝑢𝑢𝑐𝑐
𝑋𝑋𝑢𝑢𝑐𝑐

 

𝜃𝜃1 = tan−1 �
𝑍𝑍𝑢𝑢𝑐𝑐
𝑋𝑋𝑢𝑢𝑐𝑐

� 
(24)  

sin𝜃𝜃2 =
𝑌𝑌𝑢𝑢𝑐𝑐

�𝑋𝑋𝑢𝑢𝑐𝑐2 + 𝑍𝑍𝑢𝑢𝑐𝑐2
 

𝜃𝜃2 = tan−1 �
𝑌𝑌𝑢𝑢𝑐𝑐

�𝑋𝑋𝑢𝑢𝑐𝑐2 + 𝑍𝑍𝑢𝑢𝑐𝑐2
� 

(25)  

4. Numerical simulation 

Numerical simulations are conducted to confirm the effect of 
the TVS on control performance in two cases: the level flight 
(Case 1) and the improvement of maneuverability by the TVS 
under the follow-up flight to the target altitude (Case 2) by 
numerical simulations. The conventional UAV without the TVS, 
its thrust command is obtained by using only 𝑋𝑋𝑢𝑢𝑐𝑐  from the 
translational controller. Moreover, regardless of the presence of 
the TVS, we introduce the first-order lag filter as written in (26) 
and (27) to the thrust, the TVS, and dynamic surface. 𝑇𝑇𝑚𝑚 and 𝑇𝑇𝑠𝑠 
are the time constants. 

1
𝑇𝑇𝑚𝑚𝑠𝑠 + 1

 (26)  

1
𝑇𝑇𝑠𝑠𝑠𝑠 + 1

 (27)  

Conditions of numerical simulation are shown in Tables 1 to 4.  
Table 1: Specification of UAV 

Full length 𝐿𝐿, m 0.823 
Total height 𝐻𝐻, m 0.322 
Wingspan 𝑏𝑏, m 1.40 
MAC 𝑐𝑐�̅�𝑎, m 0.200 
Mass m, kg 0.220 

Table 2: Initial condition and target value 

Position 𝐱𝐱𝟏𝟏𝟏𝟏, m [0 0 −10]𝑇𝑇 
Velocity 𝐱𝐱𝟐𝟐𝟏𝟏, m/s [5 0 0]𝑇𝑇  
Euler angle 𝐱𝐱𝟑𝟑𝟏𝟏, rad [0 0 0]𝑇𝑇  
Angular rate  𝐱𝐱𝟒𝟒𝟏𝟏, rad/s [0 0 0]𝑇𝑇  
Target position in Case 1 𝐱𝐱𝟏𝟏𝟏𝟏, m [0 0 −10]𝑇𝑇 
Target position in Case 2 𝐱𝐱𝟏𝟏𝟏𝟏, m  [0 0 −12]𝑇𝑇 
Target velocity 𝐱𝐱𝟐𝟐𝟏𝟏, m/s [6 0 0]𝑇𝑇  

Table 3: Design control parameters 

Translational controller gain 𝐊𝐊𝟏𝟏 diag[1 1 1] 
Translational controller gain 𝐊𝐊𝟐𝟐 diag[0.5 0.5 0.5] 
Rotational controller gain 𝐊𝐊𝟑𝟑 diag[8 8 8] 
Rotational controller gain 𝐊𝐊𝟒𝟒 diag[10 10 10] 

Table 4: Constraints on control input 

Aileron angle 𝛿𝛿𝑎𝑎, deg ±45 
Elevator angle 𝛿𝛿𝑒𝑒 , deg ±45 
Rudder angle 𝛿𝛿𝑟𝑟 , deg ±30 
Deflection angle 𝜃𝜃1, deg ±135 
Deflection angle 𝜃𝜃2, deg ±90 
Thrust 𝑇𝑇, N 0 or more 
Time constant on thruster 𝑇𝑇𝑚𝑚, s 0.2 
Time constant on dynamic surface 
and thrust vectoring system 𝑇𝑇𝑠𝑠, s 0.0076 

 
In addition, the Dryden model [14] is used as a wind disturbance 
on numerical simulations. The wind disturbance profile is shown 
in Fig.5. 

 

Fig.6 to Fig.9 show the numerical results in Case 1. It is clear 
that the UAV without the TVS cannot keep the altitude as shown 
in Figs.6(a), 6(b), and 6(d).  

Furthermore, it should be noted that the TVS is also effective to 
control the UAV along y axis as shown in Fig.6(c). One of the 
main reasons for these flight is that the TVS can generate thrust 
in arbitrary direction as shown in Fig.8(a) under mechanical 
constraint. In fact, the inputs for translational motion in Fig.7(a) 
is constant because the UAV without the TVS cannot generate the 
thrust for the negative command as shown in Fig.7(b). Fig.7(c) 
and Fig.8(c) show the attitude angles of the UAV without and with 

x𝑝𝑝 

y𝑝𝑝 

z𝑝𝑝 

𝜃𝜃1 
𝜃𝜃2 

Thrust 𝑇𝑇 

𝑋𝑋𝑢𝑢𝑐𝑐 

𝑍𝑍𝑢𝑢𝑐𝑐 

𝑌𝑌𝑢𝑢𝑐𝑐 

Figure 4: Definition of thrust coordinate system 
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the TVS, respectively. It can be seen from these figures that the 
TVS suppressed the high-frequency vibration of pitch angle of the 
UAV. Fig.8(d) shows that the thrust change in Fig.8(a) leads to 
the sudden change of the elevator deflection to keep the altitude.  

 

Fig.9 shows the phase portrait during the control of the UAV in 
Case 1. Using the proposed controller, the variables in the phase 
space follow those references, unlike the controller without the 
TVS. 

 

Fig.10 and Fig.11 show the numerical results in Case 2. The 
altitude of the UAV is controlled from the initial value 10 m to 
the final value 12 m as shown in Fig. 10(a). In this paper, the final 
value was decided by 20% higher than the initial value. However, 
there is no limitation to altitude in the proposed method, but it is 
necessary to be careful so that the altitude changes slightly. The 
attitude of the UAV with the TVS in Fig.10(c) is also controlled 
by control inputs in Fig.10(b) and Fig.10(d) similar to the Case 1. 
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Figure 6: Trajectories of UAV in Case1 
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Figure7: Results in case of UAV without TVS (Case1) 
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Figure 8: Results in case of UAV with TVS (Case1) 
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Moreover, it can be seen in Fig.11 that the UAV follows the 
reference in the phase space. 

 

 

 

 

5. Conclusion 

This paper proposed the nonlinear flight control system under 
disturbance for the UAV with a thrust vectoring system (TVS) 
using the backstepping method. The results of numerical 
simulation show that the TVS enables the stable flight even under 
disturbances for the two cases proposed. 

The accurate estimation of the aerodynamic forces would 
afford the key to succeed the stable flight of the UAV with the 
TVS. In future work, we will verify the effectiveness of the 
proposed method experimentally. 
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1. Introduction 
Widely used computers of various classes are essentially systems 
with von Neumann architecture, and the program execution model 
is a universal Turing machine with a tape of calculations, left and 
right shifts. 

The performance criterion in the classical Popek - Goldberg   
theory for Turing machines is ambiguous. In the original work it 
was formulated twice [1]: 

a) “a statistically prevailing subset of virtual processor 
instructions must be executed directly by the physical 
processor, without the intervention of a virtual machine 
monitor”; 

b) “all harmless instructions are executed directly by the 
physical processor, without the intervention of a virtual 
machine monitor”. 

These conditions are not identical. They are identical only if most 
of the instructions executed by the virtual machine are harmless, 
which cannot be guaranteed in the general case. In proving 
sufficient conditions for constructing a virtual machine monitor, 
Popek and Goldberg use the second definition. 

Since the 70-80s, electronic technology has undergone significant 
changes. With the advent and development of hardware 
virtualization successfully implemented [2, 3]: 

• SMEP (Supervisor Mode Execution Prevention). Prevention 
of code execution in supervisor mode) is a technology developed 
by Intel to protect your computer from hacker attacks and other 
threats that use the so-called “supervisor mode”. 

• SMAP (Supervisor Mode Access Prevention). It prevents 
writing to memory and reading code from it that unauthorized uses 
supervisor mode, while SMEP only prevents the execution of this 
code. 

Supervisor mode is the preferred processor mode used by the 
kernel of the operating system. This mode is also called kernel 
mode. The opposite is the user mode in which user applications 
work [4, 5]. 

For SMEP to work, in addition to the corresponding processor, a 
suitable operating system is required. However, SMEP, although 
significantly complicating the task of hacking the system, still does 
not guarantee its complete protection. Therefore, later (in 
Broadwell architecture processors), in order to increase security 
and protect against vulnerabilities that were not resolved by 
SMEP, SMAP technology was additionally introduced [6, 7]. 

Direct execution of guest instructions whose encodings correspond 
to the privileged instructions of the physical processor on the host 
is impossible, since they certainly cause a trap to be thrown when 
executed in the user mode in which virtual machines are running. 
For example, the encodings of new secure instructions for Intel-64 
architecture usually correspond to invalid encodings on processors 
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of previous generations of this architecture. That is, new 
instructions are usually privileged on processors of previous 
generations, because they cause exceptions [8, 9]. 

Many hardware processors and various research groups are 
interested in supporting hardware transactional memory [10]. IBM 
was the first to develop a system with transactional memory 
hardware support in IBM Blue Gene [11] supercomputers and z-
Enterprise EC12 servers [12]. AMD announced the development 
of the Advanced Synchronization Facility (ASF) extension [13], 
which is a variant of the hardware transactional memory for the 
Intel 64 architecture. Sun Microsystems has developed a processor 
code-named ROCK [14], but this project was closed. The Intel® 
Transactional Synchronization Extensions (Intel® TSX) 
instruction set [15], consisting of Intel® Hardware Lock Elision 
(Intel® HLE) and Intel® Restricted Transactional Memory 
(Intel® RTM) extensions, has been added to the sixth generation 
Intel Core processors [16]. 

There are also many software implementations of transactional 
memory ideas that do not require special support from the 
hardware. However, the study of existing solutions shows their 
extremely low productivity [17]. 

Moreover, with the advent of hardware transactional memory, the 
Intel RTM extension allows you to perform nested transactions, 
but at the same time, all internal XBEGIN and  XEND pairs should 
not create new save points, that is, rollback of a nested transaction 
leads to a rollback of the entire transaction chain. The introduction 
of transactional memory extensions implies that the semantics of 
all instructions working with memory, as well as instructions 
affecting the state of the processor that are not stored in savepoints, 
must be changed in order to support the new execution mode. 

In order to avoid critical errors, it is necessary to implement a 
multi-level “sandbox” in which the agents of the hypervisor 
function and monitor the execution of processor processing 
instructions at all levels of the hierarchy. 

2. New actual requirements for information security 

The Based on the Theorem on a protected hypervisor OS, 
formulated and proved by Zegzhda, two requirements can be 
formulated [18]: 

a) Requirement  1 for virtualization of protected resources: 
in a supercomputer computing system, all operations of 
application OS applications on protected resources must 
be carried out by virtualizing the resource in a virtual 
application environment; 

b) Access control requirement 2: in a supercomputer 
computing system, all operations of application OS 
applications on protected resources must be controlled by 
hypervisor protection tools. 

Further developing the idea, one can formulate theoretical 
premises for the solvability of the supervenience problem: all 
possible operating modes of the processor should be considered - 
the real hardware mode, the protected hardware mode, the real 
virtual machine mode, the protected virtual machine mode. This 
means that the multi-domain protected hypervisor must ensure the 
correct execution (software using the interpreter or hardware) of 
all the instructions of the guest system, as well as guarantee 
isolation of virtual machines. At the same time, all safe instructions 

common to the guest and host systems are executed directly by the 
physical processor (privileged modes). 

The virtual machine monitor operates in mode 0 (in a separate 
domain), therefore, any interpretation errors, memory leaks, 
incorrect pointers, addressing errors of data code segments, 
program codes, and page addressing errors do not lead to an 
abnormal termination. 

The solution to the problem of providing a modified instruction 
mnemonics for processors of different generations in order to 
support hardware transactional memory is to prevent the direct 
execution of these instructions in a virtual environment - they must 
be simulated programmatically on virtual processors (unprivileged 
modes). 

Taking into account the development of the element design base 
and hardware technologies, we can formulate new requirements 
for information protection [18]: 

a) Protective equipment should control all informational 
interactions without exception; 

b) Security features should be developed independently of 
application programs and rely on an abstract 
representation of information interactions; 

c) Protective equipment should control information 
interactions based on clearly defined rules that make up 
the formal model; 

d) A mechanism should be provided to assess the safety of 
both the current state of the system and predict the safety 
of future states. 

The principle of homogeneity of memory is the main postulate of 
von Neumann architecture. This means that for supercomputer 
systems in which record high performance is important, a 
fundamentally new architecture is required. Sharing the bus for 
program memory and data memory leads to a bottleneck in von 
Neumann's architecture, namely limiting the bandwidth between 
the processor and memory compared to the amount of memory. 
Due to the fact that program memory and data memory cannot be 
accessed at the same time, the processor-memory channel 
bandwidth and memory speed significantly limit the processor 
speed. Storage of data and commands in different places solves the 
problem of the “memory wall” on highly loaded computational 
problems [1]. 

3. Fundamental scientific  problem 

Over the past 25 years, OS security tools (for example, SMEP, 
SMAP, PaX, ExecShield, ASLR, DEP, Flusk, Patchguard and etc.) 
have come a long way, but failed to provide protection against 
current threats. The fundamental problem for this field of 
knowledge (computer science and computer technology) is known 
as the problem of supervenience: taking into account the high 
asynchrony and multi-connectedness of processes performed with 
supercomputer systems, the huge amount of processed data 
(Petabytes of data) there is no logical correspondence between 
changes in the programs of the runtime environment of 
supercomputers and changes hardware components in terms of 
implementing an isolated environment and monitoring security 
policy rules. For the chosen class of speakers, the solution to the 
fundamental problem is the development of the theoretical, 
scientific, practical and organizational and technical foundations 
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of reactive protection of stationary and onboard supercomputers, 
which consists in virtualizing the execution environment of the 
processes of applied and system software, in the interest of 
increasing their security and reliability, as well as substantiation of 
the principles for constructing mechanisms for implementing such 
protection  for  next generation automated systems. 

The main contradiction for this class of computing systems is 
the ratio of energy intensity, speed and security. With the 
introduction of additional functional elements using the example 
of a hypervisor and a transactional memory controller, the 
characteristics of performance and energy consumption change. 
Concurrently executed queries conflict when they read and modify 
a certain database element, and the resulting conflict can lead to an 
erroneous result that could not be obtained if these queries were 
executed sequentially. Transactional memory provides a 
lightweight transaction mechanism for control flows running in a 
shared address space. It guarantees atomicity and isolation of 
parallel tasks [10, 11]. 

Atomicity ensures that changes in the state of a program made 
by code that is executed in a transaction are invisible from the point 
of view of other transactions executed in parallel [12]. 

Isolation ensures that concurrent tasks do not affect the 
outcome of the transaction, so that the transaction produces the 
same result as if no other task was being performed. Transactions 
provide the basis for constructing parallel abstractions, which are 
building blocks that can be combined without knowing their 
internal details, much like procedures and objects provide suitable 
abstractions for composing sequential code [13]. 

Integration with hardware transactional memory requires 
solving 5 main problems of computer science: limited application, 
debugging complexity, process synchronization and exclusion of 
access, resource control in conditions of parallelism and high 
asynchronous processes, emulation of different types of processors 
[14]. For multi-domain protected systems, trust is ensured by the 
following factors: “Transparency” – invisibility for the 
application OS, working directly with equipment, the amount of 
hypervisor code is small compared to the OS and applications, 
therefore it is easier to ensure that there are no vulnerabilities, all 
actions and events inside the virtualized systems are reversible - 
attacks can be quickly neutralized by rollback or reset.  

Monitoring the exchange of a virtualized system with the 
external environment allows you to abandon a thorough study of 
the virtualized system itself. 

Limitations associated with loss of productivity are extremely 
low, due to the record high performance characteristics of 
supercomputers. 

4. Research methodology: new concepts and definitions 

Information security is based on access control to objects of 
managing and guest OS, these objects can be attributed to different 
levels of protection. Examples of objects are directories, files, 
network sockets, registers, and interrupt handlers and some 
special-use memory areas by operating systems. The traditional 
access control approach involves the use of access attributes 
(rights) in requests to these objects for performing certain 
operations on them. If the verification of such attributes is 
successful, then access to the object at its security level is allowed, 
then the requested operation is performed on it. With this approach, 

it is technically possible to intercept a request and use its access 
rights in a substitute request aimed at malicious impact. 

New concepts and definitions are introduced in the work: 
supersecurity, information security of stationary and onboard 
supercomputer computing systems, a descriptor for assessing the 
security of system states. 

Supersecurity is a property of a supercomputer system based 
on self-configuration and self-control. By using the high-
performance reserves of these supercomputers, you can create a 
hypervisor that provides reliable protection against attacks 
associated with high asynchronous processes of the 
supercomputers and the ability to perform false transactions as a 
result of destabilizing external influences and accidental hardware 
failures. 

The information security of stationary and onboard 
supercomputer computing systems is formalized as “a calculated 
convolution of the states of the execution environment (hardware 
or virtual) and system software”. 

The descriptor for assessing the security of system states is a 
convolution that is “calculated” based on the attributes of ongoing 
processes that are implemented at the level of microprocessor 
cores and the interworking environment. All processes have their 
own descriptors calculated and methods for their processing — 
get, set, delete and etc. are specified. 

5. New Safe Operations Model 

The safe operations model includes 3 components: commands, 
data and timestamps. The space of operations in calculating the 
descriptors is a variety of Kripke's “worlds”. Each world of 
Kripke is assigned its own digital double and form a knowledge 
base for machine learning. The class of operations that are 
characteristic of supercomputers is the operations of 
multiplication and division in the form of successive shifts in the 
tagged structures of packets of requests from clients, guest and 
control OSs. 

From the point of view of category theory, we work with the 
Group object - the category group. Objects are a group in the form 
of a residue ring, morphisms are mappings preserving the group 
structure. Category theory studies concepts through how these 
concepts interact with each other. We forget how these concepts 
are implemented, and we only look at the properties of 
connections, abstracting from the type of processor architecture 
(scalar, vector, MIPS, classic x86_64, tile architecture like Tilera, 
mass-multithread, hybrid and etc.), processor capacity (32-bit, 64-
bit, 128-bit and etc.).  

A type refers to a class type when a type provides certain 
operations with a specific expected behavior. For example, the tau 
type may belong to the Functor class if it has a specific behavior 
similar to a collection: 

a) The type tau is parameterized over another type, which you 
should consider as the type of the collection element. The 
type of the complete collection is then similar to 
Scheme_type = {Int, String, Bool and etc.}; 

b) If you contain integers, strings, or Booleans, respectively. 
If the element type is unknown, it is written as a parameter 
of type a. Examples include lists (zero or more elements), 

http://www.astesj.com/


A. Molyakov / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 291-298 (2020) 

www.astesj.com     294 

type “Unknown” (zero or one element of type a), sets of 
elements of type a, arrays of elements of type a, all kinds 
of search trees containing values of type a, etc. 

2. Another property that tau must satisfy is that if you have a 
function like a –> b (function on elements), then you should be 
able to use this function and product for a related function over 
collections. You do this with the fmap operator, which is shared 
by each type of Functor class. The operator is actually overloaded, 
so if you have an even function with type Int -> Bool, then 

Definition 1. A functor is a kind of collection (a set of 
configurations for recursively computing a hash), for which, if 
you are provided with a function on elements, fmap will return the 
function in the collections. 

Definition 2. The context of the operation is a set of tuples 
consisting of logical variables. A collection of collections is a 
conjunction of atomic predicates defined on many tuples. 

I appeal to the theory of functional programming, we will define 
a functor for comparing is_equal of two hash values with support 
for different class type templates : 

class is_equal  

{ private: scheme_type v; public:  

is_equal(scheme_type value) : v(value) {}  

bool operator () (scheme_type x) 

 { return x == this –>v; } };  

scheme_type count_zero(const std::vector< scheme_type>& data)  

{ return std::count_if(data.begin(), data.end(), is_equal(0)); },  

scheme_type – data type (int, uint, float, double and etc.). 

It is not possible to implement a complete hash function that is 
valid for all types. You cannot just convert an object to raw 
memory and hash bytes. 

In addition, this idea fails due to padding technology when 
creating an index for each record. Because of this, it is necessary 
to take into account the context of a particular operation. To 
implement a universal convolution calculation algorithm, it is 
necessary to take into account different processor operating 
modes and the principle of type conversion and alignment of 
orders. We need to normalize the presentation of metadata 
operations in terms of aligning the boundaries of digital structures.  

The basic principles of the algebraic structure on which the whole 
theory and methodology are based: The principle of Soft power, 
Self-organization, Supersecurity. The descriptors of the state 
safety assessment function are calculated on the set, which is a 
multiplicative group of the residue ring modulo 8. 

 Classical propositional logic is a “black and white” model; 
utterances are static, unchanged in time. In the ordinary 
propositional logic, sentences that do not explicitly or implicitly 
contain properties whose truth changes with time do not 

adequately formalize. We want to study and verify systems that 
evolve over time. 

 The proposed approach to the description of operations is based 
on the classification of risks of information security breaches and 
analysis of the context of the implementation of outgoing 
directives, through which data can be transmitted bypassing the 
requirements of the adopted security policy, which leads to a 
violation of the security of computing nodes resources. 

  The carriers of the analyzed operations are the sets of objects and 
access subjects to which various security levels (labels) are 
assigned. To control the security level of operations generating 
new entities, for example, operations, we will use the sign of 
immutability of the object generating the access entity.     

6. Theoretical calculations of the reactive protection 
method 

6.1.  Algebra of operations with objects processed on 
supercomputers 

For supercomputers the sign of immutability cannot be a constant 
indefinitely: simultaneously, a huge number of processes are 
launched. Temporal logic is needed to describe the states of 
subjects and access objects. We need a model of threats to the 
integrity of the execution environment of IC processes, in which 
instead of the classic link “subject, object, predicate” a new 
paradigm of writing security policy rules is implemented and new 
entities are defined - “subject”, “object” and “descriptor for 
assessing state security”: for each i-th threat, the value of the state 
security assessment function is calculated, the arguments of which 
are given in the form of a conjunction of predicates of eight logical 
variables, the subjects are the guest and control OS, and the 
objects are the components of the hype Sizer and transactional 
memory controller. 

Temporal logic of branching time consider possible calculations 
(paths on a tree) - trajectories on a scan of the Kripke structures. 

The Kripke structure is a transition system with labeled states and 
unlabeled transitions. Sweep defines infinite chains of states - 
possible calculations. Each state can have not one, but many 
chains - continuations, and is the root of its tree of stories 
(calculations).   

The structure of Kripke M is the five M = (S, S0, R, L, AF). 

 In our case [19, 20], AF = {context_id | Dom_id | S | Ord | 
Context_type | TCU | TR}. Let an arbitrary formula Fi of CTL 
logic and a Kripke structure M. be given. For each subformula ψi 
of formula Fi, the marking algorithm performs the following steps: 

a) We proceed to the construction of the numbering of the 
programs. Each operator is uniquely characterized by a 
pair - type (name) and a list of parameters, including 
operator labels, variables, functional and logical 
expressions. We only need to encode each of the possible 
values of the operator parameters. Labels of operators do 
not need special coding, since they are natural numbers; 

b) Since each program calculates a certain function, the 
introduced Gödel numbering generates some numbering 
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of the functions. On the one hand, this numbering is not 
one-to-one, since we code the program syntax, and any 
syntactically different programs have different codes. On 
the other hand, every computable function is computed by 
an infinite class of programs. 

However, such numbering has fundamental and practically useful 
properties. Let A be the countable class of functions for assessing 
the safety of supercomputers states: A = {f1, f2 ..., fn}. 

Even though each of the fi functions is computable by some 
algorithm, this does not guarantee the existence of a single 
algorithm for computing all functions. We call a class A 
uniformly enumerable if there exists a two-place computable 
function F such that the class A consists exactly of functions of 
the form F (n, x) for some n from the set N. 

We call the function a universal function of class A. nF (n, x) is 
the uniform numbering of class A. 

Our main goal is to show that the numbering of the computable 
functions that we have determined is uniform with respect to other 
numbers and that by the number of the computable function in the 
given uniform numbering we can effectively find its number. 
Using the function for assessing the safety of SC states, we can 
subsequently accurately calculate the numbering states on the 
whole variety of Kripke structures, and then identify the classes 
of safe and dangerous operations. 

Lemma  1. If A is an effective set, then for any effective set B: AB 
is effective, as well as any Cartesian product A1, A2 ... An of 
effective sets is effective, the set A *, A * = An, of all finite 
sequences of elements of A is effectively countable. 

The proof of the statement is trivial and follows from the main 
theorem of arithmetic. We formulate and prove a theorem on the 
enumerability of the class of operations. 

Theorem 1. Class A operations on the residue ring modulo m are 
uniformly enumerable, and the hash value calculation function F 
is a universal function of class A only if the number of hierarchy 
(nesting) levels is 8. 

       Evidence.  In fact, operations are performed on data tuples, 
which are a set of i-th elements of an allergic structure (bit, atomic 
predicate, predicate conjunction, any set of predicative and 
functional symbols, vector variable, scalar, real number) of any 
dimension m (regardless of encodings and positional number 
system). We work with matrices, where the number of rows is 
equal to the number of nesting (hierarchies) of the computation 
space N, and the i-th column is an element of a structure of 
dimension m in the residue ring Z (m), i = 1 ... n. Using the 
Kornfeld formula to assess the confidence probability of security, 
each factor PΛi is a geometric decreasing progression [21].The 
most suitable values are 0.1 and 0. (1). Criteria of temporal logic 
(lack of new patterns over time) satisfies only the solution N = 8. 

Moreover, nF (n, x) is an effective numbering of class A, since 
with a change in the dimension of the parameter n the regular 
relations between the elements of the set do not change, new 
properties of objects of our algebraic structure do not appear. 

The main result of theoretical calculations is that we have proved 
universality and uniformity for given classes of operations of 
functional transformations. Regardless of the dimension of the 
input parameters, the nature of the relationships between the types, 
the type of operands, the type of processor architecture, the 
operation scheme and implementation of the algorithms, we have 
found such a number of hierarchy levels (N = 8) that there is an 
invariant in the algebraic system. If we evaluate the time 
parameters, this regularity property is preserved indefinitely 
(from 0 to + ∞). 

6.2. Integration of the algebraic structure with architectural 
modifications of supercomputers 

  We proceed directly to the construction of a weighted 
multigraph-model for performing operations of supercomputers, 
which is a tree. The starting point is the top of the tree structure, 
describes a transactional memory controller that interacts directly 
with the hypervisor verifier module. The controller in conjunction 
with the verifier implements security mechanisms: an isolated 
multi-domain address space is represented as non-overlapping 
memory areas, each of which corresponds to a vertex of the graph 
lying in the second level of the root structure. The vertices of the 
third level correspond to the subsets of the components that make 
up the hypervisor. Since we have 8 levels of the request 
processing hierarchy, the block is divided into eight subsets of 
level details of possible states indicated by S8, ... , S1. 

 The last level of the root structure of a multigraph is represented 
by agents of the hypervisor (graph leaves) through which 
communication with the external environment and all possible 
attacks on the supercomputers occur. Advances to each next level 
are a higher level of abstraction of the description of request 
processing, a transition from the lower level of the specification 
to the upper. Each state can have not one, but many chains - 
continuations, and is the root of its tree of stories (calculations). 

  The reactive protection method should include not only 
deductive algorithms for calculating descriptors for assessing the 
security of states and identifying threats based on marking the 
states of fulfillment of supercomputers requests, but also 
implementing inductive learning based on self-diagnostics and 
explanatory decision-making mechanisms based on the concept 
of machine learning. We calculate such impacts that ensure the 
safe functioning of supercomputers, and block dangerous and 
suspicious ones. 

7. Method for reconfiguring the runtime environment of 
the supercomputers 

The hash is calculated recursively for all processes (subprocesses) 
and an effective value is obtained for the regular measurement of 
the query path (based on past experience, pre-training). In the 
process, the system is being trained. Each new configuration is 
classified and recognized in the future based on the characteristic 
set of markers. Coding of identification features - a set or 
conjunction of simple predicates on which the formula Fi is given 
[20]. The subformula ψ is a recursive call of the same algorithmic 
procedure, only with a different set of characteristic features and 
properties. 
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6 configurations of “colors” of the tree of computation histories. 
We select two colors: Blue - the predicate of the presence of the 
transient process, Red - the predicate of changing the type of the 
context of the operations performed. 

a) configuration allows you to track changes in local states 
at the same hierarchy level and identify the launch of 
child processes as part of the base process with the 
markers of interest to us; 

b) configuration analyzes the entire state tree based on the 
selected marker (the mode of a full run of calculations in 
case of restarting the task). The story tree is being rebuilt; 

c) analyzes the change in two parameters in the near 
branches of the tree (local scale, in one domain); 

d) configuration to track a single (irregular) parameter 
change in the far branches of the computation tree; 

e) configuration regularly repeated changes of the selected 
identification parameter along the entire trajectory of 
movement; 

f)  configuration studies the branches of the tree; over time, 
in the future, changes in two parameters may appear on 
different trajectories. At the same time, processes can be 
started in different domains.        

Sets of configurations adapted to different contexts of operations 
execution, in the form of matrices of access rules, are stored by 
agents of the hypervisor monitoring information security events 
in the memory of the transactional memory controller. In the 
process of training, the rules of safety rules are updated and 
adjusted. The system dynamically evolves and modifies sets of 
modal rules based on CTL temporal logic grammars for 
responding to signaling events. Identification criteria for threats 
in the semantic interpretation of a set of atomic predicates. 

Thus, the hypervisor in conjunction with the transactional 
memory controller is a multi-agent system with machine learning. 

There are deductive checks that correspond to the principles of 
classical logic, but we are using inductive algorithms with 
metadata about the operation of system components at different 
levels of the hierarchy, where, along with checking the integrity 
in the form of changing the values of the calculated hash functions 
for each process, access control is implemented in the form 
Labeling allowed transients when switching between security 
domains and thread migrations.  The history of various system 
configurations is kept, new events are recognized due to a variant 
new set of predicates and the values of their trajectories on Kripke 
structures. 

8. Discussion 

8.1. Optimization, normalization of descriptor calculation 

 For optimization and normalization, it is necessary to specify an 
exactly safe data volume. The axiomatic of our algebraic 
structure are as  follows: 

a) Multiplication and division operations are specified (cyclic 
shifts to the right or left); 

b) A lot of descriptor calculations is a residue ring modulo m 
= 8; 

c) The ring must be symmetrical with respect to the 
performance of the operations of multiplication and 
division; 

d) A request for any tap of a processor with a classic von 
Neumann architecture is a combined tagged structure in 
which a data segment and a program code segment are 
stored in the same RAM sections. In this case, the L-
operand for the recursive calculation of ψi is stored in the 
data section, the R-operand for the recursive calculation of 
ψi is stored in the code section. 

The principle of supervenience is the absence of differences of 
one kind in the absence of differences of another type: the absence 
of differences in the set of process descriptors in the absence of 
changes in the configuration of software and hardware agents. 
There is a one-to-one logical correspondence between a change in 
the set of a vector variable stored in the hypervisor generative 
tables, a map of transactional memory states (hardware level), and 
a hash function value (software level). In the process of passing 
the request, the key line does not change normally. If it changes, 
then it means that the route for passing the request by a third-party 
agent is being modified. 

 A-property – the identity of the values of the security assessment 
descriptors for the i-th process at the n-level of the hierarchy 
(running programs at the OS level, each process is identified by a 
hash value, formalized as a hash function value). 

 B-property – configuration of software and hardware 
components (formalized as a set of matrices in the form of 8 16-
bit key lines, based on which the value of the function is 
calculated). 

8.2. The solvability condition for the supervenience problem for 
supercomputer systems 

In this case, one must take into account the upper or lower case of 
addresses (a segment of a data code or a command code, a 
combined format for representing the structure in RAM). Then the 
amount of precisely safe calculations doubles and you need to 
introduce an additional 2 * 4 = 8 register fields in the form of 
significant bits of the n-dimensional vector Ψ (n) = 8 to control 
the addressing and offset boundaries in the pipeline of processed 
requests and prevent the execution of “false transactions” ". Thus, 
the dimension of the control parameter k is 8. In this case, the bits 
(upper and lower registers) of the pointer to the RAM memory 
cells are not mixed. 

If this condition is not fulfilled for the comparison functor, then 
the boundaries of the data segment and code are violated, the 
descriptor is recursively calculated: for N < 8, empty bits remain 
(you can write zeros or junk data in them), and normalize the 
processed data for N > 8 (BDC - format and type conversion of 
operands) is not possible. 

To get this type of representation of a data set in the form of tuples 
of n-logical variables, the minimum set (basis) is 8. When the 
number of iterations is a multiple of 8, we increase the amount of 
data of recursive calculations, but the effects and patterns do not 
change. With a decrease in the number of iterations (less than 8 
levels of the query processing hierarchy), automatic alignment of 
the processed data in the BDC format leads to the fact that 
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individual bits or groups of bits remain uninitialized, which 
allows dangerous shifts in the supercomputers. 

The optimization of descriptor calculations is due to eight interval 
constraints in the processing cycle to obtain a productive sample, 
using only eight significant bits (rather than infinitely large 
numbers) for storing and processing the results. Based on the 
foregoing, we formulated the solvability condition for the 
fundamental problem of establishing logical correspondence 
(supervenience) of the program execution process on the 
supercomputer, by changing the state of the hypervisor 
components and supercomputers hardware: the number of levels 
of the request processing hierarchy by the hypervisor N in 
interaction with the transactional memory controller should be 
eight. 

Solvability condition. The number of levels of the request 
processing hierarchy by the hypervisor N in interaction with the 
transactional memory controller should be eight. 

A change in the states of processes at the upper level leads to a 
coordinated change in states at the lower level; there is a similarity 
relation. When using two rings of protection (N = 2) and in the 
absence of physically separated storage of programs and data, the 
process can gain access to the “alien” segment and increase 
privilege levels. 

9. Results  

Development, taking into accounts the specifics of 
supercomputers, of a fundamentally new technological solution 
creating an isolated program execution environment in the form 
of an 8-level sandbox with the implementation of control 
mechanisms both at the level of hypervisors and at the level of 
transactional memory controllers. Thus, an important scientific 
and technical problem has been solved in the field of creating 
information security tools for a new class of systems - stationary 
and on-board supercomputers. All the means of protecting 
information that existed today were the hardware and software 
components of the protected system itself, without integration 
with hardware transactional memory and the introduction of 
multi-level control, it was impossible to solve the problem of 
detecting and identifying various types of threats at all levels of 
the hierarchy of query execution. In the course of experimental 
studies, new scientific results were obtained that confirm the 
efficiency and minimal performance loss of applying hardware 
virtualization technology in the form of a multi-level “sandbox” 
for promising supercomputers compared to using traditional 
clusters.  

Since it is impossible to control the operation of all equipment, 
but only to monitor the execution of requests at the level of the 
components of the hypervisor and the controller of transactional 
memory, during the research, the maximum level of functioning 
of information protection agents was found - S8. With this 
configuration, when the number of hierarchy levels is N = 8, the 
execution of context-sensitive operations becomes quasi-
determined with a confidence probability of approximately 0.9. 

The threshold for performance loss when using the verification 
complex is less than 6-7%. The effectiveness of the developed 
security system was assessed based on the use of various security 

tools (used to protect clusters and mainframes) and analysis of the 
number of successful recognitions and errors. 

 The following results of experimental studies are obtained: 

a) with the number of training samples n > = 86, stable 
detection with critically minimal errors of the 1st and 
2nd kind is ensured; 

b) only 8 clusters are enough for effective detection of 
malicious code, which significantly reduces the cost of 
implementing a software and hardware solution. Each 
cluster is bound to a security domain. Their number is 
also 8. 

Thus, an unambiguous correspondence has been achieved 
between the number of hierarchy levels and the number of 
protection domains and the number of countable clusters tied to a 
certain “sandbox” level. To ensure the requirements of the 
international standard ISO 5725 for the convergence and 
reproducibility of measurement data, the experiments were 
performed in a series of 5 repeated experiments for 14 days until 
the observed data were stabilized. 

10. Conclusion 

a) The theorem on the uniform enumerability of functions for 
assessing the safety of states is proved. In this case, the 
means of protection of stationary and onboard 
supercomputers are considered as an object of research for 
the first time; 

b) The solvability condition is formulated, as a consequence 
of the theorem on the uniform enumerability of functions, 
the problems of establishing the logical correspondence 
(supervenience) of the program execution process on a 
supercomputer, by changing the states of the components 
of the hypervisor and equipment; 

c) A reactive protection method has been developed (without 
delay after detecting an attack), which consists in 
virtualizing the execution environment of supercomputers  
processes if the calculated state descriptor falls into the 
“risk” zone and based on monitoring requests for allocation 
of resources in accordance with the rules of the security 
policy in the form of temporal modal structures CTL logic; 

d) A method has been developed for reconfiguring the 
runtime environment of supercomputers taking into 
account the mobility requirements (built-in computations) 
based on the application of the trajectories of computing 
state security descriptors on Kripke structures; 

e) It is proposed to use a model of threats to the integrity of 
the execution environment of supercomputers processes, in 
which instead of the classic link “subject, object, predicate” 
a new paradigm of writing security policy rules is 
implemented and new entities are defined - “subject”, 
“object” and “descriptor for assessing state security” : for 
each i-th threat the value of the state security assessment 
function is calculated, the arguments of which are given in 
the form of a conjunction of predicates of eight logical 
variables, the subjects are the guest and operating systems, 
the objects are components of the hypervisor and 
transactional memory controller; 
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f) A safe operation model has been developed that considers, 
from the standpoint of “integrity” of the runtime 
environment, both supercomputers hardware at the 
microprocessor level and system software, describing its 
processes in the form of decomposition into an 8-level 
hierarchical structure: each process privilege level 
uniquely corresponds to a domain number protection and 
operation mode of the microprocessor.  
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 The Gembong reservoir in Pati Regency, Java, Indonesia is a rain-fed reservoir, which 
experiences a depletion of it carrying capacity. The characteristic of local rainfall is one of 
the important factors in assessing the potential of hydrometeorology disasters in its area. 
Sedimentation in watersheds and reservoirs has covered water sources, so local rainfall 
determines the dynamics of water availability. This research is needed in the development 
of mitigation strategies. This article contains an analysis of the characteristics of local 
rainfall, and forecasting based on local daily rainfall data. This data was obtained from 
the rainfall gauge station in the Gembong reservoir area in 2007-2019. Variation 
coefficient, anomaly index, rainfall concentration index, and Mann-Kendall test were used 
to identify its characteristics. The time series model is used as modeling   for forecasting. 
The results of empirical analysis show that rainfall volatility with irregular changes in high 
variability, meteorological drought in moderate category, rainfall trends follow fluctuating 
patterns and do not follow monotonic trend patterns but high concentrations of rainfall. 
Forecasting results with the Autoregressive Integrated Moving Average model for the wet 
months show an increasing in total rainfall by 17% in the next year. So, the potential for 
flooding is greater than the potential for drought. Based on the analysis of the local rainfall 
characteristics, then mitigation on flood is preferred.   

Keywords:  
Hydrometeorology Disasters 
Rain-fed Reservoir 
Mann-Kendall Test 
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1. Introduction 

Water is the most important natural resources for sustainable 
life in the world. Rainfall is one of the environmental variables that 
is often used to track the level and variability of climate change 
and is influencing the availability of water in the future [1]. Long-
term climate change associated with changing patterns and 
intensity of rainfall has a potency to increase the frequency of 
drought or flooding.  

 Trend analysis based on historical rainfall data is needed to 
detect trends in climate variables [2], and in general, patterned 
sinusoidal periodic waves [3]. Climate change with volatile 
changes between water abundance and water scarcity make it 
difficult to manage its water availability [4]. Volatility of rainfall 

shows the size of fluctuations in rainfall data that is the size of the 
deviation to the average rainfall needs to be observed properly [5]. 

Rainfall volatility explains changes in rainfall intensity, which 
is very important to consider in the preparation of 
hydrometeorology disaster mitigation strategies [3-5]. The number 
of losses incurred due to natural disasters of climate change is 
necessary to mitigate disasters. 

Observations at the location confirmed that the Gembong 
reservoir in Pati Regency, Indonesia is a rain-fed reservoir. The 
water collected in the Gembong Reservoir comes from direct 
rainwater or water through watersheds that inflow to the reservoir 
during the rainy season. The rivers are not able to drain their water 
into the reservoir in the dry season. The availability of water in the 
reservoir depends only on local rainfall. Climate change and its 
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effect on local rainfall condition potentially influences the annual 
variability of water availability in reservoir.  

Potential of hydrometeorology disasters depend on rainfall 
volume, intensity and duration of rainfall. Rainwater increases 
river flow and causes flooding [5,6]. Extreme changes of low to 
high rainfall intensity in a short period of time are often indications 
of flash floods or landslides. The frequency and intensity of 
hydrometeorology disasters and their impacts in Indonesia are 
increasing and resulting in greater losses, even claiming human 
lives. The Situ Gintung tragedy on March 27, 2009 is as an 
example  

Extreme changes in rainfall intensity from high to low over a 
long duration of time lead to drought. Water scarcity impacts all 
aspects of life and the economy [7, 8]. Floods, landslides and 
drought are related with the characteristics of local rainfall as a 
consequence of climate change. The Climate change impacts the 
changes in hydrological cycle and water availability in reservoirs 
[9], the frequency and extent of flooding [6], and also makes it 
difficult to form reservoirs operating patterns [10].  

The agricultural sector is directly affected [11], so food security 
is very vulnerable to this disaster, both droughts in the dry season 
and flooding in the rainy season. Failure to harvest can occur due 
to lack of water, as well as when the plants approaching the harvest 
hit by flooding. The agricultural sector is very dependent on 
climatic conditions and its variability that can change agricultural 
ecosystems, which have an impact on agricultural production and 
food security [12]. Deforestation in the Muria Mountain by human 
activities in land use can trigger a potential of hydrometeorology 
disasters in reservoir areas at any time [13] 

Reservoir operation patterns in Indonesia are based on the 
results of rainfall estimates [14], so that an understanding of the 
characteristics (volatility, trends, patterns) of local rainfall [15] is 
needed in its preparation. This article contains the results of 
research aimed at identifying and analyzing the volatility of local 
rainfall and its predictions in the future in rain-fed reservoirs. Local 
rainfall is a key component of climate, changing patterns and 
intensity having a direct impact on the availability of water in rain-
fed reservoirs. The results of this research provide a very important 
and valuable input on sustainable management of water resources 
and planning for hydrometeorology disaster mitigation strategies 
[3, 5]. The Gembong Reservoir, built in 1933, is very vulnerable 
to climate change, especially the local rainfall volatility.  

Therefore, the main discussion in this article includes (1) 
detecting and analyzing the characteristics of local rainfall in the 
Gembong reservoir area, (2) predicting local rainfall using a time 
series forecasting model, (3) identifying a potential 
hydrometeorology disaster, and (4) conclusions.  

2. Methods 
2.1. Study Area 

Gembong Reservoir belongs to Gembong District, Pati 
Regency, Central Java Province, Indonesia and on the eastern of 
Mount Muria with altitude of 500-1000 meters above sea level. 
Gembong Reservoir is located on 06041’47.99” South Latitude and 
110057’21.79” East Longitude. The main benefit of this reservoir 
is as irrigation water supply to agricultural land area of around 
4,606 ha. The Gembong Reservoir was chosen as the location of 

the study because it was the same age as the Situ Gintung Reservoir, 
Banten, Indonesia, which had experienced a flash flood disaster. 
The tragedy occurred on March 27, 2009 not only due to rainfall 
factors but also by the age of the old embankment [16]. 

2.2. Research Design 
Daily rainfall data from the rainfall gauge station in the 

Gembong reservoir area in 2007-2019 was obtained from the 
reservoir operator's daily records through observation.  Raw data 
is then presented in an Excel worksheet. It was processed and 
analyzed by using the Statistics methods. Software R version 3.6.1 
for descriptive statistics dan Minitab version 17 for forecasting.  

Rainfall volatility analysis is based on calculating the 
coefficient of variation (CV), the standardized precipitation 
anomaly index (SPAI), and the precipitation concentration index 
(PCI) [17], while the trend is analyzed by using Mann-Kendall 
(MK) test [2,18-21]. SPAI was used to display quantitative 
analysis related to changes in rainfall and identify potential floods 
or droughts [8, 22], where rainfall is seasonal and periodic in a 
monsoon-dominated climate context [23], like the climate in 
Indonesia. The PCI is an important feature in water resource 
management planning, prediction or serves as a warning tool for 
potential hydrometeorology disasters [24]. A positive value of Z-
statistic indicates that there is the upward trend in time series data 
and vice versa [3]. 

The ARIMA (Autoregressive Integrated Moving Average)-
Box Jenkins method is one of the prediction methods that is often 
applied for the prediction of rainfall time series data [25, 26]. In 
this research, the ARIMA model for wet months is used for 
forecasting. The MASE (Mean Absolute Scaled Error) value 
measures the accuracy of the prediction, because there are zero 
data in the dry month [27]. 

3. Results and Discussion 
3.1. Description 

The results of in-depth interviews with the community around 
the reservoir, sub-district and village officials, reservoir operator 
and reservoir care communities, and observations onsite confirm 
that there are no spring water sources in the river basin. This 
statement confirms that Gembong Reservoir is a rain-fed reservoir. 
The daily local rainfall graph in the Gembong Reservoir area is 
presented in Figure. The pattern of each year illustrates the form of 
periodic sinusoidal waves as generally occurs in other countries [3], 
although extreme rainfall of 425 mm occurred at the beginning of 
the month in 2018. Extreme fluctuations of rainfall increase the 
inflow of the river into the reservoir. Such conditions have the 
potential for flooding [5, 6]. 

Descriptive statistics in Table 1 can explain the average rainfall 
on the Gembong Reservoir has a wide data distribution. It shows 
the interval of changes in the rise and fall of the local daily rainfall 
is wide. Rainfall in the Gembong Reservoir has fluctuations in the 
data distribution is quite large. Table 2 shows the maximum 
rainfall occurring in January. as in Figure 1.  

Table 1. Descriptive Statistics of Rainfall (2011-2018) 

Min Max Mean Standard deviation 

0 425 5.6 17.2 
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3.2. Analysis of rainfall trends and volatility in the Gembong 
Reservoir 

 Non-parametric tests are used to detect trends where the results 
are shown in Table 2. Results on Table 2 explain that the largest 
CV occurred in August and September, which shows that the 
variability between years is greater than in other months, but it has 
the smallest volatility. The level of variability in rainfall events is 
high according to the classification developed by Hare [2]. At the 
significance level 0.05α= , the rainfall data do not follow 
monotonic trend patterns at all months. Only in January, August 
and December, it was significant with 0.1α=  , with approaching 

the pattern of ascending monotonic trends. It illustrates that the 
rainfall data fluctuate with the uncertainty in the sense of the 
monotonic trend patterns.  

 
Figure 1: Daily Rainfall on Gembong reservoir 2011-2019 

 
Table 2: Rainfall characteristics at Gembong station  

Month Min Max Mean CV Volatility S Z Tau MK-test  (Sig) 
Jan 0 425 15.9 199.2 31.7 3341 1.5  0.06     (0.10)* 

Feb 0 263 11.3 211.5 23.8 -693 -0.3 -0.01    (0.74) 
Mar 0 98 6.4 218.8 14.0 -442 -0.3 -0.01    (0.82) 
Apr 0 118 6.7 234.8 15.7 -356 -0.2 -0.01    (0.84) 
May 0 61 2.8 324.3 9.1 -525 -0.4 -0.02    (0.71) 
Jun 0 93 1.7 475.0 7.9 138 0.1   0.01   (0.90) 
Jul 0 75 1.1 587.4 6.3 -285 -0.4 -0.02    (0.73) 
Aug 0 68 0.6 855.6 4.7 -950 -1.6   0.07   (0.10)* 

Sep 0 86 0.7 833.2 6.0 -447 -0.7 -0.03   (0.51) 
Oct 0 86 2.4 347.3 8.3 1227 0.9  0.04    (0.38) 
Nov 0 88 4.3 261.7 11.3 719 0.4  0.02    (0.67) 
Des 0 108 10.4 180.7 18.7 3445 1.6  0.06    (0.10)* 

Note: * statistically significant at the level of significance  0.1α =  
 

Table 3: Classification of meteorological drought severity 

Month Classification of Meteorological Drought Severity 

Extreme 

(Z<-1.65) 

Severe 

(-1.65<Z<-1.28) 

Moderate 

(-1.28<Z<-0.84) 

No drought 

 (Z >-0.84) 

Jan    v 

Feb   v  

Mar   v  

Apr   v  

May   v  

Jun    v 

Jul   v  

Aug  v   

Sep   v  

Oct    v 

Nov    v 

Dec    v 
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Volatility, the magnitude of fluctuations in rainfall data 
measured using standard deviations, values ranging from 4 to 32. 
January has the highest volatility value by 31.7 with an upward 
monotonic trend (Z>0) with significance level. Likewise, in the 
month of December, however, the value of volatility is smaller 
than January by 18.7. In June, October and November, it has an 
upward trend (Z>0) but does not follow a monotonic trend pattern. 
August has a downward monotonic trend with a level of 
significance, while in other months it has a downward trend but 
does not follow a monotonic trend pattern. Based on the 
calculation of rainfall anomalies standardized as Z in Table 2, the 
severity class of meteorological drought is presented in Table 3. It 
can be seen that severe meteorological drought is occurred only in 
August 

A strong indicator for the distribution of temporal rainfall is 
shown by PCI [17, 20]. Table 4 present the annual PCI values  
based on monthly rainfall data each year. The classification criteria 
using the criteria introduced by Oliver in 1980 [21] are presented 
in Table.5. The average PCI in the 2007-2018 periods was 19.67, 
which was classified as a high concentration of rainfall. Table 5 
shows those 9 out of 12 years have a heterogeneous distribution of 
rainfall, so the occurrence of rainfall is less predictable. In 2018, 
extreme rainfall was confirmed, as shown in Figure. Furthermore, 
the amount of rainfall for the future is predicted using the time 
series model [26]. Therefore, forecasting local rainfall in the wet 
months is     needed to analyze the potential for hydrometeorology 
disasters.

Table 4: The Annual PCI 2007-2018 

Year PCI Year PCI 

2007 16 2013 15 

2008 25 2014 19 

2009 20 2015 20 

2010 11 2016 15 

2011 17 2017 17 

2012 20 2018 42 
 

Table 5: The PCI Classification 

Index Precipitation Concentration Class* Number of Years 

(2007-2018) 

<10 Low (almost uniform) 0 

11-15 Moderate  3 

16-20 High  7 

>21 Very high  2 

Note: *Processing results based on Oliver's criteria 

 

3.3. ARIMA modeling for wet months 

In this modeling, wet months are months where rainfall 
exceeds 100 mm/ month, otherwise called dry months. Modeling 
is based on rainfall data in the Gembong reservoir in 2007-2018, 
while testing uses rainfall data for 2019. The iterative steps that 
have been carried out in ARIMA modeling for the wet month 
include: 
a. Data stationary test shows that the rainfall data of the 

Gembong reservoir is stationary in the mean. 
b. The charts of the  autocorrelation function( ACF) and partial 

autocorrelation function  (PACF) describe that the 
Autoregressive (AR)  model  was interrupted at lag 3, 4 and 
the Moving Average (MA) model was also interrupted in lag 
3, 4.  Therefore, the possible ARIMA models are ARIMA([3, 
4], 0, [3, 4]), ARIMA([3, 4], 0, 0) or ARIMA(0, 0,[3, 4]).  

c. Testing parameter φ in the AR model. The hypothesis H0: 
0φ = (the parameter φ  is not significant in the model) is 

rejected based on the t test statistic with  level of significance 
5%α = .  Table 6 displays the test results for significance 

of the model parameters.  The parameters of the ARIMA ([3, 
4], 0, 0) or ARIMA (0, 0, [3, 4]) are significant. 

 

d. The white-noise process can be detected using the residual 
autocorrelation test in its error analysis, which is detecting 
whether there is a residual correlation between lags. The H0 
hypothesis is rejected with level of significance  5%α = . 
The ARIMA([3,4], 0,0) has the R2 greater than the 
ARIMA(0.0, [3,4]).  

e. The ARIMA([3,4],0,0) or AR([3,4]) model was chosen as the 
best model because it fulfills all assumptions. Based on the 
coefficient values in Table 6, the  ARIMA([3,4],0,0) model 
can be written                                                                                                    

𝑋𝑋𝑡𝑡 = ∅0+∅3𝑋𝑋𝑡𝑡−3+∅4𝑋𝑋𝑡𝑡−4    (1) 

𝑋𝑋𝑡𝑡 = 0.024623 − 0.24784𝑋𝑋𝑡𝑡−3 − 0.35878𝑋𝑋𝑡𝑡−4    (2) 
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Table 6: Test results for the significance of model parameters 

Model Parameter Coefficient p-value Explanation 

ARIMA([3,4],0,0) c 

AR 3 

AR 4 

0.024623 

-0.24784 

-0.35878 

0.0000 

0.0280 

0.0018 

Significant 

 

ARIMA(0.0.[3,4]) c 

MA 3 

MA 4 

0.024404 

-0.31918 

-0.31767 

0.0000 

0.0039 

0.0042 

Significant 

 

 
Table 7: Validations and Forecasting 

Wet Month Average Rainfall in 
2019 (data) 

Average Rainfall  
in 2019 (model) 

Average Rainfall in  
2020 (forecasted) 

 
1 14.52 6.25 7.83 
 
2 4.71 5.13 7.54 
 
3 6.87 5.08 6.64 
 
4 8.40 5.55 5.98 
 
5 3.23 6.91 5.84 
 

Accumulation 37.73 28.92 33.83 

MASE (model)=  0.73< 1 ; MASE (forecasted) = 0.63< 1 
 

 

where Xt is the observation data at time t.  
f.    The model is validated using rainfall data for 2019. Because 

there is monthly rainfall data that is the amount of 0 (dry 
season), then forecasting accuracy is based on value of 
MASE studied in [27]. Table 7 presents the model validations 
and forecasting. 

The calculation results show that the MASE value is smaller 
than one, which indicates it is a good forecasting [27]. Forecasting 
results show that the accumulation of average rainfall in a wet 
month is increased by 17%.  This condition can trigger a 
hydrometeorology disaster in the reservoir area. 

3.4. Potential of Hydrometeorology Disasters 
Analysis of rainfall data is also intended to be able to assess the 

dynamics of extreme fluctuations in rainfall. Potential of 
hydrometeorology disasters generally occur in extreme conditions 
that cause very heavy rain to fall in a short time or long drought. 
From Figure, an extreme rainfall was occurred on the Gembong 
Reservoir area in 2018. Therefore, studies in extreme conditions 
need to be conducted in order to anticipate the potential 
hydrometeorology disasters. 

From Table 2, the volatility value is ranging from 4 to 32, and 
the rainfall data fluctuate with an uncertainty of the monotonic 
trend patterns. This condition of rainfall that fluctuate in this way 
with irregular changes between water abundance and water 
scarcity make it difficult to manage water allocation [4]. Changes 

in rainfall patterns and intensity have a direct impact on the 
availability of water in reservoirs, which has the potential of 
hydrometeorology disasters. Increased rainfall trends can lead to 
an increase in the frequency of floods, but a downward trend can 
increase meteorological drought [23, 28]. Hydrological behavior 
in catchments is influenced by changes in local rainfall patterns 
that trigger erosion [15]. Uncertainty in local rainfall trend patterns 
makes it more difficult to anticipate disaster risk. The capacity of 
the Gembong Reservoir as a rain-fed reservoir experiences 
environmental stress [13, 29]. The pressure is even greater with the 
uncertainty of this rainfall trend pattern, and the occurrence of 
rainfall is less predictable. Its condition will complicate the 
management of reservoir water availability.  

According to the classification in Table 5, the frequency of 
both High and Very High Concentration of Rainfall is 75%, and 
there is no Low Concentration. This high concentration triggers 
erosion and landslides [15, 24], the material of which will increase 
sedimentation in reservoirs and upstream reservoirs. The smaller 
the capacity due to increased sedimentation and is triggered by 
high rainfall concentrations, the chance of flooding through the 
watershed or even the sinking Gembong reservoir will increase. 
When rain with high intensity flushes the slopes of Muria 
experienced deforestation and land conversion in the catchment 
area, the absorption capacity of rainwater in the area is getting 
smaller, resulting in erosion and the material conducted by water 
flow on the slopes of Mount Muria which is included in the 
Gembong District area of 342 ha [30]. The occurrence of a flash 
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floods caused by a broken embankment in Situ Gintung on March 
27, 2009is a warning to raise awareness [16]. 

Potential of hydrometeorology disasters can be caused by the 
inability of a reservoir to collect direct rainwater or surface water 
from a watershed. When the flow of inflow and precipitation into 
the reservoir exceeds the reservoir capacity, it will overflow 
through the spillway which has the potential to cause flash floods. 
The results of in-depth interviews with community leaders 
confirmed that there was a flash flood in 2006 that affected 
settlements adjacent to the river that tipped on the slopes of Muria. 
The flash floods occurred due to the upstream river on the slopes 
of Mount Muria being unable to support rainwater, what if the 
Gembong Reservoir which volume of water is 9.5 million meters3 
is broken down? In fact, the Situ Gintung tragedy occurred with a 
volume of water of around 2.1 million m3 which caused huge 
losses and caused many casualties [16]. 

When the water inflow discharge and precipitation into the 
reservoir do not exceed the capacity, even smaller than the capacity, 
there will be a shortage of water that starts a drought. Lack of water 
will result in drought in the area of irrigation. Forecasting results 
with the ARIMA model for wet months show that an increase of 
17% in 2020 (Table 7). The average PCI is high (Table 4) and the 
reservoir capacity that is shrinking due to sedimentation will 
increase the potential for flooding. The potential for flooding is 
greater than the potential for drought, especially since the reservoir 
is getting older. 

Conservation of the catchment areas and protected forests to 
increase the absorption capacity of rainwater on the slopes of 
Mount Muria is prioritized as flood mitigation strategy in the 
highlands. Directives for the management of protected areas have 
been outlined in the Pati Regency Spatial Planning in 2010-2030 
[30]. Protecting forest conservation should be implemented 
immediately when the mountainous area is not yet barren and loses 
the topsoil. 

4. Conclusions 

The characteristics of local rainfall in the Gembong reservoir 
area based on empirical studies with statistical methods are 
(1)volatility of rainfall with irregular changes in high variability 
between maximum and minimum rainfall, (2) there is no extreme 
meteorological drought, (3) rainfall trends follow fluctuating 
patterns and do not follow monotonic trends with a significance 
level 0.05α= , but high rainfall concentrations have the potential 
to cause erosion or flooding, (4) forecasting with the ARIMA 
model for wet months shows that there is an increase in rainfall 
accumulation. The ARIMA's prediction results warn that the 
vigilance against potential flood disasters is greater than the 
potential for drought disasters.  

These findings indicate that the Gembong Reservoir is 
sensitive to climate change and vulnerable to potential    
hydrometeorology  disasters.. Preparation of mitigation strategies 
is more directed at reducing the risk of flooding because rainfall is 
not the only environmental factor that causes disasters. Disaster 
mitigation strategies need to pay attention to other triggering 
factors, such as reservoir infrastructure and surrounding land use. 
Reducing sedimentation in watersheds and reservoirs, accelerating 
conservation of water catchment areas and reforestation of 

protected forests on the slopes of Mount Muria are mitigation 
strategies on flood that can be preferred at this time. 
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 The paper proposes the design and simulation of a 6 Degree of Freedom (DOF) robotic 
arm, tailored for the coconut crop harvesting, assistive robots like wheelchairs and Home 
robots, Search and rescue robots for disastrous environments, Collaborative robots for 
research use. A kinematics-based solution has been developed for the robotic arm which 
makes it easier to operate and use. Keyboard, GUI, Joystick are the three control interfaces 
used in the paper. The robotic control interfaces proposed in the paper were developed 
using the Robot Operating System (ROS). The 6- DOF articulated robotic arm was 
designed and visualized in RVIZ. The kinematics helped for the easy manipulation of the 
robotic arm with the end effector. The methodologies proposed in the research work are 
easy to operate and inexpensive. The designed 6 DOF robotic arm, the first three DOFs 
are for positioning of the robot’s arm, while the residual three are used for manipulation 
of the gripper.  

Keywords:  
Inverse Kinematics 
Robot Operating System (ROS) 
Graphical User Interface 
6 DOF (Degree of freedom) 
Control Interfaces. 
 

 

 

1. Introduction 

The robotic arm is a programmable mechanical arm that works 
similar to a human arm. Robotic arms played a significant role in 
the process of industrial automation. The human-like dexterity of 
these robotic arms makes them efficacious in diverse applications 
in a variety of industries - manufacturing, atomic power plants, 
space exploration, material handling, painting, drilling, 
agriculture deployments [1], assistive robotics applications [2] 
and numerous other applications. The robotic arm typically 
comprises an end effector that is designed to manipulate and 
govern with the surroundings. The 6 DOF robot arm is designed 
to manipulate and govern with the surroundings. The 6 DOF is to 
pivot in 6 different ways that mimic a human arm. The major 
issues concerned in an industrial robotic arm are its mechanical 
structure and the control mechanism. The control mechanisms can 
be effectuated by 3 options: keyboard, joystick and slider-based 
control. Design of a lightweight robotic arm which can be 
compatible with any kind of robotic system. In the research, all 
the proffered control mechanisms adopted inverse kinematics, 
which makes it easier to control. The proposed control 
mechanisms are compatible with any other complex robotic 
systems of the same degrees of freedom. The dexterity of the 
robotic manipulator depends on the degree of freedom. 
Kinematic analysis [3] is one of the important steps in the design 
of the robotic arm. The loop equations of complex robotic systems 

can be deduced from the kinematic equations. Joint angles 
regulate the motion of the robotic arm. Computer-Aided Design 
(CAD) software is the platform to create models with the given 
set of geometrical parameters. The proposed robotic arm was 
designed in Solid Works CAD software considering all the given 
sets of geometrical parameters. Robot Operating System (ROS) 
provides an integrated platform for the control of robotic systems. 
ROS is a special kind of framework initially developed with the 
purpose of working on robots in the research domains. In order to 
understand how the ROS framework works one should be clear 
about the concept of communication of messages through topic 
between nodes. Simulation is one of the ways to optimize the 
design and improve the control of robotic systems. ROS provides 
a 3-D visualizer (RVIZ) which helps in the visualization of the 
pose. With a properly-set URDF (Unified Robot Description 
Format) file, one can visualize the robot model in RVIZ. RVIZ is 
the simulation software used for the control of the 6-DOF robotic 
arm.  
The design and development of 7-DOF arms [4] and even 
successful simulations on 11-DOF [5] arm are done by other 
authors with valid proofs of classic IK algorithms [6] in the 
discrete-time domain for robots. Taking those inputs into 
consideration the 6-DOF robotic arm in the paper was designed 
and tested with various goal positions using different modes of 
control. Algorithm developed for the keyboard based control [7] 
of the 6 DOF robotic arm using ROS which makes the control 
easier. The design and simulation of this robotic arm which is 
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visualized in RVIZ. Simulation of a robot is also possible on the 
Gazebo platform [8] with the help of ROS_control packages and 
the generation of the robot conFigureuration is in Gazebo, it uses 
the URDF file and this is extensive use of a simulation platform 
for a real-life scenario. Simulation of the actuators in the arm can 
be done using various simulation software’s [9] like Matlab and 
Simulink [10], [11] but choosing RVIZ is preferable as there are 
many references to proceed. An open-source robot simulator 
called USARSim can also be used for both research and education 
of a robot’s general architecture [12]. An inverse kinematics 
algorithm [13] needs to be developed to achieve the goal positions 
in simulation over these platforms using the traditional method 
the DH parameter [11], [14] the inverse kinematics solutions [1], 
[15] for the arm have been derived. Few other authors used 
ADAMS [16] to simulate and evaluate the arm design but this 
paper deals with RVIZ simulation with multimode controls. With 
the help of ROS platform and MoveIt, the control [17] of the 
simulated arm was done and the three control modes [18] were 
tested. The sliding mode controller mechanism can be helpful for 
regulation of robotic arms with unknown behaviors [19]. Laser 
range method [20] can also be used for positioning and tracking 
tasks for a 6-DOF robotic arm. This method helps in the 
determination of the distance from the camera to the target. The 
workspace [21] of the arm and the path for reaching the goal 
position varies on the approach and techniques used while 
modelling the simulation. There are various other control 
mechanisms like trajectory tracking [22], master slave control 
[23], vibration control of a robotic arm with input constraints. 
Testing in real time doesn't show accurate results due to backlash 
and electric issues. Considering this problem some authors 
proposed a self-learning algorithm [24] that uses positioning error 
after each trail. Simulation gives an idea about the performance of 
the algorithm, but in case if real time implementation performance 
changes due to several factors. One such thing is the connectivity 
and the architecture. Few authors explicitly gave intuition into the 
master-slave conFigureuration based tele existence    concept 
[25]. Considering all this leads, a 6 DOF robotic arm is simulated 
and tested by using different control mechanisms.  
 
Contributions of the research is as follows: 
• Kinematics based solution for the 6 DOF robotic arm is 

proposed. 
• Validation of three control methodologies of the robotic 

arm. 
• Simulation and evaluation of the 6 DOF robotic arm in 

RVIZ.  

2. Architecture 

The paper is primarily concerned about the different modes of 
control. Figure 1 represents the general architectural diagram 
which consists of control modes, a processing unit, and a 6 DOF 
robotic arm. ROS is used as the platform to develop software 
programs. 

Control in testing the 6-DOF robotic arm by simulating it with an 
IK-based solution in RIVZ. The programs and files for the control 
modes and processing unit entirely return in CPP. 

 
 

Figure 1:  General Architectural diagram. 

2.1. Control Block   

The control block is the interface between the user and the robotic 
arm. It consists of three modes of control. The user can control a 
robotic arm using any of the below modes.  
 

• GUI 
• Joystick 
• Keyboard 

 
The robotic arms is equipped with a manipulator. A manipulator 
is a robotic gripper which is used to do dexterity. Figure 2 
represents the software architecture of the 6 DOF robotic arm in 
the ROS platform.  
 

 
Figure 2: Software Architecture diagram. 

 
The main aim is to control the robotic arm’s manipulator position 
in the RVIZ. Figure. 11, describes an RVIZ axis at the base of the 
robotic arm. The user can control the manipulator by using any of 
the control modes. These users input x, y, z coordinates will be 
published to IK solver node. The IK solver node will compute the 
joint states which are required for the manipulator to reach to the 
desired coordinates.  
       
2.1.1 Control modes and Interface nodes 

As there are different optional modes to command the robotic arm, 
interface node acts as an intermediate module that prioritizes the 
modes. The interface node will act as a bridge between the modes 
of control and the computing block IK_solver_node. The user can 
define the order of priority for the modes in the definition file in 
the interface module. On uploading the entire program, the 
compiler uses the updated definition file. On simultaneous 
publishing of data from the three control modes, always the 
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highest priority mode values will be published to the 
IK_solver_node from the interface node. 

2.1.2. IK Solver node 

The Inverse Kinematics equations are generated by using 
Denavit-Hartenberg. An IK function is written in a computing file 
where it is passed with x, y, z parameters for computing. And 
there is a threshold evaluating block of code where the arms reach 
limit is checked whether it could reach the x, y, z coordinates. If 
the coordinate is present within the workspace of the arm it 
generates the individual joint values else, it generates the joint 
values which head to the maximum point it could reach in the 
direction heading to the input point. The generated joint values for 
the desired x, y, z coordinate point will be conveyed to the joint 
state publisher. Joint state publisher is the one which updates the 
joint values of the robotic arm simulation. 

2.1.3. Graphical User Interface (GUI) 

A user-friendly GUI was designed in QT Designer software [26] 
of version 4.8. Qt Designer is used to create user interface files 
containing windows and controls. Figure 3 depicts the 
representation of the graphical user interface which was 
developed in Qt Designer. The designed window consists of 3 fill 
in blocks, a SEND COORDINATES toggle button, a HOME 
toggle button, and a HALT toggle button.  

 
Figure 3: Representation of the graphical user interface. 

The user can enter their x y z coordinates to which the user wanted 
the robotic arm to reach. On clicking the SEND COORDINATE 
button, the values will get published to the IK solver node. For 
resetting the robot, a HOME toggle button is designed. Whenever 
the user presses the toggle button, the robotic arm will reach the 
predefined pose. A HALT toggle button is also designed which 
will stop the motion of the robotic arm in case of emergency. 

2.1.4. 3- Axis Joystick 

The Joystick is another option for controlling the robotic arm. 
Figure 4 depicts a model of the 3-axes joystick. Arduino is the 
microcontroller used for taking the joystick values. The joystick 
will be connected to Arduino analog pins externally; through 
analog pins the joystick values are fetched.  

 
 

Figure 4: representation of 3 axes joystick 
The three axes of the joystick are used to control the x y z 
coordinates position of the manipulator of 6 DOF robotic arm. If 
the user moves the joystick’s axis in forward direction, x value in 
the coordinate increases, similarly y and z can also be changed 
with the other two axes of the joystick. In this way, the user can 
control the manipulator position. 

2.1.5. Keyboard 

The keyboard is another mode of control. The keys ‘a’, ‘s’, ‘d’, 
‘z’, ‘x’, ‘c’, ‘h’, ‘j’ are used to control the x, y, z values. When a 
key from ‘a’ or ‘s’ or ‘d’ on the keyboard is pressed, the x, y, z 
coordinate value increases respectively. When keys from ‘z’ or ‘x’ 
or ‘c’ are pressed then the coordinate variables x, y, z decreases 
respectively.  ‘h’ and ‘j’ are the home pose and halt buttons. These 
coordinates (x, y, z) are published to the interface node. And from 
the interface node to the IK solver node for further computation.                                                                                            

3. Design and Implementation 

Robotic arms play a vital role in the industrial and social 
applications, where the design of the arm plays an important role 
in its function. According to the functionality, there are six main 
types of industrial robots: Cartesian, SCARA, cylindrical, delta, 
polar and vertically articulated. The design of the robotic arm that 
was developed for the research is not compromised in terms of the 
workspace. Any arm with revolute joints between all its base 
members falls in the category of the articulated robotic arm. An 
articulated arm has the ability to rotate all the joints (number of 
joints is from two to ten).  The reason behind the choice for the 
articulated robotic arm for the research is that it has more work 
envelope compared to SCARA, Delta, and Cylindrical.  
 
Arm base is called the waist which is vertical to the ground and 
the upper body of the robot base is connected to the waist through 
a revolute joint which rotates along the axis of the waist and to 
which the second DOF (shoulder) is attached as similar to the arm 
in Figure 5. Third DOF which resembles the elbow of a human 
arm. The fourth DOF gives yaw movement, fifth gives the pitch 
and the last DOF gives the roll movement.  The 6-DOF articulated 
robotic arm was designed on Solid works and dimensions are 
mentioned in the Table 1. The first 3-DOFs give positional (i.e. x, 
y, and z) coordinates to the end-effector and the last 3-DOFs give 
the orientation of the end-effector. In the Table 1 base footprint is 
the base mounting stand for the robotic arm. The arm has 6 links 
namely base_link, Link1, Link2, Link3, Link4, Link5 and 
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followed by the gripper. Link1 is the link between joints J1 and 
J2, Link2 is between joints J2 and J3. Similarly, for Link3, Link4, 
Link5 are the links with their respective joints.  
 
Assembly file in Solid works is converted into a URDF file using 
Solid works with a maximum reach length of 1.248 m. Figure 5 
and Figure 6 represents the design of the model of a 6-DOF 
robotic arm in Solid works. URDF is the conventional format for 
describing robots in ROS. The format is used to simulate a virtual 
arm. The joint positions, link lengths, and global origin are 
defined in the Solid works before exporting the assembly file of 
Solid works into URDF for simulation. The designed arm is 
simulated and controlled in Rviz using ROS. The evaluation of 
the designed URDF is done using MoveIt setup assistant which is 
ROS platform. In this section, the author first loaded the URDF 
file and created the collision matrix. MoveIt divides the arm joints 
and manipulators into groups, which helps to have a safer control 
of the robotic arm by resolving errors due to singularity issues. 

Table 1: Joint link lengths. 
 

i joint parent child Link 
length 
“(m)” 

Shift in 
Origin 
“(m)” 

0 Fixed 
base 

Base 
footprint 

base_link 0 0 

1 J1 base_link link1 0.15 0 
2 J2 link1 link2 0.14 0 
3 J3 link2 link3 0.45 0 
4 J4 link3 link4 0.216 0.04 
5 J5 link4 link5 0.091 0 
6 J6 link5 link6 0.106 0.03 
7 gripper link6 Gripper  

link 
0.095 0 

 Total   1.248  
 

 
 

Figure 5. Front view of the Robotic arm 

  
Figure 6. Top view of the Robotic arm 

4. Robotic Arm Kinematics 

The kinematics of the robotic arm are categorized into forward 
kinematics and Inverse kinematics. To calculate the kinematics 
solution the concepts of reference frames, Euler angles and 
Homogenous transforms are important. 

4.1. Reference Frame representation  

Reference frames play an important role for the kinematics [27] 
of any arm. The general concept of reference frames is explained 
with the illustration in Figure 7. Consider point P, in the 2-D 
Cartesian as shown in Figure 7, is expressed with vector U relative 
to coordinate frame B. The same point P needs to be represented 
in frame A with vector V as shown in equations (1), (2) and (3). 
The matrix representation of the point P in frame A is given in (3). 
Any point in frame B is multiplied with 𝑏𝑏𝑏𝑏𝑏𝑏 will project it onto 
frame A.   

�
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦� = �

𝑏𝑏�𝑥𝑥𝑏𝑏�𝑥𝑥 𝑏𝑏�𝑥𝑥𝑏𝑏�𝑦𝑦
𝑏𝑏�𝑦𝑦𝑏𝑏�𝑦𝑦 𝑏𝑏�𝑦𝑦𝑏𝑏�𝑦𝑦

� �
𝑣𝑣𝑥𝑥
𝑈𝑈𝑦𝑦�                        (1) 

𝑏𝑏�𝑦𝑦 = 𝑏𝑏�𝑥𝑥 sin𝜙𝜙 = 𝑏𝑏�𝑦𝑦 cos𝜙𝜙 
𝑏𝑏�𝑥𝑥 = 𝑏𝑏� cos𝜙𝜙 = −𝑏𝑏�𝑦𝑦 sin𝜙𝜙                         (2)                                      

�
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦� = �

cos𝜙𝜙 − sin𝜙𝜙
𝑠𝑠i̇𝑛𝑛𝜙𝜙 cos𝜙𝜙 � �

𝑈𝑈𝑥𝑥
𝑈𝑈𝑦𝑦
�                    (3) 

𝑏𝑏𝑏𝑏𝑎𝑎 = �
cos𝜙𝜙 − sin𝜙𝜙
𝑠𝑠i̇𝑛𝑛𝜙𝜙 cos𝜙𝜙 � 
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4.2. Euler angles 

For a rigid body in space as shown in Figure 8 a box is considered 
as a rigid body, it has 3DOF for rotation those are roll, pitch, and 
yaw. These are called the Euler angles [28] and the representation 
of this rotational DOF. Euler angles are a system to describe a 
sequence or a composition of rotations. Conventionally, the 
movements about the three axes of rotations and their associated 
angles are described by the 3D rotation matrices. Equations (4), 
(5) and (6) show the matrix representation of roll, pitch, and yaw. 
These are 3D- rotation matrices and anticlockwise in direction.    
 

𝑏𝑏𝑥𝑥(𝛹𝛹) =�
𝑐𝑐𝑐𝑐𝑠𝑠 𝛹𝛹 −𝑠𝑠𝑠𝑠𝑛𝑛 𝛹𝛹 0
𝑠𝑠𝑠𝑠𝑛𝑛 𝛹𝛹 𝑐𝑐𝑐𝑐𝑠𝑠𝛹𝛹 0

0 0 1
�                              (4) 

𝑏𝑏𝑦𝑦(𝜙𝜙)=�
𝑐𝑐𝑐𝑐𝑠𝑠 𝜙𝜙 − 𝑠𝑠𝑠𝑠𝑛𝑛 𝜙𝜙 0
𝑠𝑠𝑠𝑠𝑛𝑛 𝜙𝜙 𝑐𝑐𝑐𝑐𝑠𝑠 𝜙𝜙 0

0 0 1
�                                 (5) 

𝑏𝑏𝑧𝑧(𝜃𝜃)=�
𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃 − 𝑠𝑠𝑠𝑠𝑛𝑛 𝜃𝜃 0
𝑠𝑠𝑠𝑠𝑛𝑛𝜃𝜃 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃 0

0 0 1
�                                   (6) 

 

 

4.3. Homogeneous transforms 

Homogeneous transform is the representation of the transform 
matrix of one frame which is both rotated and translated with 

respect to some other unknown frame. In Figure 9 point in frame, 
B is transformed onto frame A. And the homogeneous transform 
is generated using rotational and translational matrices. 
Equation (7) the term 𝑇𝑇�𝑃𝑃

𝐴𝐴0�
𝐴𝐴 is the representation of point P vector 

with respect to frame A and this is 3*1 matrix. On the other end 
in the term 𝑏𝑏𝐵𝐵𝐴𝐴  is the rotational matrix of frame B on to frame A 
and this is a 3*3 matrix. 𝑇𝑇�𝐴𝐴𝐵𝐵0

𝐴𝐴0�
 Is the translation vector and this 

is 3*1 matrix. The 𝑇𝑇�𝑃𝑃/𝐵𝐵0
𝐵𝐵  is a representation of point P vector with 

respect to B frame. 
 

�
𝑇𝑇�𝑃𝑃

𝐴𝐴0�
𝐴𝐴

1
�= �

𝑏𝑏B𝐴𝐴 𝑇𝑇� 𝐴𝐴𝐵𝐵0
𝐴𝐴0�

0 0 0 1
� �𝑇𝑇
�𝑃𝑃/𝐵𝐵0
𝐵𝐵

1
�                        (7) 

4.4. Forward kinematics  

The forward kinematics [27] deals with location and pose of the 
end effector with the joint variables and parameters. Here the end-
effector frame is mapped to the base joint of the arm using 
homogenous reference frames as discussed above. Denavit–
Hartenberg parameters [14], [11] (also called DH parameters) are 
the four parameters associated with a particular convention for 
attaching reference frames to the links of a spatial kinematic chain, 
or robot manipulator. These are calculated for all the joints using 
the Figure 10 as a reference and data given in Table 2. Origin O(i) 
is the intersection between x(i) and z(i) axes. The joint angle (θ(i)) 
is t, the angle from axis x(i-1) to x(i) about z(i) using the right-
hand rule. In joint 3 it has an offset of 180-degree constant 
between x (2) and x(3) and in joint 4 it has an offset of 90-degree 
constant between x(3) and x(4). Link twist (α(i-1)) is the angle 
from z(i-1) to z(i) measured about x(i-1) using right hand rule. In 
Table2 link length (a(i-1)) is equal to the difference between z(i-
1) and z(i) along the x(i) direction. Link offset (d(i)) in Table 2 is 
the difference between x(i-1) and x(i) along the z(i) axis. Using 
equation 8, which is the general representation of the transform 
matrix from one frame to another. So by using the data available 
in Table 2 transform matrix for link 0 and link 1 is given in 𝑇𝑇01 in 
(8) Similarly, (9) is the transform for link 1 and link 2. 
𝑇𝑇12,𝑇𝑇23,𝑇𝑇34,𝑇𝑇45,𝑇𝑇56,𝑇𝑇67  These are also similar kinds of transform 
matrices with their respective links. Finally, the transform matrix 
from base joint to the end effector is derived by 𝑇𝑇07 shown in 
(16).  The orientation difference between the definitions of the 
gripper in URDF to the DH conventions so the rotation need to be 
done around y axis (17) and then need to be done around z axis 
(18) that is R_c shown in (19). 
 

Table 2: DH-Parameters for the arm. 
 

Links O(i) θ(i) α(i-1) a(i-1) d(i) 
0-1 1 θ1 0 0 0.15 
1-2 2 θ2 -90 0 0.14 
2-3 3 θ3+180 180 0.45 0.45 
3-4 4 θ4+90 -90 0.04 0 
4-5 5 θ5 -90 0 0.091 
5-6 6 θ6 90 0.03 0.106 
6-7 7 θ7 0 0 0.095 
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Figure 10: Cartesian representation of joints with rotational angles for    DH-

parameters. 
 

𝑇𝑇𝑖𝑖𝑖𝑖−1= �

𝑐𝑐𝜃𝜃𝑖𝑖 −𝑠𝑠𝜃𝜃𝑖𝑖 0 𝑏𝑏𝑖𝑖−1
𝑠𝑠𝜃𝜃𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖−1 𝑐𝑐𝜃𝜃𝑖𝑖𝑐𝑐𝑐𝑐𝑖𝑖−1 −𝑠𝑠𝑐𝑐𝑖𝑖−1 −𝑠𝑠𝑐𝑐𝑖𝑖−1𝑑𝑑𝑖𝑖
𝑠𝑠𝜃𝜃𝑖𝑖𝑠𝑠𝑐𝑐𝑖𝑖−1 𝑐𝑐𝜃𝜃𝑖𝑖𝑠𝑠𝑐𝑐𝑖𝑖−1 𝑐𝑐𝑐𝑐𝑖𝑖−1 𝑐𝑐𝑐𝑐𝑖𝑖−1𝑑𝑑𝑖𝑖

0 0 0 1

�    (8) 

c𝜃𝜃𝑖𝑖 = cos 𝜃𝜃𝑖𝑖                     

𝑠𝑠𝜃𝜃𝑖𝑖 = sin𝜃𝜃𝑖𝑖                     

c𝑐𝑐𝑖𝑖−1 = cos𝑐𝑐𝑖𝑖−1             

𝑇𝑇01= �

𝑐𝑐𝜃𝜃1 −𝑠𝑠𝜃𝜃1 0 0
𝑠𝑠𝜃𝜃1 𝑐𝑐𝜃𝜃1 0 0

0 0 1 0 ⋅ 15
0 0 0 1

�                       (9) 

𝑇𝑇12= �

𝑐𝑐𝜃𝜃2 −𝑠𝑠𝜃𝜃2 0 0
0 0 1 0 ⋅ 14

−𝑠𝑠𝜃𝜃2 −𝑐𝑐𝜃𝜃2 0 0
0 0 0 1

�                      (10) 

𝑇𝑇23= �

−𝑐𝑐𝜃𝜃3 𝑠𝑠𝜃𝜃3 0 0.45
𝑠𝑠𝜃𝜃1 𝑐𝑐𝜃𝜃3 0 0

0 0 −1 −0 ⋅ 45
0 0 0 1

�                    (11) 

𝑇𝑇34= �

𝑠𝑠𝜃𝜃4𝑐𝑐𝜃𝜃4 0 0 0.04
0 0 1 0

−𝑐𝑐𝜃𝜃4 −𝑠𝑠𝜃𝜃4 0 0
0 0 0 1

�                       (12) 

𝑇𝑇45= �

𝑐𝑐𝜃𝜃5 −𝑠𝑠𝜃𝜃5 0 0
0 0 1 0.0911

−𝑠𝑠𝜃𝜃5 −𝑐𝑐𝜃𝜃5 0 0
0 0 0 1

�                     (13) 

𝑇𝑇56= �

𝑐𝑐𝜃𝜃6 −𝑠𝑠𝜃𝜃6 0 0.03
0 c𝜃𝜃6 −1 −0.106
𝑐𝑐𝜃𝜃6 𝑐𝑐𝜃𝜃6 0 0

0 0 0 1

�                     (14) 

𝑇𝑇67= �

𝑐𝑐𝜃𝜃7 −𝑠𝑠𝜃𝜃7 0 0
𝑐𝑐𝜃𝜃7 𝑐𝑐𝜃𝜃7 0 0

0 𝑐𝑐𝜃𝜃7 1 0.095
0 0 0 1

�                           (15) 

𝑇𝑇70 = 𝑇𝑇10 ∗ 𝑇𝑇21 ∗ 𝑇𝑇32 ∗ 𝑇𝑇43 ∗ 𝑇𝑇54 ∗ 𝑇𝑇65 ∗ 𝑇𝑇76               (16) 

             R_y= �

𝐶𝐶𝐶𝐶𝐶𝐶(−𝜋𝜋/2) 0 𝐶𝐶𝑆𝑆𝑆𝑆(𝜋𝜋/2) 0
0 1 0 0

−𝐶𝐶𝑆𝑆𝑆𝑆(−𝜋𝜋/2) 0 𝐶𝐶𝐶𝐶𝐶𝐶(𝜋𝜋/2) 0
0 0 0 1

�            (17) 

                 R_z= �

𝐶𝐶𝐶𝐶𝐶𝐶(𝜋𝜋) −𝐶𝐶𝑆𝑆𝑆𝑆(𝜋𝜋) 0 0
𝐶𝐶𝑆𝑆𝑆𝑆(𝜋𝜋) 𝐶𝐶𝐶𝐶𝐶𝐶(𝜋𝜋) 0 0

0 0 1 0
0 0 0 1

�                    (18) 

                                    R_c = R_y*R_z                                  (19) 

4.5. Inverse kinematics (IK) 

Inverse kinematics analysis is for obtaining the Joint angles by 
using end effector Cartesian space or position coordinates. Since 
the last three joints J4, J5, J6 in Figure5 and Figure 6 are revolute 
joints with joint axis intersection at J5 which would be wrist 
center (WC). Thus the kinematic of the IK is now evaluated by 
calculating Inverse position and Inverse Orientation. 

4.5.1. Inverse Position 

The inverse position problem is for obtaining the first three joint 
angles (𝜃𝜃1, 𝜃𝜃2, 𝜃𝜃3). To evaluate Inverse Position the end effector 
position (Px, Py, Pz) and Orientation (Roll, Pitch, Yaw) need to 
be taken from the test case input data. Thus the rotation matrix for 
the end effector R_rpy shown (20). After the error correction the 
actual end effector rotation matrix R_end is given in (21). In (22) 
the obtained matrix 𝑏𝑏06  is the rotation part of the full 
homogeneous transform matrix𝑇𝑇0𝐸𝐸𝐸𝐸 which is a transform matrix 
of end effector to the base joint. Using these concepts the joint 
angles (𝜃𝜃1, 𝜃𝜃2, 𝜃𝜃3) are obtained. 

R_rpy = Rot (Z, yaw)*Rot(Y, pitch)*Rot(X, Roll)        (20) 

R_end = R_rpy*R_c                                                       (21) 

𝑇𝑇0𝐸𝐸𝐸𝐸= �

𝑟𝑟11 𝑟𝑟12 𝑟𝑟13 𝑝𝑝𝑥𝑥
𝑟𝑟21 𝑟𝑟22 𝑟𝑟23 𝑝𝑝𝑦𝑦
𝑟𝑟31 𝑟𝑟32 𝑟𝑟33 𝑝𝑝𝑧𝑧
0 0 0 1

� =  � 𝑏𝑏06 𝑟𝑟00/𝐸𝐸𝐸𝐸

0 0 0 1
�       (22) 

4.5.2. Inverse Orientation 

Inverse orientation problem is for obtaining the final three joint 
angles (𝜃𝜃4, 𝜃𝜃5, 𝜃𝜃6).  The resultant transform is obtained using the 
individual DH transforms. Hence the resultant rotation is 
calculated as shown in (23). Since the overall the RPY (roll, pitch 
and yaw) rotation between base_link and gripper_link is equal to 
the product of individual rotations between the links as shown in 
(24). Multiply inverse matrix of  𝑏𝑏30 (inv( 𝑏𝑏30)) on either sides in (24) 
the resultant is shown in (25). The resultant matrix (25) on RHS 
(right hand side of the equation) does not have any variables after 
substituting the joint angles, and hence comparing LHS (left hand 
side of the equation) with RHS will result the equations for the 
last three joint angles (𝜃𝜃4, 𝜃𝜃5, 𝜃𝜃6). Solving the obtained equations 
which results the joint angles. 

                𝑏𝑏60 = 𝑏𝑏10 ∗ 𝑏𝑏21 ∗ 𝑏𝑏32 ∗ 𝑏𝑏43 ∗ 𝑏𝑏54 ∗ 𝑏𝑏65                    (23) 

                R_end =   𝑏𝑏60                                                   (24) 
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                 𝑏𝑏63    = inv( 𝑏𝑏30)*R_end                                  (25) 

5. Experiment and results 

The robotic arm in the research is designed for the manipulation 
tasks for various applications such as Coconut crop harvesting, 
Assistive robots like self-driving wheel chairs and Home robots, 
Search and Rescue robots for disastrous environments, 
Collaborative robots for research use and etc. The evaluation of 
the design and software was first done on RVIZ simulation with 
few goal positions, these goal positions are the most desired 
positions of the end effector during the general operations. Once 
the software simulation has given satisfactory results, the testing 
was done on hardware which was already built. The designed 6 
DOF robotic arm is simulated in RVIZ.  An axis plugin has been 
added to visualize a coordinate axis at the base of the model 
robotic arm. The blue line indicates the z-axis, the red line 
indicates the x-axis and green line indicates the y-axis. The silver-
coloured arm represents the goal pose of the arm for the user input 
values.  

Figure 11 represents the different poses of the robotic arm 
when different coordinates are input to IK solver. Different x, y, 
and z coordinates are published to the interface module to 
manipulate the pose of the model arm. Table 3, 5 and 6 represents 
the outcomes of the IK solver when different goal points are input 
into the solver using different control methods on the RVIZ 
simulation platform. The output joint state values of all the goals 
positions in Figure 11 are given in Table 3, 5 and 6.  The input 
point is considered with respect to the RVIZ [17] world axis frame. 
With the IK based approach, the robotic arm was manipulated at 
the desired points in the RVIZ world frame simulation. The three 
control modes have been tested on 16 different goal positions. The 
input data from the interface block enters the IK solver node where 
the required joint values are calculated to achieve the respective 
input pose. These generated joint values are passed to Joint state 
publisher and robot state publisher where the required Tf and 
combined joint state array will be passed to the RVIZ for the 
simulation. 

On comparing the accuracy between the three methods keyboard 
and GUI were able to position the arm to the desired goal pose. 
Joystick failed in some cases as the control mode was difficult to 
manipulate the robotic arm. Since the Joystick PWM values need 
to be transferred to ROS via a microcontroller, due to the 
disturbances in the hardware, in a few cases joystick input readings 
varied. There was 1%-3% error in the input and hence the output 
was also affected due to the change in the input values.  Comparing 
the results from Table 3, 4, 5 it is clear that GUI and Keyboard are 
two ideal methods to accurately position the robotic arm at a 
desired position. 

The Figure 12 and Figure 13 illustrates the error percentage values 
while conducting a simulation experiment through a joystick.  A 
survey has been conducted by testing the system with a 20 number 
of individuals. Based on the outputs that were obtained, an 
analysis has been made on the error percentage in reaching the 
goal position. The error is calculated by comparing the correct 
outcomes obtained by an individual to the total no of test cases in 
Figure 12. And an analysis has been made which showed the error 
percentage for each goal pose. This is calculated based on the pass 

and fail cases obtained while conducting the survey by 20 
individuals. The test results are plotted in Figure 13. Considering 
these errors, joystick control was avoided for the hardware test. 
The hardware test has been implemented using GUI as a control 
interface since the simulation results of keyboard based control 
and GUI based control are the same. Table 6 represents the 
outcomes of IK solver when implemented on hardware using GUI 
based control. It is observed that the output in the hardware testing 
using GUI based control is similar to the simulation testing using 
GUI. 

 
Figure 11:  The goal pose of the robotic arm on different user inputs. 
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Figure 12: Error percentage for individual person 

 
Figure 13 Error Percentage for individual goal position 

Table 3: Outcomes of the joint state values from the IK solver node in simulation for the user input coordinates using GUI based control. 

Goal 
Count 
 

X 
position 

Y 
position 

Z 
position 

DOF1 
(radians) 

DOF2 
(radians) 

DOF3 
(radians) 

DOF4 
(radians) 

DOF5 
(radians) 

DOF6 
(radians) 

Goal 1 0.301 0.651 0.525 1.2704 -0.9539 0.7554 -1.0660 1.3424 -1.185 
Goal 2 0.402 0.730 0.376 1.0098 -1.222 0.9088 1.2786 0.476 1.4327 
Goal 3 0.133 - 0.116 0.699 -0.5268 0.5868 -0.567 -0.6876 0.3067 0.0028 
Goal 4 -0.392 0.532 0.825 2.2363 -0.6110 0.9545 0.043966 0.0151 0.6119 
Goal 5 0.675 - 0.095 0.220 -0.0797 -1.0676 0.2312 -0.8217 0.4022 0.9090 
Goal 6 - 0.019 0.242 1.020 1.4644 0.1755 0.3900 1.0424 0.5786 -1.297 
Goal 7 0.204 0.644 0.529 1.3112 0.6556 0.3388 -0.9354 0.2892 1.14233 
Goal 8 0.428 - 0.020 0.760 0 0 0 0 0 0 
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Goal 9 0.255 - 0.267 0.067 -0.89364 -1.23433 -0.70224 0.579329 0.924559 -0.41793 
Goal 10 0.043 0.027 1.079 1.12537 0.424841 0.580440 -0.63930 0.2128 -0.99506 
Goal11 - 0.017 - 0.110 0.759 1.396672 1.164312 -0.62972 0.222626 0.77854 0.505854 
Goal 12  0.671 - 0.020 0.510 0.028259 -0.67949 0.223439 -0.42861 0.52486 0.095769 
Goal 13 0.141 - 0.338 1.038 2.177904 0.639303 0.979159 1.05975 1.08808 -0.56990 
Goal 14 0.281 - 0.123 0.844 2.831651 1.213924 -0.16744 0.57619 0.93674 -1.19414 
Goal 15 0.303 - 0.716 0.108 -1.25223 -1.48647 0.71624 1.17593 0.725 -0.75893 
Goal 16 -0.116 0.235 1.001 2.050420 0.0916879 0.3374000 0.156057999 1.03124 0.649038000 

 
Table 4: Outcomes of the joint state values from the IK solver node in simulation for the user input coordinates using Keyboard. 

Goal 
Count 
 

X 
position 

Y 
position 

Z 
position 

DOF1 
(radians) 

DOF2 
(radians) 

DOF3 
(radians) 

DOF4 
(radians) 

DOF5 
(radians) 

DOF6 
(radians) 

Goal 1 0.301 0.651 0.525 1.2704 -0.9539 0.7554 -1.0660 1.3424 -1.185 
Goal 2 0.402 0.730 0.376 1.0098 -1.222 0.9088 1.2786 0.476 1.4327 
Goal 3 0.133 - 0.116 0.699 -0.5268 0.5868 -0.567 -0.6876 0.3067 0.0028 
Goal 4 -0.392 0.532 0.825 2.2363 -0.6110 0.9545 0.043966 0.0151 0.6119 
Goal 5 0.675 - 0.095 0.220 -0.0797 -1.0676 0.2312 -0.8217 0.4022 0.9090 
Goal 6 - 0.019 0.242 1.020 1.4644 0.1755 0.3900 1.0424 0.5786 -1.297 
Goal 7 0.204 0.644 0.529 1.3112 0.6556 0.3388 -0.9354 0.2892 1.14233 
Goal 8 0.428 - 0.020 0.760 0 0 0 0 0 0 
Goal 9 0.255 - 0.267 0.067 -0.89364 -1.23433 -0.70224 0.579329 0.924559 -0.41793 
Goal 10 0.043 0.027 1.079 1.12537 0.424841 0.580440 -0.63930 0.2128 -0.99506 
Goal 11 - 0.017 - 0.110 0.759 1.396672 1.164312 -0.62972 0.222626 0.77854 0.505854 
Goal 12  0.671 - 0.020 0.510 0.028259 -0.67949 0.223439 -0.42861 0.52486 0.095769 
Goal 13 0.141 - 0.338 1.038 2.177904 0.639303 0.979159 1.05975 1.08808 -0.56990 
Goal14 0.281 - 0.123 0.844 2.831651 1.213924 -0.16744 0.57619 0.93674 -1.19414 
Goal 15 0.303 - 0.716 0.108 -1.25223 -1.48647 0.71624 1.17593 0.725 -0.75893 
Goal16 -0.116 0.235 1.001 2.050420 0.0916879 0.3374000 0.156057999 1.03124 0.649038000 

Table 5: Outcomes of the joint state values from the IK solver node in simulation for the user input coordinates using Joystick. 

Goal Count 
 

X position Y position Z position DOF1 
(radians) 

DOF2 
(radians) 

DOF3 
(radians) 

DOF4 
(radians) 

DOF5 
(radians) 

DOF6 
(radians) 

Goal 1 0.305 0.652 0.525 1.2704 -0.9540 0.7556 -1.0660 1.3424 -1.185 
Goal 2 0.406 0.7304 0.376 1.0098 -1.230 0.9089 1.2786 0.476 1.4327 
Goal 3 0.135 - 0.116 0.699 -0.5268 0.5871 -0.567 -0.6876 0.3067 0.0028 
Goal 4 -0.394 0.530 0.825 2.2363 -0.6116 0.9548 0.043966 0.0151 0.6119 
Goal 5 0.67 - 0.095 0.220 -0.0797 -1.0681 0.2312 -0.8217 0.4022 0.9090 
Goal 6 - 0.015 0.242 1.020 1.4644 0.1755 0.3900 1.0424 0.5786 -1.297 
Goal 7 0.209 0.645 0.529 1.3112 0.6558 0.3389 -0.9354 0.2892 1.14233 
Goal 8 0.421 - 0.020 0.760 0 0 0 0 0 0 
Goal 9 0.255 - 0.267 0.067 -0.89364 -1.23433 -0.70224 0.579329 0.924559 -0.41793 
Goal 10 0.043 0.028 1.079 1.12537 0.424841 0.58048 -0.63930 0.2128 -0.99506 
Goal11 - 0.017 - 0.110 0.759 1.396672 1.164312 -0.62972 0.222626 0.77854 0.505854 
Goal 12  0.671 - 0.020 0.510 0.028259 -0.67949 0.223439 -0.42861 0.52486 0.095769 
Goal 13 0.141 - 0.338 1.038 2.177904 0.639303 0.979159 1.05975 1.08808 -0.56990 
Goal14 0.281 - 0.123 0.844 2.831651 1.213924 -0.16744 0.57619 0.93674 -1.19414 
Goal 15 0.303 - 0.716 0.108 -1.25223 -1.48647 0.71624 1.17593 0.725 -0.75893 
Goal16 -0.116 0.234 1.001 2.050420 0.0916879 0.3375 0.156057999 1.03124 0.649038000 

 

 

 

 

 

 

http://www.astesj.com/


R.K. Megalingam et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 306-316 (2020) 

www.astesj.com     315 

Table 6: Outcomes of the joint state values from the IK solver node on hardware testing for the user input coordinates using GUI 
 

Goal 
Count 
 

X 
position 

Y 
position 

Z 
position 

DOF1 
(radians) 

DOF2 
(radians) 

DOF3 
(radians) 

DOF4 
(radians) 

DOF5 
(radians) 

DOF6 
(radians) 

Goal 1 0.301 0.651 0.525 1.2799 -0.9538 0.7600 -1.0659 1.3426 -1.184 
Goal 2 0.402 0.730 0.376 1.0095 -1.222 0.9086 1.2786 0.480 1.4327 
Goal 3 0.133 - 0.116 0.699 -0.5268 0.5868 -0.567 -0.6876 0.3067 0.0028 
Goal 4 -0.392 0.532 0.825 2.2363 -0.611015 0.95467 0.0439666 0.01561 0.6119 
Goal 5 0.675 - 0.095 0.220 -0.07978 -1.0676 0.2312 -0.82172 0.4022 0.9090 
Goal 6 - 0.019 0.242 1.020 1.464454 0.1755 0.3900 1.0424 0.57862 -1.29711 
Goal 7 0.204 0.644 0.529 1.3112 0.6556 0.3388 -0.9354 0.2892 1.14233 
Goal 8 0.428 - 0.020 0.760 0 0. 0 0 0 0 
Goal 9 0.255 - 0.267 0.067 -0.89364 -1.234335 -0.702246 0.579329 0.924559 -0.41793 
Goal 10 0.043 0.027 1.079 1.12537 0.424841 0.5804405 -0.63930 0.21285 -0.99506 
Goal11 - 0.017 - 0.110 0.759 1.3966725 1.1643121 -0.629728 0.2226262 0.77854 0.505854 
Goal 12  0.671 - 0.020 0.510 0.028259 -0.67949 0.223439 -0.42861 0.52486 0.095769 
Goal 13 0.141 - 0.338 1.038 2.177904 0.639303 0.97915954 1.0597566 1.088084 -0.56990 
Goal14 0.281 - 0.123 0.844 2.831651 1.2139244 -0.16744 0.576198 0.93674 -1.19414584 
Goal 15 0.303 - 0.716 0.108 -1.252234 -1.48647 0.7162445 1.175932 0.72512 -0.75893 
Goal 16 -0.116 0.235 1.001 2.050420 0.0916879 0.3374000 0.156057999 1.03124 0.649038000 

 

6. Conclusion 

In this research work, the authors proposed and evaluated 
reliable methods for controlling a robotic arm by testing it in both 
hardware and simulation using RVIZ. The authors in [17] used 
the MoveIt to build a kinematics library for the IK of the robotic 
arm, but as an extension of that, this research designed and 
developed a kinematics-based solution using DH parameters 
method. Using the derived equations, successfully tested the 
designed robotic arm in Rviz using the proposed control 
mechanisms. A survey is conducted in evaluating the best control 
methodology where Figure [12] and Figure [13] depict the results. 
Based on the survey, the research validates that the joystick failed 
in achieving the desired input coordinate positions due to 
signaling and hardware issues. But GUI and Keyboard showed 
better results in controlling the arm. 

As a rule, simulations do not reproduce the exact real-time 
behavior of an entity or a system. PID based control can reduce 
the error. The research can be enhanced by testing the proposed 
design in the Gazebo simulation software. Gazebo provides the 
flexibility to use a PID-based controller, which helps in smooth 
and exact mimicking of the real-time robotic arm as per 
simulation in RVIZ. The proposed testing gives the developer 
good results. Design of the end effector can be improved for 
performance of multiple, divergent tasks in a real time 
environment. The singularity issues can be reduced for better 
performance and enhancement of the task. 
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 Many advances in computer systems and IT infrastructures increases the risks associated 
with the use of these technologies. Specifically, intrusion into computer systems by 
unauthorized users is a growing problem and it is very challenging to detect. Intrusion 
detection technologies are therefore becoming extremely important to improve the overall 
security of computer systems. In the past decades, most of the intrusion detection systems 
designed suffer from the problem of high false negative and low efficiency rate. A powerful 
intrusion detection system (IDS) should be implemented to solve these issues and it is 
necessary to collect, reduce and analysis the data automatically. The integration of machine 
learning and artificial intelligence techniques serves this purpose in this paper. A use of 
particle swarm optimization (PSO) selects the optimal number of clusters and the 
integration of k-means based artificial neural network (ANN) achieves maximum efficiency 
when the number of clusters selected optimally. The proposed IDS are t bested with NSL-
KD dataset and the experiment result shows the significance of the proposed IDS. 

Keywords:  
Particle Swarm Optimization 
Intrusion Detection System 
Artificial Neural Networks 

 

 

1. Introduction 

Due to the advancement of computer and 
communication technology, the reliance on Internet and 
worldwide connectivity, damages caused by unexpected 
intrusions. These crimes related to computer systems have been 
increased rapidly; a computer system should provide 
confidentiality, integrity and availability against denial of 
service; therefore, it is very important that the security 
mechanisms of systems be designed to prevent unauthorized 
access to system resources and data [1]. Firewalls are hardware 
or software systems placed in between two or more computer 
networks to stop the committed attacks by isolating these 
networks using the rules and policies determined for them [2]. 
However, it is very clear that firewalls are not enough to secure 
a network completely because the attacks committed from 
outside of the network are stopped whereas inside attacks are not 
[3]. This is the situation where intrusions detection systems 
(IDSs) are in charge.  

Intrusion detection Systems (IDSs) is a software or device 
that helps to resist network attacks [4]. The goal of IDS is to 
have defense wall, which does not allow such types of attacks 
[5]. It detects unauthorized activities of a computer system or a 

network. IDS are an active and secure technology there are two 
categories of intrusion detection system [6].Anomaly detection 
system creates a database of normal behavior and any deviations 
from the normal behavior are occurred an alert is triggered 
regarding the occurrence of intrusions [7]. Misuse Detection 
system stores the Predefined attack patterns in the database if a 
similar data and if similar situations occur it is classified as 
attack. Based on the source of data the intrusion detection 
system is classified to Host based IDS and Network based IDS 
[8]. In network-based IDS the individual packet flowing through 
the network are analyzed [9]. The host-based IDS analyzes the 
activities on the single computer or host [10]. The main 
disadvantage of the misuse detection (signature detection) 
method is that it cannot detect novel attacks and variation of 
known attacks [11]. To avoid these drawbacks, we proposed 
anomaly-based detection methods. 

Most unsupervised anomaly detection methods are 
established on two basic assumptions about data [12]. First, the 
number of normal instances vastly outnumbers that of anomalies. 
Second, data instances of the same classification (type of attack 
or normal) should be close to each other in the feature space 
under some reasonable metrics, and instances of different 
classifications are far apart [13].Data mining technique is used 
to find the interesting rules from a large database depending 
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upon the user defined support and confidence [14]. It will be 
useful for the decision maker to differentiate between data as 
useful or irrelevant [15]. Clustering is the unsupervised 
classification of input items into groups (clusters) without any 
prior knowledge [16].  

Although many kinds of clustering methods, such as Fuzzy 
C-Means (FCM), K-means, are widely used in intrusion 
detection, few clustering algorithms guarantee a global optimal 
solution [17]. Based on this intention we developed a new 
anomaly intrusion detection mechanism employed with multi-
dimensional hierarchical k-means algorithm in this research 
work in order to overcome all the above issues [18].To integrate 
K-means and Artificial Neural Network (ANN) technique with 
optimization to propose an efficient IDS with High True Positive 
Rate(TPR) and Low False Negative Rate(FNR) [19]. 

The organization of the paper is as follows: In Section 2, 
discuss about the related work with emphasis on various 
methods and frameworks used for intrusion detection. Section 3 
covers the Integrated K-Means based ANN with PSO 
Optimization algorithm. Section 4 presents the experimental 
results and comparison of the proposed method with other 
approaches. It is observed that the proposed system. Section 5 
gives some conclusions. 

2. Related Work 

Sharma, Ruby, and Sandeep Chaurasia (2018) [20] proposed 
an Intrusion Detection System based on the density 
maximization-based fuzzy c-means clustering (DM-FCC). In that 
approach, cluster efficiency was improved through a membership 
matrix generation (MMG) algorithm. Dissimilarity Distance 
Function (DDF) has been used to compute the distance metric 
while creating a cluster in proposing IDS. The proposed enhanced 
fuzzy c-means algorithm has been tested up on ADFA Dataset 
and the model performs highly appreciable in terms of accuracy, 
precision, detection rates, and false alarms. 

Chung, Yuk Ying, and Noorhaniza Wahid (2012) [21] 
proposed a new hybrid intrusion detection system by using 
intelligent dynamics warm based roughest (IDS-RS)for feature 
selection and simplified swarm optimization for intrusion data 
classification. IDS-RS was proposed to select the most relevant 
features that can represent the pattern of the network traffic. In 
order to improve the performance of SSO classifier, a new 
weighted local search (WLS) strategy incorporated in SSO was 
proposed. The purpose of this new local search strategy was to 
discover the better solution from the neighborhood of the current 
solution produced by SSO. 

Thaseen, IkramSumaiya, and Cherukuri Aswani Kumar 
(2017) [22] proposed an intrusion detection model using chi-
square feature selection and multi class support vector machine 
(SVM). A parameter tuning technique was adopted for 
optimization of Radial Basis Function kernel parameter namely 
gamma represented by ‘ϒ’ and over fitting constant ‘C’. These 
are the two important parameters required for the SVM model. 
The main idea behind this model was to construct a multi class 
SVM which has not been adopted for IDS so far to decrease the 
training and testing time and increase the individual classification 

accuracy of the network attacks. The investigational results on 
NSL-KDD dataset which was an enhanced version of KDDCup 
1999 dataset shows that the proposed approach results in a better 
detection rate and reduced false alarm rate. 

Çavuşoğlu, Ünal (2019)  [23] developed a hybrid and layered 
Intrusion Detection System (IDS) that uses a combination of 
different machine learning and feature selection techniques to 
provide high performance intrusion detection in different attack 
types. In the developed system, initially, data preprocessing was 
performed on the NSL-KDD dataset, then by using different 
feature selection algorithms, the size of the dataset was reduced. 
Two new approaches have been proposed for feature selection 
operation. The layered architecture was created by determining 
appropriate machine learning algorithms according to attack type. 
Performance tests such as accuracy, DR, TP Rate, FP Rate, F-
Measure, MCC and time of the proposed system are performed 
on the NSL-KDD dataset. 

Aswani, Reema et al., (20-17) [24] introduced a hybrid 
artificial bee colony approach integrated with k-nearest neighbors 
to identify and segregate buzz in Twitter. A set of metrics 
comprising of created discussions, increase in authors, attention 
level, burstiness level, contribution sparseness, author interaction, 
author count and average length of discussions are used to model 
the buzz. The proposed approach considers the buzz discussions 
as outliers deviating from the normal discussions and identifies 
the same using the proposed hybrid bio inspired approach. 
Findings may be useful in domains like e-commerce, digital and 
influencer marketing to explore the factors that might create buzz 
along with the difference between the impact of buzz and normal 
discussions on the consumers. 

3. Intrusion Detection Model 

Over the last two decades, computer threats and cybercrimes 
have proliferated at the disadvantage of the general public, and 
newer threats are introduced each day that compromise the 
integrity, validity and confidentiality of data. Malicious activities 
in the internet are also known as intrusion.  

Intrusion detection system (IDS) is software and hardware 
deployed to carry out the process of detecting unauthorized use 
of, or attack upon, a computer or a telecommunications network 
which is supposed to bridge the gaps in firewall and anti-viruses. 
An IDS provides monitoring [25] and analysis of user and system 
activity, can audit system configuration and vulnerabilities, 
assess the integrity of critical system and data files, provide 
statistical analysis of activity patterns based on the matching with 
known attacks, analyze abnormal activity, and operate system 
audit.  

One advantage of the IDS is its ability to document the 
intrusion or threat to an organization, thereby providing bases for 
informing the public regarding the latest attack patterns through 
system logs. The proposed IDS model is the integration of K 
means-based ANN and PSO. Initially the features of the intruded 
networks are extracted from a benchmark dataset and it was 
trained to the proposed classifier. But it is difficult to find the 
number of clusters and the detection accuracy will be maximum if 
the number of clusters equal to the number of data types in the 
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dataset. This problem is formulated as a multi-objective function 
in PSO which optimally finds the cluster numbers that maximizes 
the detection accuracy and lower the false negatives. 

 
Figure 1: The IDS Architecture for Wireless Ad-Hoc Network 

4. Proposed IDS Model 

The study integrates artificial intelligence and machine-
learning techniques with k-means data mining algorithm to 
develop an IDS [26] model with higher efficiency and lower false 
negatives. A common problem shared by current IDS is the high 
false positives and low detection rate. In the proposed work, we 
integrate the advantage of Artificial intelligence and machine 
learning techniques to overcome this issue. The proposed IDS 
model uses K-means algorithm based Artificial Neural Network 
(ANN) [27] integrated with Particle swarm optimization (PSO) 
algorithm [28] to increase the efficiency rate. 

 
Figure 2: Proposed Block Diagram 

4.1. Pre-processing 

Pre-processing involves cleaning the data of inconsistencies 
and/or noise and combining or removing redundant entries. Pre-
processing also involves converting the attributes of the dataset 
into numeric data and saving in a format readable because k-
means works only on numerical data.  

4.2. Feature Extraction [29] 

After pre-processing the initial data, the useful information's 
or features from each data are extracted. We employed the simple 
features (attributes) that are extracted from the header’s area of 
the selected network packets. These intrinsic features are 

available in many networks, for example, the duration (length of 
the connection), source host, destination host, source interface, 
and destination interface. We also used three features in each 2 
seconds time interval: 

• Total number of packets sent from and to the given 
interface in the considered time interval, 

• Total number of bytes sent from and to the given 
interface in the considered time interval, 

• Number of different source- destination pairs matching 
the given hostname-interface that are observed in the 
considered time interval. 

• The number of packets and bytes allows to detect 
anomalies in traffic volume, and the third features allows 
detecting the network and the interface scans as well as 
the distributed attacks, which both result in an increased 
number of source-destination pairs.  

• An efficient classifier further utilizes the extracted 
features in order to detect Intrusion present in the 
network. 

4.3. K-Means Clustering Algorithm 

Clustering is the method of grouping objects into meaningful 
subclasses so that the members from the same cluster are quite 
similar, and the members from different clusters are quite 
different from each other. Until now, the clustering algorithms 
can be categorized into four main groups partitioning algorithm, 
hierarchical algorithm, density-based algorithm and grid-based 
algorithm. Partitioning algorithms construct a partition of a 
database of N objects into a set of K clusters. Usually they start 
with an initial partition and then use an iterative control strategy 
to optimize an objective function. K-means represents a type of 
useful clustering techniques by competitive learning, which is 
also proved promising techniques in intrusion detection. K-
Means is one of the simplest unsupervised learning algorithms 
that solve the clustering problem. The objective is to classify a 
given data set into a certain number of clusters (assume initial 
clusters) fixed a priori.  

Algorithm 1 The pseudo code for the adapted K-Means 
clustering  

1. Choose random k data points as the initial Cluster 
Centroids.  

2. Repeat  
3. For each data point x from D 
4. Then compute the distance of x from each cluster mean 

(centroid)  
5. Assign x to the nearest cluster.  
6. End for loop. 
7.  Again compute the mean for current cluster collections.  
8. Until reaching stable cluster  
9. Use these centroids for normal and anomaly traffic.  
10. Calculate the distance of centroid from normal and 

anomaly centroid points. 
11. If distance(𝑑𝑑,𝐷𝐷𝐷𝐷)  > =  5 
12. Then anomaly found, exit 2. 
13. Else 3. 
14. 𝑑𝑑 is a normal and it is not an Intrusion; 
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K-means clustering module can be summarized as follows: 

𝐾𝐾 = ∑ ∑ �𝑑𝑑𝑛𝑛
(𝑚𝑚) − 𝑐𝑐𝑚𝑚�

𝑦𝑦
𝑛𝑛=1

𝑥𝑥
𝑚𝑚=1                           (1)  

�𝑑𝑑𝑛𝑛
(𝑚𝑚) − 𝑐𝑐𝑚𝑚�is a chosen distance measure between a data point 

and the cluster centroid, is an indicator of the distance of the 𝑛𝑛 
data points from their respective cluster Centroids. In order to 
apply the K-means algorithm to intrusion detection system, we 
design and realize the K-means algorithm analyze module, the 
graph shows the process flow: 

 
Figure 3: Working flow for K- means Algorithm 

4.4. Review of Artificial Neural Network [30] 

Feed forward neural network training is usually carried out 
using the called back propagation algorithm. Training the 
network with back propagation algorithm results in a non-linear 
mapping between the input and output variables. Thus, given the 
input/output pairs, the network can have its weights adjusted by 
the back propagation algorithm to capture the non-linear 
relationship. After training, the networks with fixed weights can 
provide the output for the training the network is based on the 
minimization of an energy function representing the 
instantaneous error. 

ANN analysis was carried out using software Easy NN 
version 8.01. The network software uses back propagation 
algorithm and logistic function as activation function. The ANN 
used has three layers: an input layer that consists of five nodes 
(variables), one hidden layer consisting of five hidden nodes and 
an output layer that has one output node. To train an ANN model, 
a set of data containing input nodes and output nodes are fed. 
Once the training is over, ANN is capable of predicting the output 
when any input similar to the pattern that it has learned is fed. The 
ANN is tested for the remaining set of experimental data. The 
learning rate and momentum value of the network is set to 
optimize with a targeted error value of 0.05. 

 
Figure 4: Schematic diagram of artificial neural network 

4.5. K-Means based ANN-PSO 

For implementation of ANN algorithm on the dataset, 
training data is divided into several subsets using k-means 
clustering technique. Subsequently, it trains different ANN using 
different subsets. Then, it determines membership grades of all 
these subsets and combines them using a new ANN to get final 
results. The whole framework of K-Means ANN is illustrated in 
Fig. 1. As typical machine learning framework, K-Means ANN 
incorporates both the training phase and testing phase.  

Algorithm 2 The pseudo code for the adapted K-Means ANN 

1. Start 
2. Get the input features and Initialize the neural network 

parameters. 
3. Define the relationships between input and output. 
4. Divide the input for testing and training. 
5. Train ANN using the training set. 
6. Execute the Neural Network for the testing set. 
7. Set j=1;  
8. While( j<x) 
9. Cluster the ANN outputs into K-clusters. 
10. Calculate the weight of each cluster. 
11. Calculate the error between the target output and ANN 

estimated output. 
12. Increase j by 1. 
13. Calculate false negatives. 
14. End 

___________________________________________________ 
The results of K-means ANN is optimized using PSO. In 

PSO, each particle is a point of 𝑁𝑁-dimensional solution space and 
has a speed(𝑁𝑁 − 𝑑𝑑𝑑𝑑𝐷𝐷𝑑𝑑𝑛𝑛𝑑𝑑𝑑𝑑𝑑𝑑𝑛𝑛𝑑𝑑𝑑𝑑 𝑣𝑣𝑑𝑑𝑐𝑐𝑣𝑣𝑑𝑑𝑣𝑣). Different particle has 
individual fitness associated with objective function. Each 
particle adjusts their flight path according to its flying experience 
and flying experience of group and move closer to optimal point. 
The position of 𝑑𝑑 -particle is denoted as,𝑋𝑋𝑖𝑖 = (𝑥𝑥𝑖𝑖1, 𝑥𝑥𝑖𝑖2 … . 𝑥𝑥𝑖𝑖𝑖𝑖) 
Flight speed is denoted as: 𝑉𝑉𝑖𝑖 = (𝑣𝑣𝑖𝑖1, 𝑣𝑣𝑖𝑖2 … . 𝑣𝑣𝑖𝑖𝑖𝑖)the best position 
which 𝑑𝑑particle passed is denoted as𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = (𝑝𝑝𝑖𝑖1, 𝑝𝑝𝑖𝑖2 … . 𝑝𝑝𝑖𝑖𝑖𝑖)the 
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groups’ best position which it can get is denoted as𝐺𝐺𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 =
(𝑔𝑔1,𝑔𝑔2 … .𝑔𝑔𝑖𝑖) . Particle Swarm has two primary operators: 
Velocity update and Position update. During each generation 
each particle is accelerated toward the particles previous best 
position and the global best position. At each iteration a new 
velocity value for each particle is calculated based on its current 
velocity, the distance from its previous best position, and the 
distance from the global best position. The new velocity value is 
then used to calculate the next position of the particle in the search 
space. This process is then iterated a set number of times or until 
a minimum error is achieved. In each step, according to PSO 
algorithm formula, which is proposed by Kenddy, particles 
update their velocity and position according to the following 
formula:  

𝑉𝑉𝑖𝑖(𝑣𝑣) = 𝑤𝑤𝑉𝑉𝑖𝑖(𝑣𝑣 − 1) + 𝐶𝐶1𝑣𝑣1�𝑃𝑃𝑖𝑖 − 𝑋𝑋𝑖𝑖(𝑣𝑣 − 1)� + 𝐶𝐶2𝑣𝑣2�𝐺𝐺 −
𝑋𝑋𝑖𝑖(𝑣𝑣 − 1)�                       (2) 

𝑋𝑋𝑖𝑖(𝑣𝑣) = 𝑋𝑋𝑖𝑖(𝑣𝑣 − 1) + 𝑉𝑉𝑖𝑖(𝑣𝑣 − 1)                                  (3) 

𝐶𝐶1  And 𝐶𝐶2  denote accelerating factor. According to the 
experience of PSO algorithm, they are usually set𝐶𝐶1 − 𝐶𝐶2 = 2. 𝑣𝑣1 
and 𝑣𝑣2 are two random number between zero and one, 𝑤𝑤 is called 
inertia weight. Researchers often use a constant 𝑉𝑉 max to limit 
the speed of particles and improve search results. W plays a role 
which balance global search ability and local search ability. It is 
essential for the success of the algorithm. Shi and Eberhart, study 
on the effect of the 𝑊𝑊 for optimize performance. They found that 
the larger the W is, the more easily escape from local minima, 
and the smaller the 𝑊𝑊 is, the more favorably algorithm converges. 
Then they present a method, which makes inertia weight decrease 
linearly according to number of iterations.  

In the beginning algorithm uses large inertia weight, it has a 
strong overall search capability. The later smaller inertia weight 
is used, and local search ability is improved. 𝑊𝑊 is calculated as 
follows: 

𝑤𝑤 = (𝑤𝑤1 − 𝑤𝑤2) ∗ 𝑀𝑀𝑀𝑀𝑥𝑥𝑖𝑖−1
𝑀𝑀𝑀𝑀𝑥𝑥𝑖𝑖

+ 𝑤𝑤2                       (4) 

𝑤𝑤1 and 𝑤𝑤2 are the initial value and final value of inertia 
weight. 𝑀𝑀𝑑𝑑𝑥𝑥𝑖𝑖  and 𝑑𝑑 are the maximum number of iterations and 
the current number of iterations for the algorithm, W reduces 
from 0.9 to 0.4 with the conduct of iteration. The objective 
function for PSO is set as                        

𝑓𝑓(𝑥𝑥) = max �𝐷𝐷𝑖𝑖𝑖𝑖𝑖𝑖𝐷𝐷𝑖𝑖𝑖𝑖𝐷𝐷𝑛𝑛 𝐴𝐴𝐷𝐷𝐷𝐷𝐴𝐴𝐴𝐴𝑀𝑀𝐷𝐷𝑦𝑦
𝐹𝐹𝑀𝑀𝐹𝐹𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖𝑁𝑁𝑀𝑀𝑖𝑖𝑖𝑖𝑁𝑁𝑖𝑖𝑖𝑖

� + max (1/𝑇𝑇𝑑𝑑𝐷𝐷𝑑𝑑)             (5) 

The PSO algorithm proceeds as follows: 

Algorithm 3 The pseudo code for the adapted PSO 

1. Begin 
2. Initialize the total number, velocity and position of the 

particles. 
3. Calculate pbest and gbest. 
4. Calculate the objective function. 
5. Update the velocity and position of the particle. 
6. Update pbest and gbest . 
7. Repeat the steps until the termination condition reached. 
8. End 

___________________________________________________ 

5. Performance Analysis 

NSL-KDD dataset is an improved version of the popular 
KDD Cup’99 dataset. It solves some inherent problems of the 
KDD’99 dataset (Tavallaee et al. 2009; McHugh 2000).Due to 
lack of public datasets for network-based IDS, the current version 
of NSL-KDD may be applied as an effective benchmark dataset 
for this work. Furthermore, major improvements are carried out 
on KDD’99 to obtain NSL-KDD and this is more advantageous 
over KDD’99. The number of instances in the NSL-KDD train 
and test sets is reasonable, which makes experimentation bias less 
by running experiments on whole dataset instead of running on 
randomly selected short portion of KDD’99 dataset. It is free of 
redundant records in train and test dataset, so the classifiers will 
not be biased towards repeated instances in the dataset. 

 
Figure 5: Implementation Setup Model 

The NSL-KDD dataset contains two different files for 
training and testing, and hence, there is no overhead of dividing 
the dataset into training and testing which also makes a slight 
contribution towards performance evaluation of the learning 
techniques. 

Table 1:  Datasets with Attributes 

Dataset No. of records No of attributes 
KDDTrain+.txt 125,973 42 
KDDTest+.txt 22,544 42 

 
Table1shows the properties of the NSL-KDD train and test 

datasets (both are obtained as .txt files). It should be noted that 
there are no missing values in any attribute, and number of 
attributes in the table includes a class attribute. One approach 
during the training phase refers to processing of all the patterns 
or instances present in the KDDTrain+.txt dataset. However, size 
of testing set is 15% of size of whole dataset. Since these datasets 
are large and computation in ordinary machines might take too 
much time or sometimes might not support the memory 
requirements, randomly chosen 10% of the training dataset was 
used during training. The random selection of 10% of the training 
dataset was repeated for different executions so that there would 
be comparatively less chance of repeating the training data in 
different simulations. There are different types of attacks in the 
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dataset. However, in this work, it is considered as a two-class 
problem where patterns may belong to either ‘normal’ or 
‘anomaly’ class. 

5.1 Normalization of dataset 

In the NSL-KDD datasets, the values for each attribute are 
often not distributed uniformly. It is wise to maintain a uniform 
distribution of each input attributes in the dataset before 
processing in the neural network. Hence, to ensure that the input 
values were compatible despite significant differences in their 
values, the dataset is normalized with respect to each input value 
where𝑑𝑑𝑖𝑖the original value is;𝑑𝑑𝑚𝑚𝑀𝑀𝑥𝑥and𝑑𝑑𝑚𝑚𝑖𝑖𝑛𝑛are the maximum and 
minimum value, respectively, in the input attribute from 
whichdiis obtained. Then, normalized value of𝑑𝑑𝑖𝑖is denoted as𝑑𝑑𝑖𝑖′ . 
However, it was seen that the normalized dataset some-times 
contained majority of zeros and in such cases, it was preferred to 
use the in-built data normalization function of MATLAB called 
mapminmax, which normalizes data in the range[−1,1]. 

𝑑𝑑𝑖𝑖′ = 𝑑𝑑𝑖𝑖−𝑑𝑑𝑚𝑚𝑖𝑖𝑚𝑚
𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚−𝑑𝑑𝑚𝑚𝑖𝑖𝑚𝑚

                                       (6) 

5.1.1 Testing and Validation 

For our experiments, we are using NSL-KDD dataset. NSL-
KDD contains 42 fields as an attribute. In our algorithm, we have 
taken selected features. The performances of each method are 
measured according to, 

• Accuracy 
• False Positive Rate  

A false positive occurs when the system classifies an action 
as anomalous (a possible intrusion) when it is a legitimate action. 
Although this type of error may not be completely eliminated, a 
good system should minimize its occurrence to provide useful 
information to the users. A false-negative occurs when an actual 
intrusive action has occurred but the system allows it to pass as 
non-intrusive behavior. While the true-positives (TP) and true-
negatives (TN) are correct classifications. Recall Rate measures 
the proportion of actual positives that are correctly identified. 

a. Accuracy 
 

𝑑𝑑𝑐𝑐𝑐𝑐𝑎𝑎𝑣𝑣𝑑𝑑𝑐𝑐𝑎𝑎 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑖𝑖
𝑇𝑇𝑇𝑇+𝑇𝑇𝑖𝑖+𝐹𝐹𝑇𝑇+𝐹𝐹𝑖𝑖

                                  (7) 

Where FN is False Negative, TN is True Negative, TP is True 
Positive, and FP is False Positive 

b. False Alarm Rate  

The false positive rate is the number of normal connections 
that are misclassified as attacks divided by the number of normal 
connections in the data set. 

𝐹𝐹𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑𝑑𝑑𝑣𝑣𝐷𝐷 = 𝐹𝐹𝑇𝑇
𝐹𝐹𝑇𝑇+𝑇𝑇𝑖𝑖

                                 (8) 

5.1.2 Performance Comparison 

The performance of the proposed IDS model is compared 
with the performance of the K-means algorithm and K-means 

based ANN algorithm in this section in terms of accuracy and 
false alarm rate. 

Figure 6 shows the accuracy comparison between proposed 
IDS model with K-means algorithm and K-means based ANN 
algorithm. 

 
Figure 6: Accuracy comparison between existing techniques 

Figure 6 shows the accuracy of proposed IDS model is 
88.2321% and the K-means algorithm attains 85% accuracy and 
K-means based ANN algorithm attains 83% accuracy with NSL-
KDD dataset. This shows the significance of the proposed IDS 
model than the existing IDS models. 

Figure 7 shows the false alarm rate comparison between 
proposed IDS model with K-means algorithm and K-means based 
ANN algorithm. 

 
Figure 7: False Alarm Rate Comparison between existing techniques 

Figure 7 shows the false alarm rate of proposed IDS model 
is ranging between 0-0.5 and the K-means algorithm attains false 
alarm rate of 0.5 and K-means based ANN algorithm attains 
maximum false alarm rate above 4 with NSL-KDD dataset. The 
significant reduce in false alarm rate shows the proposed IDS 
model is efficient. 

6. Conclusion 
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Intrusion Detection is a process of detecting Intrusion in a 
computer system in order to increase the security. Intrusion 
detection is an area in which more and more sensitive data are 
stored and processed in networked system. After reading several 
research works, we come with several advantage and 
disadvantage. In this paper, a novel method for Intrusion 
detection was proposed. The proposed Intrusion detection system 
combines the advantages of machine learning and artificial 
intelligence to overcome the general issues present in the 
intrusion detection systems. Using the PSO algorithm, a multi-
objective problem is formulated to find the optimal clusters and 
the issue is solved. The proposed system is tested in NSL-KD 
dataset and it achieved maximum detection accuracy of 88%. In 
addition to this, it is observed that the false negative rate of the 
proposed IDS is significantly reduced when compared with the 
results obtained with K-means algorithm and K-means based 
ANN algorithm. 
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Nowadays, process automation and smart systems have gained increasing importance in a
wide variety of sectors, and robotics have a fundamental role in it. Therefore, it has attracted
greater research interests; among them, Underactuated Mechanical Systems (UMS) have
been the subject of many studies, due to their application capabilities in different disciplines.
Nevertheless, control of UMS is remarkably more difficult compared to other mechanical
systems, owing to their non-linearities caused by the presence of fewer independent control
actuators with respect to the degrees of freedom of the mechanism (which characterizes the
UMS). Among them, the Furuta Pendulum has been frequently listed as an ideal showcase for
different controller models, controlled often through non-lineal controllers like Sliding-Mode
and Model Reference Adaptive controllers (SMC and MRAC respectively). In the case of
SMC the chattering is the price to be paid, meanwhile issues regarding the coupling between
control and the adaptation loops are the main drawbacks for MRAC approaches; coupled
with the obvious complexity of implementation of both controllers. Hence, recovering the
best features of the MRAC, an Artificial Neural Network (ANN) is implemented in this work,
in order to take advantage of their classification capabilities for non-linear systems, their
low computational cost and therefore, their suitability for simple implementations. The
proposal in this work, shows an improved behavior for the stabilization of the system in
the upright position, compared to a typical MRAC-PID structure, managing to keep the
pendulum in the desired position with reduced oscillations. This work, is oriented to the
real implementation of the embedded controller system for the Furuta pendulum, through a
Microcontroller Unit (MCU). Results in this work, shows an average 58.39% improvement
regarding the error through time and the effort from the controller.

1 Introduction

In recent decades, robotics have gained increasing importance in
endless applications for different disciplines (as explained in [1]);
such as, robotic manipulators for industrial automation, precision
robots to perform surgeries, automation of assembly lines, among
others. Thus, robotics have attracted greater interest multidisci-
plinary researchers.

Moreover, according to [2], it is defined in robotics that an
Underactuated Mechanical System (UMS), is a scheme with more
Degrees of Freedom (DOF) compared to its control actuators. Addi-
tionally, [3] explains that the control of UMS’s is a very active re-
search topic, due to their broad applications in Robotics, Aerospace,
and Marine Vehicles.

Therefore, in spite of the complexity caused by the lack of ac-
tuators to control the movement of the system, it is precisely the
low number of required actuators that makes UMS’s ideal for ap-
plications where energy efficiency is sought. Additionally, UMS’s
are systems that allow to decrease the size of the manipulators, and
even simplify the amount of elements of a more complex system.
The above, resulting also in cost reduction with an increased process
efficiency, which is the key element that attracts the most interest
for its development in the industry.

The non-linearities caused by the relation between the actua-
tors and the DOF to be controlled, makes the complexity of these
systems attractive as testbeds, for the research of different control
structures. Among them, this work is focused in the rotatory pendu-
lum, also known as the Furuta Pendulum (in honor of its inventor K.
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Furuta [4]), which is a highly non-linear system that is unstable at
the desired upright position, as described in [3].

Hence, different solutions have been proposed addressing the
swinging-up and the upright issues of the Furuta Pendulum, which
are the main control objectives to fulfill in order to achieve the
desired position. In the case of the stabilization issue, [5] proposes
a Linear Quadratic Regulator (LQR) approach, showing a better set-
tling time with low overshoots, regarding a Sliding-Mode Controller
(SMC). Nevertheless, solutions that require linearized equations are
more effective when the non-linear components of the system, are
small regarding the linear predominant behavior; therefore, in high
non-linear systems like the Furuta Pendulum, the control structure
may be highly sensitive to parametric variations, compromising the
behavior of the controller when additional friction coefficients, un-
expected center of mass changes in the real, or even the uncertainty
of the linearized model, are presented.

Therefore, many other approaches based on nonlinear con-
trollers are still being studied, as shown in [6] and [7] applications,
where the implementation of the SMC and an Integral Sliding Mode
Controller (ISMC) for pendulum stabilization are presented respec-
tively, showing that the (ISMC) has the best response regarding
perturbations rejection. Nevertheless, the chattering continues to
be a limitation regarding to practical limitations of actuators, as
explained in [8].

On the other hand, [9] presents a Model Reference Adaptive
Controller (MRAC) implementation, discussing the implementation
of the technique compared again to an LQR approach. In this par-
ticular case, it is shown that the LQR controller had an improved
behavior regarding the settling time of the MRAC controller through
the MIT rule, nevertheless perturbation rejection tests where not
clearly analyzed.

Additionally, other studies such as [10], validates that the adap-
tive features of the MRAC can create a more robust system, features
that are also translated to all the MRAC derivations. The previous
premise can be clearly validated by the work presented in [11],
where an MRAC combined with a Proportional Integrative Deriva-
tive (MRAC-PID) is implemented in a real Furuta pendulum testbed,
achieving through the simulated and the experimental responses the
validation of the method, for the upright stabilization issue of the
pendulum.

Henceforth, it is important to highlight that this paper is an
extension of the [11] work, originally presented in the ICMEAE
2019 (6th International Conference on Mechatronics, Electronics
and Automatation Engineering) and ICCRE 2019 (4th International
Conference on Control and Robotics Engineering); where the de-
sign, modelling and a first control approach for the Furuta Pendulum
was presented.

Nevertheless, the [11] implementation had its main drawback,
in the great amount of processing resources consumed from the Mi-
crocontroller Unit (MCU), which in some instances compromised
the correct and precise sampling rate of the data, which leaded to
unexpected noise in the error signal and therefore to practical issues
in the implementation. Therefore, this proposal takes the obtained
results from the MRAC-PID approach, improving the behavior of
the system through the implementation of an ANN based controller.

Controllers based on ANN are able to provide robust, non-
fluctuating performances in the presence of parametric uncertainty

and extraneous disturbances, as explained in [12] where an ANN
was simulated in order to validate its capabilities for UMS. However,
the methodology was only simulated, and therefore there was none
experimental validation of the performance of the control theory.

On the other hand, the main objective of designed ANN in this
work, is to emulate the behavior of the MRAC-PID controller im-
plemented in [11], extending the operating margins and maintaining
the stability gained by the original MRAC-PID, but with lower com-
putational effort; which is indeed, a common characteristic of the
implementation of ANN’s (as discussed in [13] and [10]).

In this particular proposal, the ANN is not trained through a
model oriented approach as in [12]; in this work, the model of the
Furuta pendulum was taken for the MRAC-PID controller calibra-
tion and implementation, and the ANN was trained through the
acquired data from the experimental testbed, expecting to achieve
a correct emulation of the controller’s behavior, but improving its
performance by increasing response speed of the controller through
the reduction of the required embedded processing effort.

Then, the results in this work where acquired through the em-
bedded implementation in the real experimental testbed. It is crit-
ical for this work to highlight that, the ANN is trained through
the input/output data acquired from the stabilization MRAC-PID
controller implemented in [11], in order to achieve the improved
behavior of the controller with less computational effort.

Therefore, the control effort is validated through the evaluation
of the control signal through time, where the duty cycle sent to the
driver of the actuator can be evaluated for the task. Meanwhile,
the performance is evaluated by the evolution of the error through
time. Together, both signals allow evaluating the performance of
the system and, the actuator stress required to achieve the control
objective.

Hence, this work presents in Section 2 the control objectives
of the Furuta Pendulum with greater details, meanwhile the exper-
imental testbed is presented in Section 3; Section 4 discusses the
structure of the MRAC-PID control topology, leading to the ANN
concepts discussed in Section 5. Finally, Section 6 presents the
results of this work and Section 7 presents the final conclusion.

2 Furuta Pendulum

Figure 1: Basic Furuta Pendulum diagram.

As explained in [14], the rotatory inverted pendulum (also known as
the Furuta Pendulum), is a rotatory system composed by an homo-
geneous pendulum attached to a perpendicular arm, which rotates in
a horizontal plane. Fig. 1 shows the basic configuration of the pen-
dulum, where the blue triangle represents the fixed point in which
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Figure 2: Swinging-up sequence for the Pendulum.

the arm is attached, therefore the first DOF of the system is in the
arm, that can only rotate around the vertical axis, in the horizontal
plane.

Moreover, also from Fig. 1 can be seen that the pendulum is
coupled to the arm by means of a bearing, which allows it to rotate
around the arm axis and therefore, it is there where the next degree
of freedom of the system is found. Henceforth, attending to the
UMS classification in which the Furuta Pendulum is located in,
the only actuator of the system is attached in the fixed point at the
beginning of the arm.

2.1 Control Objectives

As implied from the structure of the Furuta Pendulum, it is clear that
it is a system that is unstable without a controller (as also explored
in [15]). Thus, the control objectives of a Furuta Pendulum can be
divided into two main issues, as addressed in [11], where they have
been extensively studied both individually and together.

On the one hand, the initial state of the Furuta pendulum is
just as shown in the first diagram of Fig. 2, where the pendulum
is in its resting position. The control objective there, is located in
the natural equilibrium point; in this scenario, a controller needs
to be applied in order to destabilize the system by applying torque
to the arm through the actuator, traduced into a swing-up routine,
by then, arising the pendulum into the working range of the main
stabilization controller.

The swing-up routine can be summarized by the second and
third diagrams of Fig. 2, finally leading to the stage of the fourth
diagram, where the pendulum switches to the controller in charge
of maintaining the upright position. The swinging-up routine can
be made through energy control, as explored by Furuta itself in [4].
Other proposed solutions for the task is the predictive controller
([16]), and even solved through feedforward approaches such as
presented in [17].

Figure 3: Representation of the stabilization objective.

On the other hand, the second control objective lies in the sta-
bilization of the pendulum, in order to maintain it in an upright
position by correcting any disturbance, only through the applied
torque of the arm. Fig. 3, shows the basic outline of the control
objective, where the green doted lines represent the operating range
that delimits the control actions, knowing that most of the state
of the art recommends it to be maximum ±15o from the upright
position.

Therefore, summarizing the control objectives, out of the stabi-
lization range the swing-up controller is activated, in order to take
the pendulum into the area in which the stabilization controller takes
the wheel, achieving then the expected upright position.

In addition, the study of controllers in charge of maintaining
the pendulum in the upright position, have served for inspiration of
many applications, such as the stability of walking humanoid robots
among others. Hence, this work proposal is focused in a solution
regarding the stabilization control objective, where ANN based con-
troller seeks to achieve an effective solution for its microcontroller
implementation.

2.2 System Modelling

As explained in [11], the mathematical model of the system can be
delivered by the segmentation of the mechanical system, through its
kinetic and potential energy (as discussed in [4]. Therefore, the en-
ergies relation from which the mathematical model of the pendulum
emerges, is given by (1).

L = {Karm + Kp} + {Varm + Vp} (1)

where L is the Lagrange relation obtained by combining both energy
equations, Karm and kp are the kinetic energy equations of the arm
and the pendulum respectively, meanwhile Varm and Vp are their
potential energy equations. After the kinetic and potential energies
analysis, as explained in [18] and also validated by [11], the expan-
sion of (1) leads to second order differential equations; the first one,
is the differential equation of the motion of the pendulum in terms
of the angle generated between the horizontal plane and the pen-
dulum’s arm (θarm). Meanwhile, the second one is the differential
equation obtained from the motion of the system, in terms of the
pendulum and the angle between the vertical axis and the pendulum
itself (θp).

The simplified expression that describes the behavior of (θarm),
is given by (2). Where α and β are products of a change of variable,
since α is the expansion given by (3), and β is developed through
(4).
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On the other hand, the behavior of (θp) is given by (5). Where
another change of variable was made in order to simplify the ex-
pression, as explored in (2). Therefore in this case, γ is given by the
expression given by (6), meanwhile λ is traduced as (7).
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Figure 4: Representation of the stabilization objective.

In terms of the testbed analyzed in this paper, the variables from
(2) and (5) are sketched in the diagram shown in Fig. 4, where an

isometric view of the designed 3D model of the pendulum is used,
design that will be explained in more detail later in this document.

Nevertheless, all the variables of the equations presented in this
section and analyzed in Fig. 4, are summarized in Table 1. Addi-
tionally, Table 1 shows the parameters of the each variable in the
implemented experimental testbed, which is explained in Section 3.

Table 1: Furuta Pendulum Variables

Variable Description Value
mr Arm mass 0.35 [kg]
mp Pendulum mass 0.12 [kg]
lr Arm length 0.15 [m]
lp Pendulum length 0.25 [m]
Ir Arm moment of inertia 0.02 [kgm2]
Ip Pendulum moment of inertia 0.001 [kgm2]
τ Nominal Torque 0.09 [Nm]
θarm Arm angle - [rad]
θp Pendulum angle - [rad]

It is important to highlight that in this application, the arm length
lr is measured as the distance from the center of the actuator shaft
to the location of the pendulum. On the other hand, the length of
the pendulum is taken as the length of the pendulum bar, from the
point where it is attached to the system. Nevertheless, the center of
mass of the pendulum is found as the half of the pendulum’s length.

3 Experimental Testbed
The designed testbed, was inspired by the one implemented in the
short version of this work ([11]), where basically the mechanical
design is described in Fig. 5.

Figure 5: Schematic of the component assembly for the testbed.

The selected actuator, was the Pololu 12V, 19:1 Gear Motor w/

64 CPR Encoder, which is a DC motor with a gearbox, that already
has a two phase encoder for speed measurements that also has a
5A stall Current, same that is activated and controlled thorough a
MD30C 30A DC Motor Driver.

Additionally, the control signal of the system, the signals pro-
cessing and data acquisition, are made by the FRDM-K64F develop-
ment board, which has an MK64FN1M0VLL12 microcontroller that
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works at 120MHz, with 1024KB of Flash memory, 256KB SRAM
memory, and also allows an easier implementation of the equations
through its integrated Floating Point Unit (as explored in [11]).

It is important to highlight that the original version of this work
([11]), was programmed using FreeRTOS (Free Real-Time Operat-
ing System), in order to work with a better sample time response
from the microcontroller and a faster control output signal. Never-
theless, several changes were made in order to improve the sampling
rate and therefore the error post-processing. The main changes, lie
in the implementation of a Periodic Interrupt Timer (PIT), which
generates highly precise interrupts at regular intervals with minimal
processor intervention, therefore allowing to exploit more resources
for the controller implementation.

Figure 6: Experimental testbed designed and implemented.

On the other hand, for the pendulum’s data acquisition, a
modular-incremental encoder was used to acquire the data using the
PIT, in order to determine the speed and the position signals of the
pendulum. The encoder Cui-AMT113Q (also highlighted in Fig. 5)
was selected for the task, since it is a quadrature encoder with two
phases configured with 1024 counts per revolution.

Therefore with the selected hardware, the measurement of θp

has a resolution of 0.35o, which allows monitoring the pendulum’s
position with a correct error estimation for the controller implemen-
tation.

Finally, Fig. 6 shows the experimental testbed implemented
for the controller evaluation, where the implemented hardware was
taken as shown in Fig 5. It can be noted in Fig. 6 in black, the frame
that structurally supports the system is observed, with a wooden
surface where the motor is attached. Consequently, as mentioned
above the arm is directly coupled to the motor shaft, and finally in
the arm the bearing that holds the pendulum is attached together
with the encoder.

4 MRAC-PID controller
As highlighted all along this work, the main objective addressed in
this work is to maintain a steady-state around the upright position
of the pendulum. Therefore, as analyzed and validated in [11], the
position of the pendulum can be controlled through a Model Refer-
ence Adaptive Controller (MRAC) with a Proportional Integrative
Derivative (PID) Controller. Thus, the structure of the controller
implemented in [11], was inspired by the topology shown in [19].

Figure 7: Blocks diagram of the MRAC-PID structure.

Then, Fig. 7 shows the general structure of the implemented
controller, where the PID block from the diagram is taken as the
classic PID parallel topology, which is represented by Fig. 8.

Figure 8: Blocks diagram of the Parallel PID structure.

Henceforth, the PID structure of the controller described by Fig.
8, can be expressed as shown by (8).

U(t) = kpe(t) + ki

∫
e(t)dt + kd

de(t)
dt

(8)

where kp, ki and kd are the proportional, integral and derivative gains
respectively, and e(t) is the error signal. On the other hand, the ref-
erence model described in the blocks diagram from Fig. 7, is taken
as a general second order transfer function, which is implemented
through the expression defined in (9).

Re f erenceModel =
ω2

n

s2 + 2ζωns + ω2
n

(9)

where, ζ is the dampening ratio of the reference system, which can
be delivered through (10).

ζ =
− ln (Mp)√
π2 + ln (Mp)

(10)

where in this case, Mp is taken as the maximum allowed overshoot
of the system. Additionally from (9), ωn is the natural frequency of
the reference model, which can be defined by (11).

wn =
4.6
ζ ∗ ts

(11)
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where ts represents the settling time. Moreover, for this application,
the settling time is taken as ts = 0.001, with a maximum overshoot
Mp = 0.02, where the learning rate for the MRAC is γ = 0.25.

Nevertheless, according to the validation shown in [11], the
proposed MRAC-PID controller can be implemented in embedded
systems, by using the equations developed in [19], where the con-
stants allow real-time tuning of the controller that learns from the
actual behavior of the error. Therefore, the initially implemented
equations in the embedded system are:

kp =
−γ ∗ err ∗ (uc − y) ∗ wn

p2 + 2ζwn p + w2
n

(12)

ki =
−γ ∗ err ∗ (uc − y) ∗ w2

n

(p2 + 2ζwn p + w2
n) ∗ p

(13)

kd =
−γ ∗ err ∗ y ∗ p
p2 + 2ζwn p + w2

n
(14)

where, err is the normalized error of the system, uc the output of
the system, y the reference model output, and p is the slope defined
by p =

d(err)
d(t) .

Consequently, in order to validate the behavior of the controller
from which the ANN is going to learn from, Fig. 9 shows the
the pendulum using the proposed control topology, which as vali-
dated before in [11], it is clear the capabilities of the MRAC-PID to
maintain the pendulum in a steady-state in the upright position.
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Figure 9: Validation through pendulum’s position against time.

Basically, the Fig. 9 was delivered after sampling a minute of
the pendulum’s behavior, using a 50[mS ec] sampling rate. In every
performed test for this work, the pendulum starts at a 0o initial point
(as shown in Fig. 4), and the reference is in the upright position at
180o. Subsequently, with the control objective already fulfilled, the
next stage of this work is to take a step into the design based on
ANN.

5 Artificial Neural Networks
Artificial Neural Networks (ANN) were first introduced by McCul-
loch and Pitts in [20] as a propositional logic model that intended to

imitate biological neurons. The main objective of their proposal was
to use models of artificial neurons, in order to evaluate any logical
computation based on AND, OR, and NOT assignments.

Nevertheless, the interconnection of multiple neuron models as
seen in Fig. 10, enables to assign different weights at each connec-
tion, which allows a better prediction of the training model through
the implementation of backpropagation models between them.

Figure 10: Multiple-layer neuron model

Therefore, knowing that it is possible to use multi-layer neural
networks for regression purposes, it can be designed an ANN ac-
cording to the input-output relationship of the control system (as
explained in [21]). Moreover, in the case of a Multiple Input-Single
Output (MISO) model, the input layer of the network will assign
one neuron to each input, while the final layer will include only one
single neuron for the output.

Therefore, regarding the layers of the network, it is commonly
used a Rectified Linear Unit (ReLU) function for the hidden layers,
which can be described by the expression shown in (15).

y = max(0, x) (15)

Meanwhile, any linear equation can be used to guarantee positive
values; although the selection of the function could vary depending
on the nature of the system, for this implementation a Sigmoid given
by (16)), was selection for the activation task.

y =
1

1 + e−x (16)

For the regression, the network loss function seeks to minimize the
error from the ANN, and can be performed (as explored in [22, 23,
24]) through the mean-squared error (MSE) as given by (17).

L = E
[
||ε||2
]

= E
[
||y − f (x)||2

]
(17)

where the estimation of f (x) can be expressed as the product of the
input values with the networks weights, as seen in (18).

ŷ = f (x) = xT w (18)

Where the optimization objective, is to find the best values for the
network weights w, that together with the neurons, brings the be-
havior of the ANN closer to what is expected; which as explained
in [25], can be expressed as shown by (19).

arg min
ŵ∈RM

E
[
||y − ŵT x||2

]
(19)
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Subsequently, after presenting the basic elements for the ANN
to be designed for the controller of the Furuta Pendulum, the net-
work training will be presented below, based on the data acquired
from the experimental testbed.

5.1 MRAC-PID through ANN

The original MRAC-PID controller from [11], implemented in the
experimental testbed shown in Fig. 6, was used to generate the
dataset of the error measurements obtained during the settling pro-
cess of the pendulum.

Hence, a total of 11,330 values of the pendulum’s angle error
were acquired, which are used as input values for the ANN. Simul-
taneously, the data from the motor’s duty cycle through time was
also acquired, since the duty cycle for the actuator represents the
response of the controller (control signal) against the error signal.
Thus, output of the network is taken as the control signal for the
ANN.

Moreover, the relation between these two variables and their
behavior is shown in Fig. 11, where it can be observed that the
ideal behavior of the model would be to reduce the duty cycle of the
motor when the pendulum is located at 180o.
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Figure 11: Acquired training data.

Both values (error and duty cycle) were normalized and sepa-
rated into training, validation, and testing sets, with the 70%, 15%,
and 15% relation of the data respectively. The ANN was initialized
as described in Table 2, with a MSE loss function and an Adam
optimizer with α = 0.0001 inspired by [26].

Table 2: ANN architecture

Layer Activation func. Neurons
Input ReLU 6

Output Sigmoid 1

Consequently, the network was trained using 100 epochs with a
128 batch size. After the network was trained, the weight matrix was
used to evaluate arbitrary error readings in order to generate the re-
gression function, which later was implemented into the embedded
system.

Nevertheless, before the experimental test, the resulting matrix
was used in order to evaluate the error in a range between 170o

and 190o, which is the operating range for the controller in the
testbed, seeking to simulate the the resulting duty cycle that would
be programmed into the microcontroller. Therefore, the simulated
predictions of the control signal against the error signal are shown
in Fig. 12.
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Figure 12: Acquired training data compared to the ANN prediction.

The simulated behavior of the trained network architecture,
achieved a similar behavior than the real MRAC-PID controller,
with a slightly more aggressive response against the error signal.
Which allows predicting a faster response by the ANN-based con-
troller, with a greater performance specially when the pendulum
reaches the limit inclination at 170o and 190o.

In addition, the behavior of the predicted results from Fig. 12,
demonstrated how the use of an ANN allows more freedom in the
system, since the behavior of the net achieves a more regular re-
sponse of the system, instead of constant changes produced by the
modification of the controller coefficients.

Besides, it is clear that in simulation the main advantages of
the ANN are not clearly demonstrated, due to the fact that the pro-
cessing reduction is not evaluated. Thus, it is important to consider
and highlight the fact that the obtained prediction, was with sim-
pler arithmetical operations compared to the MRAC-PID controller
model; which in a Microcontroller, is traduced into a faster response
and into a greater reliability regarding the correct sampling of the
error signal, due to the fact that there would be no loss of informa-
tion or lag in the measurement caused by an improper use of the
ticks in the embedded system.

6 Results
The results were achieved through the implementation of the ANN in
the embedded system, where one of the main advantages of the pro-
posal is the decrease of the microcontroller’s computational effort,
when evaluating real-time samples, due the reduction of computa-
tional operators through the the simpler mathematical expressions
of the ANN.
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In other words, it is faster for the hardware to evaluate just a
single matrix operation than the three equations that rule the be-
havior of the coefficients of the PID controller. Such assumption is
observed in Fig. 13 and Fig. 14, where the pendulum’s angle and
system’s duty cycle are compared between the original MRAC-PID
controller and the ANN model.
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Figure 13: Pendulum’s position through time.
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Figure 14: Control signal through time.

Additionally, Fig. 13 shows that the Furuta Pendulum achieves
a reduction of the transitional stage, improving the establishment
time. As can be clearly seen also in Fig. 13, the controllers were
implemented in order to maintain the pendulum in the upright posi-
tion, therefore the controller begins its operation in the established
range (180 ± 10o). Thus, both controllers begin to operate below
the 190o for the analysis, stipulated in order to perform fair trails
for both controllers.

Therefore, in order to quantify the improvement of the pendu-
lum’s behavior, the error between the reference angle (180o) and the
actual angle through time, can be measured by performance indexes

as shown in [27] and explored by [28]; from where, Integral of Time
multiplied by Squared Error (ITSE) and Integral of time multiplied
by Absolute Error (ITAE) were the selected indexes.

The first one, is associated to the error energy it is weighted
by time, giving more importance to the most recent errors, and the
second one related to the absolute error value in time, giving more
importance to the errors in the steady-state. Table 4, summarizes
the error indexes obtained after evaluating results from Fig. 13.

Table 3: Error indexes of the controllers.

MRAC-PID ANN
ITSE 2.3942 1.4032
ITAE 0.5381 0.3114

Hence, by taking the ITSE performance index, the system
achieved a 58.61% of error reduction, meanwhile a 57.87% of error
reduction was achieved respect to the ITAE index. Then, averaging
both results it can be concluded consistently that a 58.24% error
reduction was achieved.

On the other hand, last but not the least, Fig. 14 allows to val-
idate the control signal of the controllers, where the [%] of duty
cycle through time is shown. Additionally, it can be seen the signal
consistency, that is traduced into the reduction of the control effort
in time.

The effort reduction can be observed by the way in which the
oscillations due to the change in time are compacted, that the ANN
controller responds lightly faster than the MRAC-PID, which is
enough to allow the faster correction of the pendulum’s angle shown
in 13. By integrating the response of the controller through time, in
can be quantified the reduction in the control effort, achieving then
a 58.69% of control effort reduction from the values summarized in
Table 4.

Table 4: Control effort.

MRAC-PID ANN
17.8285 10.4642

Meanwhile, in Fig. 14 it can be analyzed with more detail
the settling time improvement, where the system passes from the
Ts ≈ 0.17[sec] of the MRAC-PID controller, into the Ts ≈ 0.1[sec]
settling time obtained by the proposed solution.

In spite of the consistency of the results, the authors suggest that
another possible implementation to evaluate, could be the use of a
Recursive Neural Network (RNN) to evaluate the data as a complete
sequential variable, instead of evaluating one measurement at a time;
however, the RNN case could result in an equal or more complex
model than the original PID controller, which could significantly
affect the speed in which the controller responds to the error signal.

Nevertheless, the quantified results from the behavior of the
controllers in terms of the angle of the pendulum and the controller
effort, validated that the proposed controller achieved a better re-
sponse as expected, due to the faster response of the system and the
computational cost reduction.

Finally, it is important to highlight that the duty cycle signal
from Fig. 14, it shown in an absolute value due physical limita-
tions. In real applications such as this one, drivers like the MD30C
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DC motors driver from the designed testbed, receives two control
signals: the first one is the PWM whose modulation leads to the
amplitude of the control signal, and the second one is the direction
for the motor. Therefore, the direction of the pendulum does not
depend on the duty cycle, it is defined through the error’s sign.

7 Conclusion
It was observed from the quantification of the results that, not also
the behavior of the system followed the original controller’s behav-
ior, but also added a more aggressive response when the pendulum
was reaching a limit angle that could result in losing equilibrium.

Additionally, results show how a simple neural network model
can be narrowed into a simpler regression model, capable of exe-
cuting similarly as an original and complex controller; such as the
MRAC-PID. Nevertheless, the nature of ANN allowed to achieve
the stabilization of the pendulum in the desired state, but through
less computational effort from the Microcontroller.

The obtained results showed a 58.61% of error reduction respect
to the ITSE, a 57.87% reduction respect the ITAE, and a control
effort reduction of 58.69%; those three results remarkably allow to
conclude that the implementation of the ANN as substitute for the
MRAC-PID controller, achieved a better response for the proposed
testbed.

Therefore, this works shows an approach methodology for UMS
that could allow to improve other designs, due the faster response
of the system and its clear lower computational cost from its mathe-
matical expression. Thus, this work enables the method for simpler
implementation or even improvements for existing models through
artificial intelligence.
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 The banking industry is very competitive. To utilize the information, they have in order 
to be a competitive advantage winner is reasonably very crucial for the company. At 
present, the company does not only focus on the company's strategy that prioritizes 
products (e.g. product or service oriented), however also necessitates to focus on the 
company's strategy in prioritizing customers. Customer segmentation, its attributes, and 
the appropriate analysis method are going to get accurate data segmentation results, so 
that it is able to be used as a reference by the company and as a basis for determining 
its products’ marketing strategies. This systematic literature review discusses the types 
of attributes operated, including customer balance attributes, whether or not they can 
be included in segmentation. In addition, it also discusses what popular analytical 
methods are widely used in the customer segmentation process. Literature searching in 
the digital library resulted in a total are 592,363, 1,361, and 21 papers respectively in 
the first, second, and third stage. 10 papers found finally in the final stage that were 
considered capable of answering research questions. Based on 10 papers selected, it 
can be concluded that customer balances can be functioned scientifically as one of 
attributes for segmentation use. The popular analytic methods operated for customer 
segmentation are recency, frequency, monetary (RFM) model (4 times appeared), K-
Means algorithm (6 times occurred), and C-Means (2 times emerged). 

Keywords:  
Customer Balance 
Customer Segmentation 
RFM 
K-Means 

 

 
1. Introduction1 

In business competition, to use of existing capabilities as 
much as possible in order to compete with other companies is 
realistically required by the companies. They have to create and 
obtain the characteristics of their customers, the information is 
used as a strategy to develop and market their products. Thus, 
the companies are able to set target rightly and customers are 
going to be more interested and satisfied. Presently, the 
companies should not only focus on the companies’ strategy 
prioritizing products, but also need to focus on the companies’ 
strategy prioritizing customers (customer oriented) [1].  

The banking industry is very aggressive. To optimizing its 
information for convincingly winning the competition is very 
imperative to be conducted by banking institution [2]. The 
marketing department has an important role to make strategy in 
the business competition of other companies. Service-oriented 
companies selling their products to customers will generally 
face marketing problems. The huge amount of data and 
parameters collected in the banking area can be one of the 
marketing problems. 

 
 

In any company including financial institutions, data is a 
valuable asset that can be used for corporate strategy. Proper 
data processing from a collection of raw data is going to produce 
critical and beneficial information. The Company has a very 
large data set that can be used for commercial use [3]. Prominent 
banking data (i.e. transaction data, bank accounts, loan customer 
data, all payment data, etc.) stored in a database. In essence, this 
data is very useful and can be used to predict revenue and 
analyze sales that have been achieved [3].  

Customer segmentation is demanded to classify customers 
who have similar characteristics to find out consumer behavior. 
This helps in controlling the right marketing strategy to 
expediently improve company revenue [1]. Numerous methods 
for segmenting customers are many. The most popular is RFM 
analysis. It is for behavioral-based data processing that extracts 
customer profiles using the recency (current), frequency, and 
monetary values [4]. 

This literature review aims to find out other customer 
segmentation attribute in the banking industry, the analytical 
methods frequently operated, and the parameters involved. The 
elements used as analysis in the segmentation process are 
customer transaction habits and customer nominal balances. 
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Customer segmentation and suitable analysis methods will get 
accurate data segmentation results so that it can be used as a 
reference by the company. The results of this customer 
segmentation can be used as a basis for determining or strategy 
in marketing its products. Systematic literature review (SLR) 
method is a mechanism adopted scientifically in conducting 
studies. 

2. Research Methodology 

There are three reasons in this study to conduct an SLR. 
First, gather knowledge from previous research on related 
topics. Second, identify the elements used from previous 
studies. And final one, support research in finding new methods 
or new topics with basic information needed. For this reason, 
SLRs are able to meet the needs of achieving various objectives 
while maintaining a strong evidence base [5]. Also apply five 
stages conducted in reviewing articles; topic selection, 
determination of the scope of the review, selection of online 
libraries, selection of literature, and complete review of much 
of the literature [6]. 

2.1. Research Question  

The focus of this study is to show that the balance attribute 
as one of the attributes that can be included and an important 
part of the customer segmentation analysis process. This 
customer is part of a company / financial institution that has a 
balance component. This SLR is done also to answer two main 
research questions as a reference in conducting further research. 
The research question defined as a guidance for doing the SLR 
are: 

1. RQ1: What can balance component be operated in 
customer segmentation? 

2. RQ2: What are analytical methods functioned in 
customer segmentation? 

RQ1 focuses on discovering previous research to get 
answer of how important and how many elements of customer 
balances are included in the customer segmentation process at 
financial institutions. This will require analysis and find in any 
research related to customer segmentation in companies or 
financial institutions that include nominal balances in the 
process, directly the nominal balance will affect the information 
and data on the final results of the study so that it can be useful 
for researchers. The right elements and methods of analysis are 
needed, especially in relation to the quality of this segmentation 
data. While RQ2 is for finding and showing most of the 
analytical methods used in customer segmentation, this research 
question strongly states that the appropriate analysis methods 
and parameters used in segmentation will produce accurate and 
useful information for researchers. 

 
2.2. The Search Process 

Several standard indexes are used in the process of finding 
literature related in online databases. The papers included is in 
January 2015 until currently. Three online digital libraries used 
in this process; IEEE Xplore, Sciencedirect, and Springer link. 
The combination of words in the search criteria are: 

• (customer segmentation OR bank OR balance) 
• (models AND customer segmentation) 

In search strings use the "find at least one in context or 
title" feature of an advanced digital library search. This is to find 
all about nominal balance paper. Whereas in the second search 

string use "find exactly the same" in the advanced search. It’s 
used to filter research papers that contain analytical methods for 
customer segmentation. 

2.3. Study Selection 

Inclusion and exclusion criteria were used to minimize the 
focus of study selection [5]. By including the article; research, 
journals, conferences, reviews, pattern grouping, bank channel 
filters, engineering, business management, IT in Business or 
banking & finance articles as much as possible to compare each 
method and element used and by avoiding research papers that 
are not related to customer segmentation and method of 
analysis. Inclusion criteria are: Papers related to customer 
segmentation, bank, balance, and analysis methods from 2015 
to the present, case studies based on and / or research reports 
and experience. A year back is an overview that is operated to 
see trends that are usually operated through several studies. 

Exclusion criteria are: 

1. The paper focuses on segmentation but the object is 
not the customer. 

2. Paper that discusses customers but does not have a 
balance component 

3. Studies that do not discuss customer segmentation 
related to customer behavior. 

4. Non-English papers or complete book papers. 
5. Papers that contain methods without explaining 

certain parameters. 
Table 1. Questions for Quality Assessment 

Number Questions 
1 Does this paper fit the topic? 
2 Is this paper about research? 

3 Are examples discussed in this paper / 
implementations of methods used? 

4 Are there research methods in the paper? 
5 Are the findings clearly defined? 

Start a search on a digital library by only using the search 
string without making changes to the search criteria. Next is to 
conduct the application of the inclusion criteria and exclusion 
criteria to get a smaller number of papers discovered. The next 
step is to filter papers from titles and abstracts to get papers that 
can answer research questions. The final step, the remaining 
papers are papers that are in accordance with quality assessment 
and with full text analysis. Questions for quality assessment as 
seen in Table 1, and complete text analysis, approach 
descriptively according to topic and read full text of papers. 
 
3. Result of study 

Overall selection results as shown in Fig. 1. Start by 
searching in a digital library by using search strings. Obtained a 
total of 42,122 papers from IEEEXplore, 549,074 papers from 
Sciencedirect, and 1,167 papers from SpringerLink. The total 
number at the first search stage was 592,363 papers. 
Implementation of the inclusion and exclusion criteria resulted 
in 821 papers from IEEEXplore, 516 papers from Sciencedirect, 
and 24 papers from SpringerLink. This stage provides 1,361 
papers. The third stage, search by title and abstract, produced 21 
papers. The final stage, filtering our search with quality 
assessment and full text analysis, found 10 papers that can 
answer research questions. 
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Each paper is reviewed to determine the fulfillment of the 
questions in the research mentioned earlier. Table 2 shows 10 
papers obtained from the previous selection process. In the 
following paper the method used to segment the customer and 
the components included. Some of the topics found in this paper 
are about customer segmentation, models, and some of them 
about the methods used in the segmentation. 

Table 2. Selected Papers 

 
In [7] the author used bank data as data objects, and had 

analyzed intensively on the bank customer profit contribution 
model. Focusing on income from the customer's loan business. 
The calculation of the main part of bank loans based on 
customer balances, loan rates, in the loan period. Furthermore, 
based on the profit contribution from assets, income and liability 
contributions from the middle business class, the basic model 
evaluates the contribution from the customer benefits built. The 
things proposed in this paper are verified to be in line with 
company needs. That's to increase customer loyalty to the bank; 
otherwise it can expand the company segment with effective 
customer support [7].  

[8] discussed customer segmentation that has been applied 
to bank customer data in internet banking users by clustering. It 
is an unsupervised data mining technique that is used by 
segmentation of customers. Attribute names: Balance, 
Transaction Date, Posting Date, Account Number, CustomerID, 
Debit Code, AmountOf Transaction Code. This research was 
conducted to build a model of customer profile data based on 
the use of their IBs in banks and grouping methods using the K-
Means and K-Medoids methods based on RFM scores from 
customer transactions. The results of his research show that the 
K-Means method outperforms the K-Medoids method, on the 
Davies-Bouldin index, K-Means performed slightly better than 
K-Medoids [8]. 

Fig. 1. Paper selection process 

[9] explained customer relationship management (CRM) 
that has been researched to gain insight into customer requests 
and needs. The combination of user data such as the average 
customer balance was used for mining and computing methods, 
although this approach methodically still had several 
limitations. Also, several studies related to the RFM model in 
understanding customer habits. The model was functioned to 
segment customers in terms of customer transactions, 
frequencies, and monetary conditions. The first step, the results 
of the RFM model data and grouped with the k-Means 
algorithm. Then, data from each cluster was analyzed by 
association to make customer characteristics represented by IF-
THEN rules. Clustering results were analyzed by silhouette size 
and connectivity [9]. 

In [10] the author examined the customer segmentation 
that has been run and efficiently in a company. Customers were 
categorized into the same behavior groups based on the 
customer's RFM values. Segmentation has provided a good 
understanding of customer needs and helped identify potential 
company customers. Dividing customers into several segments 
of the min-max balance component in an effort to increase 
company revenue. Retaining customers is considered more 
important than recruiting new customers. This can be in the 
form of implementing specific marketing strategies for 
individual segments to retain customers. This research begins 
with RFM analysis on transactional data and is developed into 
the same cluster using traditional K-means and Fuzzy C-Means 
algorithms. This paper also provided ideas for selecting initial 
centroids in the proposed K-Means algorithm [10]. 

In [11] the author reviewed companies that know that 
regular customers have costs even though they are lower than 

Paper Year Paper Type Topics Method(s) 

[7] 2019 Conference 
(ICITBS) 

Bank 
customers 
analysis for 
strategies and 
contributions 
to increase 
profits 

PCC Model, 
Account 
Profit 
Analysis 

[8] 2018 Conference 
(ICIMTech) 

Customer 
Segmentation 
in Banking 

RFM Score, 
K-Medoids 
and K-Means 
Clustering 

[9] 2018 Conference 
(SIET) 

Two-Step 
Mining 
Method for 
Customer 
Segmentation 

RFM model, 
K-Means, 
Silhouette, 
Connectivity 

[10] 2018 Journal 

Effective 
approach to 
customer 
segmentation 

RFM, Fuzzy 
C-Means and 
K-Means 
Algorithms 

[11] 2016 Conference 
(ICIC) 

Customer 
potential 
segmentation 

C4.5 & K-
Means 
Algorithm 

[12] 2020 Conference 
(ICIC) 

Marketing 
strategies and 
improving 
customer 
relationships 
with customer 
segmentation 

RFM values  
and K-Means 
Algorithm, 
SSE, Elbow 

[13] 2015 Journal Profiling 
banking user 

KDDM 
processes 

[14] 2018 Conference 
(INNS) 

Clustering 
segmentation 
helps 
marketing to 
achieve goals 

Dataset, K-
Means, SOM 

[15] 2018 Conference 
(UV) 

Bank Client 
Clustering 

Fuzzy  C-
Means 
Clustering 

[16] 2018 Conference 
(ICAITI) 

Financial 
performance 
of BPR 
Syariah 

Bayesian 
Information 
Criterion  
(BIC), CF 
Tree 

Total numbers returned from digital databases  
592,363 papers 

Total numbers returned from applying inclusion and 
exclusion criteria 1,361 papers 

Total numbers returned from searching based on 
tittle and abstract 21 papers 

Total numbers returned from full text analysis  
10 papers 
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the costs of getting new customers. Customer loyalty is 
important to know so that companies can project revenue as a 
reference in corporate planning and strategy. The process begins 
by using certain attributes to perform the segmentation process 
with the K-means algorithm. Attributes such as exchange rates, 
balances, the number of days past payment or the number of 
months of debt, and the age of the customer. Dataset without 
segmentation, is intended for termination, product, service 
disconnection, balance, age of the customer, and always decides 
that the class of loyalty is classified. This model combines the 
K-means algorithm and the C4.5 classification algorithm [11]. 

In [12] the author deliberated the segmentation of 
customers for marketing strategies and to improve the 
relationship between customers and companies. The behavior of 
loyal customers from certain services or products provides 
benefits to the company because customers will continue to use 
the services or products. This research is to find the value and 
types of customers that can be used to determine which 
customers provide the most profit for the company. RFM and 
balance value as monetary are used as basic criteria to identify 
customers in forming clusters and are called clustering. In this 
study the clustering method or algorithm used is K-Means and 
also uses the results of the Elbow Method from sum square error 
(SSE) from several existing clusters [12].  

In [13] the author portrayed the analysis that has been 
carried out by analyzing data sets to obtain and ascertain the full 
potential of customers from realized techniques, it is called 
knowledge discovery and data mining (KDDM). This technique 
is used to process survey data from internet banking users in 
Jamaica that include demographics, attitude and behavior 
variables. The results of summarizing internet banking user data 
can find out the services and patterns of internet banking usage 
that are most frequently used. Balance inquiry and bill payment 
are two of the most frequently used features of a customer's 
account [13].  

In [14] the author stated that customer segmentation whose 
concept has been designed in marketing to increase business and 
increase revenue. Also discussed are various data analytic 
algorithms, specifically K-Means and self-organized maps 
(SOM). The K-Means algorithm has shown promising 
clustering results, and SOM is beneficial in speed, quality in 
grouping, and visualization. Two levels of grouping have been 
applied to large customer transaction data sets, transaction 
history, transaction times, balances, transaction amounts, etc. K-
means algorithm and grouping step are applied in this customer 
segmentation. Recent research proposes a segmentation 
framework of a customer's lifetime value (LTV). Researchers 
have prepared a framework for segmenting customers, 
calculating the value of each segment for life, and estimating the 
future value of each segment [14]. 

In [15] the author explained the groupings that have been 
carried out in detail. The techniques discussed mostly depend 
on the characteristic features of the database. In analyzing the 
actual data, the algorithm should be efficient in large 
multidimensional data sets, noise, and outliers. The researchers 
clearly explained this phenomenon in this paper discussing 
PFCVI, which took a lot of results from a shared partition and 
gave the advantage of analyzing information on the nominal 
amount of savings / balance in a bank account. Finally, we 
created profiles of each user and their categories and postulated 
references for banks [15]. 

In [16] the author explained Islamic BPRs in Indonesia 
which carry out their business activities are based on sharia 
principles and there is no payment service. The researcher 
explains that the company must evaluate its capital (balance) to 
survive and compete with customers. The level of bank 
performance can measure the health of the bank. The variables 
used in measuring bank performance are capital (C) and others 
that are part of the CAMELS method [17].  

The results of the analysis from the financial side of the 
BPRS such as capital, productive assets, third party funds, and 
increasing credit have a great opportunity to change for the 
better. The results of the cluster feature (CF) tree were analyzed 
by hierarchical groups using the agglomeration method, and the 
calculation of the number of groups in the Bayesian information 
criteria (BIC) for each group [16]. 

4. Discussion of Research Questions 

RQ1: What can balance component be operated in 
customer segmentation?  

Based on the paper reviewed in this study, various types 
of attribute usage that can be interpreted as balance attributes 
are obtained. They were obviously described in Table 3. The use 
of these balance attributes described by this paper has the same 
goal of supporting the process of segmenting or grouping 
customers. [7] disscussed that customer balance was calculated 
and was an object of research analysis which considered as 
revenue and contributes to company profits. While [8] discussed 
internet banking user balances functioned in customer 
segmentation and clustering with data mining techniques, and 
[9] technically expressed the average customer balance operated 
for mining and computing methods for specified CRM. 

In addition, [10] described the Min-Max balance 
component in effort to increase company revenue. Customer 
balances in the dataset officially exploited to classify customer 
loyalty were discussed in [11], while [12] discussed the balance 
as monetary benefited in the clustering method. In [13], 
balances and transactions were two features that widely utilized 
to discover potential customers in the KDDM process.  

Also, the balance before transaction discussed in [14]. It 
was used in the customer segmentation framework for customer 
lifetime value (LTV). [15] explained the analysis of information 
regarding the nominal amount of savings / account balance and 
becomes a reference for banks. Finally, [16] discoursed a capital 
(balance) as well as a variable or attribute exploited in 
practically measuring a company's financial performance. 

Table 3. Approaches of customer segmentation methods 

Number Attribute Description 

1 Balance of 
Customer 

Calculated, income from the 
customer's loan, for the bank profit 
contribution 

2 Balance of IB 
users 

Balance for customer 
segmentation and clustering in 
data mining technique 

3 
Average 
customer 
balance 

Average customer balance used 
for mining and computing 
methods for CRM 

4 Min-Max 
balance 

Min-Max balance component in an 
effort to increase company 
revenue 

5 Customer 
balance 

Customer balance in the dataset to 
classify class of customer loyalty. 
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6 Balance as 
Monetary 

Balance value as monetary for 
clustering method 

7 Balances and 
Transactions 

Two features are widely used to 
find potential customers in the 
KDDM 

8 Balance before 
transaction 

Used for the Bank Customer 
segmentation framework, on 
customer LTV 

9 Value of 
savings 

Create user profiles for each 
category and provide some advice 
for banks 

10 Bank capital 
balance 

To measure the health of the bank, 
and for the bank's financial 
performance 

Discussing about the balance attributes used in the 
segmentation or clustering process will require analytic models 
that can process them and suitable methods so as to produce 
optimal information and results. 

RQ2: What are analytical methods functioned in customer 
segmentation? 

From some papers that have been reviewed, there are 
several models and methods used in segmentation. From some 
papers that have been reviewed, there are several models and 
methods used in segmentation as show in Table 4. Based on the 
paper that has been reviewed, there are several models and 
methods used in segmentation. The popular method used and 
appears in many discussions of this literature shows that the 
method is indeed suitable for use in customer segmentation. The 
RFM model appears 4 times from the papers selected for 
discussion, namely in the papers [8], [9], [10], [12], while the 
K-Means Algorithm appears most and is used in this literature 
as many as 6 times in papers [8], [9], [10], [11], [12], [14], and 
the most popular of which were used and appeared 2 times, 
namely C-Means in papers [10], [15]. 

Table 4. List of Popular Methods / Models  

Number Popular Methods Paper 
1 RFM models [8], [9], [10], [12] 

2 K-Means Algorithm [8], [9], [10], [11], [12], 
[14] 

3 C-Means [10], [15] 

Search results in the digital library showed 592,363 the 
first stage, filtered to 1,361 in the second stage, 21 papers in the 
third stage, and the final stage selected 10 papers that answered 
the research questions. In conclusion from the 10 papers, 
customer balances can be used as attributes for customer 
segmentation, and 3 analytical methods most often used; RFM 
models, K-Means algorithm, and algorithm and C-Means. 

5. Limitations 
The number of papers selected and reviewed may have a 

weak validity of the findings. One reason is in the number of 
digital libraries that discuss this topic is very much which will 
be able to show most of the other sophisticated methods or 
models in customer segmentation and / or the methods they use. 
However, this will also lead to a minimum number of relevant 
papers going through the screening process. Obviously, the 
search, selection, and quality assessment are very strict and 
reject some papers that do not meet some assessment questions.  
6. Conclusion and Future Works 

From the results of a systematic literature review that has 
been done, customer balances are included or used as attributes 
in the customer segmentation process. Responding to the RQ1 

research question, all papers that have been reviewed show that 
balances are used as attributes in the customer segmentation 
process. This attribute is the total balance, the value of savings, 
the amount of capital, or the average value of the balance. There 
are 3 popular methods that are widely used in the customer 
segmentation process of the papers that have been reviewed. 
Future research can be carried out to improve the validity of the 
findings by including more digital libraries or expanding on 
inclusion criteria.  
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 Competitive sport has one phenomenal or fundamental aspect of selecting players into 
playing squad for a game that can influence a Club or a team in almost all major aspects. 
Various Characteristics or behavioral aspects of players will be instrumental towards the 
selection of a specific player into a team depending on the nature, level, or type of 
completion the club or team participates in. Many parameters such as medical, physical, 
technical and, Psychological aspects of players make the task of mangers or coach a 
herculean to select 15 players out of 30 or 40 players available in his squad for a particular 
season. The role of managers or coaches is significantly challenging looking into the 
aspects most desirable towards the optimal contribution of players. Hence the parameters 
which are considered highly influential towards a Club or team cannot be analyzed 
manually due to various constraints such as time, the volume of players, or the limitation 
of human errors in decision making. The primary objective of this paper is towards assisting 
managers or coaches to see through this by applying Sports Parameter Estimation 
Gravitational Search Algorithm (SPEGSA) towards analytical ability in player selection 
considering minimal errors and time constraints using a stochastic approach. This paper 
gives an overview of how soft computing techniques help in optimization of selection 
procedures of team players for the matches to be played and competed in a soccer league 
for a given team at different levels of competition by measuring various influential 
parameters recorded at different point of juncture for every player in a team and estimating 
the parameter using the subset of evolutionary computation techniques and metaheuristic 
optimization algorithm.  
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1. Introduction   

Soccer or the term synonym to Football has its evolution as a 
team sport way back more than 200 decades ago. It originated in 
Asia. Greeks, Romans, and parts of Central Americans also claim 
having initiated the sport Moosavian et al. in [1]. Eventually, it 
was the British who transformed and revolutionized the game of 
soccer into the game perceived and played today.  

Any game requires a set of rules or guidelines which need to be 
institutionalized and British are the ones who will take this credit 
who regulated and imposed basic rules needed for the same, 
which included forbidding tumbling the opponents, to hold or 
touch the ball with hands when the game is at play Moosavian et 
al. in [1]. As the timeline increased there required more 
amendments in soccer and needed more rules which were to be 

implemented. One of them being penalty kick which was 
introduced way back in 1891 which penalized players any offense 
inside the D area. When a spot-kick or goal kick is taken in the 
penalty area, no other player other than the goalkeeper is allowed 
inside (shown in “Figure 1”).  

The Federation International Football Association (FIFA) was 
registered as an official member of the International Football 
Association Board during the year 1913. To caution players for 
bad conduct on the field, referees were given the privilege of 
penalizing players at the game of play with caution cards. These 
cards were introduced during the 1970 World Cup finals which 
included a yellow card for caution and a red card for dangerous 
play. Recent changes included goalkeepers being banned from 
handling deliberate back passes towards the D Area, tackles from 
behind, and obstruction of the goalkeeper when a goal is being 
scored. These amendments did not bring down the viewership of 
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the games but have helped gain more popularity and momentum 
over any other game. For instance, Cricket which started with Test 
format in its early stages came down to 50 over format then to 20 
over and recently to 10 over format making it far more reachable 
to audiences throughout.  

 Over 250 million players spanning over 200 countries and 
dependencies play soccer, which makes it the world’s most 
popular sport. As per the recent statistics on the top ten most 
popular sports in the world, with a fan following the base of almost 
3.5 billion from every continent, the sport remains at the top with 
no other game coming close to it. And for the reasons above, soccer 
has its mainstay in most countries because of its cost-efficiency. 
Soccer just requires a ball, which will be tactically kept in 
procession by a team on the field which will be comprised of 11 
players and their opponents in equal numbers. Another reason for 
soccer being such a popular game throughout the globe is that the 
rules have been very adaptive and simple to adhere to. Also, the 
rules have not been tampered or amended in terms of usage on a 
major basis, making the game more of a learning process than 
changing one.  

The field area played in each game is 100 meters in length and 
60 meters in width. As per the recent survey on the ground 
dimension of length and width, the conducive area of play 
depends on the minimum possibility of length and width for a full-
fledged game. And hence every ground varies with the maximum 
amount of space available for a ground to be built keeping in mind 
the spectators to be seated while watching a game.  

 
Figure 1: Soccer Field. 

 
Soccer at school, College or, Club level has always generated 

interest only in a league format because 10 teams participating in 
the tournament. Each team tends to play each other minimum once 
or maximum twice as the 1st leg usually considered a home game 
and 2nd leg considered as away game. Teams usually have their 
home ground in their region of practice zone and only in a league 
format can we know the real quality of team performance. Such 
kinds of league games are played not only in Soccer but in other 
games such as Basketball, Hockey, Cricket, Kabaddi, and other 

competitive sport. These games have always drawn huge crowds 
from their respective home pitch audience and harness huge 
interest. These also involve a lot of sport management strategies.  

1.1. Role of Coach/ Manager 

Coach or manager for any team plays a very important role and 
spearheads the main responsibility of how to handle a potential 
squad of players in all possible means for an entire season. Coach 
also has the mentorship and administrative role to guide and mold 
players and bring in their best in all the matches to be inducted 
into.  Soccer is taken in Club level matches; an elite team needs 
to play at different levels to attain mass recognition and 
importance in the said field. Fanfare has always surrounded the 
elite teams as they promise in building not only a team in terms of 
acquiring better and best players around the globe but keeps the 
money bank ticking for the club. Most of the time it is the fans 
that are responsible for any management based decision to rope in 
better coach or manager for the club in replacement of the other if 
the desired results are not met.  

The yearly season is usually a time spanning from August of 
every year to June of consecutive year. Within which a winter 
break of 20 days will be applied in December. So when inking a 
deal with any club, a player needs to be available for the entire 
season and provide his optimal performance in every game of 
which the club represents at different levels. Elite clubs always 
gives the complete role of responsibility to coach/manager in 
acquiring the best possible players and strengthening the squad 
and see through the possibility of player availability for crucial 
matches. The squad acquired by a coach/manager cannot be 
changed at every point of time once the transfer season is 
complete. The transfer season usually happens before the season 
commences and each clubs coach/manager is liable to enable talks 
with other clubs in acquiring their desired players, if the other club 
obliges with the offer, well and good or else have to enhance their 
offer in terms of money to ink the deal. If in the worst case the 
squad selected by the coach/manager doesn’t fare well in the 
league matches can avail his winter window session transfers 
which usually happen in December.  

Playing a balanced squad for any match in whatsoever 
circumstances has always been an important aspect and a 
prerequisite of any coach/manager yielding to a win (3 Points) 
preferably and on worst-case scenario a draw (1 Point). A win 
won’t be compromised at any cost and will be usually expected 
by the team owner and the main stakeholders that are committed 
and fans of the club who won’t hold on to a loss on a more 
frequent note. Due to various reasons, there might be situations 
wherein the coach takes dubious decisions while picking the 
squad and in this regard, might elevate players of his choice while 
discriminating against others even when the credentials of the 
players not selected are well above the ones selected. 

2. Review of literature 

Darren J. Paul and Geroge P. Nassis in their paper titled, 
Testing strength and power in soccer players: The application of 
conventional and traditional methods of assessment Darren et al. 
in [2], have measured various factors such as physical, tactical and 
psychological aspects measuring the influences of them in Soccer 
and emphasize the importance of strength and power as key 
factors assessed in a soccer club/team. The work revolves around 
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selection factors such which are valid and reliable which makes a 
trustworthy analysis of implementing the system. Since the tests 
carried out in this process are having moderate to high levels in 
soccer players at several of either training or matches without 
compromising on the accuracy and minimized time delay. Hence 
the implementation phase of the paper provides monitoring of 
players at more specified intervals of time only in a specified 
season rather than specific time intervals. The major aspects taken 
from this paper finds a limited way as on how traditional or 
manual method might be a very moderate way of analyzing 
players evaluation factors as compared to various other 
parameters what SEPGSA can achieve and another main 
constraint is that the period of applicability is only confined to a 
particular season, rather than the complete history of a player once 
he has got into the professional level as discussed towards 
implementing SEPGSA method. Miguel Angel Perez Toledano, 
Francisco J. Rodriguez, Javier Garcia Rublo and Sergio Jose 
Ibanez in their work on Player’s Selection for Basketball teams 
through performance Index rating, using multiobjective 
evolutionary algorithms Miguel et al. in [3], discuss on the 
stochastic methods deployed based on evolutionary techniques 
towards the selection of players for a basketball team. Financial 
limitations, sports characteristics, and participation of teams in 
various levels of competitions hence making the process of player 
selection very complex since multiple variables are involved in 
subjectivity.  

Bukhari et al. in [4], discuss the various characteristics which 
enhance the players who are recruited in a team. Parameters 
include the composition of body parameters, vision-based tests, 
psychomotor tests and various and anaerobic activities to make a 
good sports team. The process is discussed in the paper as very 
difficult and time- consuming for team coaches towards 
individual players to be recruited in a team. To measure such 
parameters there is a huge limitation since human judgment is 
more biased and error-prone hence making a huge limitation on 
the same. To overcome such kind of limitations the authors have 
gone with fuzzy logic in application towards the same. 

Bastien Talgorn et al. in [5] their work on statistical project 
formulation for simulation-based design and Optimization. In 
which the direct search algorithm is compared to that of surrogate-
based algorithms that are completely oriented towards models 
based on surrogate methods. The main problem discussed here is 
on the evaluation of black boxes which will be used for 
Optimization and is quintessential simulation-based function 
since black boxes have various challenges deployed such as noise, 
high computational cost, and other constraints. The article has its 
major contributions towards formalizing surrogate problems 
which specifically Dyna-tree models. A total of 8 formulations 
were proposed in this paper out of which 3 are constrained while 
rest are considered using statistical criterion. The major work 
involved here is to compare the performance using 20 benchmark 
problems in which the functions are constrained towards 
simulation aspects of aircraft design. This novel problem using 
statistical surrogates combining it with a derivative-free 
Optimization algorithm towards simulation Optimization where 
the statistical features and exploring better design space. The 
experiments conducted towards appropriate use of surrogate 
models could be better improvised with considering Optimization 
concepts involved for the same. 

Sethuraman sankaran et al. in [6] their article on a method for 
stochastic constrained optimization using derivative-free 
surrogate pattern search and collocation. The major aim of this 
work is towards developing computational Optimization 
technique which can be practically experimented on stochastic 
problems to evaluate cost functions. Since the complexity of the 
problem is for large scale equations. Various types of such 
problems such as biological applications of Solid Mechanics 
where surrogate models have been used and in the current article 
derivative-free surrogate Framework which embeds the methods 
for robust designing. The major drawbacks for gradient-based are 
not feasible for problems that are more complex on physics which 
have constraints such as large scale simulation, noise, and 
gradient information. 

Pooriya Beyaghi et al. in [7] their article on “Delaunay-based 
derivate-free optimization via global surrogates, Part I: linear 
constraints, where a new optimization algorithm based on a 
derivative-free method for more non-convex functions are 
bounded by linear constraints. The algorithm which is developed 
in this research paper is extended to Part II since the problems 
which can be more convex constraints derivative-free methods are 
well suited where derivative or approximation is available on an 
instant nature. Direct search methods are a class of algorithms in 
which derivative-free methods are well suited for problems where 
derivative or approximation is available in an instant nature. 
Direct search methods are a class of algorithms in which, 
derivative-free algorithms are classified. The Nelder-Mesh 
Simplex algorithm was used for numerical optimization. The 
adaptive direction search algorithm was another category of direct 
search methods and more modern methods such as Rosenbrock 
and Powell methods, Pattern search methods that are 
characterized by various parameter spaces. The direct search 
methods are a model of the actual function of summarizing the 
data points. The Kriging method was one of the popular surrogate 
functions used in global optimization schemes which will 
automate in building estimate and uncertainity involved in this 
estimation. 

Charles Audet et al. in [8] their paper on Mesh-based Nelder-
Mead algorithm for inequality constrained optimization discusses 
the lack of support that is involved in theoretical and practical 
convergence and the Nelder-Mead algorithm considered towards 
solving unconstrained optimization problems. The current work 
proposes a method to enhance the Nelder Mead algorithm towards 
replacing the worst point of a simplex method. The methodology 
is to use the search step of mesh adaptive direct search which is 
inspired by the Nelder-Mead algorithm. It doesn’t exhibit any 
limitations of convergence but overcomes this by using 
convergence analysis present in mesh adaptive direct search 
algorithm. 

3. Need for Gravitational Search Algorithm for Soccer 

When we consider a deterministic function f: Rn->R. This could 
be used over any domain of interest on the lower and upper bound 
of the variables. Parameters considered for the work involves 
more of dynamic and constantly evolving variables and hence 
various parameters towards selecting the type of Optimization 
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technique which could be deployed for the current work. 
Comparison of bench-marking of the types of Optimization 
algorithms which is daunting and involves a high level of 
complexity first level of unbiased that could arise should be fair 
while evaluated. The number of Optimization algorithms and its 
implementation in various domains has evolved exponentially in 
relevance to the time taken. Comparative studies carried forward 
by researchers in various domains and Fields have been tested and 
experiment at different levels by carrying out experiments which 
have yielded result in an improved for the enhanced manner and 
considered as great help towards scrutinizing of algorithms based 
on Optimization for problems related to a specific domain of field 
and enhance the bench-marking of such technique in 
optimization-based algorithms.  

There are various types or classes of Optimization algorithms 
that are distributed in network planning methods of which they 
are classified into two broader perspectives.  

• Classical Optimization algorithms,  
• Meta heuristic-based Optimization algorithms  

In classical Optimization algorithm, there are a few which are 
listed below  

• Transportation algorithm  
• Branch and bound algorithm  
• Mixed-integer programming  
• Derivative free methods.  

And in Meta heuristic-based, there are all the evolutionary 
algorithms which are sub-classified classified into,  

• Trajectory based algorithm  
• Population-based algorithm  

The classical Optimization such as mixed-integer, branch and 
bound, derivative-free methods are summarized upon the lower 
and upper bounds on the problem variables which are of high 
importance. In a derivative-free Optimization technique which is 
applicable when the information of the derivative function is not 
available, not complete, not reliable or practically not feasible to 
obtain. When we consider a function derivative ‘d’ which contains 
noise or expensive to be evaluated practically confined to very 
few usages and differences, such type of problems is referred to 
as derivative-free Optimization. Another vision towards the 
derivative-free method is to that in the algorithm which involves 
derivatives of those particular functions other than the evaluating 
function‘d’. The problem that we consider has no such 
implications of uses of the derivative tree method since the 
function revolves more on data that is more certain unambiguous 
in many situations.  

In the local search methods which are also one of the methods 
in classical Optimization, we see various methods of direct local 
search methods such as Hooke and Jeeves, Nelder-Mead Simplex 
algorithm, Mesh Adaptive direct search methods, Trust-region 
methods, Implicit filtering. The Global search methods which are 
also based on classical Optimization techniques based upon the 

construct and optimization of a function which underestimates 
their original one. Various algorithms such as Lipschitizian based 
partitioning, Branch-and-Bound method where it partitions the 
search space and will find the lower and upper bound values and 
the inferior 1 are eliminated. The branch and bound method will 
not be practically feasible to apply since it eliminates the inferior 
function which cannot be done in in the proposed work since we 
are concerned with not eliminating any player who is bought by a 
club or part of a college team, but it on how we could improvise 
the player in the best possible way. The surrogate management 
framework is a classical Global search Optimization method in 
which the accuracy of the surrogate model is done by stepwise 
search to produce optimal points. It evaluates the candidate 
function along with the surrogate model and does the 
measurement. The branch and fit method also deploy the concept 
of surrogate models and randomization which are combined. 
Optimizing the models based on the evaluation of other points 
versus candidate points is used. The above algorithms will not be 
suitable for our research work since we are experimenting with a 
dynamic set of parameters with constant self-reference to the 
methods and functions and peer references in the data set.  

Simulated annealing is a metaheuristic trajectory-based 
method, each iteration the algorithm generates the latest trial, 
which is compared with the incumbent and is accepted with 
probability function. Simulated annealing was initially proposed 
for handling problems based on Optimization and has been 
experimented and results obtained for global optimum have been 
recorded. But the guaranteed solution is not sustained and a good 
solution cannot be obtained within a finite set of iteration. 
Simulated annealing is not practically feasible for the research 
work carried out.  

We have used the population-based evolutionary technique 
of the Gravitational Search Algorithm (GSA) which has features 
such as non-deterministic function as what is required in player 
selection from the given data set. The GSA algorithm is agent-
based as the direct methods which cannot be practically created 
to. The position of every agent is important towards the system 
state and hence can be directly co-related to every player position 
which affects the team. The Other important aspect in GSA is that 
the agent’s absolute fitness is directly dependent on system state 
as we can correlate the fitness of every player which is important 
towards the overall aspect of a club or a team. This aspect is not 
available at direct methods. An important and valuable aspect is 
that as compared to the direct method is completely inform the 
method as contradicting to direct methods that have very limited 
information. The rigorous solution of Agent dynamics which is 
feasible in GSA is not practically feasible in direct method and 
hence the selection of GSA towards initial simple population-
based to completely normalize on what needs to obtain as result 
towards estimating the influential parameter.  

4. Gravitational Search Algorithm (GSA) 
4.1. Introduction to GSA 

Gravitational search algorithm (GSA) which is based on soft 
computing technique is exhilarated on a conceptual skeleton and 
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more relevantly derived from nature and has its origins in 
gravitational kinematics Kelton et al. in [9].  The model is based 
on the motion of masses which moves under the influence of 
gravity Abhinav Sharma et al. in [10]. The preeminent concept of 
GSA is in the collection of objects which internally interact with 
each other because of various influences of objects under the 
Newtonian gravity and principles of motion Damodar Reddy et al. 
in [11]. Masses measure the performances of objects. When there 
are plenty of objects in a particular region the gravity, force, and 
masses of all these objects play an important role as the influence 
of the objects and by the law of attraction and forces a global 
movement of all objects toward other objects of heavier masses 
P.B. De Oliveria et al. in [12]. The position of every object 
corresponds to a solution to the problem. During iteration, the 
position of the objects is updated and the best value along with the 
corresponding object is stored P.B. De Oliveria et al. in [12]. As 
per the law of physics, heavier masses tend to move more calmly 
or laziliy a more calm or lazy way than the lighter ones Tongzaing 
et al. in [13]. After a specific number of iterations, the algorithm 
terminates before which the best fitness value transforms to global 
fitness value for estimating the influential parameter of players' 
goal-scoring capabilities and the positions of each corresponding 
object yield a global solution. Rajendra Kumar et al. in [14]. 

Heuristics and optimization play a very important role in any 
of the research fields of work which needs to be done Mohammad 
Massoud et al. in [15]. It is required for enabling to infer new 
knowledge out of the existing ones Ehsanol et al. in [16]. Without 
heuristics, it would be hard to conclude that none could learn 
many things that are not possible. Optimization is an entity where 
the quality of any work just doesn’t depend on finishing it alone 
but in making the best and effective use of all the available 
resources Ehsanol et al. in [16]. Optimization completes the task 
but finishes the task quickly and accurately Tolba et al. in [17]. 
Hence concerning both heuristics and optimization, many 
algorithms are designed and developed using heuristics and 
optimization concepts and Gravitational Search Algorithm very 
much ascertains the fact of it. GSA because of its practical 
application as a nature-based algorithm has gained tremendous 
significance amidst the research and scientific community.  

 
4.2. Working of SPEGSA 

SPEGSA, as the name suggests, is very much taken all its 
inspiration from Mother Nature as it is established on one of 
Newton’s laws of gravity and law of motion Xing et al. in [18]. 
Most of the optimization algorithms have a high usage of Animals 
or insects and their different techniques in optimization since they 
make use of the best of the resources when it comes to 
optimization. Whether it is Ant Colony Optimization, Particle 
Swarm Optimization, Whale optimization, and many others, have 
seen the same techniques in technology as it can reflect on a real-
world problem to an optimized level Alli A et al. in [19]. SPEGSA 
has more than enough credibility in providing a very accurate, 
effectual, and powerful high-quality solution for any such 
optimization-based problems Gonzalez et al. in [20].   

SPEGSA is categorized under a population-based method due 
to various objects involved. SPEGSA is made up of certain things 
termed as particles, which are primarily comprised of four major 
parameters. That is the position, inertial mass, active gravitational 
mass, and passive gravitational mass Kyuchang Kang et al. in [21]. 

One of the unique features of SPEGSA is that it is a memory-less 
algorithm that does not compromise on efficiency as compared 
with any other memory-based algorithms R. Priyadarshini et al. in 
[22]. Since SPEGSA is in its infancy stage, more studies will be 
based on it. There is a high potential of the algorithm to provide 
optimal solutions for various problems in any possible domain.  

 
G, which is gravitational constant computed in iteration t, is 
computed as follows, 

 
G(t) = G0e−∝ T�      (1) 

 
Where G0 and α need to be loaded before search. Their values 

will be gradually decremented during the search Esmat et al. in 
[23]. T is the total number of iterations. The masses of every 
object will abide by the law of gravity as mentioned in the 
equation “(2)”. 

      
 F = G M1 M2

R2
                                   (2) 

 

 
             F1           F2 

 

 

Figure 2: Force Acting between Mass M1 and M2. 

Equation “(2)” represents Newton’s law of gravity, where, F is 
a magnitude of gravitational force acting upon various objects. G 
is gravitational constant. M1and M2 masses of first and second 
respectively objects Seyed et al. in [24]. R is the distance between 
two objects M1 and M2. Newton’s second law states that, when 
force F is applied to an object, the object moves with an 
acceleration ‘a’ depending on the applied force and the object mass 
‘M’ as in the equation “(3)”. 

        a = F
M

    (3)      

Masses are of three kinds, Active gravitational mass Ma. 
Passive gravitational mass Mp, and Inertial mass Mi. The 
gravitational force Fij that acts on mass i by mass j is defined by, 

 
       Fij =

GMaj×Mpi

R2
                               (4) 

 
Maj and Mpi are active and passive masses of objects j and i 

respectively.  
 
 
 
 
 

Figure 3: Gravitational Mass. 
 
The acceleration of the object will be calculated as below. 

M2 M1 

M1 M2 
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      ai =
Fij
Mii

   (5) 
 
Where Mii is inertia mass of the particle. While searching the 

particles update their velocities and positions as below equations.  
 

Vi (t + 1) = randi × Vi(t) + ai(t)  (6) 
 

Xi (t + 1) = randi × Vi(t) + ai(t)  (7) 
 

 
4.3. Pseudocode for SPEGSA 

Step 1: Initialize Player Gravitational constant G0, a, ɛ along with 
iteration counter t.  
Step 2: Randomly generate the initial population which consists 
of N particles, the position of each particle defined by, 

Xi = �xi1(t), xi2(t), … . . xid(t), … . . xin(t)�for i =1,2..n 
Step 3: Iterate until termination criteria are satisfied.  
Step 4: Evaluation of all particles in the population is done and 
the best, worst particles are assigned.  
Step 5: Updating of player gravitational constant by  G(t) =
G0e−∝ T�  
Step 6: The force applied when particle j acts upon particle I at a 
specific time (t) is calculated. 

                Fijd(t) =  
G(t)Mpi(t)× Maj(t)

Rij(t)+ ∈
(Xid(t) − Xid(t))  

Step 7: Total force acting upon particle i at iteration t is calculated. 
                Fid(t) = ∑ randjFijd(t),j≠i 

Step 8: Calculate the inertial mass. 
Step 9: The acceleration of the particle ‘i’ is calculated.  
Step 10: Computer the velocity and position of the particle ‘i’. 
Step 11: Loop steps until termination criteria are satisfied. 
Step 12: Optimal Solution attained in the process. 

 
5. Proposed Methodology 

5.1. Experimental Setup 

This study makes use of the SPEGSA model and proposes an 
efficient way of finalizing the players required to be fielded for a 
game in soccer. This takes into consideration various attributes as 
variables of players, Jersey Number (JN), Age, Goals Assisted 
(GA), Goals Scored (GS), and Goals Saved (GSV). The model 
helps the coaches and managers in helping them to select the best 
11 players for the next game in a league based on various 
parameters. The data set is passed through different numbers of 
particles and iteration in variation so that the results obtained are 
varied and recorded.  The parameter selection for goal scoring 
forecasting in which four input parameters were used for 
estimating the players to be shortlisted and in forecasting which 
was for a period of one season, such as Jersey Number, Age, GS, 
GA, GSV since the forecasting and evaluating of current players 
have been made for the next possible match.  

 
5.2. Dataset 

The dataset available for the current season for a particular 
team playing in ‘A’ division football tournament and the College 
football team is considered and the range of values for a particular 

attribute is given. The parameters which are used in the present 
study are: 

 i. GA (Range: 0 to 8), ii. GS (Range: 0 to 8), iii. GSV (Range: 
0 to 9),  JN(Range: 1 to 23).  

In the training process, the Dataset is passed through different 
values of NOP (Number of Particles) to calculate the mass and 
variations in the number of iterations. As with GSA, the data set 
will result in different approximations of best mass, and hence 
calculating it further will estimate the amount of goal scored and 
the team to be selected. The dataset has been trained for the 
following values of NOP and iteration, NOP=70 and 
iteration=900, NOP=100 and iteration=1000, NOP=70, and 
iteration=700, for which the best mass values were recorded and 
evaluated further. The GSA model is proposed which takes effect 
into all the variables until the current season data is defined in the 
equation “(8)”. 

 
Ft = Da0 + Da1 ∗ JN + Da2 ∗ Age + Da3 ∗ GA + Da4 ∗ GS +

Da5 ∗ SPEGSA       (8)  
 

Where Da0, Da1, Da2, Da3, Da4, and Da5 are various 
coefficients that will be evaluated using SPEGSA and Ft 
determines the fitness function to find the number goals to be 
scored by a player.  

 
5.3. Estimating of Coefficients by SPEGSA 

The main purpose behind this implementation is to enhance 
upon the aforesaid coefficients based SPEGSA algorithm from 
the player’s record on historical grounds of Goals Scored data. 
The parameters in total used in this model show the effect of the 
above-mentioned variables.  The model parameter can be 
evaluated to reduce the error between the current goal scored by 
a player and the simulated goal-scoring estimation output using 
the fitness function f, for SPEGSA is defined in the equation “(9)” 

  
f = min (∑[GS Estimation − Actual GS]2ni = 1     (9)  
 
Where n represents the experimental data set values. 
 

5.4. Metrics and Performance 

Our main objective is to compare the actual goal scored by a 
player in addition to other attribute values such as Goal Saved and 
Goal Assisted which will influence the coach or the manager to 
take unbiased decisions on team selection for optimal 
performance. Hence the error between the actual goal scored and 
estimation of goal scored is forecasted using i) Mean Absolute 
Error (MAE) ii) Mean Absolute Percentage Error (MAPE) iii) 
Mean Square Error (MSE) which are defined as follows.  

 
MAE = ∑(Xt − Ft)n =  ∑ et ∗ n             (10)  
MAPE = ∑ |Xt −  FtXt|n (100) =  ∑|etXt|n(100)            (11)  
MSE = ∑ |Xt −  Ft| 2n                   (12)  
 
Xt is original data at period t, Ft is the estimation at period t, et 

is predicted forecast error at period t, while n is the number of 
observations.  
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6. Experimental Results 

Estimation of goal scored by a player along with goal saved 
and assisted will optimize upon the best 14 players to be fielded 
at the time when maximum required and form the historical data 
of a player in the current season. These experimental evaluations 
of players might not only be pivotal for the manager or coach to 
select a player for the rest of the matches in the league but indeed 
will provide added information for selecting. 

The particles in the problem space were assigned with the 
initial random values ranges between 0 and 1. Each particle will 
have its initial random position and velocity. Each particle will 
move place to place based on the amount of velocity and its 
position. The particle will have its own memory space to share 
their knowledge to reach the closest local best and hence reaches 
the global best. So, the minimizing function equation “(3)” 
reaches its global minima.  

 
Table 1. Parameter Estimation Player Selection data model using SPEGSA 

NOP/Iteration 
Da0 Da1 Da2 

20/ 100 -0.5209 0.4979 0.0281 

50/ 400 0.72929 -0.0724 0.02214 

70/ 700 0.53006 0.15263 0.00455 

70/ 900 0.34065 -0.6285 0.18529 

100/ 1000 -0.0592 0.04748 0.25852 

 
In SPEGSA Algorithm, every particle will have the following, 

its location, inertial mass, active gravitational mass, and passive 
gravitational mass. The SPEGSA parameters used in the Goal 
scoring model uses the number of mass as 70, initial position and 
velocity are random values between 0 and 1, gravitational constant 
(G) is 1.  

Table 2. Parameter Estimation Player Selection data model using SPEGSA 

NOP/Iteration 

Da3 Da4 Da5 

20/ 100 1.5004 0.1972 0.5108 

50/ 400 -0.7272 -0.6975 0.4576 

70/ 700 0.03521 0.25772 0.3956 

70/ 900 0.64474 1.07111 -0.1896 

100/ 1000 0.19907 1.27980 -0.2068 

Because of the random values generated at every point of 
execution have always got the best mass deterred from the 
previous one, which is required in this implementation. SPEGSA 
algorithm concept helps to explore and exploit the optimal values. 
The exploitation feature helps the particles in a particular region or 
environment to move towards another particle which has the 
heavier mass within the same. The values for G and M were 
calculated to update the position for each iteration until it reaches 
the optimal solution. The obtained results were tested using 
evaluation metrics, from different parameters that were available 
in our dataset such as, the actual goal scored, estimation from 
SPEGSA, and Fitness function. 

The estimation of coefficients in “Table 1” and “Table 2” is for 
different values of NOP and Iterations respectively.  

 
NOP=20 iteration=100 
NOP=50 iteration=400.  
NOP=70 iteration=700. 
NOP=70 and iteration=900.  
NOP=100 and iteration=1000. 
 
Players for a club or team at the time of bidding. When a player 

is bought for 100 million pounds, what will be the impact of such 
players for the club to improve upon will be a rather difficult 
scenario when bidding of a player happens?  Hence the iterative 
method of multiple linear regressions using GSA was proposed to 
find the coefficient for Da0, Da1, Da2, Da3, Da4, and Da5 which 
is the current player record for the season.  

Using these coefficients in the model equation “(4)”, the 
players selected on the number of goals scored is estimated for the 
known 23 data set of players, results once obtained were plotted 
in “Figure 4”, “Figure 5”, “Figure 6”, “Figure 7”, and “Figure 8”, 
respectively. The performances MAE, MAPE, MSE for the 
validated data of both the models were tabulated in “Table 1” and 
“Table 2”. 

 
Figure 4: Goal Scored Estimation for NOP=20 and Iteration=100. 

 
Figure 5: Goal Scored Estimation for NOP=50 and Iteration=400. 

In “Figure 4”, the number of particles was considered as 20 and 
the iteration was 100 and it was observed that the i) Mean Absolute 
Error (MAE) was recorded with value 1.222073 ii) Mean Absolute 
Percentage Error (MAPE) was 22.30633 and iii) Mean Square 
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Error (MSE) was 8.812746. As the NOP and iteration decreased 
considerably, the actual goal scored value for each player, and the 
estimated goal while plotted on the graph showed significant drift 
with relation to each other. And at any point in time, they had a 
resemblance to each other.  

In “Figure 5”, the number of particles was considered as 50 and 
the iteration respectively was 100 and it was observed that, the i) 
Mean Absolute Error (MAE) was recorded with value 13.31048 
ii) Mean Absolute Percentage Error (MAPE) was 175.0847 and 
iii) Mean Square Error (MSE)  was 218.3298. At this instance, the 
MAE, MAPE, and MSE experienced an exponential change in 
their values and it was conclusive that the actual and predicted 
results of goal scored had some instances of players matched but 
had a larger variance with each other.  

 
Figure 6: Goal Scored Estimation for NOP=70 and Iteration=700. 

 
In “Figure 6”, the number of particles was considered as 70 and 

the iteration respectively was 700 and it was observed that, the i) 
Mean Absolute Error (MAE) was recorded with value -2.72485 ii) 
Mean Absolute Percentage Error (MAPE) was 30.82959 and iii) 
Mean Square Error (MSE)  was 9.821473. The actual goal scored 
value for each player and the estimated goal while plotted on the 
graph showed that for every player the results obtained for actual 
and estimated run parallel to each other and did not drift away at 
many points of time. 

 

 
Figure 7: Goal Scored Estimation for NOP=70 and Iteration=900. 

 

In “Figure 7”, the number of particles was considered as 70 and 
the iteration respectively was 900 and it was observed that the i) 
Mean Absolute Error (MAE) was recorded with value -0.03328 ii) 
Mean Absolute Percentage Error (MAPE) was 36.41223 and iii) 
Mean Square Error was (MSE)  14.08006. The actual goal scored 
value for each player and the estimated goal scored were 
significantly matching and hence the actual and predicted goal 
scored values were best for the set of values considered for NOP 
and number of iterations.  

 
Figure 8: Goal Scored Estimation for NOP=100 and Iteration=1000. 

 
In “Figure 8”, the number of particles was considered as 100 

and the iteration respectively was 1000 and it was observed that, 
the i) Mean Absolute Error (MAE)was recorded with value -
1.01699 ii) Mean Absolute Percentage Error (MAPE) was 
13.69986 and iii) Mean Square Error (MSE) was 12.14193. The 
actual goal scored value for each player and the estimated goal 
while plotted on the graph showed that for every player there was 
a significant drift in terms of results.  

In the above graphs plotted against various values of NOP and 
Iteration, we have varied with different values for the same to 
observe the kind of results obtained for MSE, MAE, and MAPE 
and have observed the approximations what the estimations 
predict. Observations from “Figure 5”, “Figure 6”, “Figure 7”, 
and “Figure 8” have estimations which are not close to the actual 
goal-scoring capability of every player in the team, and hence the 
lines in each of the graph are escalated above each other and run 
in parallel. But in “Figure 6” we observe that the lines in the graph 
intersect at regular intervals indicating a substantial coincidence 
in the estimation of goals scoring.  

The proposed model helps to understand that even though a 
change in NOP and iterations yield us optimal results, even 
though in some instances the input parameters in the dataset have 
better accuracy. As shown in “Figure 6”, the goal scored in actual 
and estimated is accurate. The efficiency of SPEGSA is enhanced 
with sufficient parameters of soccer and GSA. The experimental 
analysis was made by varying the number of iterations and 
particles with the existing parameters yield better results with an 
accuracy of 90.18%. Hence the efficiency of the player predicting 
model performed well was evident from the results of GSA 
tabulated. 
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7. Conclusion and Future work 

The GSA model was proposed to estimate the coefficients of 
goal prediction and player predicting model. Based on the models 
developed, trained, and validated, the estimated results which 
were observed can be improved and bettered in quite propositions. 
Hence the dataset can be trained with more statistical methods and 
Soft computing techniques such as Neural Networks and 
Backpropagation method.  
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 In this paper we focus on Sentence retrieval which is similar to Document retrieval but with 
a smaller unit of retrieval. Using data pre-processing in document retrieval is generally 
considered useful. When it comes to sentence retrieval the situation is not that clear. In this 
paper we use 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 (term frequency - inverse sentence frequency) method for sentence 
retrieval. As pre-processing steps, we use stop word removal and language modeling 
techniques: stemming and lemmatization. We also experiment with different query lengths. 
The results show that data pre-processing with stemming and lemmatization is useful with 
sentences retrieval as it is with document retrieval. Lemmatization produces better results 
with longer queries, while stemming shows worse results with longer queries. For the 
experiment we used data of the Text Retrieval Conference (TREC) novelty tracks. 
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1. Introduction 
 Sentence retrieval consists of retrieving relevant sentences 
from a document base in response to a query [1]. The main 
objective of the research is to present the results of sentence 
retrieval with 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇  (term frequency – inverse sentence 
frequency) method using data pre-processing consisting of stop 
word removal and language modeling techniques, stemming and 
lemmatization. Stemming and lemmatization are data reduction 
methods [2]. 
 Previous work mentions the usefulness of the pre-processing 
steps with document retrieval. Contrary to that when it comes to 
sentence retrieval the usefulness of pre-processing is not clear. 
Some paper mentions it vaguely without concrete results. 
Therefore, we will try to clarify the impact of stemming and 
lemmatization on sentence retrieval and present this through test 
results. As additional contribution we will test and discuss how 
pre-processing impacts sentence retrieval with different query 
lengths. Because sentence retrieval is similar to document retrieval 
and stemming and lemmatization techniques have shown a 
positive effect on document retrieval, we expect these procedures 
to have a beneficial effect on sentence retrieval as well. 
 In our tests we use the State of The Art 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 method in 
combination with stemming and lemmatization. For testing and 
evaluation, data from the TREC novelty tracks [3 - 6], were used.  

This paper is organised as follows. Previous work is shown in 
section 2., an overview of methods and techniques is shown in 
section 3., in section 4. data set and experiment setup are presented, 
result and discussion are presented in section 5 and 6, and the 
conclusion is given in section 7. 

2. Previous research 

2.1. Sentence retrieval in document retrieval 

Sentence retrieval is similar to document retrieval, and 
document retrieval methods can be adapted for sentence retrieval 
[7]. When it comes to Document retrieval the State of The Art 
𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 (term frequency – inverse document frequency) method 
is commonly combined with preprocessing steps stemming and 
stop word removal. However, sentences of a document have an 
important role in retrieval procedures. In the paper [8], research 
results have shown that the traditional 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇  algorithm has 
been improved with sentence-based processing on keywords 
helping to improve precision and recall. 

2.2. Document retrieval with stemming and lemmatization 

Stemming and lemmatization are language modeling 
techniques used to improve the document retrieval results [9]. In 
[10] the authors showed the impact of stemming on document 
retrieval, using short and long queries. The paper [10] proved that 
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stemming has a positive effect on IR (the ranking of retrieved 
documents was computed using 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇). Paper [11] compares 
document retrieval precision performances based on language 
modeling techniques, stemming and lemmatization. In papers [9, 
11] it is shown that language modeling techniques (stemming and 
lemmatization) can improve document retrieval. 

2.3. 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 sentence retrieval with stemming and 
lemmatization 

When it comes to stemming and lemmatization and their 
impact on the 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇  method, the results are not clearly 
presented, unlike the 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 method, where the impact is clear. 
In paper [12] stemming is mentioned in context of sentence 
retrieval. The paper states that stemming can improve recall but 
can hurt precision because words with distinct meanings may be 
conflated to the same form (such as "army" and "arm"), and that 
these mistakes are costly when performing sentence retrieval. 
Furthermore, paper [12] states that terms from queries that are 
completely clear and unambiguous, can match with sentences that 
are not even from the same topic after the stop word removal and 
stemming process. 

3. Using 𝑻𝑻𝑻𝑻 − 𝑰𝑰𝑰𝑰𝑻𝑻 method for sentence retrieval in 
combination with stemming and lemmatization 

 For sentence retrieval in this paper we use 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 method 
based on vector space model of information retrieval. 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 
was also used in [13, 14]. 

The ranking function is as follows: 

𝑅𝑅(𝑠𝑠|𝑞𝑞) = � log (𝑡𝑡𝑡𝑡𝑡𝑡,𝑞𝑞 + 1)log (𝑡𝑡𝑡𝑡𝑡𝑡,𝑠𝑠 + 1)
𝑡𝑡∈𝑞𝑞

log (
𝑛𝑛 + 1

0.5 + 𝑠𝑠𝑡𝑡𝑡𝑡
) (1) 

Where: 
• 𝑡𝑡𝑡𝑡𝑡𝑡,𝑞𝑞 – number of appearances of the term 𝑡𝑡 in a query, 
• 𝑡𝑡𝑡𝑡𝑡𝑡,𝑠𝑠 – number of appearances of the term 𝑡𝑡 in a sentence, 
• n – is the number of sentences in the collection and 
• 𝑠𝑠𝑡𝑡𝑡𝑡 – is the number of sentences in which the term 𝑡𝑡 appears, 

 
The search engine for sentence retrieval with ranking 

function (1) uses data pre-processing consisting of following three 
steps: stop word removal, stemming and lemmatization. In 
information retrieval, there are many words that present useless 
information. Such words are called stop words. Stop words are 
specific to each language and make the language functional but 
they do not carry any information (e.g. pronouns, prepositions, 
links, ...) [15]. For example, there are around 400 to 500 stop 
words in the English language [15]. Words that often appear at the 
collection level can be eliminated through some tools like 
RapidMiner or programmatically, so as not to have an impact on 
ranking.  

There are several different methods for removing stop words 
presented in [16] like: 

• Z-Methods; 
• The Mutual Information Method (MI); 
• Term Based Random Sampling (TBRS); 

In this paper we used the classic method of removing stop words 
based on a previously compiled list of words.  
Part of the list of words to be removed by pre-processing is shown 
in Figure 1 which is a snippet from our source code: 

 
Figure 1: Example part of the stop words list 

 Stemming refers to the process of removing prefixes and 
suffixes from words. When it comes to stemming, there are many 
different algorithms. One of them use the so called "bag of words" 
that contain words that are semantically identical or similar but are 
written as different morphological variants. By applying stemming 
algorithms, words are reduced to their root, allowing documents to 
be represented by the stems of words instead of original words. In 
information retrieval, stemming is used to avoid mismatches that 
may undermine recall. If we have an example in English where a 
user searches for a document entitled "How to write" over which 
he raises the query "writing", it will happen that the query will not 
match the terms in the title. However, after the stemming process, 
the word "writing" will be reduced to its root (stem) "write", after 
which the term will match the term in the title. We use the Porter's 
stemmer, which is one of the most commonly used stemmers, 
which functions on the principle that it applies a set of rules and 
eliminates suffixes iteratively. Porter's stemmer has a well-
documented set of constraints, so if we have the words "fisher", 
"fishing", "fished", etc., they get reduced to the word "fish" [17]. 
Porter's stemmer algorithm is divided into five steps that are 
executed linearly until the final word shape is obtained [18]. In 
paper [19] it was proposed modified version of the Porter stemmer.  

 Lemmatization is an important pre-processing step for many 
applications of text mining, and also used in natural language 
processing [20]. Lemmatization is similar to stemming as both of 
them reduce a word variant to its "stem" in stemming and to its 
"lemma" in lemmatizing [21]. It uses vocabulary and 
morphological analysis for returning words to their dictionary 
form [11, 20]. Lemmatization converts each word to its basic form, 
the lemma [22]. In the English language lemmatization and 
stemming often produce same results. Sometimes the 
normalized/basic form of the word may be different than the stem 
e.g. "computes", "computing", "computed" is stemmed to 
"comput", but the lemma of that words is "compute" [20]. 
Stemming and lemmatization have an important role in order to 
increase the recall capabilities [23, 24]. 

4. Data set used and experiment setup 

 Testing was performed on data from the TREC Novelty tracks 
[3]-[5]. Three Novelty Tracks were used in the experiment: TREC 
2002, TREC 2003 and TREC 2004. Each of the three Novelty 
Tracks has 50 topics. Each topic consisting of "titles", 
"descriptions" and "narratives".  
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 Figure 2. shows a part of the file related to one topic labeled 
"N56" from TREC 2004 novelty track with parts "titles", 
"descriptions" and "narratives" [25]: 

 
Figure 2: Example of the topic N56 from TREC 2004 novelty track 

 Two types of queries were used in the experiment. The short 
query uses the <title> part and the longer query the <desc> part. 
To each of 50 topics 25 documents were assigned. Each of the 25 
documents contains multiple sentences.  

 Figure 3 shows a snippet from one of the 25 documents 
assigned to topic N56, which has multiple sentences, which are in 
the format: <s docid="xxx" num="x">Content of Sentence </s>. 

 
Figure 3: Example of part within the document from TREC 2004 novelty track 

In our experiment we extract single sentences from the 
collection. During the extraction we assign a docid (document 
identifier) and num (sentence identifier) to each sentence.  

Three data collections were used, (Table 1 and Table 2). 

Table 1: Description of three data collections 

Name of the 
collection 

Number of topics Number of queries 
(title/desc) 

TREC 2002 50 50 
TREC 2003 50 50 
TREC 2004 50 50 

Table 2: Overview of number of sentences per document 

Name of the 
collection 

Number of 
documents per topic 

Number of 
sentences 

TREC 2002 25 57792 
TREC 2003 25 39820 
TREC 2004 25 52447 

For results evaluation one file is available which contain a 
list of relevant sentences [25]. Figure 4 shows a snippet from the 
relevant sentence file. 

 

Figure 4: File with list of relevant sentences 

The format of the list of relevant sentences shown in Figure 
4 is: N56 NYT19990409.0104:16. 
Where:  

• N56 - indicates the topic number, 
• NYT19990409.0104 - indicates a specific document, 
• 16 - indicates the sentence number - identifier. 

N56 NYT19990409.0104: 16 defines sentence "16" of document 
"NYT19990409.0104" as relevant to topic "N56".  

Using the presented TREC data we test at first the 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 
method without any pre-processing. Then we test the same 𝑇𝑇𝑇𝑇 −
𝐼𝐼𝐼𝐼𝑇𝑇  method with stemming and with lemmatization. All three 
tests we do twice: First time with short queries and second time 
with long queries. In all of our tests we use stop word removal. 

We denote the baseline method as 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 , the method 
with stemming we denote as 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 and the method with 
lemmatization we denote as 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠 . 

5. Result and discussion 

As already mentioned, we wanted to test if data pre-
processing steps stemming and lemmatization affect the sentence 
retrieval. Also, we want to analyse if the effect of pre-processing 
is different when using different query lengths. For test evaluation 
we used standard measures: P@10, R-precision and Mean 
Average Precision (MAP) [26, 27].  

Precision at x or P@x can be defined as: 

𝑃𝑃@𝑥𝑥�𝑞𝑞𝑗𝑗� =

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑡𝑡 𝑛𝑛𝑛𝑛𝑟𝑟𝑛𝑛𝑟𝑟𝑟𝑟𝑛𝑛𝑡𝑡 𝑠𝑠𝑛𝑛𝑛𝑛𝑡𝑡𝑛𝑛𝑛𝑛𝑠𝑠𝑛𝑛𝑠𝑠 
𝑤𝑤𝑤𝑤𝑡𝑡ℎ𝑤𝑤𝑛𝑛 𝑡𝑡𝑜𝑜𝑡𝑡 𝑥𝑥 𝑛𝑛𝑛𝑛𝑡𝑡𝑛𝑛𝑤𝑤𝑛𝑛𝑟𝑟𝑛𝑛𝑟𝑟

𝑥𝑥  

 

(2) 

The P@10 values shown in this paper refer to average P@10 for 
50 queries. 

R-precision can be defined as [26]: 

𝑅𝑅 − 𝑡𝑡𝑛𝑛𝑛𝑛𝑠𝑠𝑤𝑤𝑠𝑠𝑤𝑤𝑜𝑜𝑛𝑛 =
𝑛𝑛

|𝑅𝑅𝑛𝑛𝑟𝑟| (3) 
 

Where: 

• |Rel| is the number of relevant sentences to the query, 
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• r is the number of relevant sentences in top |Rel| 
sentences of the result. 
 

As with P@10 we also calculate the average R-precision for 
50 queries. Another well-known measure is Mean Average 
Precision which gives similar results to R-precision. 

Mean Average Precision and R-precision is used to test high 
recall. High recall means: It is more important to find all of 
relevant sentences even if it means searching through many 
sentences including many non-relevant. In opposite to that P@10 
is used for testing precision.  
Precision in terms of information retrieval means: It is more 
important to get only relevant sentences than finding all of the 
relevant sentence. 

For result comparison we used two tailed paired t-test with 
significance level α=0.05. Statistically significant improvements 
in relation to the base 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇  method (without data pre-
processing) are marked with a (*). The results of our tests on 
different data sets are presented below in tabular form. Table 3 
shows the results of our tests on TREC 2002 collection with short 
queries presented on Figure 2 and labeled with <title>. 

Table 3: Test results using TREC 2002 collection with short query 

TREC 2002 - title 
 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠  

P@10 0,304 0,328 0,34 
MAP 0,1965 *0,2171 *0,2149 

R-prec. 0,2457 0,2629 0,2575 
 

From Table 3 we see that the method with stemming 
𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠  and the method with lemmatization 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠 
show statistically significant better results in comparison to the 
baseline method, when it comes to MAP measure. 

Table 4 shows the results of our tests on TREC 2002 
collection with longer queries presented on Figure 2 and labeled 
with <desc>. 

Table 4: Test results using TREC 2002 collection with longer query 

TREC 2002 - description 
 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠  

P@10 0,332 0,296 0,324 
MAP 0,2075 0,2157 *0,2176 

R-prec. 0,2490 0,2601 0,2570 
 

Only 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠  provides better results and statistically 
significant differences in relation to the base 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇  method 
(without data pre-processing), when the MAP measure is used. 
We can see that stemming performs a little worse when it comes 
to longer queries in relation to the base 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 method. Table 
5 and Table 6 show the results of our tests using TREC 2003 
collection with short and longer queries respectively.  

Table 5 show that 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠  and 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠  provide 
better results and statistically significant differences in relation to 
the base 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 method, when the MAP and R-prec. measure 
are used. 

Table 5: Test results using TREC 2003 collection with short query 

TREC 2003 - title 
 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠  

P@10 0,692 0,712 0,714 
MAP 0,5765 *0,5911 *0,5887 

R-prec. 0,5470 *0,5611 *0,5593 
 

Table 6: Test results using TREC 2003 collection with longer query 

TREC 2003 - description 
 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠 

P@10 0,734 0,738 0,738 
MAP 0,5914 *0,6059 *0,6049 

R-prec. 0,5617 0,5699 *0,5750 
 

Table 6 is shows that lemmatization keeps showing 
statistically significant better results even with long queries, 
unlike the method with that uses stemming. Table 7 and Table 8 
show the results of our tests on TREC 2004 collection with short 
and longer queries. 

Table 7: Test results using TREC 2004 collection with short query 

TREC 2004 - title 
 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠 

P@10 0,434 0,448 0,444 
MAP 0,3248 *0,3390 0,3331 

R-prec. 0,3366 0,3385 0,3387 
 

Table 8: Test results using TREC 2004 collection with longer query 

TREC 2004 - description 
 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠 

P@10 0,498 0,49 0,498 
MAP 0,3540 *0,3644 *0,3635 

R-prec. 0,3583 0,3688 0,3699 
 

Table 7 shows that 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 method with short queries, 
provides better results in comparison to the baseline, when it 
comes to MAP measure. Table 8 shows that with longer queries 
both methods shows statistically significant better results. When 
taking a look at all the tables above we see that stemming and 
lemmatization often give statistically significant better results 
when it comes to MAP and R-Prec. Therefore, we can assume that 
these pre-processing steps have similar positive effect on sentence 
retrieval as they have on document retrieval. Let us analyse how 
query length impacts our two methods (𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠  and  𝑇𝑇𝑇𝑇 −
𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠 ). Table 9 shows an overview of the overall number of 
statistically significant better results for four pairs (stem - short 
queries, stem - long queries, lem - short queries, lem - long 
queries). 

As we can see 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 seems to go better with short 
queries and 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠  seems to go better with long queries. At 
the moment we do not have enough data to examine this 
behaviour further. But that will be a topic for further research of 
us. 
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Table 9. Performance of 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 and 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠 in regard to query 
length 

Number of statistically significant better results with methods 
 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠 

Short queries 4 3 
Long queries 2 4 

 
6. Additional result analysis 

To understand the reasons why we have better results using 
𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠  and 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇𝑙𝑙𝑠𝑠𝑠𝑠  methods in relation to the base 
𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇  method, we analysed the positioning of one relevant 
sentence in the test results of the different methods when using 
the TREC 2003 collection. Table 10 and 11 analyze one sentence 
("Two of John F. Kennedy Jr.,'s cousins, David and Michael, both 
sons of Robert Kennedy, died young, the latter of a drug overdose 
in 1984, as did four Kennedys of the preceding generation") from 
topic "N42" in two different scenarios using short and long query 
and with 3 different methods. One of them is baseline method and 
the remaining two use stemming and lemmatization. As already 
said we match the sentence with two different queries: Short query 
("John F. Kennedy, Jr. dies") and long query ("John F. Kennedy, 
Jr. was killed in a plane crash in July 1998."). 

Table 10 shows the matching of the sentence with short query 
with resulting sentence position for each of the three methods. 

Table 10: Analysis of the sentence and the short query with the different methods 

𝑻𝑻𝑻𝑻 − 𝑰𝑰𝑰𝑰𝑻𝑻 
Short 
query "john","f"," kennedy ","jr","dies" 

Sentence 
content 

"john","f","kennedy","jr","s","cousins", 
"david","michael","sons","robert", 
"kennedy","died","young","latter","drug", 
"overdose","kennedys","preceding", 
"generation" 

Sentence 
position (24) 

𝑻𝑻𝑻𝑻 − 𝑰𝑰𝑰𝑰𝑻𝑻𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 (stemming) 
Short 
query "john","f","kennedi","jr","die" 

Sentence 
content 

"john","f","kennedi","jr","s","cousin","david",
"michael","son","robert","kennedi","die", 
"young","latter","drug","overdos","kennedi", 
"preced","generat" 

Sentence 
position (1) 

𝑻𝑻𝑻𝑻 − 𝑰𝑰𝑰𝑰𝑻𝑻𝒍𝒍𝒔𝒔𝒔𝒔 (lemmatization) 
Short 
query "john","f","kennedy","jr","die", 

Sentence 
content 

"john","f","kennedy","jr","s","cousin","david",
"michael","son","robert","kennedy","die", 
"young","latter","drug","overdose","kennedy", 
"precede","generation" 

Sentence 
position (1) 

Table 11 shows the same as Table 10 but with long query. 

Table 11: Analysis of the sentence and the long query with the different methods 

𝑻𝑻𝑻𝑻 − 𝑰𝑰𝑰𝑰𝑻𝑻 
Long 
query 

"john","f","kennedy","jr","killed","plane", 
"crash","july","1998", 

Sentence 
content 

"john","f","kennedy","jr","s","cousins", 
"david","michael","sons","robert","kennedy", 
"died","young","latter","drug","overdose", 
"kennedys", "preceding","generation" 

Sentence 
position (67) 

𝑻𝑻𝑻𝑻 − 𝑰𝑰𝑰𝑰𝑻𝑻𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔 (stemming) 
Long 
query 

"john","f","kennedi","jr","kill","plane","crash"
, "juli","1998" 

Sentence 
content 

"john","f","kennedi","jr","s","cousin","david", 
"michael","son","robert","kennedi","die", 
"young","latter","drug","overdos","kennedi", 
"preced", "generat" 

Sentence 
position (63)  

𝑻𝑻𝑻𝑻 − 𝑰𝑰𝑰𝑰𝑻𝑻𝒍𝒍𝒔𝒔𝒔𝒔 (lemmatization) 
Long 
query 

"john","f","kennedy","jr","kill","plane", 
"crash", "july","1998", 

Sentence 
content 

"john","f","kennedy","jr","s","cousin","david", 
"michael","son","robert","kennedy","die", 
"young","latter","drug","overdose","kennedy", 
"precede","generation" 

Sentence 
position (62) 

 

Table 10 and Table 11 shows how stemming and 
lemmatization help to position relevant sentences closer to the top 
of search result.  

More precisely, every match of words between query and 
sentence is marked bold. Matches that occurred with stemming or 
lemmatization but not with the baseline are marked as bold and 
underlined.  

In Table 10 and Table 11 we clearly can see some words that 
could be matched thanks to stemming and lemmatization. For 
example, if we look at a short query and a sentence through three 
different methods shown in Table 10, we can see how the word 
"dies" and "died", in query and sentence is reduced by the 
stemming and lemmatization to the word form "die", through 
which it is possible to overlap between the query and the sentence. 
Also, the tables show a few more examples that show how some 
words could be matched thanks to stemming and lemmatization, 
and why a sentence has a better position in the search result. 

7. Conclusion 

In this paper we showed through multiple tests that pre-
processing steps stemming and lemmatization have clear benefits 
when it comes to sentence retrieval. In most of our tests we got 
better results when combining 𝑇𝑇𝑇𝑇 − 𝐼𝐼𝐼𝐼𝑇𝑇 with stemming or 
lemmatization. However, the positive effects only appeared with 
the measures MAP and R-prec. which improve recall. At the same 
time the pre-processing steps did not show any negative effects 
on sentence retrieval. Therefore, we think that stemming and 
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lemmatization is generally beneficial to sentence retrieval, we saw 
that stemming tends to show better result with short queries while 
lemmatization tends to show better results with longer queries 
which we will explore in more detail in the future.  
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 This paper presents a design optimization of a dual-band branch-line coupler with stepped-
impedance-stub lines. This coupler operates over 5G NR frequency bands n5 and n2, 
developed by 3GPP for the 5G (fifth generation) mobile network, and these two bands are 
centered at 0.85 GHz and 1.9 GHz respectively. To achieve the design specifications an 
adjusted Tuning Space Mapping method is used. This method of optimization moves the 
hardship of optimization from high-fidelity electromagnetic models to low-fidelity tuning 
models. The simulated and measured results of this enhanced coupler show good dual-band 
performance at the two bands. 
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1. Introduction 
The request for mobile communication is more than ever. For 

this reason, many researchers have focused on the development of 
a new generation of communication. 5G NR is a new radio access 
technology developed by 3GPP for the 5G mobile network. We 
designed the coupler to function in the two bands n5 and n2 from 
the 3GPP TS 38.101 [1]. 

Branch-line couplers (BLC) offer a π/2 power splitting and 
phase difference, which is suitable in different microwave circuits 
like power combined amplifiers, phase shifters, data modulators, 
and balanced mixers [2]. There are different dual-band BLC design 
that exists in the literature [3-9]. In this work, we use stepped-
impedance-stub branches lines (SISBL) for dual-band operation. 
[10]. 

This work presents the design of a dual-band BLC with SISBL, 
designed for 5G NR frequency bands downlink [n2= (0.869 –0.894 
GHz) / (n5= (1.930–1.990 GHz)], this bands developed by 3GPP 
for the 5G (fifth generation) mobile network and centered at 0.85 
GHz and 1.9 GHz respectively [1].5G NR, like most modern 
techniques, demands height accuracy. In many situations like ours, 
due to microwave structure complexity of SISBL dual-band BLC, 

the theoretical model only gives the initial design that requires 
optimization so he can meet the design specifications. In our case, 
for the optimization, we use an adjusted Tuning Space Mapping, 
the adjustment is made in the tuning model using our engineering 
expertise and knowledge of the design problem. The advantage is 
to reduce time-consuming. The enhanced characteristics of this 
Dual-Band BLC with SISBL are presented.  

The simulated results of this enhanced dual-band BLC show 
good dual-band performances at n5/n2. The performance of its 
fabricated prototype has also been validated experimentally. 

2. Dual-Band BLC with SISBL 

Figure 1.a presents the SISBL containing a signal path (Z3, θ3) 
tapped with (Z1, θ1) and (Z2, θ2) [10]. By multiplying the ABCD 
matrices of each cascade component, the ABCD matrix of the 
SISBL is reached. Since the dual-band branch line behaves as a π/2 
line at center frequencies of the two bands (fp and fs), the ABCD 
matrix is formulated as (1). 

 
0

0

jA B
J

C D jJ

 ±   =     ± 

 (1) 

ASTESJ 

ISSN: 2415-6698 

*Ayyoub El Berbri, Moulay Ismail University & ayyoub.elberbri@gmail.com 
 

 

 Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 355-360 (2020) 

www.astesj.com   

 

https://dx.doi.org/10.25046/aj050346 

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj050346


A.E. Berbri et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 355-360 (2020) 

www.astesj.com   
   356 

Where J the characteristic admittance of the π/2 line 
*

arg min ( ( ))f fx
x U R x=  (2) 

 
(a) 

 
(b) 

Figure 1. a: Dual-band SISBL; b: The dual-band BLC with SISBL. 

The circuit dimensions of the SISBL Figure 1.b can be 
determined by solving the following equations (1)-(4). Where (θ1, 
θ2, θ3) the electrical lengths of the lines (1,2,3) respectively, and 
(Z1, Z2, Z3) the impedances of the lines (1,2,3). 

 3
2

(1 )f

n
r
πθ =

+
 (3) 

where n=1, 2,3…; rf=fs/fp is the frequency ratio. 

To get a compact dual-band BLC in (2), n takes the value 1. 

 3
3

1

tan
2

Z
J θ

=  (4) 

 2 1 1 2
3 3

2 1 1 2
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Z Z ZZ
Z Z

θ θθ
θ θ
−
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We cast as free variables, the impedance ratio R= Z1/Z2 and the 
electrical length ratio U= θ1/θ2. Substituting (2)– (3), Z1=R*Z2 and 
θ1=U*θ2 into (4) eliminates Z2, leads to (5): 

 [ ] [ ]2 2
2

2 2

cot( ) cot( )
tan (1 )

1 cot( ) cot( )
f

f
f

R U Ur
r

R U Ur
θ θ

θ
θ θ
+

+ =
−

 (6) 

Equation (4) has only θ2 for variable since the constants U, R 
and rf can be pre-chosen. θ2 is found using the graph of each side 
of the equation (4). 

Figure 2 presents the variation of the impedances Z1 and Z2 
versus frequency ration rf when R and U are both 0.2. That figure 
shows that both Z1 and Z2 increase as rf increases. Since only an 
impedance of 20–120 Ω can be realized using microstrip, the range 
of rf is limited to 1.9<rf<2.5. 

 
(a) 

 

(b) 
Figure 2: Variation of Z1 and Z2 versus rf. (a) Dual-band 50 Ω branch line. (b). 

Dual-band   50/√2 Ω branch line 

3. Tuning Space Mapping  

The utilize of electromagnetic software for design optimization 
can be problematic, because EM simulations are rigorous. By 
shifting the optimization load onto a coarse model, for example, a 
circuit equivalent, space mapping (SM) reduces the computational 
rate of EM simulation. Over an iterative optimization and updating 
of the low fidelity models, SM achieves efficient optimization. 
[11]. 

Tuning space mapping such as SM belongs to a family of 
surrogate-based optimization techniques [12-23]. However, the 
role of the surrogate model is replaced by a so-called tuning model. 
By introducing tuning components (circuit-theory base 
components) into the fine model structure, the tuning model is built 
up. The original optimization problem is as follow [15]: 

Where Rf ∈ Rm is the response vector, U is an objective 
function, x is the vector of design parameters, and 𝑥𝑥𝑓𝑓∗ is the optimal 
solution. 

At i-th iteration, a tuning model 𝑅𝑅𝑡𝑡
(𝑖𝑖)is constructed based on the 

fine model data. The alignment process to eliminate the gap 
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between the tuning model response and the response of the fine 
model at i, it is formulated as: 

 ( ) ( ) ( )
,0 arg min ( ) ( )

t

i i i
t f t ix

x R x R x= −  (7) 

To fit the design specifications, 𝑅𝑅𝑡𝑡
(𝑖𝑖) needs to be optimized with 

respect to 𝑥𝑥𝑡𝑡 . This is expressed by: 

 ( ) ( )
,1 arg min ( ( ))

t

i i
t t tx

x U R x=  (8) 

The modifications needed for the design variables are determined 
using a calibration process. Equation (9) express this process: 

 ( 1) ( ) ( ) ( )
,1 ,0( , , )i i i i

t tx C x x x+ =  (9) 

4. Results and Discussion 

We chose (U, R) = (0.2,0.2), the dimensions of this dual-band 
BLC have been computed with the use of (2)-(5). Figure 3 
illustrates the intersecting points of each side of the equation (4). 

The length electric from Figure 3 is θ2=72.68°. The other 
circuit dimensions (Z1, θ1, Z2, Z3, θ3) of both the 50Ω and 50Ω/√2 
branches of the coupler are computed from equations (2), (3) and 
(4). 

The design parameters are x = [L0 L11 L21 L31 L12 L22 L32] T 
mm. The fine model, as shown in Figure 4, is simulated using a 
substrate of εr = 4, height H =1.4 mm and loss tangent= 0.0004. 

Figure 6 shows that S11 and S14 for the second band are below 
-10dB from 1.76 GHz to 1.88GHz, this is not the entire [1.930 
GHz–1.990 GHz] band. And in the same range, the phase 
difference between output ports (2 and 3) is not 90 °± 10°. For 
better performance, optimization is needed. 

To build the tuning model, we first simulate the fine model 
with the co-calibrated ports Figure 5, the corresponding S44P data 
file is charged into a 44-port S-parameter file component in the 
tuning model. After that, an appropriate circuit component is 
attached to the corresponding ports on the S-parameter component; 
the tuning parameters are xt = [Lt0 Lt11 Lt21 Lt31 Lt12 Lt22 Lt32] Tmm.  

The tuning parameters obtained after optimized the tuning 
model are xt.1 (0) = [0.632 -0.73 -2.583 0.343 -2.945 -1.291 -3.884] 
Tmm. With the use of a direct calibration the optimal values of the 
tuning parameters are converted to the adjustments of the design 
parameters in a direct manner. After the first iteration, the new 
design x (1) = [50.9392   6.75824 38.7104 61.2757 4.45566 38.9794 
51.5329] T mm has already satisfied the design specifications 
Figure 7. 

Figure 7 shows that the simulated S11 and S14 are less than -
11dB, within the frequency range of 0.82-0.92 GHz (first band), 
and within 1.88-2 GHz (second band). Within a similar frequency 
range, the coupling coefficient is 3 ± 1 dB, the transmission 
coefficient is 3 ± 1 dB, and the phase difference between output 
ports (2 and 3) is 90 °± 10°. TABLE I summarized the 
performances of this dual-band BLC. 

 

Figure 3: Solutions to (4) for θ2 of SISBL 

 

Figure 4: The fine model. 

 

Figure 5: The fine model divided 

Figure 8 shows the photograph of the prototype of the 
enhanced dual-band BLC fabricated using an LPKF machine. As 
we can see, its structure is relatively simple as it can be fabricated 
on a single layer printed circuit board with a simple ground plane.  

The measurements of the fabricated prototype are done using 
1-Port USB Vector Network Analyzer. Figure 9 plots the 
simulated and measured (S11), it shows that there is a good match 
between simulated and measured S11 of this enhanced dual-band 
BLC. 

TABLE I summarized, the results of the simulation for the 
initial and the optimized dual-band BLC performance, also the 
measurements of the fabricated prototype. The optimized dual-
band BLC shows better performances for both 5G NR bands, 
which the initial does not do. 
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Figure 6. The Initial fine model response; a:S-paramertres b: phase difference between Port2 and 3 

 

 

Figure 7: The Optimized fine model response; a:S-paramertres b: phase difference between Port2 and 3. 
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Table 1: The simulated and measured results 

Parameter Initial 
First band 

Initial 
Second band 

Optimized 
First band 

Optimized 
Second band 

Measured 
First band 

Measured 
Second band 

S11 (dB) <-10 dB <-10 dB <-10dB <-10dB <-10dB <-10dB 
S12 (dB) 3 ± 1 dB 3 ± 1 dB 3 ± 1 dB 3 ± 1 dB - - 
S13 (dB) 3 ± 1 dB 3 ± 1 dB 3 ± 1 dB 3 ± 1 dB - - 
S14 (dB) <-10 dB <-10 dB <-10dB <-10dB <-10dB <-10dB 
Phase 

difference 
90° ± 10° 90° ± 10° 90° ± 10° 90° ± 10° - - 

Operating 
frequency 

(GHz) 

0.76-0.84 1.76-1.88 0.8-0.92 1.88-2 0.8-0.94 1.84-2.04 

 

 
Figure 8: Photograph of the fabricated prototype 

 
Figure 9: simulated and measured S11 

5. Conclusion 

A dual-band BLC with SISBL for 5G NR applications has been 
designed. The coupler performance is further improved through 
optimization of his physical dimensions, using an adjusted Tuning 
Space Mapping to work for more complex microwave circuits 
such as our design. The simulated and measured results show that 
S11 are less than -11dB, within the frequency range of 0.82-0.92 
GHz (first band), and within 1.88-2 GHz (second band). The 
method used permits rapid optimization with accurate results 
obtained after only one iteration. 
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 Recently, digital image forgery detection is an emergent and important area of image 
processing. Digital image plays a vital role in providing evidence for any unusual incident. 
However, the image forgery my hide evidence and prevents the detection of such criminal 
cases due to advancement in image processing and availability of sophisticated software 
tamper of an image can be easily performed. In this paper, we provide a comprehensive 
review of the work done on various image forgeries and forensic technology. Many 
techniques have been proposed to detect image forgery in the literature such as digital 
watermarking, digital signature, copy-move, image retouching, and splicing. The 
investigation done in this paper may help the researcher to understand the advantage and 
handles of the available image forensic technology to develop more efficient algorithms of 
image forgery detection. Moreover, the comparative study surveys the existing forgery 
detection mechanisms include deep learning and convolution neural networks concerning 
it is on benefits and demerits.   
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1. Introduction 

Digital images are the major information source in recent days, 
due to its availability and sophistication [1]. Also, it is widely 
used in different fields, detection of digital image forgery is 
utilized in numerous applications that are linked to media, 
publication, law, military, medical image science applications, 
satellite image, and world wide web publications. Because it is 
very easy to manipulate and edit [2]. For this reason, different 
types of cameras and the user-friendly software are used to 
create and edit the digital images [3]. Digital images are 
frequently used to support the important decision for many 
situations. Moreover, the digital images are a popular source of 
information and the reliability of digital image and it becomes 
an important issue.  
For image forensics, the techniques are classified into two, such 
as the active approach and passive approach. In the case of 
active approach: in this method, the digital image entails the 
various types of preprocessing like watermark embedded or 
signature are added in the original image. Digital watermarking 
and signature are two different active protection techniques. If 
the image has tampered, special information is not extracted 
from the obtained image. Watermarking is one of the methods 

of active tampering detection and security structure is 
embedded into the image but most of the image processing 
tools are not contained any watermarking or signature 
module[4].  
In recent days different methods are developed for made image 
reliable and secure that is analogous to watermarking like 
message authentication code, image checksum, image hash, 
and image shielding. Passive image forensics is a challenging 
task in image processing techniques[5]. It is not a particular 
method for all cases but different methods each can detect the 
special forgery. The stream of passive tempering detection is to 
deal with analyzing raw image based on different statistics and 
semantics of an image content to localize tampering of 
image[6]. 
There are several types of image forgery that include image  
retouching, image splicing, copy and move attack.  Image 
retouching is considered a minimum harmful type of digital 
image forgery.  An original image does not significantly 
change, but they reduced some features of the original image. 
This technique is used to edit the image for a popular magazine. 
This type of image forgery is located in all magazine covers 
and also it used to improve the specific features of an image[7]. 
On the other hand, Image splicing or photo montage refers to 
make a forgery image and it is more aggressive than image 
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retouching. Image splicing is an easy process and it pastes the 
regions from isolated sources. This method is referred to as 
paste-up formed by sticking together the image by using digital 
tools like photoshop. This technique is a group of two or more 
images that are combined to generate fake images[8]. 
However, copy and move attack is also one of the popular and 
difficult images tampering technique. It required the cover part 
of a similar image to add or remove the information. Copy and 
move attack, the aim is to hide some information in the original 
image. The detection of the forged image from the original one 
is very hard. The naked eye is not able to identify the tampered 
region from a forged image. The image tampering is a general 
manipulation of digital images. Traditional block-based 
forgery detection methodologies are categorized as the input 
images into overlapping and regular image blocks and also 
tampered regions are identified by matching blocks of pixel or 
transform coefficient[9].  
Normally, the image forgery detection is performed by using 
the following techniques: JPEG quantization tables, Chromatic 
Aberration, Lighting, Camera Response Function (CRF), Bi-
coherence and higher-order statistics, and Robust matching. 
The digital cameras encode the images based on JPEG 
compression [10], which configures the devices at various 
compression level. Then, the sign of image tampering is 
evaluated by analyzing the inconsistency of lateral chromatic 
aberration [11]. In which, the average angular between the local 
and global parameters is computed for every pixel in the image. 
If the average value exceeds the threshold, it is stated that the 
deviation is unpredictable in the image due to the forgery of the 
image. Then, for each object in the image, the 
inconsistencies and the illuminating light source is detected to 
identify the forgery [12]. Typically, different measurements 
such as infinite, local and multiple are considered for 
determining the error rate. Then, the CRF is mainly used to 
expose the image splicing instituted on the geometry invariant 
of the image. In which, the suspected boundary is identified 
within each region of the image, and it is validated for 
identifying the inconsistencies [13]. The bi-coherence features 
[14] are widely used for detecting the splicing on images that 
estimate the mean of magnitude and phase  entropy for 
augmenting the images. Moreover, it extracts the features for 
the authentic counterpart and incorporates it to capture the 
characteristics of various object interfaces. Finally, the exact 
replicas are identified by matching the features concerning the 
block size, which is done by the use of robust matching [15]. 
But, it requires the human intervention for interpreting the 
output of replicas detection [16]. Generally, the region 
duplication is performed on the image based on the geometrical 
and illumination adjustments. It is a very simple operation in 
which a continuous portion of pixels is copied and pasted on 
some other location in the image. This paper is fully focused 
on the detailed investigation of the image forgery detection 
mechanisms. The remaining sectors present in the study are 
arranged as follows: Section II investigates some of the image 
forgery detection mechanisms used in digital image processing. 
Section III surveys the forensic approaches and its working 
procedure for image forgery detection. Section IV presents a 
detailed investigation of the existing methodologies used for 
image forgery detection with its advantages and disadvantages. 
The overall conclusion of the paper is presented in Section V.  

2. Digital Image Forgery Detection Methods 

Typically, the methodologies used for forgery detection are 
classified into two types such as active forensics and passive 
forensics, in which digital watermarking and digital signature 
are the types of active techniques. Then, the splicing, image 
retouching, image cloning, and copy-move techniques are the 
categories of the passive technique [17]. The description of 
these techniques are investigated in the following sub-sections. 

 

 
2.1. Digital Watermarking 

In this type of image forgery, a digital watermark is added on 
the photo, which is more or less visible. Then, the appended 
information is more or less transparent, so it is very difficult to 
notice the watermark. Ferrara, et al. [18] suggested a new 
forensic tool for analyzing the original image and forged 
regions based on the interpolation process. The image splicing 
can be detected by the use of the conditional Co-occurrence 
Probability Matrix (CCPM) [19], which uses the third-order 
statistical features during the forgery detection. Normally, the 
watermarking schemes are categorized as reversible and 
irreversible. In which, the image irreversible distortions are 
avoided based on the original features of the image by using 
the reversible watermarking techniques. The watermarking can 
be mainly used to indicate the source or authorized consumer 
of the image. It is a pattern of bits that is inserted into a digital 
media for identifying the creator [20]. The watermarking 
techniques are semi-fragile, fragile, and content based, which 
are mainly used for image authentication application.  
Li, et al. [21] implemented a new method for detecting the copy 
move forgery, where the Local Binary Pattern (LBP) was 
utilized to extract the circular blocks. The stages involved in 
this system are preprocessing, feature extraction, feature 
matching, and post processing. Here, it is stated that when the 
region is rotated at different angles, it is highly difficult to 
detect the forgeries. Hussain, et al. [22] suggested a multi-
resolution Weber Local Descriptors (WLD) for detecting the 
image forgeries based on the features obtained from the 
chrominance components. Here, the WLD histogram 
components are calculated and the Support Vector Machine 
(SVM) classifier is utilized to detect the forgery. In this paper, 
two different types of forgeries such as splice and copy-move 
are detected by using the multi-resolution WLD approach.  
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Figure 2. Digital watermarking [18] 

2.2. Digital Signature 

Normally, the authenticity of the digital messages is validated 
based on the digital signature. Because, based on the valid 
signature, the recipient can believe that the message is formed 
by the recognized sender. Thus, the digital signature is widely 
used in the fields of financial transactions, contract 
management software, and software distribution [20]. 
Normally, the digital signature embeds some secondary 
information, which is obtained from the image. In this method 
[23], the distinct features are extracted from the image during 
the initial stage, based on these, the image authenticity is 
validated. Typically, the digital signature has the following 
properties: 
• Only the sender can sign the image and the receiver can 

validate the signature 
• Unauthenticated users cannot able to forge the signature 
• It provides an integrity 
• Also, it achieves non-reputation 

2.3. Splicing Method 

Image splicing is a kind of forgery detection method, in which 
a single image is created based on the combination of two or 
more images [24]. It is also termed as image composition, in 
which various image manipulation operations are performed. 
Typically, many inconsistencies may be created in the image 
features due to the splicing operation. In this technique, the 
composition between the two images is estimated and 
incorporated for creating a fake image. Based on the image 
block content, the difference between the illumination and 
reference illuminate color is estimated. In this digital image 

forgery, it is very difficult to extract the exact shape of the 
image. Typically, the image splicing method [25] is 
categorized into two types such as boundary-based and region-
based. Alahmadi, et al [26] suggested a passive splicing 
forgery detection mechanism for verifying the authenticity of 
digital images. Here, the features are extracted from the 
chromatic channel for capturing the tampering artifacts. Kakar, 
et al [27] utilized a forgery detection approach for detecting the 
splicing in the digital images. Here, the small inconsistencies 
in the motion blur are detected by analyzing the special 
characteristics of image gradients [28]. The stages involved in 
this detection are image subdivision, motion blur estimation, 
smoothing, blur computation, interpolation and segmentation 
[29]. The authors of this paper [30] employed a machine 
learning algorithm for detecting the image splices. The 
illumination analysis is highly effective for the detection of 
image splicing [31]. To increase the effect of photorealism, an 
image splicing operation is performed with the operations of 
color and brightness adjustment. In this paper [32] the radial 
distortion from various portions of the image is estimated for 
the detection of image splicing.  

                                                                                                          

 
2.4. Image Retouching 

Among the other image forgeries, image retouching is 
considered as the less harmful forgery technique, in which 
some enhancement can be performed on the image. Also, it is 
popular in photo editing applications and 
magazines. Muhammad, et al [33] suggested an un-decimated 
dyadic wavelet transformation technique for detecting the 
copy-move forgery. Typically, more sophisticated tools are 
available for making this type of forgery by applying the soft 
touch on the edges. So, it is very difficult to differentiate the 
color and texture of the stimulated part with the unoriginal part. 
Moreover, it makes the forgery detection as highly 
complicated, because of two or more identical objects in the 
same image. So, the authors of this paper utilized similarity 
measurements for detecting this forgery, in which the noisy 
inconsistency is analyzed between the copied and moved parts. 
Here, it is stated that the transformation methods such as FMT, 
Scale Invariant Feature Transform (SIFT), and Discrete 
Wavelet Transform (DWT) can detect the forgery in a highly 
compressed image. Ghorbani, et al [34] recommended a 
Discrete Cosine Transform Quantization Coefficients 
Decomposition (DCT-QCD) for detecting the copy-move 
forgery. The integrity and authenticity verification of digital 
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images is a very difficult process, specifically the images used 
for news items, medical records, and court law. Because the 
copy-move forgery may be created for those types of images.   

 

 
(a)                                        (b)                                                                                                                                                                                                                             

Figure 4 (a). Forged image and (b). Real image [33] 

2.5. Copy-Move Method 

Among the other forgery methods, the copy-move method an 
extensively used type of image tampering, where the specific 
portion is copied and pasted on some other region [35]. The 
main motive of this method is to hide a significant element or 
highlight a precise object. Bayram, et al [36] implemented a 
proficient method for detecting the copy-move forgery. The 
authors stated that the block matching procedure is used to 
detect this type of forgery by separating the image into 
overlapping chunks. Also, it identifies the duplicated 
connected image blocks by finding the distance between the 
neighbor blocks [37]. For taking the forgery decision, only the 
duplicate blocks detection is not enough, because the natural 
images have many similar blocks [38]. Moreover, the Fourier 
Mellin Transform (FMT) is used to perform the operations like 
scaling, translation, and rotation for image  forgery detection 
[39].   

 
                              (a)                                                         (b)        

Figure 5 (a). Original image and (b). Tampered image [36]. 
As shown in figure above copy move image forgery (a) original 
image and (b) is tampered image  Mahdian, et al [40] utilized 
a detection method for identifying the copy-move forgery 
based on the blur moment invariants. This detection 

methodology can detect blur degradation, noise, and some 
other arbitrary changes in the duplicate image regions like 
noise addition and gamma correction gamma is a non-linear 
adjustment to individual pixel values. The steps involved in this 
method are image tiling with overlapping, representation blur 
moment invariants, transformation, similarity analysis, and 
map creation for duplication region detection. Moreover, the 
dimensionality of blocks was reduced by using the principle 
component transformation. Muhammad, et al [41] employed a 
Dyadic undecorated Wavelet Transformation (Dew) technique 
for detecting blind copy-move image forgery detection. This 
transformation technique aimed to extract the low frequency 
and high-frequency components by estimating the similarity 
between the blocks [42]. Moreover, the Euclidean distance is 
computed between every pair of blocks in the image. Then, the 
match is identified by computing the threshold value between 
the sorted lists [43]. In the wavelet transformation, the 
downsampling process is not involved, and the coefficients are 
not shrunk between the scales. Lynch, et al [44] aimed to detect 
the copy-move forgery by the use of expanding block 
algorithms. Also, it intended to identify the duplicated regions 
in the image by estimating the size and shape [45]. In this paper 
[46], it is stated that the copy-move forgery is performed for 
hiding the region of the image by wrapper it with a duplicate 
image. Still, recognizing the forged region is extremely 
intricate due to the precise copy of another region [47]. This 
detection mechanism contains the stages of feature extraction, 
comparison, and similarity estimation for taking copy decisions 
[48]. As shown in figure below the procedure of copy move 
technique first step the input image preprocessed, second step 
block division, third step feature extracted, last step the blocks 
which carry same feature triggered and mapped as a forgery. 
 

 
Figure 6. Procedure of Copy Move technique [48] 
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3. Forensic Approaches 

In this section, some of the forensic approaches used for digital 
image forgery detection are surveyed with its working 
stages. Omen, et al [49] utilized a fractal dimension and 
Support Vector Decomposition (SVD) techniques to detect and 
isolate the duplicated regions in the image. In this scheme, the 
image is classified into various groups based on its fractal 
dimension, which is used to identify the variations. Then, the 
copied and pasted regions are identified by using an efficient 
texture-based classification technique. Here, it is stated that the 
SVD is one of the widely used robust and reliable matrix 
factorization methods, which offers algebraic and geometric 
invariant features for classification. Also, the SVD technique 
provides maximum energy packaging for exhibiting good 
stability from distortion. It helps to locate the duplicated 
regions by adding noise and avoiding the blurred 
edges. Chierchia, et al [50] implemented a Bayesian Markov 
Random Field (MRF) technique to identify the image forgeries 
based on the sensor pattern noise. Here, the observed statistics 
and prior knowledge were balanced by the use of a Bayesian 
approach. Also, the reliability of forgery detection is improved 
by using the global optimization algorithm. Bianchi and 
Piva [51] developed a new forensic algorithm for 
discriminating against the original and forged regions in the 
image. Here, the effects of cumulation between various DCT 
coefficients are extracted with the simplified map by using the 
unified statistical model.  

Murali, et al [52] investigated various image forgery detection 
mechanisms for identifying the forged regions in the forged 
image. In this paper, it is stated that the copy-move and copy 
create types are the two kinds of image forgeries, which are 
implemented at earlier stages. It is detected by using the JPEG 
compression analysis and filtering algorithms. Here, the 
algorithms are evaluated based on the factors of image 
formation, time complexity, multiple forgery detection, and 
image transformation. Piva [53] provided a comprehensive 
overview of image forensics for determining whether the image 
content is authenticated or not. The methods investigated in this 
paper were acquisition-based, coding-based methods, and 
editing based methods. Pan, et al [54] suggested a feature 
matching technique for identifying the duplicated regions in the 
digital image.  
 
4. Comparative Study 

This section surveys the existing forgery detection mechanisms 
with respect to its own benefits and demerits. This study is 
mainly focused on the detection of image forgery by using 
various forensic approaches. The methods that have been 
investigated in this analysis are digital signature verification, 
digital image watermarking, cosine transformation, 
authentication watermarking, SURF, wavelet transformation, 
binary pattern extraction, deep learning, block matching, and 
blind image forgery detection.                              

Table 1. Comparative analysis of various image forensic approaches 
 

S.No Paper Title Methods Used Tampering Detection 
Type 

Pros/Cons Publication 
Year 

1. Research issues and 
challenges for 
multiple digital 
signatures 

Digital Signature 
Verification Schemes 
[55] 

The validity of multiple 
digital signatures are 
verified. 

Advantage: 
1. It provides the clear overview of 

various signature verification 
schemes with its specific limitations. 

Disadvantage: 
1. However, it failed to state an 

efficient and robust signature 
verification scheme 

2005 

2. ROI based tamper 
detection and 
recovery for 
medical images 
using reversible 
watermarking 
technique 

Digital image 
watermarking [56] 

It is used to detect the 
locations of the 
tampered portion inside 
the Region of Interest 
(ROI). 

Advantages: 
1. Good performance in terms of hiding 

capacity and visual quality 
2. High embedding capacity 

Disadvantages: 
1. Lack of reversibility 
2. Limited hiding capacity 

Induced distortions inside the regions 

2010 

3. A comparison 
study on copy-
cover image 
forgery detection. 

Discrete Cosine 
Transformation (DCT 
and Principle 
Component Analysis 
[57] 

It detected a copy-move 
image forgery.  

Advantages: 
1. Energy compaction property 
2. Reduced time complexity  
3. Increased accuracy 

Disadvantages: 
1. It required to locate the possible 

inconsistency 
2. Increased false positive rate 

2010 

4. A chaotic system 
based fragile 
watermarking 
scheme for image 
tamper detection 

Authentication 
watermarking scheme  
[58].  

It locates the tampered 
regions for image 
authentication.  

Advantages: 
1. High security 
2. Superior tamper detection and 

localization 
Disadvantages: 

1. Increased computational complexity 
2. Required to improve the 

performance 

2011 

5. DWT-DCT (QCD) 
based copy-move 
image forgery 
detection 

Discrete Wavelet 
Transformation 
(DWT) and Discrete 

It detected a copy-move 
image forgery in an 
accurate manner.  

Advantages: 
1. Better accuracy 
2. Reduced dimensionality of features 

Disadvantages: 

2011 
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Cosine Transformation 
(DCT) [34] 

1. Heavy compression 
2. It required to remove the position of 

pasted areas 
3. Increased complexity 

6. Detection of region 
duplication forgery 
in digital images 
using SURF 

Speeded Up Robust 
Features (SURF) [59] 

A copy move forgery is 
detected with better 
detection performance. 

Advantages: 
1. Better detection rate 
2. It evaluated the image with different 

angles 
 
Disadvantages: 

1. Required to reduce the false match 
rate 

2. Also, it failed to identify the small 
copied regions.  

2011 

7. Passive copy move 
image forgery 
detection using 
undecimated dyadic 
wavelet transform 

Undecimated dyadic 
wavelet transformation 
[33] 

A copy move image 
forgery is detected 
efficiently.  

Advantages: 
1. It estimated the methods based on 

three case studies 
2. Better performance results 

Disadvantages: 
1. Noise estimation is not robust 
2. It is not translation invariant 

2012 

8. A novel video 
inter-frame forgery 
model detection 
scheme based on 
optical flow 
consistency 

Inter-frame forgery 
model detection 
mechanism [60] 

It detected the frame 
insertion and deletion 
forgery.  

Advantages: 
1. It provides the good performance by 

efficiently identifying the frame 
insertion and deletion 

Disadvantages: 
1. Reduced precision 
2. Increased false detection rate 

2013 

9. Digital image 
tamper detection 
techniques-a 
comprehensive 
study 

Fragile watermark 
detection technique 
[61] 

Authentication based 
tampering detection is 
performed. 

Advantages: 
1. Robust watermark 
2. It accurately pinpoint the forgeries 

Disadvantages: 
1. It required a digital signature on the 

images 
2. Not highly efficient 

2013 

10. Survey on blind 
image forgery 
detection 

Blind image forgery 
detection [62] 

It detects the copy-
move, splicing, and 
retouching image 
forgeries.  

Advantages: 
1. It evaluated different number of 

matches for forgery identification 
2. It efficiently identified the duplicated 

blocks 
Disadvantages: 

1. It required to analyze the quality of 
image 

2. Increased time consumption 

2013 

11. Splicing image 
forgery detection 
based on DCT and 
Local Binary 
Pattern 

Local Binary Pattern 
(LBP) and Discrete 
Cosine Transformation 
(DCT) [26] 

Here, an image splicing 
forgery is detected 
accurately. 

Advantages: 
1. Better detection performance 
2. Increased accuracy 

Disadvantages: 
1. Increased complexity 
2. Not highly efficient 

2013 

12. A Forensic Method 
for Detecting 
Image Forgery 
Using Codebook 

SIFT based feature 
extraction and 
codebook generation 
[63] 

Dissimilar types of 
image tampering are 
concentrated in this 
paper that includes 
enhancing, composting 
and copy move.  

Advantages: 
1. Highly efficient 
2. Better accuracy 

Disadvantages: 
1. Requires more time for detection 
2. It distorts the content 
3. Inconclusive results 

 

2013 

13. Region Duplication 
Forgery Detection 
using Hybrid 
Wavelet 
Transforms 

Hybrid wavelet 
transformation 
technique [64] 

It detected a copy move 
image forgery and 
region duplication 
forgery.  

Advantages 
1. Effective compression 
2. It detected the duplicated regions 

with increased accuracy 
Disadvantages 

1. It failed to detect the duplicated 
regions, when the copied region is 
rotated or scaled 

2. Not highly efficient 

2014 

14. Digital image 
forgeries and 
passive image 
authentication 
techniques: A 
survey 

Passive image 
authentication 
techniques [20] 

A copy move image 
forgery is detected in an 
efficient way. 

Advantages: 
1. Reduced computational complexity  
2. Increased robustness 

Disadvantages: 
1. Sharp edge disturbances after 

splicing 
2. Not reliable feature extraction 

2014 
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15. Image Forgery 
Detection using 
Speed up Robust 
Feature 
Transform, 
Wavelet 
Transform, 
Steerable Pyramid 
Transform 
and Local Binary 
Pattern 

Discrete Wavelet 
Transformation 
(DWT) and dyadic 
wavelet transformation 
techniques [65] 

Copy move image 
forgery is detected with 
better accuracy. 

Advantages: 
1. Good efficiency 
2. Reliable 

 
Disadvantages:  

1. Not more suitable for noisy image 
2. Time complexity is high 

 

2016 

16. An Evaluation of 
Digital Image 
Forgery Detection 
Approaches 

Pixel based image 
forgery detection [19] 

Image splicing, copy-
move and image 
resampling forgeries are 
detected. 

Advantages: 
1. Better accuracy 
2. High reliability 

Disadvantages: 
1. Will not work in the noisy image 
2. Time consuming 

2017 

17. A Review Paper on 
Digital Image 
Forgery Detection 
Techniques 

Brute force, block 
based and key point 
based techniques [66] 

A generalized schema is 
developed for detecting 
a copy move image 
forgery. 

Advantages: 
1. Reduced complexity 
2. Quit robust 

Disadvantages: 
1. Not efficient for complicated 

background and texture 
2. Less accurate 

2017 

18. Boosting Image 
Forgery Detection 
using Resampling 
Features 
and Copy-move 
Analysis 

Deep learning 
mechanism [67] 

The copy move image 
features are identified 
for detecting the 
forgery. 

Advantages: 
1. Reduced false positive 
2. Highly efficient 

Disadvantages: 
1. Not highly robust 
2. Less accurate 

2018 

19. Accurate and 
Efficient Image 
Forgery Detection 
Using Lateral 
Chromatic 
Aberration 

Lateral Chromatic 
Aberration (LCA) and 
block matching 
algorithm [68] 

Image forgery is 
detected by analyzing 
the hypothesis testing 
problem. 

Advantages: 
1. Increased efficiency 
2. Reduced complexity 

Disadvantages: 
1. Increased estimation error 
2. Not suitable for noisy images 

2018 

20. 
 
 
 
 
 
 

Recent Advances in 
Passive Digital 
Image Security 
Forensics: A Brief 
Review 

Passive digital image 
forensic approaches 
[69] 

It detected the image 
forgeries based on the 
artifacts. 

Advantages: 
1. Better generalization ability 
2. Minimized time consumption 

Disadvantages: 
1. Handling difficulty in most forgery 

cases 
2. Performance degradation 

2018 

21 Image Splicing 
Detection using 
Deep 
Residual Network 

this approach three 
classifiers 
Multiclass Model 
using SVM Learner, 
K-NN and Naïve 
Bayes are used to train 
the classifier 
model[70] 

Spliced image forgery 
detection using image as 
input for CNN and 
processed through 
various layers   

Advantages: 
1- Increase the accuracy  
2- Localization of spliced forged 

image efficiently 
Disadvantages: 

1- Not suitable for copy-move forgery 
detection 

2- Required highly performance 
system to implement the algorithms  

2019 

22  Image splicing 
forgery detection 
combining coarse 
to refined 
convolutional 
neural network and 
adaptive clustering  
 

paper proposes 
detection method with 
two parts: 
 Coarse-to- refined 
convolutional neural 
network (C2RNet) and 
diluted adaptive  
Clustering, replace 
patch-level CNN in 
C2RNet.[71] 
 

Spliced image  forgery 
detection with two parts 
(C2RNet) and diluted 
adaptive Clustering. 
 
 

Advantages: 
1- Decrease the computational 

complexity. 
2- Tremendous decrease in the time. 

 
Disadvantages: 
 

1- Slightly Poorer in visual 
performance.  

2- Poorer in Recall than that of several 
of comparison methods. 
  

2019 

23 Image Forgery 
Detection: A Low 
Computational-
Cost and 
Effective Data-
Driven Model 

low computational-
cost and effective data-
driven model as a 
Modified deep 
learning-based model 
[72] 

Daubechies wavelet 
transform is utilized, 
representing YCrCb 
patches inside the 
image, neural network 
used to classify forged 
patches. 

Advantages: 
1- Reduce computational cost. 
2- Increase accuracy. 

  
Disadvantages: 

1- Not highly robust 
2- Time complexity is high  

 
 

2019 
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24 Morphological 
Filter Detector for 
Image 
Forensics 
Applications 

Mathematical 
morphological  filter 
detector (considered 
Gaussian low pass and 
Median filtering)[73] 

operates on grayscale 
images, propose a non-
trivial extension of 
a deterministic approach 
originally detecting 
erosion and dilation of 
binary images 

Advantages: 
1- Robust to image compression  
2- Very high accuracy  

 
Disadvantages 

1- Mathematical complexity  
2- Time complexity  

2020 

25 Constrained Image 
Splicing Detection 
and 
Localization With 
Attention-Aware 
Encoder-Decoder 
and Atrous 
Convolution 

Newly methods used 
AttentionDM for 
CISDL[74] 

Splice forgery detection, 
and detects whether one 
image has forged 
regions 
pasted from the other 

Advantages: 
1- Performance improved  
2- Computational improved  

Disadvantages: 
1- Equal error rate and detection rate 

reduced   
2- Slightly slower than DMAC 

2020 

26 Deep Learning 
Local Descriptor 
for Image 
Splicing Detection 
and Localization 

Deep convolution 
neural network CNN, a 
two branch CNN used 
with automatically 
learn hierarchical [75] 
 
 
 
 
 

Image splice detection 
and localization scheme 

Advantages: 
1- Robustness against JPEG 

compression 
2- Highly detection accuracy  

 
Disadvantages: 

1- Huge complexity while used 30 
linear high pass filter  

2- Future fusion is complex  

2020 

 
5. Conclusion and Future Work 

This paper surveyed various image forensics approaches for 
identifying the forgeries performed on the digital images. The 
techniques investigated in this paper are digital signature, 
digital watermarking, copy-move, image splicing, and image 
cloning. Most of the authors stated that image forgery detection 
is a highly complicated process due to the advent of various 
manipulation and editing tools. The feature is also playing an 
essential role in forgery detection because the features are 
highly sensitive to some forgery operations. Moreover, 
different image processing techniques such as preprocessing, 
feature extraction, feature selection, and classification are 
highly useful for detecting the forgeries in an exact manner. The 
passive methods are highly suitable for forgery detection 
compared to the active approaches. Because it analyzes the 
pixel variations and estimates the geometrical illuminations in 
an efficient manner. Among the other passive methods, the 
copy-move and image splicing are widely used by many 
researchers due to its benefits of reduced complexity and 
increased accuracy.  
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 Many organisations adopt and implement information technology (IT) but fail to 
operationalise it. As a result, the process of implementation is continually repeated without 
achieving the goals and objectives, which are often to gain competitive advantage and 
sustainability.  This study employs structuration theory as lens to examine and understand 
the factors that influence operationalisation of IT strategy in an organisation. The case 
study approach was employed, and semi-structured interviews technique was used to 
collect data. The hermeneutics approach was used in the analysis, which was guided by the 
duality of structure from the perspective of structuration theory. From the analysis six 
factors were found to primarily influence the operationalisation of IT strategy in an 
organisation. Based on the factors, a model was developed, which is intended to guide both 
IT and business managers in the operationalisation of IT strategy. 
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1. Introduction 

The pervasiveness of Information Technology (IT) has 
compelled organisations in different business spheres to adopt it. 
Thus, IT divisions are necessary to enable and support innovations 
in organisations. However, the deployment and use of IT in 
organisation has never been straightforward or as easy as 
sometimes proclaimed. Author [1] argues that developing 
technology is generally viewed as a variable and erratic 
undertaking. It is often complex to both individuals and 
organisations at large, with complexities attributable to both human 
and technology factors. Furthermore, [2] emphasise that 
interrelated factors, technical, social, and organisational make 
implementation of information technologies extremely complex. 

Based on this some of the complexities on one hand, 
essentialities on another hand, the use of IT solutions clearly 
require strategy in fulfilling business needs and requirements over 
a period of time. The researcher [3] assert that whether or not an 
organisation intends to strive for any competitive advantage, 
Information Systems (IS) or IT will still require a strategy to 
manage it, if only to circumvent being disadvantaged by the 
conduct of others. Accordingly, [4] affirms that IT enables 
organisations to implement strategies and to realise objectives.  

Additionally, the rapid changes in business and technological 
environments compel many organisations to adopt strategies in 

response to the ever-changing business needs and new 
opportunities. The objectives are often to increase their capability 
to escalate competitive and sustainable in line with the 
organisational vision and strategic intent. Thus, many organisations 
develop strategies. Some authors argue, though, that most strategic 
initiatives remain on paper, and are only as good as the paper they 
are written on [5]-[7]. 

     The need to deliver heightened business value and streamlined 
processes through IT is greater than ever before. Thus, 
organisations put emphasis on IT strategy and operationalisation 
thereof to continually enable and support their processes and 
activities [8]. Moreover, operationalising IT strategy often assists 
an organisation to change in a more informed and systematic way, 
thereby managing challenges such as IT ineffectiveness, an IT 
approach that is vague or uncertain, business and IT plans that are 
not aligned, IT being reactive as opposed to proactive and 
inconsistency of IT practises with best practices. Scholar [9] states 
the greatest benefits of IT strategy seem to be realised when IT 
investment is linked with other aligned investments and strategies, 
and all new business processes seem to be important in realising 
the maximum benefit of IT.  

     Based on these and other factors, many organisations attempt to 
operationalise the IT strategies in order to realise their 
organisational goals and objectives. However, this has not been 
easy; instead, some organisations develop IT strategy year-in and 
year-out. Also, if only some human actors adopt, implement and 
operationalise the strategy, realising the goals and objectives may 
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be hampered. Therefore, organisations constantly develop and 
implement IT strategies, unaware of the numerous challenges 
hindering the operationalisation of the IT strategy. 

      The remainder of paper is divided into five main sections. The 
first and second sections are a review of literature. This is followed 
by the research methodology that was employed in the study, and 
analysis of the data. The fifth section presents the results from the 
analysis, based on which the conclusions were drawn in the last 
section. 

2. Information Technology Strategy and its implementation 

Through the innovative use of IT, organisations are able to 
outperform their competitors [10].  Concurring, [11] are of the view 
that disruptive innovation is putting some organisations at the lead 
in a highly competitive environment. Innovations concerning IT 
have the potential to provide valuable opportunities for 
organisations [12]. Clearly, IT is not merely a support function. It 
has become embedded in the systems and processes of many 
organisations. With the rapid spread of IT and the increasing 
connectivity of the modern world, relying on an IT strategy is no 
longer a luxury for organisations; indeed, it has become necessary 
for survival.  

      The aim of the IT strategy is often to create a plan that manages 
investments on IT solutions. Accordingly, [13] assert IT strategy 
aims to create a medium to long-term plan for introducing 
information systems and to manage related IT investments. [14] 
state that IT strategy uses IS to support business strategy; it is the 
main plan of the IS function, and the collective view of the role of 
IT within the organisation. [15] affirm that an IT strategy concerns 
the use of IT to support business operation and strategy. However, 
[4] maintains that an IT strategy is a phrase that concerns a complex 
mix of concepts, ideas, visions, experiences, objectives, 
knowledge, recollections, views and opportunities that provide 
overall guidance for certain actions in the interest of specific 
outcomes within the computing environment.  

      Some studies indicate that while organisations develop 
comprehensive IT strategy plans, they are unable to implement 
them successfully, thereby leading to poor overall organisational 
performance [3, 16, 17]. It is much simpler to reflect on a good 
strategy than to implement it; thus, the interest in implementing 
strategies, in practice, has intensified, primarily because good 
strategies are not necessarily implemented successfully. Authors, 
[17, 18] articulate a different view, stating that inadequately 
implementing a strategy may not be bad in an environment where 
strategies themselves may often be flaw; incorrect implementation 
may be a valuable source of bottom-up consideration for better 
strategies. As a result, even after more than a decade of research in 
the disciplines of information technology strategy, implementation 
and operationalisation are not fully understood.  

     A critical challenge within IT strategic implementation is that 
little has been investigated in terms of how to successfully 
implement strategic change linked to the use of it [19]. Despite the 
interest and the vital role of implementing the strategy, most 

strategy implementations fail. One challenge organisations 
experience is that of putting an implementation team in place to 
execute and operationalise the IT strategy [17].  

     Hence, [17] emphasises that as a result of the prominent 
deficiency, a conclusion can be drawn verifying a lack of expertise 
in implementing strategies in organisations. It is apparent that on 
one hand the implementation of IT strategy does not happen by 
default, and on the other hand, after the strategy is implemented, 
the operationalisation is normally left to happen by itself. A 
comprehensive, coherent IT strategy and implementation plan 
alone does not guarantee the success of IT. Authors [3] are of the 
view that a sustainable, strategic approach to support every aspect 
of IT is inclusive in the IT strategy. Thus, it is critical to 
operationalise this strategy in fulfilling the objectives. 

     Regardless of the type and level of strategy in an organisation 
in the end management is faced with putting strategy into practice 
which is described as the implementation of tactics so that the 
organisation moves in the desired strategic direction [20].  
Implementation of the IT strategy enables and ensures the use of 
systems, rendering IT solutions capable of supporting 
organisational practices [19]. These authors [21] explain that 
failure to put the implemented IT strategy to good use manifests 
into strategy blindness. Hence, [19] define strategy blindness as 
an organisation’s inability to achieve the strategic intent of 
implementation of available IT abilities. While much attention is 
paid to the challenge of implementing an IT strategy that aligns 
organisational strategy to IT investment, there is a dearth of 
information pertaining to putting IT strategy into practice 
successfully [19].  

3. Structuration View 

Structuration theory’s (ST) main emphasis is to understand 
how social practices are structured across time and space. The 
theory of structuration is a general sociological theory regarded as 
connecting multiple levels from society down to the individual 
[22]. Academic [23] postulate that although ST only infrequently 
refers to IT, it has been extensively used in IS studies because it is 
regarded as particularly useful to describe unexpected results of IT 
implementation. Structuration theory plays a significant role in this 
study in comprehending the social, organisational and personal 
contexts within which an IT strategy is implemented and 
operationalised. The theory draws a vital connection to 
comprehend an IT strategy, which on the one hand is constrained 
or enabled by the societal context in which it operates, and on the 
other hand, is a means for sustaining or amending that context. As 
far back as 2003 [24] explain ST has a significant role to play in 
the advancement of understanding how technological systems 
support human interaction in societal, organisational and personal 
contexts. It has been argued that without social interpretation, 
technology can be viewed as ‘meaningless’ [25].  

     Therefore, in this study, ST serves as a lens to understanding 
the meaning of the actions, rules and resources associated with the 
operationalisation of an IT strategy. The interaction between 
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agency and structure signifies a mutually constituted duality. 
Explaining structuration [26] advocates that human agents 
(agency) continuously produce, reproduce and change social 
societies (structures). Similarly, an IT strategy operationalising 
recursively produces outcomes that mutually reproduce the social 
world, because the rules and resources available for formulation, 
development, implementation and dissemination are distinctive to 
every organisation. One of the main tenets of structuration is the 
dual relationship between agency and structure. 
     Duality of structure is described as the repeated relation 
between human and structures, whereas structures shape human 
actions, and in turn, form the structure [4]. Whereas, [27] refers to 
duality of structure as the relationship between agency and 
structure which poses one of the most prevalent and challenging 
issues in social theory, asserting that structure exists only in and 
through the actions of human agents [28].These dynamics may 
adversely affect the thoroughness and validity of the processes, 
technologies and capabilities required to implement an IT strategy 
rendering it operational. 

The role of structure can therefore be seen as both a 
constraining and enabling element for human action. Thus, [29] 
suggest that structures in organisations have these enabling and 
constraining aspects, enabling because they provide a valuable 
framework for social dealings, but also constraining as they afford 
little flexibility for how individuals conduct themselves and 
interact within the organisation’s boundaries. While structuration 
theory assists in explaining communication practices within 
organisations and helps in clarifying how employees understand 
their organisational rules, structures can be useful as well as 
adverse for organisations and employees. Therefore, structuration 
theory expresses the power of agency and structure over time in a 
social system [30]. 
4. Research Approach 

The study employed the qualitative method because views and 
opinions of participants were required in achieving the objectives. 
According to [31] qualitative method, assist researchers to get hold 
of the thoughts and beliefs of participants, which enables 
comprehending the meaning that people attribute to their 
experiences. Qualitative method undertakes to enhance the 
understanding of why things are the way they are in social 
world and why people act the way that they do [32]. The case 
study approach was employed primarily because real-life setting 
was the focus. The approach enables an in-depth exploration of a 
real-life phenomenon in its natural setting [33]. An organisation 
from the private sector was selected as a case. Private organisations 
are companies that are owned by private investors. At the time of 
the study, the organisation needs to operationalise its IT strategy, 
therefore making it interesting and appropriate to examine the 
factors influencing the operationalising of its IT strategy. Triumph 
Technologies, was selected for the study, to gain an empirical 
understanding of how IT strategy can be operationalised in a real-
life setting.   
     Triumph Technologies (TT) is a multinational privately-owned 
organisation in the telecommunication industry. The organisation 

is wholly owned by the employees. The organisation operates in 
over 170 countries and regions, including South Africa. The head 
office referred, to as ‘headquarters’ (HQ) is in Asia and the regional 
office is situated in South Africa. The organisation was selected as 
a case for study based on specific criteria, including: (i) a developed 
IT strategy in the organisation; (ii) a willingness to participant in 
the study; and (iii) previously established distinct foci for the 
organisation.  

     According to [34] the purpose of qualitative interviewing is to 
express and clarify individuals’ real-world life as they live it, feel 
it, experience it and make sense of accomplishments. Semi-
structured interview was used for the data collection. [this author 
[35] describe semi-structured interviews as starting with defined 
questions, however the interviewer has the autonomy to adapt the 
questions to a specific directions response in an effort to allow for 
more spontaneous and instinctive conversations between the 
interviewer and interviewee. Sixteen (16) participants were 
interviewed until a point of saturation was reached. Generally, 
researchers should carry on the interview participants until the 
field of interest is saturated, meaning until anything new is said by 
the all participants [35]. Through the hermeneutic approach form 
the perspective of the interpretivist approach the data was analysed 
using the lens of the structuration theory as a guide. The results 
from the case study give a deeper understanding to how IT strategy 
is operationalised in an organisation, making a case for 
generalisation. According to [36:1452], “the end product of 
qualitative analysis is a generalization, regardless of the language 
used to describe it”.  
5. Data analysis through duality of structure 

The data collected from the case was analysed with a 
hermeneutic approach from the interpretive paradigm. The 
analysis was guided by structuration theory employing duality of 
structure as a lens to guide the analysis. A summary of the analysis 
is depicted in Table, below. Through duality of structure, the 
research examined how rules and resources enable and constrain 
agencies to operationalise the IT strategy, producing and 
reproducing events, processes and activities in the organisation. 

Agencies at TT were divided into two categories: technical and 
non-technical. Technical agencies comprised proprietary 
technologies and IT systems; playing an integral part in developing 
and implementing systems and innovations to operationalise the IT 
strategy. At TT, the IT specialists and business users are the non-
technical agents. Most of the non-technical agents, in particular, 
the IT specialists and IT management representatives such as the 
CIO, report into the international structures. Although the regional 
office has IT specialists, the headquarters IT support team based in 
Asia remotely supports the regional office in South Africa.  
     At the organisation, structure was classified under rules as IT 
policies, and resources were the IT and business people and the 
processes. These IT policies are the guidelines followed to 
operationalise the IT strategy. Resources include IT and business 
people and processes. The IT people are IT specialists and IT 
management teams that implement and operationalise the IT 
strategy. The business people are non-IT employees who are 
participating in operationalising the IT strategy. Processes are used 
by IT and business employees to perform business activities and 
actions. 
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Table 1: Overview of Analysis at Triumph Technologies 
St

ru
ct

ur
e 

Signification Domination Legitimation 

At the organisation, some employees 
considered the IT strategy and its 
operationalisation as very critical and 
significant in achieving efficiency and 
effectiveness. This consideration was based 
on factors, such as people, technologies 
processes, and continuous learning.  

Owing to the IT strategy impacting business processes, 
activities and events, IT staff put emphasises on 
operationalising it.  The IT staff where the main role 
players driving the implementation and operationalise the 
IT strategy. Due to their involvement as main role 
players, some were aware of the IT strategy and had the 
skills to operationalise it. Because knowledge and skills 
were critical, some employees used it to dominate the 
environment. 

The organisation had rules, policies, 
processes, frameworks and controls that 
guided and managed carrying out of the 
IT strategy activities and actions that 
authorised some employees’ actions and 
behaviour, legitimating it. 

M
od

al
ity

 

Interpretive scheme Facility Norm 

At Triumph Technologies, based on different 
views and interpretations from various 
employees across the organisation, the IT 
strategy and operationalisation of it, on the 
one hand, enabled and on the other hand 
constrained business activities, events, 
processes and policies.  

In an effort to operationalise the IT strategy different 
resources (people) such as people in the headquarters in 
Asia were employed in various roles as enablers and at 
the same at time constrained some processes. An 
example is the remote support provided by the people in 
the headquarters. This constrained some business events, 
as they had to wait for assistance from someone who is 
based far and remote. 

It was the organisational culture to that 
the people, processes and technologies 
involved and through which the IT 
strategy was operationalised were 
allocated and managed from a central 
point, the headquarters in Asia. This 
included skilled people, new processes 
and advanced technologies and training, 
roles, responsibilities.  

In
te

ra
ct

io
n 

Communication Power Sanction 

Different means and ways were used to 
communicate, share knowledge and 
information about IT strategy and how it can 
be operationalised in the organisation. This 
included teleconference, video conference, 
meetings, workshops and electronic training. 
The CIOs were accountable and responsible 
in sharing information about IT strategy its 
operationalisation with the stakeholders. 

The roles some employees occupy in the organisation 
delegate authority, in particular CIO and the heads of the 
different IT divisions to manage and control how to 
operationalise the IT strategy. This type of control, where 
power played a role, increases the interest and 
contribution from some of the employees, because they 
respect the authority bestowed on the person.  

The work ethics and culture of some 
employees in the organisation was to 
adhere to instructions and go beyond the 
call of duty to operationalising the IT 
strategy. This was not only based on 
their employment agreement with the 
organisation, also on the work-centric 
and customer-centric attitude and 
believes. 

 

The discussion that follows should be read with the Table to gain 
better understanding of the data analysis. 

5.1. Signification/Interpretive scheme/Communication 

In the organisation, the IT strategy was the roadmap defining 
what and how solutions should be deployed. This includes 
planning, IT systems development and management of 
telecommunication devices. In addition, through the IT strategy, 
synergy and consolidation of artefacts and systems were carried 
out. From this viewpoint, some employees considered the IT 
strategy significant in that it simplifies the numerous activities that 
were carried out within the environment. In operationalising the 
IT strategy, the consolidation approach reduced the numerous 
systems, some of which were redundant and others duplications. 
This ensures that the solutions selected and deployed were unified, 
enhancing consistency, standardisation, and reducing complexity, 
promoting efficiency and effectiveness, and advancing the 
organisation’s competitiveness.  

      Another important aspect of the IT strategy was that its 
operationalisation enabled a seamless link between the branches 
of the organisation across the world, between the Asian and 
African continents. This enabled Triumph Technologies to 
achieve the organisational goals and objectives by reducing 
operational cost and increasing competitiveness. This was 
important to both the management of the organisation including 
some employees. However, many employees did not fully grasp 
the significance of consolidating and unifying technology 

solutions in the organisation, as these employees thought it was 
fanciful, or nice to have. Others, however, understood the cost 
implications as well as the efficiency and effectiveness that such 
initiatives contribute to the environment. This diverse 
understanding was based on individual and group interpretation of 
the activities undertaken within the business units as enabled and 
supported by the IT unit through operationalisation of its strategy. 
The interpretation was influenced by communication. 

     In Triumph Technologies, electronic mail (email) and mobile 
electronics applications (apps) were the primary methods of 
communication. Video conferencing and teleconferencing were 
secondary methods of communication within the organisation, 
because both video conferencing and teleconferencing were often 
used for meetings and clarifications of subjects that had previously 
been communicated through the email. Spoken language was a 
challenge during communication, whether management-to-
employee or employee-to-employee. This critically influenced the 
interpretation of contents during operationalisation of the IT 
strategy within the organisation. Occasionally language had to be 
translated for other employees or stakeholders. In the process of 
language translation, some of the meanings or contexts are 
misconstrued.  

     Operationalisation of the IT strategy was influenced, enabled 
and constrained within Triumph Technologies by the significance 
associated to it. Moreover, interaction was of mixed feelings 
because some employees were privileged and others were not in 
terms of sharing organisational information. Thus, meanings 
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which individuals and groups make of the technology solutions 
and artefacts affected the operations. In addition, communication 
was not always straightforward, which often influenced employee 
interpretations and the value they associated with the IT strategy.  

5.2. Domination/Facility/Power 

At Triumph Technologies, there were imbalances from 
various perspectives, such as allocation of tasks and information 
sharing. The imbalances enabled and sometimes constrained 
events, processes and activities, consciously or unconsciously. 
These were actions that reproduced themselves during the 
operationalisation of the IT strategy in the organisation. During 
operationalisation of the IT strategy, various facilities were 
employed, including processes and spoken languages. The 
facilities were employed from two viewpoints, personal and 
organisational. At the organisational front, processes were 
followed in the operationalisation of the IT strategy towards 
achieving the goals and objectives of the organisation. From a 
personal perspective, some employees spoke in the language that 
friends among colleagues understood, excluding others from 
participating in discussions.  

      A South African language (Sesotho) and an Asian language 
(Hakka) were commonly spoken divisively to exclude colleagues 
from discussions. In addition, some employees having close or 
have personal relationships with their managers preferred to speak 
in the language only both understand instead of the generally 
accepted language of the environment, which was English at the 
time of this study. The use of the English language was mainly 
because they, the promoters, did not have a choice but to employ 
an inclusive approach for tasks to be carried out. The reliance on a 
particular spoken language to exclude certain colleagues was at 
some point a hindrance to the operationalisation of the strategy. 
This was so because many of the interested employees, or those 
with the necessary skill-sets, found it difficult to participate in 
discussions, affecting their overall execution of tasks. This 
worsened as the exclusion approach was also practiced in formal 
meetings.  

      Through the preferred spoken language, employees 
unconsciously created networks within the organisation, meaning 
that networks were formed along language lines. Consciously or 
unconsciously, the networks regulated activities of the IT strategy 
during operationalisation. This was primarily because some of the 
employees were more loyal to their networks than the 
organisational objectives. Another reason for loyalty was 
attributed to the fact that some employees admitted to receiving 
more information from their networks than from the formal 
hierarchal structure within the organisation. In the 
operationalisation of the IT strategy, there were also factors of 
power at personal levels and from organisational hierarchical 
levels (positions). This factor caused imbalance in the organisation 
during the operationalisation of the IT strategy. At a personal level, 
the source of power came from knowledge, which some 
employees acquired through continuous learning and the privilege 
to information.   

     Although there was power associated with knowledge, skills 
and understanding of the IT strategy and its operationalisation in 
the organisation, there was also power that bestowed on the 
positions. The staff in the headquarters (HQ) had power to 
approve or reject activities relating to the operationalisation of the 
IT strategy in the organisation. The HQ team includes the Chief 
Information Officer (CIO) and the IT specialists in Asia. Business 
initiatives were discussed with the HQ team who have the ultimate 
decision-making power. It is clear that during the 
operationalisation of the IT strategy, there were imbalances, 
which means that some employees were dominant over their 
colleagues. This dominance was based on levels of access to 
facilities that were sources of power. Power was enacted by the 
facilities, enabling and simultaneously constraining activities in 
the operations of the IT strategy 

5.3. Legitimation/Norms/Sanction 

At Triumph Technologies, operationalisation of the IT 
strategy entails various activities through different processes, rules 
and regulations to fulfil organisational requirements, goals and 
objectives. These actions were assessed and deemed eligible for 
use within the organisation. Thereafter, actions were executed by 
humans using facilities such as technology solutions (devices), 
spoken language and face-to-face meetings to operationalise the 
IT strategy.  

     In operationalising the IT strategy, micro and macro 
approaches were employed at middle management and lower 
management, respectively. The different management approaches, 
micro and macro, were employed because of the hierarchical 
structured nature of the environment. The macro focuses on 
strategic intent, while the micro was operational. Thus, the 
approaches were purposely followed to enforce the different types 
of instructions, rules and regulations through the hierarchy, for 
different events and activities during operationalisation of the IT 
strategy.  

     At both micro and macro levels, long working hours (beyond 
the prescribed eight working hours) and late-night meetings were 
held. Although some employees were initially not accustomed to 
this culture, with time, they became acclimated to this as it 
gradually became the norm as operationalisation of the IT strategy 
continued within the organisation. Few other actions, such the use 
of certain spoken languages for exclusivity, were also norm. This 
occurred even though they were consciously or unconsciously 
used to enable or constraint in one way or the other, the activities 
involved in the operationalising of the IT strategy.  

      Even though the facilities were approved for organisational 
purposes, some of the actions that manifested were not entirely 
geared towards achieving the goals and objectives of the IT 
strategy. For example, Hakka was spoken for exclusivity purposes. 
Despite its negative connotation, it became a culture, a way of 
conducting the business of operationalising the IT strategy, 
practiced over a period of time within the organisation. Some 
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employees accepted this practice, not because they liked or agreed 
with it, but because they felt that had no choice.  

    This was because the senior organisational management 
sanctioned the practice. Management and even some employees 
sanctioned some of the actions, such as the long hours of meetings, 
meetings at late hours, and the use of the Hakka language for 
exclusivity. This was not because they wanted to, but because it 
facilitated productivity in the operationalisation of the IT strategy 
in the organisation. These actions were practiced, and eventually 
became the norm, mainly because they were first sanctioned by the 
management at the HQ, the decision-making authority in Asia.  

     At Triumph Technologies, as an initiative to educate aspiring 
IT specialists to address the different spoken language imbalances, 
learning materials were presented. The intention of this initiative 
was to make operationalisation of IT strategy easier and more 
efficient, creating a culture of learning and inclusion. The learning 
culture was sanctioned by everyone who wanted to acquire skills 
and knowledge and participate in operationalising the IT strategy. 
The culture of learning encouraged employee awareness of the IT 
strategy, learning and understanding why and how to 
operationalise it.  

      In operationalising the IT strategy, many of the human actions 
as well as the technological solutions were reproductive. Even 
though the actions and technological solutions were eligible 
(legitimate) within the frame of the organisation, they were not 
always to promote organisational interest. In addition, some of the 
actions and activities that were considered as the norm were not 
generally agreed upon by the many of the employees. For example, 
only a few of the employees agreed to the abnormal working hours 
to protect their jobs. The management sanctioned activities and 
actions intended for the benefit of the organisation, but with little 
regard for the consequences to the employee. 

6. Discussions and findings 

Six factors were identified from the analysis that enabled and 
simultaneously constrained the operationalisation of the IT 
strategy at Triumph Technologies (TT): hierarchical 
consciousness; technology solutions; network of people; training 
and skill-set; exclusivity vs inclusivity; and language 
differentiation (Figure). The figure needs to be perused with the 
discussion in mind to ascertain exactly how the factors shape IT 
strategy and its operationalisation.  
 

The model depicted in Figure 1, present factors that are 
interrelated. Thus, the factors influence and are being influenced 
by others. In other words, these factors enable and constrain each 
other during the IT strategy operationalization process at Triumph 
Technologies.   

6.1. Hierarchical consciousness  

Hierarchical levels are necessary in an environment to steer 
information appropriately [37], such as IT strategy solution. 
Author [38] suggests that processing information or tasks that 
involve many behavioural options require consciousness. This is 

to avoid potential disintegration of solutions such as the 
operationalisation of the IT strategy within an environment. 
Furthermore, [39] explain that consciousness can play a role in 
enabling tasks within and environment. To the contrary [37] argue 
that some users often lose consciousness of their tasks as they 
navigate within hierarchy. But successful integration of artefacts 
or solutions requires clear consciousness of the people that are 
involved [39]. 

 
Figure 1: Model for operationalizing an IT strategy 

      At Triumph Technologies, adherence to organisational 
structure was considered an important influencing factor in 
operationalising the IT strategy in the organisation. During the 
operationalising of IT solutions, approval was sought from senior 
management and structures in Asia, a practice accepted by both IT 
specialists and business users, irrespective of whether or not they 
agreed with the strategy and its processes. This enabled 
smoothness of the processes and various activities as well as 
employee inclusiveness in the operationalisation of the IT strategy. 
Additionally, the approval of the strategy ensures that the solutions 
operationalised are in alignment with the organisation’s universal 
strategy.  
 
      As organisational structure allows strategy and its process to 
circumvent duplication of IT solutions, promoters of the IT 
strategy verified and validated each innovation with senior 
management. The verification and validation processes occurred 
by way of interaction among stakeholders involved in 
operationalising the strategy. Without approval through the 
organisational structures, activities and events involving 
operationalisation would potentially be delayed, with some 
activities even facing termination or rejection. Thus, IT specialists 
and business users were intentionally conscious, aware of the 
significance of the organisational structures in carrying out their 
responsibilities related to the operationalisation of the IT 
strategy. 
 
6.2. Technology solutions 

Technological solutions refer to information systems and 
technological tools or artefacts used to enable and support 
activities [40]. IT strategy defines the solutions and arranges them 
in priority perspective for more efficient organisational use. This 
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evolves over time, gradually addressing the changing needs of an 
organisation [41]. Technological solutions do not operate in and of 
themselves, but require human expertise [42]. 
 
     Technology solutions were defined by the IT strategy, 
including standard deployment, management and use of the 
solutions for best organisational purposes. The IT systems, IT 
infrastructures and telecommunication devices were the main 
aspects of the IT strategy, with IT systems involving mobile 
applications, applications, electronic flows (e-flows) and tools. At 
Triumph Technologies, IT infrastructures consist of servers, 
laptops, desktops and notebooks used by the employees to manage 
processes and activities. Telecommunication devices were 
employed for teleconference and videoconference meetings with 
the headquarters and other branches globally.   
 
     The IT strategy was operationalised to enable deployment of 
the technology solutions, with the intent of improving 
organisational efficiencies. During operationalisation of the 
technology solutions, processes and activities were managed 
attentively to ensure appropriateness and suitability in accordance 
with organisational purposes. This was because technology 
solutions both influence and are influenced by other factors such 
as hierarchical consciousness, skill-sets and networks of people 
(Figure). The process of operationalisation required legitimisation 
that happens through hierarchical consciousness of management. 
Also required were appropriate skill-sets and the deliberate 
involvement of various personnel. Above all, interaction and 
relationships among stakeholders were of critical importance. 
 
6.3. Network of People 

Network of people refers to conscious or unconscious 
groupings of employees within an organisation. According to [43], 
people engage in networks for various purposes, both personal and 
organisational. These authors [44] explain how the interaction that 
occurs within networks of people influence technology 
deployment within an organisation. The success or failure of 
operationalisation of IT strategy can be influenced by the 
interactions and actions within networks of people. Scholar [45] 
argue that in recent years, traditional hierarchical approaches are 
struggling against challenges of an emerging relational set-up in 
which decisions cannot be imposed but must emerge from the 
interactions among actors. 
 
    Alignment of various agencies played a significant role in 
operationalising the technology solutions as the agencies formed a 
homogenous network of people, consciously or unconsciously, 
intended to achieve business objectives of the organisation. The 
networks, formed based on spoken languages, skills and 
competencies, were enabling as well as constraining in the 
operations of personnel. From the enabling front through the 
networks, deliverables were fostered, primarily because 
employees were either acquaintances or friends, and based on 
strength of relationships, they offered various levels of support to 
each other. From the constraining perspective, collaboration 
between various networks were challenging because of factors 
such as language differences, which, while including some, often 
excluded others.  

     In the operationalisation of IT strategy, it is important that the 
different networks of people involved have not only the skill-set 
and understanding of various processes but work collaboratively 
with one another to achieve organisational business objectives. 
Thus, skill-sets and collaboration of various people were 
significant in operationalising the IT strategy. Skill-set 
deficiencies and lack of training surrounding various processes 
involved in operationalisation meant inefficiency and 
ineffectiveness of the IT strategy. 
 
6.4. Training and skill-set 

       The roles of employees are not as easily ascertained as 
believed; otherwise, the operationalisation of technology solutions 
will be even more complex due to human actions [44]. The 
different standards and levels of employee actions, based on 
knowledge and skill, determine the success of activities within an 
environment [45] so it is critical that organisations involve 
employees with the right of skill-sets as that is critical for 
competitive advantage [46]. Thus, it is essential to train and 
develop employees appropriately about operationalising the IT 
strategy in the organisation.  

    Training and development meant that employees in the 
organisation were equipped with vital knowledge and skills for 
understanding the processes and activities involved in 
operationalising technological solutions as defined by the IT 
strategy. Training and development were often conducted through 
different methods and mediums such as electronic learning (e-
learning), which gave employees the convenience of accessing 
training material and course participation in the operations of the 
IT strategy in the organisation. The training enabled some of the 
employees to carry out their responsibilities from anywhere, and 
at any time, through their mobile devices.  

    Through training and development, knowledge about the 
technology solutions was acquired. Therefore, networks of people 
had the capabilities and knowledge to operationalise the IT 
strategy. The importance of training and development during 
operationalisation was for the network of people to generate a 
common understanding about the processes and activities when 
interacting during operationalisation; however, employees were 
also eligible to interact in different languages, which created a 
language barrier in the organisation. 
 
6.5. Language Differentiation 

       Understanding of activities and tasks is mediated by language 
of instruction and engagement through facilitating communication 
among team members [47]. Thus, devising effective strategy is 
necessary to bridge the language barrier and manage significantly 
negative activity [48]. Even though training programs are carried 
out, they do not always consider language barriers, an oversight 
that can engender additional complexities in an environment [49]. 
This needs more attention in that through language the 
communicating of thoughts, ideals and knowledge is manifest, so 
language is clearly an influence in terms of how IT strategy is 
operationalised. 

     The spoken language was used, whether consciously or 
unconsciously, to enable and occasionally constrain 
operationalisation of the IT strategy in the organisation. On the one 
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hand, when employees of the same network communicate using a 
preferred language, such as Hakka, in sharing knowledge and 
ideas to ease understanding about technology solutions and 
processes, smooth operationalisation is heightened; but on the 
other hand, when employees who are unfamiliar with the network 
language become difficult, communication challenges escalate. 
This is a constraining barrier during the operationalisation of the 
IT strategy. This situation was reproduced time and again in 
operationalising the IT strategy in the organisation.  
 
    The language differentiation influenced and was influenced by 
networks of people, by the exclusivity or inclusivity of employees, 
and by the use of technology solutions. This was both enabling and 
constraining in operationalising the IT strategy, as explained 
above. The most important thing is that language differentiation 
has been identified as an essential influencing factor when 
operationalising IT strategy in an environment as it creates 
division among employees in operationalising the IT strategy in 
the organisation.  
 
6.6. Exclusivity and Inclusivity  

Inclusiveness aims to enrol as many as possible participants 
while exclusiveness is about access by only a privilege few. 
According to [50] inclusivity is a process that genuinely and 
legitimately allows broader participation in an activity. However, 
deceptive actors tend to use more cognition, 
inclusivity and exclusivity in words when interacting with groups 
within environment [51]. Postulated by [52] an understanding of 
information system continuance for information-oriented mobile 
applications requires a dramatic shift from exclusivity to 
inclusivity to influence operationalisation of the IT strategy. 
 
       In operationalising the IT strategy in an organisation, 
exclusivity and inclusivity of employees were both enabling and 
at the same time constraining. Exclusivity minimises too many 
opinions and options, mineralising complications inherent in 
decision-making. However, the same factor of exclusivity 
deprived certain employees from participating in processes and 
activities tasked for the execution of IT strategy. The concept of 
inclusiveness was beneficial to both the business and IT units of 
the organisation, from an alignment viewpoint, as alignment 
between business and IT units was instrumental in operationalising 
the IT strategy in the organisation. Despite the positive aspect of 
inclusivity, it was also constraining. For example, too many people 
could not be involved in certain decisions, especially those 
requiring technical expertise.  
 
    In the environment and during operationalisation of the IT 
strategy, exclusivity or inclusivity of a group of employees was 
sometimes consciously and sometimes unconsciously created. 
This happened at various levels, from senior management to 
technical expertise. Some employees were privileged, granted 
exclusive access to information pertaining to IT strategy 
operationalisation. Both exclusivity and inclusivity of employees 
influenced and was influenced by the relationship and interactions 
during operationalisation of IT strategy in the organisation, 
impacting how some employees were nominated for skills 
development, but not others, how processes were defined, and how 

tasks were assigned to certain distinct individuals in the 
operationalising the IT strategy in the organisation.  
 
7. Conclusion 

This paper provides a clear distinction between IT strategy 
implementation and operationalisation. This is a confusion that has 
contributed to the misunderstanding, and negativity which the IT 
strategy has received for many years. The study reveals, and makes 
it possible to gain better understanding of the factors that influence 
operationalisation of an IT strategy in an organisation, which were 
not empirically known. The factors are critical as they assist in 
achieving business goals and objectives. Thus, the research 
intended to benefit academics and professionals alike that focus on 
operationalising IT strategies in organisations. The academics 
domain gain from this research through its addition to existing 
literature in the subject areas of information technology strategy, 
implementation and operationalisation. Professionals in the 
business sphere, the benefits come from gaining better 
understanding of the influential factors involve in operationalising 
IT strategies in organisations. 
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1. Introduction  
The purpose of this paper is to demonstrate the application of 

Causal Modeling in the domain of Cybersecurity. We engage in 
the scientific inquiry into the underlying causes of data breaches. 
Using methods of causal analysis that link concepts to 
observations, and a rationale connecting concepts to practice. The 
notion of causality, as used in Computer Science, provides 
principles that guide the problem specification, elaboration of the 
procedures, and interpretation of datasets. We employ causal 
modeling for the purpose of providing a computable measurement 
of a certain group of data breaches. 

We tackle a variety of data breach problems that affect our 
industries and have an impact on the overall economy.  In our 
work, we demonstrate how the usage of Causal Modeling can help 
us locate such data breach problems.  Statistical analysis is enough 
for identifying associative relationships. While this is useful for 
general analysis, Causal Modeling provides a different structure 
with interventions included in it.  Interventions tell us what would 
have happened if events other than the ones we are currently 
observing had happened.  Such interventions allow us to avoid 
unnecessary steps and come directly to the point. It can also 
provide justification as to why and how the desired step or 
conclusion is arrived and provide defense for potential future 
cases. In order to intervene, we needed to estimate the effect of 
changing an input from its current value, for which no data exists. 
Such questions, involving estimating a counterfactual, are 
common in decision-making scenarios. 

 Statistical Prediction is the estimation of an outcome based on 
the observed association between a set of independent variables 
and a set of dependent variables. Its main application is 
forecasting. 

Causality is the identification of the mechanisms and processes 
through which a certain outcome is produced. It can be used in 
predicting future events that are similarly connected via 
mechanisms and processes. Causal relations are not features that 
can be directly read off from the data, but have to be inferred. The 
field of causal discovery is concerned with this inference and the 
assumptions that support it.  

Our research focuses on two aspects of Causal Modeling: 
Causal Discovery and Causal Inference. Causal Discovery 
algorithms try to derive causal relations from observational data. 
Given a set of data, a causal discovery algorithm returns a set of 
statements regarding the causal interactions between the measured 
variables. 

Causal Inference is the process of drawing a conclusion about 
a causal connection based on the conditions of the occurrence of 
an effect. The main difference between causal inference and 
statistical inference of association is that the former analyzes the 
response of the effect variable when the cause is changed. The 
process shows causal direction, which is rarely found by statistical 
correlation alone. For example, a question that  causal reasoning 
can answer is: Is there a causal link between the distribution across 
values of a certain variable X and values of another variable Y? 

Causal inference process solves causal problems 
systematically, by methods such as counterfactual analysis, 
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graphical models, and the association between counterfactual and 
graphical methods. 

Causal modeling resolves questions about possible causes by 
providing explanation of phenomena as the result of previous 
events. One can generate a plausible explanation for gaps within 
cybersecurity infrastructure.  The usage of Causal Modeling can 
help us locate a set of data breach problems and help provide a 
solution for such problems. 

The objective of this research is to evaluate the risks of data 
breach  of cybersecurity incidents with the overall aim to identify 
patterns of importance amongst the dataset, accomplished by 
noting causes and effects in the modeling process. This is achieved 
by studying the characteristics of the VERIS Community Database 
(VCDB) of cybersecurity incidents. VCDB is a widely used open-
source dataset containing a breadth of information regarding data 
breaches. 

2. Background 

We offer a scientific method based on the notion of causation. 
Following are the motivations behind the use of Causal Modeling 
for Cybersecurity:  

One can draw from past experiences, and try to build a 
probability distribution [1]. Standard probability theory has been 
productive in these problems and similar ones, when the past 
experiences are readily available for analysis. But there are 
instances where it fails to provide adequate concepts and 
mathematical methods, particularly when the past experiences are 
either not available, or are not relevant.    

A context like breach of data can interact with the phenomena 
of interest in ways that standard probability theory does not 
productively capture; that is, in ways that standard probability 
theory does not provide insights and methods for useful modeling 
and fails to capture key concepts.  Some of these key concepts are 
the necessary and sufficient conditions that produce the essential 
model of the cause-effect relationships involved.   

A necessary condition is one that is required if a certain effect 
is to follow. A sufficient condition, on the other hand, is enough 
for certain effects to follow.  

Some of the usage of the necessary and sufficient conditions 
are as follows: we have to look for causes that are common in the 
cases where the effect also occurs. Thus, some event is not a 
necessary condition if it happens without the effect occurring [2,3]. 

We can explore causal modeling on observational data.  In 
general, to determine whether or not an uncertain variable xk (the 
supposed effect) is responsive or unresponsive to decision d we 
have to answer the query “Would the outcome of xk have been the 
same had we chosen a different alternative for d?" Questions of 
this form are counterfactual queries [4,5]. 

   We define the Counterfactual World as follows.  there are 
some uncertain variables, X (of which xk is an instance), such as 
data leakage (including some uncertainty as to why, and are we 
sure about the leakage?)  in the scenario; there is also the set of  
potential causes C [6].  Possible candidates for the causes in C are: 

• malware in the system  

• hacking  

• human error   

Let U be the total set of possible effects pertaining to some 
scenario S.  These are possibilities that should be determined 
correctly. There are variables  X ⊆ U, which are uncertain 
variables.  We also have a set of decisions D (for example, the 
decision that the data leakage  is, indeed, there, and that it is there 
because of the bugs). Given these notions, the concept of 
counterfactual world can be defined.  A counterfactual world of X 
and D is any instance of such world retained by X ∪ D, after the 
decision maker selects a particular instance of  D [7]. 

Definitions of unresponsiveness and responsiveness are to be 
understood next. Suppose that we have some uncertain variables, 
which form a set X. Also, suppose that we have a set of decisions 
D. There can be counterfactual worlds  D that can form union with 
the set X.  D is the set of scenarios where there is  a list of 
counterfactual decisions (and the outcomes associated with the 
decisions), which may never take place in the real world as we 
encounter it. X is unresponsive to D, denoted as X  ↚ D, if X 
assumes the same instance in all counterfactual worlds of X ∪ D 
[8]. That is, instances of  X do not affect  the status of X ∪ D. In 
the case of Cybersecurity, an example of a counterfactual world 
can be one in which no cybersecurity compromise is ever reported. 
These counterfactual variables are not observed, and, most 
probably, will never be observed. Examples of X can be concerns 
about Cybersecurity. These two can form a union,  but X is 
unresponsive to D,  since the instances of such concern do not 
affect the union. In contrast, one can think of a set X as being 
responsive to a set D. In this case, let the set X be the same as 
before, namely, the set of concerns about Cybersecurity, for 
example, concerns about data leakage as an element of X. The 
counterfactual world D can be one where Cybersecurity 
compromise is supposed to be reported to computer users, but 
ignored. 

If concerns about the data leakage problem is an example of X, 
then it can assume different instances in different counterfactual 
worlds of X U D.  

For example, “If one had this concern about data leakage, then 
one may or may not have ignored the Cybersecurity compromise 
report”.  

This shows that some instances of X can belong to some 
counterfactual world of X U D. Therefore, X is responsive to D.  

X refers to the collections of events (indicating, for example, 
different states of data leakage) some of which occur after 
decision(s) D have been made. Given decisions D, the variables in 
the set C are causes of x with respect to D if all the following three 
conditions are met: 

• Condition 1: x is not a member of C.  

• Condition 2: x is responsive to D.   

• Condition 3: C’ is a minimal set of variables such that x is 
unresponsive to D in worlds limited by C’ (that is, x ← D, 
and C’ is a minimal set such that x ↚ c’ D).    
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The third condition is saying that C has a definite influence on 
x being responsive to D. The influence is that the relevant cause 
(or causes) must be included in whichever set of variables that also 
necessarily differ (being responsive) in accord with x being 
responsive to D.  So, the set C’ that limits the relation of x with D 
(regarding responsiveness) is a minimal set.   

The following are the brief explanations with regard to the 
system discussed here.  

• Condition 1 affirms that the effect (X) is not a member of 
the set of causes.  

• Condition 2 affirms that for x (data leakage) to be caused 
with respect to decision D (data leakage must have been 
caused by the bugs in the system), it must be responsive to 
that decision.  

• Condition 3 states the following: suppose  that one can find 
a set of variables Y such that X, data leakage, can be 
different in different counterfactual worlds only when Y is 
different.  In that case, Y must contain a set of  causes. 

Our approach in this paper is showing the effects of 
intervention. Causal modeling  helps us ask the right questions 
about causation and helps us devise a way to emulate it by means 
that are not intrusive. Our emulation of interventions  are based on 
observational studies and using data to find causal relation between 
them.  

Causal relations are not features that can be directly read off 
from the data, but have to be inferred. The field of causal discovery 
is concerned with the inference and the assumptions that support 
it. Instrumental variable method ensures that we obtain the close-
to-correct causal effect, even if there are unobserved conditions.  
Combining propensity-based and regression-based methods 
provides us with a causal estimate that is accurate whenever the 
model is correctly specified.  

The potential outcomes framework can be detailed as follows: 
counterfactual variables such as “knowledge and action of a person 
P had  he received the information that the cybersecurity of his 
computer system has been compromised ”and “knowledge and 
action of a person P had he not received the information that the 
cybersecurity of his computer system has been compromised” are 
as appropriate as traditional variables such as “knowledge and 
action of a person P” – though one of these counterfactual variables 
is not observed, and most probably, will never be observed, in the 
case of this person P . 

2.1.  Common Cause, Confounding, Control, and Instrumental 
Variables.  

Common causes explain the fact that there are concepts related 
to causation that are more important than correlation. 

Suppose that a person has received a “Compromised Host” 
notice from some authorities, and also his computer-savvy friend 
(who may or may not know about the notice) has checked this 
person’s computer and is confident that attackers have gained 
unauthorized access to this person’s computer. Therefore, this 
person is worried about cybersecurity, and would like to take steps. 

What are the causes of receiving such as notice? What are the 
causes of this computer-savvy friend being confident that attackers 
have gained unauthorized access to this person’s computer? If 
there is some disaster, it could cause the “Compromised Host” 
notice  to go out. It could also cause one’s computer-savvy friend 
being confident that attackers have gained unauthorized access to 
this person’s computer. 

If a disaster happens, both of these are likely. This means in a 
data set one can find a correlation between the two.  

We know there is no causal effect of receiving a 
“Compromised Host” notice  on one’s computer-savvy friend 
(who may or may not know about the notice) being confident that 
attackers have gained unauthorized access to this person’s 
computer, or vice versa. This is the essence of “correlation does 
not imply causation”.  

When there is a common cause between two variables, then the 
variables will be correlated. This is part of the reasoning behind 
the phrase, “There is no correlation without causation”. 

Suppose that we are dealing with two concepts, named A and 
B. If neither A nor B has been definitely known to cause the other, 
and the two are correlated, there must be some common cause of 
the two. It may not be a direct cause of each of them, but it is there 
somewhere. This implies that we need to control for common 
causes if we are trying to estimate a causal effect of A on B. 

Common cause variation is fluctuation caused by unknown 
factors resulting in a steady but random distribution of output 
around the average of the data. 

Suppose that we take the average of the data, and do a steady 
but random distribution of output around the average. There will 
be unknown factors that will result in that distribution. This will 
cause a source of variation called common cause variability. This 
is a measure of  the potential of the process – which includes how 
well the process can perform, if and when special cause variation 
is removed.  Common cause variation is also called random 
variation, or non-controllable variation. 

If we do not include hidden common causes in our model, we 
will estimate causal effects incorrectly. This is similar to the notion 
of confounders (in this particular case, some cybersecurity disaster 
has happened). 

Confounding variables are to be understood in terms of data 
generating model. Pearl defines the concept of confounding as 
follows: Let X denote some independent variable (for example, the 
“Compromised system “notice), and Y some dependent variable 
(the person is worried and wants to take action). We might want to 
estimate what effect X has on Y, without regard to other potential 
factors; for example, if the person is, at the same time, not feeling 
well. We say that X and Y are confounded by some other variable 
Z whenever Z is a cause of both X and Y. In our case, Z is that 
some cybersecurity disaster has happened. 

One can state that X and Y are not confounded whenever the 
observationally witnessed association between them is the same as 
the association that would be measured in a controlled experiment, 
with x randomized. 
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An equality here can be stated as P(y | do(x)) = P(y | x); this 
can be verified from the data generating model provided that we 
have all the equations and probabilities associated with the model. 
This is done by simulating an intervention do (X = x) and checking 
whether the resulting probability of Y equals the conditional 
probability P (y | x).  

Control is a concept related to confounders. Suppose that we 
are attempting to assess the effectiveness of the notice being given, 
from population data. The data shows that prior knowledge about 
such incidents (Z) influences the state of mind .e.g. worry and 
wanting to take action (Y). In this scenario, Z confounds the 
relation between X (his computer-savvy friend takes the action of  
telling him) and Y since Z is a cause of both X and Y.  

We hope to obtain an unbiased estimate P(y | do(x)) = P(y | x). 
In cases where only observational data are available, an unbiased 
estimate can only be obtained by "adjusting" for all confounding 
factors, which means conditioning on their various values and 
averaging the result.   

This gives an unbiased estimate for the causal effect of X on 
Y. The same adjustment formula works when there are multiple 
confounders except, in this case, the choice of a set Z of variables 
that would guarantee unbiased estimates must be done with care. 
One can view cause-effect relationships via directed acyclic 
graphs; one should also link causal parameters and observed data, 
such as information about the subjects studied, as well estimation 
of the resulting parameters. 

 
Figure 1. Example of a Causal Model 

3. Overview 

Since experimentation is not feasible for simulating real world 
data breaches, the analysis relies solely on observational data. In 
this regard, Judea Pearl’s theory of Counterfactual World theory is 
extended with the use of propensity scores to calculate causal 
inference. The main issue to tackle regarding the use of 
observational data is the bias within the data caused by 
confounding variables, both known and unfounded. These include 
the previously mentioned common causes, instrumental variable, 
and any other covariates. 

We thus present the use of causal modeling as a tool for gaining 
insight into how data breaches occur, and the degree to which 
certain associations behind these breaches can be seen as causal. 
We present a subset of open-sourced data offered by Verizon 
Communication. We then apply principles of Pearlian Causal 

inference through the software library DoWhy in order to 
understand the causal effects of our interventions. 

3.1. Methodology 

We concluded that DoWhy, a Microsoft open source Causal 
Modeling framework, was most appropriate for this current 
project, for its ease of use and abundant resources. It also provided 
an intuitive method to implement the Model -> Identify -> 
Estimate -> Refute structure of the analysis. All of these were 
readily provided by DoWhy and were thus implemented with 
DoWhy’s built-in functions. Due to the limitation on data 
availability regarding data breaches, we believe these provided 
enough for an exploratory analysis on the subject [9,10]. 

DoWhy also provides a principled way of modeling a given 
problem as a causal graph so that all assumptions are unequivocal 
and explicit. It provides an integrated interface for causal inference 
methods, combining the two major frameworks of graphical 
models and potential outcomes. It also automatically tests for the 
validity of assumptions if possible and assesses the robustness of 
the estimate to violations. 

It is important to note that DoWhy builds on two of the most 
powerful frameworks for causal inference: graphical models and 
potential outcomes. It uses graph-based criteria and do-calculus for 
modeling assumptions and identifying a non-parametric causal 
effect. For estimation, it switches to methods based primarily on 
potential outcomes. 

In the following paragraphs we will describe the techniques to 
use for our analysis: Propensity Score Matching, Propensity Score 
Stratification, and Linear Regression Estimator. These techniques 
can all be founded within the DoWhy framework. 

Linear Regression Estimator provides a baseline analysis 
assuming an evenly distributed dataset. It provides a foundation to 
compare results with the other methods. As linear regression only 
describes a correlation between the treatment and outcome, 
Propensity Score Matching and Propensity Score Stratification 
both use linear regression while adding additional processes in 
order to account for confounding variables and properly 
compartmentalize each data entry to find a causal relationship 
between the treatment and outcome. 

Propensity Score Stratification takes the propensity scores of 
each entry and classifies them into equal sub-groups. These 
subgroups are classified by the similarity of the covariates. The 
aim is to have each sub-group represent a distribution that 
accurately represents a non-biased dataset to the best of its ability. 

Propensity Score Matching instead takes the propensity scores 
of each entry and finds the entries with the highest propensity 
scores within the treatment group and finds the entries within the 
control group with covariates that most closely match each 
treatment group entry. This attempts to establish parity between 
the covariates of the treatment group and the control group.  

Both Matching and Stratification work to remove bias from 
high-dimensional datasets. They do so by balancing out the treated 
and control groups with processes that emulate a random 
distribution in an experiment. This is done by evaluating the 
propensity score of each group. The propensity score represents 
the probability of the treatment on each sample in the treatment 
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group and is calculated by mapping the outcomes to a linear 
regression line. The difference in the methods in how they use the 
propensity score to balance out the treatment and control group. 

In addition, refuters are necessary in the causal analysis process 
in order to verify the robustness of the results. The following 
methods all check the effects of confounding variables and 
compare them with the treatment to concretely establish a causal 
relationship. Generally, the refuters all involve rerunning the same 
causal analysis methods with the following changes to the dataset: 

• Placebo Refuter: Replaces the treatment variable with a 
placebo variable with random values 

• Data Subset Refuter: Runs the program over a randomly 
chosen subset of the original data 

• Common Cause Refuter: Generates a random confounding 
variable  

 
Figure 2: Number of Data Breaches by Industry 

3.2.  Data Acquisition 

We note that high-quality information on real-world 
cybersecurity incidents through academic or otherwise publicly 
accessible channels is likely to be unrepresentative of the nature in 
which breaches occur on a broader scale. As a result, we focus on 
analyzing healthcare privacy breach data, which generally enjoys 
stringent reporting standards. Our reasoning is as follows.    

For the private sector, disclosure of breaches can negatively 
impact short term company value as well as consumer trust. A 
report by IBM’s Ponemon Institute in 2019 estimates the global 
average impact of having a data breach to an organization to be 3.9 
million US dollars, representing a rise of 12% over the course of 
five years. For organizations with fewer than 500 employees, this 
cost averages to 2.5 million dollars [11]. Voluntary disclosure of 
data breaches may be unpalatable in light of this [12]. 

In contrast, government and healthcare institutions are 
generally under greater legal pressure to disclose similar incidents. 
For instance, the Department of Human and Health Care Services 
(HHS) in the United States mandates that information regarding 
data breaches involving over 500 individuals be disclosed to the 
media within 60 days of discovery. Structured collection of such 
breaches is made publicly available through the HHS website [13].  

Initial exploration was performed on the VERIS Community 
Database (VCDB). The VCDB is an open dataset covering a broad 
spectrum of security incidents occurring throughout both public 

and private sectors. Data available through this channel represents 
a small portion of data contained in a more comprehensive report 
presented in Verizon's annual Data Breach Investigation Report. 
The VCDB is attractive as there are few publicly available 
repositories containing annotated security breach information [14]. 

The VCDB follows the Vocabulary for Event Recording and 
Incident Sharing (VERIS) framework. Generally, information 
surrounding security incidents is divided into four categories: 
Actor, Attribute, Asset, and Action. Actor pertains to the entity or 
entities responsible for the data breach. Asset characterizes the 
type of information lost, as well as how accessible said information 
was. Attribute refers to the degree which the asset in question was 
affected, as well as the severity of the incident, the medium of 
transmission, and if said data was exposed to the public. Finally, 
Action describes how the security breach was carried out; such as 
if the breach was a result of malware, or simply negligence. 
Additional data on affected industry and incident timeline are 
included as well.  

To accommodate the wide variety in reporting standards, 
VERIS uses a fine-grained approach for characterizing security 
incidents, using a nested key-value store to accommodate some 
173 attributes. 

We will take the “actor” category as an example. For any given 
incident, the individual or individuals responsible could be 
categorized as either external, internal (affiliated with the 
organization), a partner (associate, but not directly affiliated), or 
simply unknown or not available. Within each type of actor lies a 
different subcategory. For instance, the “external actor” label can 
represent a criminal organization, foreign government, former 
employee, or a combination thereof. As a result, many of the keys 
contain lists as values, as represented in (1). 

 
“actor”: { 

[“external”: { 

“variety”: [“Mother Nature”, 
“Criminal Organization”],  

“motive”: [“NA”,  
“Espionage”,   

“Ideology”] 

} … 

              

 

 

(1)                         

 

3.3. Why Healthcare? 

While the VCDB contains many features describing the 
companies that were victims of data breach, little information 
seems to be provided regarding the situation preceding and during 
the data breach. Therefore, to maintain a degree of uniformity of 
each company, narrowing down to one industry like healthcare 
would mitigate discrepancies within the dataset. 

Furthermore, the VCDB utilizes a JSON-formatted, 
hierarchical data structure presented as a list of key-value pairs.  
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While each record adheres to the same general schema, sparsity 
arises as a result of how much data is disclosed by each entity, or 
simply what information is relevant to which sector. Referring 
back to US Healthcare data breach disclosure law, we can expect 
a baseline of data to be provided, such as the number of individuals 
affected, the type of breach, and the vector of attack.  

The next logical step was to transform the data from a 
hierarchical format into a two-dimensional, tabular structure. A 
strong motivation for this was to make the data both more 
comprehensible and consistent.  

Transforming the database for VCDB was straightforward 
thanks to the open-source library Verispy. Verispy converts the 
deeply nested structure of the original VCDB dataset into a two-
dimensional grid-like format. by performing “one-hot encoding” 
on each of the categorical variables. 

This leads to a relatively consistent dataset with the caveat of 
vastly increasing the (perceived) dimensionality. The final table 
consists of 2,347 columns, containing 2108 (89%) Boolean entries, 
147 (6%) string or string-like entries, and the remaining 92 (5%) 
numerical entries. 

 1839 entries within VCDB are related to healthcare out of 8363 
data breach entries. In order to further narrow down VCDB into 
healthcare, we further take out all irrelevant variables to our causal 
model (described in the next section) as well as drop all entries that 
have empty values in any of those variables. This drops the final 
dataset entry count to 106 entries, a mere 1.3% of the original 
VCDB size. This demonstrates sparseness of the VCDB dataset, 
despite the breadth of information available within. 

 

Figure 3. Causal Model for Cybersecurity (on VCDB) 

3.4. Data Breach Model 

 Figure 3 represents the causal graph used as the basis for our 
causal analysis. The variables are all taken from VCDB and were 
decided on how accurately they could be mapped to a timeline of 
the data breach. Since all observational data given to us are all post-
data breach, the way to approximate a causal effect for this analysis 
is to generate a model that shows a progression of events. Many of 
these variables and their sequencing were derived from personal 
interpretation than any logical standpoint. We will take a look at 
each variable type with their justifications. 

• Actor 

• Employee Count 

• Action  

• Discovery Time 

• Discovery Method 

• Records Lost 

‘Actor’ is referring to the one who instigates the action against 
the victim. This could be a single person, a group of people, or 
even a natural disaster. In the causal model, the actor is spread 
amongst three categories: Internal, External, Partner. Internal 
actors are those who work within the company that is affected by 
the breach. External actors are those with no affiliation whatsoever 
with the company. Finally, partners do have or are part of an 
organization that has an affiliation with the company but are not 
from the company themselves. This variable represents a general 
categorizable description regarding the perpetrator of the data 
breach and is put near the top of the causal graph because the 
‘actor’ is the one that will begin this data breach event. 

‘Employee Count’ represents the general size of the victim 
company, which is represented by an integer value. Employee 
count was chosen as it is a variable that conveys a simple, but 
ordinal description of healthcare organizations. 

Each of the types of data breaches (‘Malware’, ‘Hacking’, 
‘Physical’, ‘Misuse’, ‘Error’, ‘Social’) are labeled as ‘Actions’ 
within VCDB. These are the treatment variables in which the 
analysis will be performed on. Each action is a binary state, and 
while there are a few rare cases that have multiple ‘Actions’ at 
once, these are still considered one data breach. 

 
Figure 4. Distribution of ‘Discovery Time’ 

‘Discovery Time’ is the unit of time it took for the data breach 
to be discovered. VCDB does not have discovery time as an integer 
number. Instead, the variable is categorized as six different ranges 
of numbers, getting subsequently larger. Going under the 
assumption that the larger unit means that the actual discovery time 
was longer, the units were combined into one variable from 1-6, 
each representing a greater scale of time. The unit of time 
represents the general time frame of the data breach being 
discovered. Discovery time is one of the outcomes that is used to 
measure causality of data breaches. ‘Containment Time’ and 
‘Exfiltration Time’ were considered as well. However, a high 
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proportion of these entries remain unfilled in the VCDB dataset 
and are therefore not of much use. 

 

Figure 5. Distribution of Records Lost (log-scaled) 

‘Discovery Method’ is the method by which the victim was 
first able to discover the data breach. Like ‘Actor’, this is also split 
into External, Internal, and Partner, which represents the 
relationship of the individual or group that discovered the breach 
to the victim company. External meant those unrelated to the 
company, Internal part of the company, and Partner are those 
affiliated with but not directly part of the company. 

‘Records Lost’ is the second outcome we will be using as an 
outcome to test the causality of the causal model. Similar to 
Discovery Time, Records Lost is not an integer value, but ranges 
of values of subsequently greater number. This variable is also 
similarly combined into one variable ranging from 0-6. One major 
caveat is that this variable doesn’t have a defined unit and thus the 
scale of a unit of record is determined by each individual company. 
Part of the decision to focus on healthcare companies only was to 
mitigate this ambiguity. 

4. Results and Analysis 

Causal estimate calculations were run across all six ‘Actions’ 
(Social, Physical, Misuse, Malware, Hacking, and Error) and two 
outcomes (Discovery Time, Records Lost). This means multiple 
runs using the same causal model and dataset but changing the 
‘Action’ and ‘Outcome’ input for each run until all permutations 
of each variable was covered. This was then repeated across all 
refutations. The causal estimate results for Propensity Score 
Matching on Discovery Time and Records Lost are shown in 
Figure 6 and 7, respectively. 

 
Figure 6. Causal Estimates for Discovery Time 

 
Figure 7. Causal Estimates of Records Lost 

As seen in Figure 6 shows, the causal estimate of each action 
on Discovery Time shows quite a range of values and distributions 
across all actions. 3 actions (Physical, Misuse, Hacking) have 
positive causal estimates. indicating a potential strong causal 
relationship between the actions and lengthy discovery times. On 
the other hand, Social and Error turn out negative causal estimates, 
meaning that the impact of those two variables on discovery time 
is minimal. Lastly, Malware has a unique scenario where there is 
a split between the Propensity Score and its refuters.  

For records lost (Figure 7), Hacking returns an overwhelming 
higher causal estimate compared to all other actions. In fact, all the 
other actions return a negative causal estimate. This does not 
necessarily mean the lack of causal effect of the other actions on 
records lost. However, it does provide strong indication that the 
greatest impact when it comes to records lost during a data breach 
is most likely the result of hacking as opposed to all other methods. 
Interestingly, this is backed up by both the Random Common 
Cause and Data Subset, but not the Placebo Refuter. In the Placebo 
case, the causal estimate returns a comparable negative value to 
the other actions. A possible explanation can be traced back to the 
nature of the dataset. While our causal model brings into 
consideration other causes of data breach, the distribution of the 
effect of each cause can be hard to separate. This is exacerbated 
when the Placebo Refuter randomizes the treatment variable, 
setting it so that every single entry in the dataset can also be 
considered part of the method of hacking.  

This Placebo Refuter discrepancy is reflected across all the 
actions, which each return strongly diminished causal estimates. 
However, Hacking remains the only variable where the causal 
estimate goes from a positive to a negative value. 

Another quirk to note is the large value of the causal estimate 
of Hacking on Records Lost. The reason for this exaggerated value 
is likely due to a lack of a solid control group within our data. The 
dataset provides us with a large selection of data breaches in a wide 
variety of companies. What the dataset lacks are scenarios where 
no data breach has occurred, generating an inherent bias within the 
dataset. This bias makes it so that the data do not fit well into linear 
regression, hence providing an overly large value as the result. 

The most unexpected outcome was that propensity score 
stratification gave inconclusive results when ran on DoWhy, hence 
the lack of data on this portion of the analysis. After some analysis, 
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we come to the conclusion that, due to the binary nature of each 
action, the distribution of the linear regression is not clear enough 
for stratification to be able to quantify and compartmentalize the 
dataset into groups. Hence, the resulting value outputs an 
inconclusive value due to a lack of substantial strata. This applies 
to stratification and not matching because matching disregards 
parts of the dataset with low propensity score; in stratification they 
still have an impact due to those data entries being assigned into 
strata. 

Overall, in this specific scenario and dataset, Hacking would 
prove to be the most impactful amongst all methods of data breach.  
However, the refuters give strong indication on where this impact 
is limited regarding not only the action itself but the dataset as a 
whole.  

5. Conclusion and Future Work 

The principal findings of this paper demonstrate the unique 
perspective of the causal modeling approach. Because we cannot 
realistically set up an experiment on data breach incidents, 
particularly in which all factors are readily provided, DoWhy and 
Causal Modeling allow us to simulate such experiments and make 
inferences with a degree of  robustness based on events that would 
otherwise be difficult to duplicate. 

We identify a subset of factors in the Verizon Community 
Database and create a hypothesis based on the theory that malware 
and hacking are the most prominent causes of data breaches. 
Through propensity score matching and stratification, we measure 
the strength of the action behind data breaches. By running 
refutation tests, we are able to verify how well these metrics hold 
up, similar to how traditional experiments employ control groups 
or utilize a placebo treatment.  

Ample room remains for the use of causal modeling in 
cybersecurity. We limit the scope of the factors considered in the 
Verizon Dataset to Actions in order to emphasize the results of the 
exploratory approach. A larger and denser dataset could utilize the 
causal model better. 

Other fields of cybersecurity lend themselves well to causal 
modeling. In particular, the use of Directed Acyclic Graphs to 
model vectors of attack in a network intrusion scenario could lead 
to different approaches into how such cases are handled.  

The study is important to the readers in the scientific 
community since it is relevant to formulating policies in industry 
and government, in order to avoid such problems in the near future. 
Given the context of the work, exhibited in the paper, our findings 
are worthy of note. 
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 Face explicitly provides the direct and quick way to evaluate human soft biometric 
information such as race, age and gender. Race is a group of human beings who differ from 
human beings of other races with respect to physical or social attributes. Race identification 
plays a significant role in applications such as criminal judgment and forensic art, human 
computer interface, and psychology science-based applications as it provides crucial 
information about the person. However, categorizing a person into respective race category 
is a challenging task because human faces comprise of complex and uncertain facial 
features. Several racial categorization methods are available in literature to identify race 
groups of humans. In this paper, we present a comprehensive and comparative review of 
these racial categorization methods. Our review covers survey of the important concepts, 
comparative analysis of single model as well as multi model racial categorization methods, 
applications, and challenges in racial categorization. Our review provides state-of-the-art 
technical information concerning racial categorization and hence, will be useful to the 
research community for development of efficient and robust racial categorization methods. 
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1. Introduction   
Human face expresses social information that is highly useful 

in automated systems. It provides soft biometric information of 
human such as race, gender, age, identity and emotions [1-7]. This 
information is significant in interdisciplinary research areas such 
as psychology science, computer vision science, neuroscience, 
anthropological science as well as in the social security and 
forensic art department. Amongst the various types of biometric 
information, race information is crucial and is required for a wide 
range of applications. Race is a group of human beings 
differentiated based on physical or social attributes.  Race conveys 
social and cultural traits of different communities. Facial features 
such as eyes, eyebrow, ear, nose, cheek, mouth, chin, forehead 
area and jaw differ from human to human and are highly 
dependent on racial category [8-14]. Figure 1 shows the difference 
in facial features of different racial groups.  

Race analysis is essential in contemporary applications such 
as criminal judgment and forensic art [15-20], aesthetic surgery 
[21], healthcare [22-26], medico  legal  [27-29],  video   security  
surveillance and public safety [30], human computer interface 
[31-33] and face recognition [34]. In such applications, race 
analysis is required for identification of individuals. Several racial 

categorization methods have been proposed in literature. They are 
either single model racial categorization methods or multi model 
racial categorization methods. Single model racial categorization 
method uses facial features to recognize race [35-45]. Conversely, 
multi model racial categorization method considers fusion of 
physical characteristics such as gait pattern and audio clues in 
addition to facial features [5, 7, 46-50]. The majority of the 
practical applications involve single model racial categorization 
because facial data is available in large quantities compared to gait 
pattern and audio clues. However, there are applications that 
consider gait pattern and audio cues in absence of facial image. 
The single model racial categorization methods mainly differ 
from each other with respect to classification approach such as 
Support Vector Machine (SVM) [51-54], Convolutional Neural 
Network (CNN) [38, 44, 55-59], Artificial Neural Network (ANN) 
[60], Local Binary Pattern (LBP) [61] and Local Circular Pattern 
(LCP) [62]. In literature, participants based racial categorization 
methods such as diffusion model [63] and implicit racial attitude 
[64] are also available. The multi model racial categorization 
methods involve classification approaches such as SVM [65-67], 
logistic regression [66], Adaboost [66], random forest [66], CNN 
[68] and Haar-LBP histogram [69].  
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Figure 1: Illustrative facial characteristic variance of human races. (Figure 

source: http://www.faceresearch.org/) 

In this paper, we present a thorough and extensive study of 
various racial categorization methods.  First, we present a 
taxonomy of available racial categorization methods. Then we 
describe several single model and multi model racial 
categorization methods. Based on our study, we identify several 
parameters to evaluate them. Subsequently, we present parametric 
evaluation of single model racial categorization methods and 
multi model racial categorization methods separately based on 
identified parameters. Next, we illustrate applications of racial 
categorization and future research direction in the field of racial 
categorization. Our comprehensive and comparative survey will 
serve as a catalogue to researchers in this area.  

The rest of the paper is structured as follows: In section 2, we 
describe the taxonomy of racial categorization methods and 
features considered by different racial categorization methods.  In 
section 3, we illustrate various single model racial categorization 
methods and their parametric evaluation. In section 4, we 
illustrate various multi model racial categorization methods and 
their parametric evaluation. Section 5 describes the major 
applications of racial categorization. In section 6, we list key 
challenges in the field of racial categorization. Finally, section 7 
specifies conclusion and feature scope in the field of racial 
categorization.  

2. Classification of Racial Categorization Methods 

Racial categorization methods are broadly categorized into 
two categories: single model and multi model. As shown in Figure 
2, the features used by single model and multi model methods to 
classify humans into features or local discriminative region based 
features or combination of both. Amongst the discriminative 
region based features, iris texture, periocular region or/and 
holistic face are used for racial categorization [70-77]. Multi 
model racial categorization takes into consideration face features, 
gait pattern and audio cues to classify humans into various race 
categories. Gait pattern is also useful to recognize the biometric 
information of humans [6, 78-80]. 

At this juncture, we clarify that at the top of all categorizations, 
a human is mainly divided into two categories, namely race and 
ethnicity, on the basis of his/her physical appearance and social 
appearance respectively. However, some researchers use words 
race and ethnicity interchangeably [24, 35, 81]. 

 

 
: Features considered for racial categorization
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2.1. Features Considered by Single Model Racial Categorization 

Figure 3 shows the facial features such as periocular region, 
anthropometry distance, silhouette, iris texture, skin tone and 
holistic face. 

 

Skin tone differs mainly due to geographical location of 
humans. African-American, South-Asian, East-Asian, Caucasian, 
Indian and Arabian have different skin tones. Skin tone plays a 
minor role in identification of racial groups because skin color 
may also differ due to varying lighting conditions during the 
image capturing process [56, 64]. 

Like fingerprints, iris texture is a significant biometric 
characteristic of humans because it is unique for every human 
being [82]. It is highly useful for racial categorization because 
different race groups such as American, Indian and so on have 
different iris texture [59, 74-76, 82-84]. The key limitation of this 
feature is that it cannot be considered if race is to be identified 
from video because video may be of low quality and hence, may 
not give precise iris texture information [85-86]. 

Periocular region is defined as the region surrounded by eye. 
It is a region that overlays eyebrows, eyelid, eyelash and canthus 
[52]. It gives rich texture and biometric information as compared 
to iris texture [30]. Some facial features get influenced due to 
different facial poses and expressions. However, the periocular 
region does not get affected due to facial poses and expressions. 
Hence, it is considered as the most reliable feature for racial 
categorization [52, 62, 77]. 

Holistic face provides the texture information of various facial 
features such as eyes, nose, mouth, cheek, chin, skin color and jaw 
line [43, 51, 63, 87-89]. Extra frontal face features such as hairline 
and hair color in combination with cropped aligned face features 
ease racial categorization process [54]. 

2.2. Features Considered by Multi Model Racial Categorization 

Multi model racial categorization improves accuracy of racial 
categorization via fusion of facial features with other human 
features such as gait pattern and audio cues [90] (Figure 4). Below 
we discuss the features considered by multi model racial 
categorization.  

Gait pattern, also known as the walking pattern, is a prominent 
biometric feature that varies from human to human and is used for 
identification of a person [91-92]. Advanced racial categorization 
methods use gait pattern fused with facial features for overall 

effective racial categorization [92-97]. For videos in which 
humans at near to moderate distance have been captured, facial 
features are sufficient to identify the race. However, for videos in 
which humans at far distance have been captured, gait pattern is 
highly useful to identify the race of human because facial features 
of humans at far distance are not clearly visible. Thus, fusion of 
gait pattern with facial features improves overall racial 
categorization accuracy [65]. 

 
Figure 4: Features considered by multi model racial categorization 

Audio pattern differs from race to race [98]. It is useful to 
identify race in case a video sequence or image of a person is not 
available. For instance, it is useful to identify race from phone 
calls. 

3. Single Model Racial Categorization Methods 

Race depends on physical and social characteristics of humans. 
As geographic distance increases, variation in facial features of 
inter-races become visible. As facial data is easily available 
compared to gait pattern, the majority of the racial categorization 
applications use a single model racial categorization method. 
Moreover, it has been revealed in literature that facial features are 
more prominent for race categorization [99-100]. Below we 
discuss various single model racial categorization methods 
available in literature. 

3.1. Multi Ethnical Categorization using Manifold Learning 

In [51], authors have proposed a method for intra-racial 
categorization based on facial landmarking. This method 
classifies eight intra-races residing in China based on facial 
landmarking concept. It includes Active Shape Model (ASM) to 
locate 77 facial landmarks. The landmarks are used to calculate 
three types of geometric facial features: distance, angle, and ratio. 
These features are provided to different classifiers such as 
Bayesian Net, Naive Bayesian, SMO, J4.8, RBF Network and 
LibSVM to identify the race category. The dimensionality 
reduction process carried out by manifold learning approach is 
useful to reduce the complexity. Though this method is efficient, 
it is not useful to identify race from a person’s profile face images. 

3.2. GWT and Ratina Sampling based Ethnicity Categorization 

Multiclass SVM based ethnicity categorization method is 
proposed in [52]. Figure 5 shows the key steps involved in this 
method.  

As shown in figure, first image is normalized via applying 
rotation operation and changing resolution. The resolution of the 
image is changed in such a manner that it maintains distance of 
28 pixels between two inner corners of eyes. Subsequently, eye 
and mouth facial features are extracted by fusion of Gabor 

Gait pattern Audio Cues
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Wavelet Transfer (GWT) and retina sampling for efficient 
categorization. GWT is used to extract accurate orientation and 
frequency of facial features. Retina sampling method is used to 
set facial feature points. The features are fed to multiclass SVM 
classifier for ethnicity identification. Typically eye is considered 
as a most prominent feature for racial categorization due to its 
pose invariant characteristic. On the other hand, uncertainty is 
introduced by mouth region due to its pose variant characteristic. 
The disadvantage of this method is that GWT provides erroneous 
features in case of hollow around the eyes. Moreover, Gabor 
features reflect error due to variation in frequency of eyelashes. 

 
Figure 5: Steps for ethnicity categorization using GWT and retina sampling 

3.3. Real Time Racial Categorization 

A new method for racial categorization by fusion of Principal 
Component Analysis (PCA) and Independent Component 
Analysis (ICA) is introduced in [53]. It consists of major two steps: 
feature extraction and classification. During the feature extraction 
step, facial features are extracted using PCA. Subsequently, ICA 
is used to map and generate new facial features from facial 
features generated by PCA. New facial features are more suitable 
for efficient racial categorization. During the classification step, 
SVM classifier is applied in conjunction with ‘321’ algorithm to 
classify races. ‘321’algorithm is inspired by the bootstrap 
approach for real time racial categorization from video streams. 
The categorization accuracy of this method can further be 
enhanced by including pre-processing step to diminish noise from 
the image and for face alignment. 

3.4. Binary Tree based SVM for Ethnicity Detection 

In this method, fusions of texture and shape facial features 
have been considered for better ethnicity categorization [54]. 
Figure 6 shows the functioning of this method. The first step pre-
processing involves the operations such as image resize, image 
enhancement and image conversion. Then texture features are 
extracted using Gabor filter and shape features are extracted using 
Histogram Oriented Gradient (HOG). Subsequently, texture 
features and shape features are fused together. The fused feature 
vector is large and it requires more computational time. Hence, 
Kernel Principle Component Analysis (KPCA) algorithm is 
applied to reduce dimensionality and complexity. Fused facial 
features are given as input to binary tree based SVM for ethnicity 
detection. 

 
Figure 6: Steps for ethnicity detection using binary tree based SVM [54] 

3.5. Racial Categorization using CNN 
In [55], a hybrid supervised deep learning based racial 

categorization method has been proposed. It uses VGG 16 
convolution neural network for facial feature extraction and 
categorization. 224 X 224 face image is given as an input to VGG-
16 network for race prediction. Any CNN requires millions of 
images for training from scratch, which is critical a situation for 
the medical domain. Hence, to overcome an issue of small dataset, 
authors have used hybrid approach via fusing VGG 16 with image 
ranking engine to improve race prediction. It has been shown that 
image ranking engines work efficiently with CNN based 
classifiers even for small dataset. The fused feature information 
extracted by CNN and image ranking engine is used by SVM to 
learn racial class labels. This hybrid method provides better 
categorization accuracy. 

 
Figure 7: Steps involved in racial categorization using ANN 

 

Output 

Categorization using SVM 

 

Dimensionality Reduction using 
KPCA 

Feature Fusion 

Feature Extraction 
using HOG 

Feature Extraction 
using Gabor Filter 

Pre-processing 

Input Image 

Begin 
1. Face detection using cascade classifier 
2. Mark different facial features like nose, eyes and 

mouth. 
3. Calculate distance and ratio between the marked 

facial features. 
4. Detect different geometric facial features. 
5. Detect skin color using YCbCrcolor model. 
6. Detect forehead area using Sobel edge detection. 
7. Normalize the forehead area considering coordinates 

of face and eyes and by applying following equation. 

 Normalized Forehead Area =
ForeheadArea

TotalFaceArea
    

8. Create normalized feature matrix. 
9. Train and validate neural network using feature 

matrix. 
10. Test neural network for racial categorization. 

End 
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3.6. Neural Network based Racial Categorization 

In [56], skin color, forehead area, sobel edge and geometric 
features are fused for efficient race estimation. Authors have 
proposed two methods: 1) using Artificial Neural Network (ANN) 
and 2) using convolution neural network. The steps involved in 
racial categorization using ANN are shown in Figure 7. 

CNN based racial categorization method uses pre-trained 
VGGNet for racial categorization. It has been observed by authors 
that CNN based method gives more accurate racial prediction for 
the given image as compared to ANN based method. 

3.7. Local Circular Pattern for Race Identification 

Local circular pattern for race identification method works on 
texture and shape features extracted from 2D face and 3D face 
respectively. A local circular pattern is an advanced version of a 
local binary pattern produced for feature extraction. LCP 
improves the widely utilized LBP and its variants by replacing 
binary quantization with clustering approach. As compared to 
LBP, LCP provides higher accuracy even for noisy data. 
Moreover, AdaBoost algorithm is used for selection of better 
features and thereby to improve the categorization accuracy. 
Experimental results have revealed that this method is time 
efficient and memory efficient. 

3.8. Biometric based Machine Learning Method 

In [62], authors have proposed a method that focuses on eye 
region features for racial categorization. The method comprises of 
five major steps shown in Figure 8. First facial coordinates are 
located using the DLib library. Subsequently, the region of 
interest (eye region) is extracted. Then features extracted by LBP 
and HOG are integrated for efficient racial categorization. LBP 
and HOG both are individually useful to extract features for 
categorization. However, fusion of LBP features with HOG 
features gives higher accuracy compared to other feature fusion 
approaches. The performance is tested utilizing different 
classifiers such as SVM, Multi-Layer Perceptron (MLP) and 
Quadratic Discriminant Analysis (QDA). 

 
Figure 8: Steps of biometric based machine learning method for racial 

categorization 
3.9. Diffusion Model and Implicit Racial Attitude for Racial 

Group Identification 

In [63-64, 101], manual racial categorization method is 
proposed. Race is identified by performing several tasks with 
participants. Diffusion model is used to identify response time 
boundaries of different participants. This method takes into 
consideration the visualization of participants for their own race  

and other races. Skin color is a less effective feature for automated 
racial categorization methods due to lightning conditions. 
However, it is a prominent feature for manual race prediction. 

3.10. Performance Evaluation of Single Model Racial 
Categorization Methods 

The above discussed race categorization methods are 
automated except the last one which is manual race categorization 
method. With increasing technology, manual race categorization 
is less effective and less useful as compared to automated racial 
categorization. Amongst the various automated racial 
categorization methods, CNN based methods produce more 
accurate results [55-56] as it considers deep facial features for 
racial categorization. We observed that the intra-race 
categorization is not much focused by the researchers in their 
study. 

Based on our study on aforementioned single model racial 
categorization methods, we have identified the following 
parameters to compare them: dataset used, racial/ethnic class 
considered, region of interest, feature extraction operator/s and 
classifiers used. Dataset refers to the source of data. It is either 
available online in the form of a standard dataset or it is self-
generated. HOIP Database, FERET (Facial Recognition 
Technology), FRGC v2.0 and BU-3DFE are examples of standard 
dataset. Self-generated dataset is created by researchers if their 
predefined requirements are not satisfied with a standard dataset. 
Racial/ethnic class represents the racial group targeted for study 
such as Indian, Chinese, Asian, European, African, African 
American, Caucasian, Bangladeshi, Mongolian, Caucasian, 
Negro, Hispanic and Pacific Islander. Region of interest specifies 
the area of face considered for racial categorization. Different face 
areas include eyes, eyebrow, ear, nose, cheek, mouth, chin, 
forehead area and jaw line. Some methods also consider skin color 
for race prediction. Feature extraction operator/s extracts the 
facial feature from the image. GWT, ICA, PCA, HOG, LBP, LCP 
are the features extraction operators used by different methods. 
Classifier specifies the classification algorithm used by the racial 
categorization method. Different classifiers such as SVM, CNN, 
ANN, kernel PCA, MLP, LDA, QDA and Kernel based Neural 
Network (KNN) have been used in different racial categorization 
methods. Table 1 presents the assessment of aforementioned 
single model racial categorization methods based these identified 
parameters. 

4. Multi Model Racial Categorization Methods 
Multi model racial categorization is highly useful when we do 

not have human’s facial image information. It has been shown in 
literature that gait pattern and audio cues are amongst the 
prominent features for biometric information identification. 
Hence, multi model racial categorization methods use gait pattern, 
audio cues or fusion of facial features with gait pattern/audio cures 
to identify race. However, a smaller number of multi model racial 
categorization methods are available in literature because race 
data that includes gait pattern or audio cues is not available easily. 

4.1. Multi-view Fused Gait based Ethnicity Classification 
In [102], authors have proposed a method that identifies 

ethnicity from seven gait patterns captured from seven different  

Begin 
1. Locate facial coordinates using DLib library. 
2. Extract Region of Interest (ROI) – eye region. 
3. Extract features of eye region using LBP and HOG. 
4. Fuse features extracted by LBP and HOG. 
5. Input fused features to classifier for racial 

categorization. 
End 
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Table 1: Parametric Evaluation of Single Model Racial Categorization Methods 

Method Dataset used Racial/ethnic class 
considered 

Region of 
interest 

Feature 
extraction 
Operator/s 

Classifier/s used 

Multi Ethnical 
Categorization using 
Manifold Learning [51] 

Self-Generated Chinese (8-Subgroups) Face  - Bayesian Net, Naive 
Bayesian, J4.8, RBF 
(Radial Basis 
Function) Network, 
LibSVM 

GWT and Ratina 
Sampling based Ethnicity 
Categorization [52] 

HOIP Database + 
Self- Generated 

Asian, European, 
African 

Eyes, Mouth GWT, Ratina 
Sampling
  

SVM 

Real Time Race 
Categorization [53] 

FERET Asian, Non-Asian Face ICA, PCA SVM 

Binary Tree based SVM 
for Ethnicity Detection 
[54] 

FERET Caucasian, African, 
Asian 

Face Gabor Filter, 
HOG 

SVM, Kernel PCA 

Racial Categorization 
using CNN [55] 

Self- Generated Bangladeshi, Chinese, 
Indian 

Face  - SVM 

Neural Network based 
Racial Categorization [56] 

FERET Mongolian, Caucasian, 
Negro 

Skin Colour, 
Forehead 
Area 

- ANN, CNN 

Local Circular Pattern for 
Race Identification [61] 

FRGC v2.0 and 
BU-3DFE 

Whites and East-
Asians 

Face LCP Adaboost 

Biometric based Machine 
Learning Method [62] 

FERET Asian, White, Black or 
African American, 
Hispanic, Pacific 
Islander, Native 
American 

Eyes, 
Eyebrows, 
Periocular 
Region 

LBP, HOG SVM, MLP, LDA, 
QDA 

Diffusion Model (Binary 
Classifier) [63] 

Race Morph 
Sequence 

Asian, Caucasian Face Manually Manually 

Implicit Racial Attitude 
[64] 

Facial stimuli used 
in current research 

African American, 
Caucasian 

Skin Colour, 
Facial 
Physiognomy 

Manually Manually 

 

angles. Figure 9 shows the key steps involved in the ethnicity 
identification process. First, all seven gait patterns are converted 
into corresponding Gait Energy Image (GEI). Next, seven GEIs 
are fused using three different fusion methods: score fusion, 
feature fusion and decision fusion. The goal of using three fusion 
methods is to accurately identify the ethnicity (race) of the person. 
Subsequently, features are extracted from the fused image using 
Multi-linear Principal Component Analysis (MPCA) and fed to 
classifier for ethnicity classification. 

4.2. Hierarchical Fusion for Ethnicity Identification 

In this method [65], gait pattern and facial features are fused 
for better ethnicity categorization. Figure 10 shows the two level 
processing involved in this method. First level involves gait 
pattern evolution. It takes gait video as an input. It includes the 
intermediate steps such as gait cycle estimation and GEI 

generation. First level also includes SVM for classification. 
Second level takes face video as an input. It comprises of three  

 
Figure 9: Steps involved in multi-view fused gait based ethnicity classification 

Begin 
1. Gait energy image generation of gait patterns 

captured from 7 different angles 
2.  Fusion of gait energy images 

2.1. Feature Level 
2.2. Score Level 
2.3. Decision Level 

3. Feature extraction from fused image using MPCA 
4. Ethnicity classification from extracted features 

End 
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Figure 10: Steps of ethnicity categorization using hierarchical fusion system [65] 

 
Figure 11: Block diagram of ethnicity classification system [67] 

major steps: frame extraction from video, face detection and 
feature extraction using Gabor filter. Features extracted in first 
and second level are fused together to get accurate classification. 
The fused features are given to SVM and then to Adaboost to 
identify ethnicity. 

4.3. Dialogue based Biometric Information Classification 

In [66], a method for biometric information classification and 
deception detection has been proposed. It identifies gender, 
personality and ethnicity from the audio (dialogue). Lexical and 
acoustic-prosodic features are extracted from the dialogue. 
Lexical features are extracted using Linguistic Inquiry and Word 
Count (LIWC). Acoustic-prosodic features are extracted using 
Praat. Both types of features are given to different machine 
learning classifiers such as SVM, logistic regression, Adaboost 
and random forest for classification. 

4.4. Cross-Model Biometric Matching 

A new method for cross biometric matching by fusion of voice 
and facial image is introduced in [68]. The cross model is used for 
inferring the two types of information: 1) voice from human face 
and 2) human face from voice. This method involves two key 
steps: feature extraction and classification. The features are 
extracted from image as well as voice. The extracted features are 
fused and given as input to CNN for biometric matching and 
classification. 

4.5. Gait and Face Fusion for Ethnicity Classification 

Ethnicity classification system is proposed in [67]. It considers 
fusion of facial features and gait pattern for better classification. 
As shown in Figure 11, inputs to this system are gait video and 
facial video. Both videos are processed in parallel. During gait 
video processing, first background is subtracted from the video 
and subsequently each gait cycle pattern is estimated. Next all gait 
cycle patterns are represented using spatio- temporal 
representation for gait pattern characterization. During face video 
processing, frames are extracted from the face video and 
subsequently the facial part is cropped from the face image. Facial 
features are extracted from each frame using LBP. Features 
extracted from gait and face videos are fused together using 
Canonical Correlation Analysis (CCA). Fused features are given 
as input to SVM for ethnicity identification. 

4.6. Performance Evaluation of Multi Model Racial 
Categorization Methods 

As illustrated in Table 2, we identified the same set of 
parameters for comparison of multi model racial categorization 
methods as we identified for single model racial categorization 
methods. As defined and discussed previously in section 3, they 
are dataset used, biometric information considered for 
classification, region of interest, feature extraction operator/s and 
classifiers used in the method. 
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Table 2: Parametric Evaluation of Multi Model based Racial Categorization Methods 

Method Dataset used Biometric 
information 
considered 

Region of 
interest 

Feature 
extraction 
operator/s 

Classifier/s used 

Multi-view Fused Gait 
based Ethnicity 
Classification [102] 

Self- Generated Ethnicity (East-
Asian and South-
American) 

Gait Pattern Multi-linear 
Principal 
Component 
Analysis 

 - 

Hierarchical Fusion for 
Ethnicity Identification 
[65] 

Self- Generated Ethnicity (East-
Asian and South-
American) 

Gait Pattern 
and Face 

Gabor Filter SVM 

Dialogue based 
Classification [66] 

NEO-FFI Gender, Ethnicity 
and Personality 

Dialogue 
(Audio) 

LIWC and Praat SVM, Logistic 
Regression, AdaBoost 
and Random Forest 

Cross-Modal Biometric 
Matching [68] 

VGGFace (Face 
data) and VoxCeleb 
(Audio Data) 

Gender, Age, 
Ethnicity and 
Identity 

Audio and 
Face 

 - CNN 

Gait and Face Fusion for 
Ethnicity Classification 
[67] 

Self- Generated Ethnicity Gait Pattern 
and Face 

LBP SVM 

 

 
Figure 12: Application areas of racial categorization 

5. Application of Racial Categorization 

Racial categorization has a high impact on our social life. Race 
defines common physical characteristics of humans to represent 
his existence. Physical characteristics of humans of different races 
differ from each other. Racial categorization is significant for 
several applications. As shown in Figure 12, the major application 
areas are video security surveillance and public safety, criminal 
judgment and forensic art, medico legal, healthcare, aesthetic 
surgery, face recognition, and human computer interface. 

5.1. Video Security Surveillance and Public Safety 

Race identification from the subject’s face plays a crucial role 
in video security surveillance. Video security surveillance system 
assists in identifying criminals by comparing the detected 
subject’s image with the existing criminal database. Automated 

race identification system fused with video security surveillance 
system provides quick information about the subject [53]. Such a 
fused system is already in use at several airports and public places. 
Moreover, it has been proven useful for applications such as 
maritime, aviation, mass transformation, government office 
building, recreational centers, stadium and large retail malls. 

5.2. Criminal Judgment and Forensic Art 

Crime related investigation requires crucial information 
related to criminals including cross-country evidence (if any) 
[103-108]. Race/ethnicity of criminals provides such crucial 
information. Face is typically considered for criminal 
investigation because face conveys important information. 
Particularly, it conveys age, race and gender that are needed for 
criminal investigation. This information makes the investigation 
process easy for the government to find the right criminal [104, 
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109-111]. Moreover, such information is useful to prevent 
innocent people and provides justice to minority community 
groups. 

Normally the forensic department has the subject’s image 
captured using a public camera. However, it is difficult for the 
forensic department to manually extract the crucial information 
from the image. Conversely, racial categorization method can be 
used to identify the race from the image which assists in further 
investigation targeting a particular race community [106]. 

5.3. Medico Legal 

Medico legal case is defined as a case of suffering or injury in 
which examination by the police is essential to determine the 
cause of suffering or injury. Suffering or injury may be due to 
several unnatural conditions such as accidents, burning and death. 
Race provides patient’s information that is useful to law enforcing 
agency for further investigation [112]. By evaluating the race 
information of the medico legal case, law enforcing agency can 
obtain history of medico legal cases in that particular racial group 
[113-115]. Such information eases the investigation process and 
assists medico legal department in decision making. 

5.4. Healthcare 

Disease and healthcare issues are conflicting for different 
geographical areas due to their weather conditions, living sense 
and food. Healthcare treatment differs for different racial groups 
[116]. Thus, racial categorization is useful to solve the healthcare 
issues and to provide quick treatment [117-121]. Moreover, ethnic 
information is useful to provide appropriate services and special 
advantages to minority ethnic groups which are defined by the 
government for the minority and economically low conditions 
[122]. 

The center to Eliminate Health Disparities (CEHD) of the 
University of Texas Medical Branch (UTMB) has implemented 
the Information System for the health of people of UTMB to 

reduce disparities in health. Their information system is also 
known as REAL (race, ethnicity and language) [122]. Figure 13 
illustrates the role of CEHD in the health system of UTMB and 
Galveston County as a whole. UTMB is a university health center 
that welcomes patients from diverse backgrounds. It provides 
services to different racial groups whose income level is below 
the poverty line. However, the main objectives of this REAL 
project are (1) to improve the UTMB's health information system 
for better diagnostics and stratified quality measures by race, 
ethnicity, language and status (2) to develop and disseminate 
contingency plans to address disparities through effective 
partnerships with relevant stakeholders. 

5.5. Aesthetic Surgery 

Aesthetic surgery is described as a facial plastic surgery either 
for the beautification of face or to create an attractive face [123]. 
Anthropometric measurement is the distance between two facial 
points. It has been revealed in literature that anthropological 
measurements such as ratio, geometric distance and Euclidean 
distance are different for different racial groups [124-126]. 
Geometric and Euclidean distances are the distances between 
primary or secondary facial landmarks on the frontal face/profile 
face. Depending on the race of patient, anthropological 
measurements are derived and used in aesthetic surgery [127-129]. 
For example, aesthetic surgery for Chinese people and Indian 
people is different as both groups have different facial features 
and thereby different anthropological measurements. 

5.6. Face Recognition 
Racial difference in humans is useful for biometric illustration 

and human identification [130]. Race cues and race wise 
anthropological measurements make it easy for face recognition 
systems to recognize the person [131-134]. Moreover, integration 
of race information with face recognition makes the face 
recognition system more intelligent and quick for accurate face 
recognition [135-136]. 

 
Figure 13: Role of the health center system to eliminate health disparities for different ethnicity [122]
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5.7. Human Computer Interface 
Nowadays, several systems are automated using robots [137-

140]. Consumers of such robotic systems need to interact with 
robots frequently. In human-robot communication, racial cues 
play an important role [141-145]. Specifically, by recognizing the 
race of a human from his face, behavior and expression, robots 
can deliver the relevant services to humans. Such robotic systems 
are useful for an open service atmosphere where robots work as 
humans [146]. In particular, they are useful in hospitals, malls, 
stadiums, hotels, gaming zones and intelligent HCI organizations 
for easy communication with humans. 

6. Challenges in Racial Categorization 

Several challenges are faced to get correct and accurate racial 
categorization. Below we mention the major challenges faced in 
racial categorization.  These challenges create new opportunities 
for researchers in this field to carry out further research. An 
efficient racial categorization method can be developed by 
overcoming these challenges and higher classification accuracy 
can be achieved. 

6.1. Intra-race Categorization 

To the best of our knowledge, intra-race categorization has not 
been focused much in literature. 85% of the worldwide population 
is divided into major 7-racial groups, namely African-American, 
South-Asian, East-Asian, Caucasian, Indian, Arabian and Latino 
race [30]. Intra-race categorization for aforementioned racial 
groups is challenging due to severe similarity in facial features 
and in physical appearance of humans belonging to a particular 
group [147-148]. It is difficult to infer different clues for intra-
race categorization. 

6.2. Anthropometry Measurements 

Facial landmarking technique is used to measure 
anthropometry measurements. It has been shown in literature that 
accuracy of anthropometry measurements and thereby accuracy 
of racial categorization method varies with respect to the number 
of facial landmarks [21, 51, 56, 62, 147-148]. Thus, existing 
landmarking methods can be further improved by increasing the 
number of landmarks. Moreover, landmarks on forehead area, 
hairline and earlobe can be additionally considered to increase 
accuracy further [56]. In addition, anatomists have revealed that 
Ear pinna and Iannarelli's measures differ for different racial 
groups. Like finger print, ear pinna is unique for each individual. 

6.3. Real-Time Data 

It is required to process real-time video streams at public 
places such as airports, hospitals, health care centers, malls and 
stadiums for public safety and security systems. However, 
existing racial categorization methods are not applicable and 
reliable for processing real-time video stream [53]. They are 
applicable to only off-line image dataset. 

6.4. Manual Racial Categorization 

The aforementioned issues are related to automated racial 
categorization methods. However, the issues faced by manual 
racial categorization methods are different. The major issue 

related to manual racial categorization which involves 
participants is that the number of stimulus levels for race 
prediction is limited. Stimulus level is defined as the number of 
tasks performed by participants for race prediction [56, 61]. 

7. Conclusion 

In this paper, we have presented in-depth review on various 
single model and multi model racial categorization methods. 
Moreover, parametric evaluation of racial categorization methods 
based on identified set of parameters is presented. It has been 
observed that fusion of facial features and physical appearance 
provides accurate race categorization. Moreover, it has also been 
observed that CNN based racial categorization model gives 
substantially higher accuracy because it extracts deep features. 
Our rigorous review on racial categorization methods will provide 
researchers state-of-the-art advancements related to racial 
categorization methods. Furthermore, the applications and 
challenges of racial categorization discussed herein will help 
researchers to develop an efficient and competent racial 
categorization method. 
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 The field of humanitarian logistics has in recent times gained an increasing attention from 
both academics and practitioners communities alike. Although various research groups 
have addressed theoretical and technical developments in humanitarian logistics using 
conventional research tools, applied research appears to be often dependent on 
practitioners’ inputs. This paper is an attempt to fill the existing gaps between academic 
research and practitioners’ needs and proposes an integrated framework that consists of 
serious games and computer modelling. The serious games component aims to raise 
awareness on humanitarian logistics issues as well as provide a platform to facilitate the 
acquisition of inputs from humanitarian practitioners. Based on these inputs, a computer 
model will be developed. To test the framework, a real-life case study about the 
prepositioning of strategic stockpiles in Indonesia, one of the countries with the highest 
disaster risk exposure on a global scale, was used. Findings of this work highlight the role 
of serious games as risk-free environments for players to design strategies enhancing 
disaster preparedness in conjunction with broadly used research methodologies such as 
computer modelling. 
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1. Introduction 

This paper is an extension of work originally presented in 
2018 Winter Simulation Conference (WSC), Gothenburg, 
Sweden by de Souza, et al. by [1] 

ReliefWeb, a specialized digital service of the UN Office for 
the Coordination of Humanitarian Affairs (OCHA), reported that 
between the years 1994 and 2013, more than 6,500 natural 
calamities occurred globally. On average, 218 million lives were 
affected, and 1.35 million deaths were recorded annually [2]. In 
the year 2017 alone, for instance, more than 300 catastrophes 
occurred, of which more than half were natural [3]. These 
disasters claimed more than 11,000 people’s lives, and it’s 
estimated that they have caused an economic loss of over 300 
billion US dollars. It is almost two times as many as the USD 180 
billion economic losses estimated for the precedent year, and well 
above the average USD 190 billion monetary losses for the period 
2005-2015 [3]. In addition, the combination of climate change, 
political and social crises, and progressive urbanization of 

disaster-prone areas seem to push even further the frequency and 
scale of humanitarian crises globally. 

Therefore, in a context of increased number and scale of 
humanitarian crises in conjunction with reduced resources, there 
is a need for greater efficiency in the deployment of relief assets. 
This is particularly relevant for logistics (purchasing, 
transportation, and storage), that is by far the biggest contributor 
to humanitarian expenditures (60-80%) [4]. 

In humanitarian context, logistics can be defined as the 
activity of “planning, implementing and controlling the efficient, 
cost-effective flow of and storage of goods and materials as well 
as related information, from point of origin to point of 
consumption for the purpose of alleviating the suffering of 
vulnerable people” [5]. Compared to the commercial context, 
humanitarian logisticians are required to be cost-effective, agile, 
and time responsive.  

Generally, disaster relief operations are run in a highly 
chaotic environment where the needs of affected population are in 
a fast and continuous development,  and resources such as 
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supplies, people, funds, and technologies are scarce  [6] [7]. 
Hence, the logistics processes and disaster relief chains need to be 
streamlined to speed up the response time for the pressing need of 
critical supplies. Given these requirements, humanitarian supply 
chains require to be designed proactively, well ahead of the time 
when disasters occurr  [8] [9]. 

To address supply chain issues, computer models are 
conventionally used. The main benefit of computer models is that 
they allow to replicate (to a certain extend) real-life operations in 
virtual environments. In turns, this allows to identify possible 
solutions, to test their feasibility in a virtual environment, and to 
mitigate the risk of making costly mistakes prior to the 
implementation in a real-world setting [10]. Amongst others, 
computer simulation appears to be the most popular decision 
support tool for supply chain design decisions as well as for the 
assessment of supply chain policies. A number of simulation 
techniques were used by other scholars to address research issues 
in the humanitarian logistics space including System Dynamics 
(SD)  [11] [12], Discrete Event Simulation (DES)  [13] [14] and 
Agent Based Simulation (ABS)  [15] [16]. 

However, practical experience suggests that while the 
aforementioned research techniques are indeed relevant, 
practitioners’ inputs are also a key component for research 
inquiries related with humanitarian logistics. In fact, while 
methodologies such as network optimization or simulation can be 
used to generalize and extend the humanitarian logistics 
preparedness through scenario-based analysis, it appears that to 
date there is no clear method facilitating the acquisition of inputs 
from practitioners.  

In another front, there has also been an increase in the use of 
serious games to increase awareness and provide an avenue for 
wider audience to learn and experience humanitarian logistics, as 
well as to facilitate the acquisition of experiential inputs from 
practitioners. Serious games have been around for many years and 
have recently gained increased popularity [17]. Playing games 
increases interactivity among players and provide time-flexibility 
to pace their learning in their own time [18]. Serious games in 
humanitarian logistics provide a safe environment for the players 
to plan, implement and evaluate their humanitarian logistics 
strategies without the dangers of real-world consequences.  It 
provides different sets of scenarios or environments compared to 
computer simulation models [19]. 

In this paper, we focus on developing a decision support 
framework integrating the use of serious games and computer 
models to address complex supply chain issues in the domain of 
disaster relief. We apply a role-playing simulation-based board 
game, titled THINKLog: Humanitarian Logistics Gameplay to 
gather inputs from practitioners. THINKLog is an interactive 
board game designed that can be scaled to include different 
scenarios for logistics and supply chain management including for 
humanitarian logistics.  THINKLog is a learning framework 
where different scenarios can be generated by combining different 
concepts and challenges in logistics. One of the scenarios that is 
available is the Humanitarian Logistics Gameplay. This gameplay 
helps to introduce the importance and complexity of supply chain 
management and logistics in humanitarian context and deepen the 
understanding of humanitarian logistics for the players. The 

gameplay focuses on the warehouse location (Preparedness), 
inventory management and deliveries (Response).  

This game has been played both locally (Singapore) and 
regionally (Southeast Asia). In this paper, the results from one of 
the game workshops are presented as an evidence that the game 
provided an interactive method to apply and experiment with 
supply chain concepts. The workshop was conducted with a 
official operating in disaster preparedness and response from 
multiple ASEAN countries at the ASEAN Coordinating Centre 
for Humanitarian Assistance on Disaster Management (AHA) 
Centre Executive (ACE) Programme in November 2018 in 
Jakarta, Indonesia. 

Using the gathered inputs from the practitioners during and 
after the game session, a computer model is developed. As a case 
study, we applied it to a real-life case study about prepositioning 
of life-saving kits in Indonesia. Subsequently, a simulation model 
using AnyLogistix software was developed. 

 The rest of the manuscript is organized as follows. Section 2 
debates the academic literature previously developed in this 
domain and focuses its attention on simulation-based serious 
games applied to supply chain and logistics and computer models 
in the niche of stockpile prepositioning. Section 3 describes the 
problem statement and methodology used in this paper. Section 4 
describes the THINKLog – Humanitarian Logistics Gameplay 
game, a real-life simulation model and key findings of both. 
Section 5 summarizes the key findings of this work alongside its 
limitations and future extensions. 

2. Literature Review 

In this section, we review relevant academic literature in the 
areas of simulation-based serious games and computer simulation 
applied to the domain of humanitarian logistics and stockpile 
prepositioning. 

2.1. Simulation-Based Serious Gaming 

Recently, there has been an upward trend towards the use of 
serious games in creating awareness in specific areas and domains. 
They are widely used in areas like education [20], military [21], 
healthcare [22] and city planning [23]. Games help players grasp 
the learning objectives by providing hands-on engaging and 
motivating experiences. This manuscript will emphasize 
humanitarian simulation-based games. 

Simulation-based games embed the process of hypothesizing, 
probing, and reflecting upon the simulated world within the game 
to promote learning and create awareness [24]. By using specific 
storylines in the game, players try to solve a particular task or 
challenge to learn specific concepts. Players are able to perform 
repeated experimentations and understand the consequences of 
their decisions, thus promoting players’ incentive and learning 
transfer to the real-life context. [19]. Some other studies have even 
shown that these kind of games advanced players’ awareness and 
understanding of scientific knowledge  [19] [25]. 

There is a fair number of supply chain simulation-based 
games available in the market that are used as a learning tool to 
teach certain topics of supply chain management. In this paper, 
we looked into simulation-based games with humanitarian 
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storylines. Two of such games are AFTERSHOCK [26] and 
STOP DISASTERS! [27]. AFTERSHOCK is a board game where 
players assumes roles of different agencies involved in the 
response of an emergency and its early phase of the recovery. 
STOP DISASTERS! is an online game whereby the player is 
needs to prepare for the impending disaster by improving the 
infrastructure in order to save the lives.  

These games do offer a certain level of experiential 
experience or learning to the players. However, they do not 
provide an avenue to elicit current issues, especially faced by 
humanitarian logistics domain experts, practitioners and decision 
makers. There may be valuable information/data that may be 
captured, analyse and derived from the games that are not 
necessarily captured.  

Table 1 shows the summary and comparison of the two 
aforementioned games against our proposed one namely 
THINKLog. 

2.2. Computer Modelling in Humanitarian Logistics 

Logistics system design with focus on storage and 
transportation systems have received significant attention in the 
domain of commercial supply chains  [28], [29]. Nevertheless, the 
importance of humanitarian logistics applications has been 
recognized only in recent times. One of the areas receiving the 
greatest attention in the space of humanitarian logistics is 
stockpile prepositioning and network design. 

Balcik & Beamon (2008) are considered pioneers in this field. 
Their study analyses the facility location problem in consideration 
of constraints such as budget and capacity of facilities. The 
overarching goal of their work is to optimize the flow of relief 
supplies all the way to disaster affected zones. McCoy & 
Brandeau [30] looked at storage and shipping policies and the 
main outcomes of their work include effective distribution 
strategies and trade-off between stock size and service level. Roh, 
et al. [31] analyzed the supply prepositioning location problem 
from both macro and micro perspectives using inputs from high-
level decision-makers and operational experts. 

Simulation literature studies humanitarian logistics problems 
using different methods including system dynamics, discrete-
event simulation, and agent-based modeling.  

System dynamics (SD) is a modelling technique often used 
to evaluate the nonlinear behavior of complex systems, Basic 
elements of SD modelling are known as stocks, flows, internal 
feedback loops, table functions and time delays [32]. One of the 
first applications of SD in the humanitarian logistics space was by 
Besiou et al. [11]. Their work applies SD to the issue of fleet 
management. Costa et al. [12] instead used SD with the aim of 
addressing the challenge of coordination in disaster response.  

Discrete-event simulation (DES) is a modelling technique 
used to sequence discrete events over time. Once a particular 
event occurs, the state of the system will change. No changes will 
occur between two consecutive events [33]. Iakovou, et al. [13] 
developed a DES model to assess the impact of emergency 
sourcing on supply chain performances. Noreña, et al. [14] used 
DES to understand the robustness of the logistics of medical 
supply in Bogotá (Colombia).  

Table 1.  Games Comparison 

  STOP 
DISASTERS! 

AFTERSHOCK THINKLog 
(humanitarian 
logistics version) 

Topic Pre-disaster 
buildings 
capabilities and 
defences 

Interagency 
cooperation in 
response to 
emergency and early 
recovery phase of a 
humanitarian crisis 

Logistics and 
facility location 
identification in 
humanitarian 
context 

Type of 
game 

Simulation Simulation Simulation 

 
Objective 

 
To build the 
defence of an 
existing structures 
for the population 
in face of an 
upcoming disaster 

 
To address the 
urgent humanitarian 
needs of the local 
population. 

To build a 
warehouse based 
in the concept of 
Multi Criteria 
Decision Making 
(MCDM) to 
deliver an 
uninterrupted and 
continuous supply 
of the required 
life-saving kits to 
the disaster area  

Type of 
tasks 

Operation 
activities/tasks 

Operation 
activities/tasks 

Strategic planning 
(in preparation 
stage) and 
operation 
activities/tasks (in 
response stage) 

Playing 
mode 

Computerized Board game Board game with 
digital companion 
app 

Agent-based modeling (ABM) refers to a series of computer 
simulation techniques whereby the actions of autonomous pre-
defined agents are simulated [15]. Horner & Widener [16] used 
an integrated approach ABM and GIS to foresee the damage 
caused by heavy storms on the transportation network in use case 
of Florida City.   

2.3. Research Gaps 

Despite the significant body of literature available in the 
domain of stockpile prepositioning, to our knowledge it appears 
that most research groups have tackled humanitarian logistics 
issues, and facility location problems in particular, from a purely 
conceptual standpoint with limited understanding of practitioners’ 
viewpoints. Although these approaches provide fine solutions to 
this class of problems, it is also evident that there is a need for 
supplementing them with practitioner perspectives. It is intended 
that, decision-makers will be able to gain insights on the following 
matter: 
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• How to leverage on serious games to acquire inputs from 
decision makers and practitioners? 

• How to integrate serious-games and computer models to 
assure the robustness of the computer model and its 
relevance to the practice? 

2.4. The Contribution of The Current Research 

This paper demonstrates the applicability of the proposed 
framework for network design in the use case of Indonesia. The 
work presented in this manuscript will apply THINKLog and 
simulation to demonstrate the relevance of the proposed solution 
approach. The contribution of our study is on the integration of 
serious games and computer modelling with the aim of generating 
insights into the domain of network design using practitioner’s 
inputs. 

3. Problem Statement and Methodology 

Indonesia is the 14th largest nation by size, spans across three 
time zones and counts over 260 million people living across more 
than seventeen thousand islands [9]. The country sits on the edges 
of four tectonic plates and is part of the so called “Ring of Fire”. 
According to Statista [34], between 1900 and 2016, 113 
earthquakes were recorded in the Indonesian archipelago, which 
claimed nearly 200,000 human lives. According to the Centre for 
Research and Epidemiology of Disasters, Indonesia ranks in the 
‘top 5 countries most frequently hit by natural disasters’ after 
China, India, the Philippines, and the United States [35] 

3.1. Problem Statement 

When disasters hit in remote areas of the archipelago, 
existing response capacities are significantly stretched. Despite 
the efforts of the national authorities to boost inter-island and 
intra-island connectivity through infrastructure development [36], 
the existence of ad-hoc logistics hubs to store those critical 
inventories to be deployed in times of emergency, would be 
highly beneficial for the effective provision of humanitarian 
assistance.  Hence, the case study will focus on the pre-positioning 
of relief supplies at strategic locations across Indonesia to 
improve country’s logistics capabilities to respond to natural 
disasters.  

3.2. Methodology 

Because the problem statement requires the embedding of 
inputs from practitioners, decision makers, and humanitarian 
logistics domain experts, the integration of serious games for the 
collection of inputs, and computer simulation as an analytical 
closed form of analysis is proposed.   

In particular, to address the identified problem statement, the 
following multi-phase framework encompassing two main steps 
was conceptualized and tested: 

(1) Phase 1. Socializing the problem at hand with 
practitioners, decision makers, and humanitarian logistics domain 
experts, and gathering of inputs using serious games. 

(2) Phase 2. Building the computer model and running 
scenario-based analysis for the identification of the solution to the 
problem at hand. 

Figure 1 is an outline of the proposed framework which was 
tested in the use case of stockpile prepositioning in the use case 
of Indonesia using THINKLog game in integration and computer 
simulation in AnyLogistix.  

4. THINKLOG Game 

4.1. THINKLOG Game, An Overview 

ThinkLog is an expandable interactive logistics and supply 
chain management board game that was designed specifically to 
help players in learning about SCM concepts. The game aims to 
complement teaching and learning activities in classrooms and 
workshops by introducing SCM concepts through roleplaying and 
simulation. The initial design of the game was for a pure board 
game play: main board, demand cards, gameplay/rules and game 
master [37]. This game also includes a digital companion 
application [38]. With the inclusion of this app, more SCM 
concepts and different scenarios of game play can be added, such 
as the Humanitarian Logistics game play. 

 

Figure 1. Proposed Framework 

 

Figure 2: THINK:Log game components 

4.2. Humanitarian Logistics Gameplay 

The main learning objectives for this gameplay are to 
introduce the notions of Multi Criteria Decision Making (MCDM), 
and particularly its applications in warehouse location selection 
problems for disaster preparedness, while providing a high level 
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view on the challenges related with information flow and 
coordination in logistics and supply chain management. 

MCDM, that is a structured framework able to analyze 
decisions problems involving complex objectives concepts, is 
adapted in this gameplay to help the identification of possible 
locations for the warehouses  [9], [39], [40]. 

There are two stages in this gameplay - Preparation and 
Response. In the Preparation, the players input their weightage to 
the criteria defined in the MCDM framework directly through the 
companion app. Figure 3 shows the input screen for the players. 
There are 5 criteria for consideration, including Distance, 
Congestion, Cost, Coverage and Risk. Figure 4 shows one of the 
criteria and its definition. The companion app will then generate 
recommended locations based on the weightage as input by the 
player. In the second stage namely Response, players will have to 
deliver the requested relief items to the affected population while 
taking into consideration the possible random events that may 
occur and disrupt their distribution operations.  Examples of 
events include congestions and /or further calamities that may 
impede their logistics plan. Figure 5 shows the basic game flow 
of this game play. 

Players assume the role of a Humanitarian Agency Officer in 
charge of designing and coordinating an uninterrupted and 
continuous flow of relief items to disaster affected areas. The 
player has to strategize the most optimal way to deliver such relief 
items. In the event where the player fails to deliver the required 
number of items within the stipulated time, the player will ‘earn’ 
a failure token as a penalty. The player with the least number of 
failure tokens wins the game. 

 

Figure 3: Screenshots of the Warehouse Location selection screen using the 
digital companion application 

 

Figure 4: Sample screenshot of the MCDM criteria in the digital companion 
application 

4.3. Game Experience 

In November 2018, we conducted a workshop using the 
THINKLog game in Jakarta, Indonesia. This workshop was part 
of the ASEAN Coordinating Centre for Humanitarian Assistance 
on Disaster Management (AHA) Centre Executive (ACE) 

Programme conducted by the ASEAN Coordinating Centre for 
Humanitarian Assistance (AHA Centre).  The exercise involved 
16 senior government officials operating in disaster preparedness 
and response from multiple ASEAN countries, whom had limited 
knowledge in humanitarian logistics. 

 

Figure 5: Basic game flow of THINKLog Humanitarian play 

We conducted a brief presentation on humanitarian logistics 
and related supply chain concepts prior to the game play session. 
After the game play, participants were asked to fill up feedback 
forms. We then used those data to evaluate the impact of the game 
to increase the participants’ understanding about humanitarian 
logistics and the overall game experience. We also used the 
workshop as a platform to gather inputs from the participants to 
be used in the simulation model. 

The session allowed us to gather two separate sets of inputs. 
The first set is to evaluate participants’ game experiences and it 
used a questionnaire of 14 questions. The sample of questions are 
shown in Table 2 below. 
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Table 2: Sample of feedback questions 

0: Strongly disagree          1: Disagree         2: Neutral    3: Agree 4: 
Strongly agree 

Your Opinion Rate (0-4) 

1. I feel that the whole session is 
interesting 0 – 1 – 2 – 3 – 4  

2. I would like to play this game 
again in future  0 – 1 – 2 – 3 – 4 

3. I encounter difficulties in 
understanding the game rules  0 – 1 – 2 – 3 – 4 

4. I know exactly what I need to do 
in the game  0 – 1 – 2 – 3 – 4 

5. I feel that every steps/decisions 
made in this game has meaningful 
meaning 

 0 – 1 – 2 – 3 – 4 

6. I feel very involved in this game 
 0 – 1 – 2 – 3 – 4 

7. Interaction with other players 
motivates me to understand this 
game better  

0 – 1 – 2 – 3 – 4 

8. Overall session is too long/boring 
0 – 1 – 2 – 3 – 4 

9. The game motivates me to ask 
questions/discuss 0 – 1 – 2 – 3 – 4 

10. I obtained interesting information 
through this session 0 – 1 – 2 – 3 – 4 

11. I am interested in the content 
provided in this game 0 – 1 – 2 – 3 – 4 

12. I did not learn anything from this 
session  0 – 1 – 2 – 3 – 4 

13. The Companion App helps me 
understand the game 0 – 1 – 2 – 3 – 4 

14. The Companion App helps me 
learn from the game 0 – 1 – 2 – 3 – 4 

Participants were asked to provide answers using the 5-point 
Likert scale with 1 as strongly disagrees and 5 as strongly agree. 
There were sixteen valid responses received. The positive 
experience’s average score is above 3 and the negative 
experience’s is below 2, as shown in Figure 6. We may conclude 
that the participants had a good overall game experience. 

The second feedback asked the participants to list down the 
key learning points that they have gathered from the session. We 
then compared the responses with the game’s intended learning 
objectives. We received ten valid responses. We extracted the 
responses and identified the topics that they mentioned in their 

responses. The topics and the connection between the topics are 
shown in Figure 7. 

From the analyzed feedback forms, we identified three main 
topics, namely: Plan, Warehouse and Location. Three out of six 
responses (3/6) that mentioned about Plan also mentioned about 
Warehouse and Location. It can be further breakdown to 
important considerations for planning the warehouse location, 
such as distance, congestion, cost, coverage and risk.  

 

Figure 6: Overall experience 

With the results, we are able to conclude that: 

• The participants’ learning outcome is aligned with the 
game’s learning objectives.  

• The game exposes the participants to the humanitarian 
logistics complexity. 

• The feedback confirmed the need of embedding key 
elements such as distance (closeness to affected areas), 
congestion (the lower, the better), cost (the lower, the 
better), coverage (closer to highly populated disaster 
prone areas) and risk (facility to be located in a disaster 
free zone). 
 

Figure 7: Learning Outcome 

In addition, we also recorded the practitioners’ inputs during 
and after the game session. Their inputs include the critical criteria 
to use for determining the location of a warehouse, and the 
importance of each criterion.  

The feedback shows that the game enhances the players’ 
awareness to the importance of decision making, especially in 
facility location. Players spent a substantial amount of time 
inputting the weightage for the criteria, deliberating which criteria 
should be of a higher importance. As the game provides 5 selected 
decision criteria for the MCDM, the players are more eager to 
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experiment these using real-data simulation model that 
incorporates even more criteria for consideration, which will also 
involve the framework of selecting those criteria.  Table 3 shows 
the criteria that was selected for the THINKLog game as 
compared to the criteria used for the model in Section 4.4. [41]  

During the game play session, it was also noted that most, if 
not all, players placed higher weightage to Risk and Access to 
affected zones criteria. All players have the same number of 
vehicles (2 trucks) and warehouse capacity (30 LSK) in the game. 
As the game has only 1 disaster area (demand point), this may be 
sufficient. Whereas in real-life situation, there may be more than 
1 demand point at any given point of time during a disaster.  

Also, for this game play configuration, we intentionally 
excluded the transportation cost that may occur to deliver the LSK 
to the disaster area, for ease of play purpose. As such, the player 
may not be able to optimize its relief operation. 

Table 3: The criteria used in THINKLog game 
 

Criteria Description used in THINKLog 
game 

THINKLog 
game 

Coverage Refers to the number of nodes 
connected.  

 

Access to 
affected zones 

Refers to the time taken from when 
the order is placed till the order is 
delivered. The closer one is to the 
affected area, the shorter lead time it 
will have, 

 

Risk Refers to the chance of a disaster 
striking the node. 

 

Access to 
infrastructure 

Not used in the game  

Access to 
corridor 

Not used in the game  

Congestion Refers to the frequency of traffic 
congestions happening around that 
area 

 

Cost Refers to the maintenance cost of a 
warehouse in a node. The area around 
the downtown costs higher than those 
at the outskirt 

 

National 
development 
plan (NDP) 

Not used in the game  

 
Section 4.4 describes the model we have developed to help 

locate the most appropriate alternative locations for the 
warehouse (facilities) to serve the different demand points, taking 
into consideration the transportation cost. 

4.4.  Simulation Model for Humanitarian Logistics 

Based on the practitioners’ input and the game session’s 
outcomes of the game play, we developed a computer simulation 
model to delve the understanding on network design for stockpile 
prepositioning in the use case of Indonesia. The aim of this model 
was to determine, out of 9 alternative locations, which were the 

most appropriate 6 sites to use for the positioning of emergency 
response facilities. 

There were 186 demand points identified across the 
archipelago. Each demand points is served by a single facility. 
The model’s overarching objective is to identify the possible 
locations for the facilities to serve these demand points, while 
keeping the transportation cost at the minimum. We used the 
actual distance and land fuel cost in this model to calculate the 
transportation cost between the facility and demand points. For 
those demand points without land connections (e.g. small islands), 
we set the fuel cost to extremely high values as to replicate 
intermodal transportation.  

The results of the model are summarized in Figure 8 while 
the entire case study can be found in the paper by The Logistics 
Institute – Asia Pacific [42].  Figure 8(a) and 8(b) show possible 
network configurations identified by the computer model whereas 
figure 8(c) shows the network structure prospected by discussions 
with practitioners. 

By inputting these 3 alternative network configurations into 
the model, findings show that the network structure identified 
using network optimization has the potential to reduce the 
transportation cost by 15%.  

 

Figure 8: Disaster Relief Model 
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Subsequently, we stress-tested the network configuration 
upon two key logistics parameters namely fleet size and inventory. 
Figure 9 shows the results of the computer simulation model in 
regard to service level at when fleet size and inventory are set at 
different values.  

  

Figure 9: Simulation Result for Fine-tuning the Network Configuration on Two 
Parameters 

5. Conclusion 

In this paper, the focus was on integrating serious games and 
computer modelling as a novel way to raise awareness on 
humanitarian logistics issues as well as to facilitate the acquisition 
of inputs from humanitarian practitioners. A real-case simulation 
model was developed with the aim of selecting the most suitable 
locations for establishing a network of facilities for prepositioning 
stocks of life-saving goods in Indonesia. We also had preliminary 
discussions with several experts on a prospected network 
configuration.  When we compared these two configurations, the 
simulation model configurations allow for an estimated cost 
saving of 15%. 

A role-based board game, THINKLog, is proposed as an 
easy-to-use tool to raise awareness in humanitarian logistics for 
non-technical personnel. The game has two stages, the 
Preparation and Response stage. The feedbacks gathered from the 
game play session shows that the participants have a good overall 
game experience with a substantial positive influence on the 
players. This is supported by an evaluation of the learning 

objectives by the participants whom reported that they were able 
to grasp them during the game play. 

This work has few limitations. First, the sample size of senior 
government officials operating in disaster preparedness and 
response from multiple ASEAN nations is fairly small. Playing 
the game with a larger group of practitioners would allow to 
gather deeper insights on the game play and inputs to the 
computer model. Secondly, on the simulation model, the dataset 
on small and medium scale disasters is confined to the biennium 
2014-2015. An extension of this database with the inclusion of a 
greater number of disasters would provide a more accurate 
estimation of demand. 

For future extension, we see an opportunity to add more 
immersive game features to the game, like augmented reality 
(AR). This may enhance the game’s visualization and overall 
gameplay experience. Secondly, we would like to evaluate the 
THINKLOG game using a broader group of individuals with 
different age groups, educational and professional backgrounds, 
and level of understanding of supply chain and humanitarian 
logistics concepts. This would enable us to gather a more 
comprehensive view of game’s ability to raise awareness. 
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 In today’s Moroccan business environment, companies need to implement organization 
agility by developing an agile workforce that is able to deal with the environment volatility. 
Thus, the agile workforce concept has been appeared as a necessary and sufficient 
condition to achieve agility. Focusing on agile enablers influencing workforce agility is an 
important area but currently there is limited literature available. Acknowledging its 
importance, we continued our literature exploration in order to identify the enablers of 
workforce agility. Then, we describe a list of four enablers with different criteria and 
attributes. This paper further proposed fuzzy logic approach to evaluate different measures 
of the workforce agility. The results suggest that engagement, knowledge sharing, 
acceptance of changes and self-motivation are the most important attributes of agile 
workforce. Apart from that, different agile workforce attributes need to be improved in 
order to achieve the extremely agile level of the workforce. 
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1. Introduction  
This paper is an extension of work originally presented in 4th 

World Conference on Complex Systems (WCCS) [1].  
For many years, unexpected and dynamic changes [2] 

represent a common reality facing many organizations from 
different sizes and sectors. This volatility makes traditional 
approaches useless for fulfilling current organizational goals. 
Under this pressure [3], enterprises need to implement agility in 
order to achieve profitability [4]. The agility means the ability to 
quickly respond and adapt to volatile market environments. 
According to the different definitions of “agility” proposed in the 
literature [2], agility includes different competitive criteria like 
speed, flexibility, innovation, adaptability, proactivity, quality, 
productivity, profitability, customization, and knowledge [3] 
which help to focus on products and services driven by customer 
instead of those driven by the company [5].  

The successful implementation of agility requires adapting all 
enterprise elements such as goals, technology and people to the 
unexpected changes [2]. Thus, agility concept has been extended 
to cover different organization areas. Within this paper [5], the 
term workforce agility appeared as the employee ability to adapt 
and evolve quickly by providing innovative solutions to different 

problems during any phase of the company project/program. 
Therefore, agile workforce needs to exhibit sufficient skills [6] 
which have been implicitly mentioned in Zhang and Sharifi [7] 
definition: Agile workforce is knowledge worker [3] with a broad 
vision and who is able to deal with environmental turbulence by 
capturing the advantageous side of these changes [8]. The same 
definition was presented by others researchers like Breu, et al. [5] 
who defined the concept as environmental responsiveness to 
market volatility [9], also Patil and Suresh [6] defined it as the 
ability to respond to customer needs and uncertain changes within 
the stipulated time. 

From the literature review, the agile workforce is an essential 
facet of the overall agility level of the organization [3] since it 
allows to achieve different organizational benefits [5]. However, 
there was less focus on the theoretical and empirical validation of 
workforce agility enablers [5]. The main aim of the present 
paper is to identify the crucial factors influencing the 
workforce agility [6]. The following section develops a list of 
four workforce agility enablers by identifying their criteria and 
attributes from the literature [5]. 
2. Literature review: Enablers of the agile workforce 

After reviewing the literature, four enablers have been 
identified as important factors playing a crucial role in 
improving the workforce agility. 
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Individually, to be agile, the workforce needs to be 
adaptable or flexible. Then, an agile workforce needs to be 
proactive [6], which means self-anticipating the activities 
influencing positively the changes [2]. Also, workforce with 
innovative behavior is an agile workforce who can identify the 
need for a new product/service/process/technology or improving 
those existing. 

From what was mentioned previously, the workforce handles 
multiple tasks or programs simultaneously, which means the 
workforce needs to focus on the most important ones for his work. 
If the working conditions are stressful, the workforce should be 
resilient. Other behaviors should be demonstrated by the agile 
workforce as getting knowledge of marketplace, business 
environment, organization operations and future priorities. These 
behaviors are grouped under the name business orientation. Also, 

it is important for agile workforce to achieve multiple 
competencies as those related to management, business process 
change, technical [6], information technology or software which 
were identified by Breu et al. [5,6]. Other researchers have 
identified responsiveness and intelligence as the main attributes 
of agility. Also, highly motivated and informed workforce is 
beneficial for the organization success. 

Collectively, agile workforce needs to cooperate and share 
knowledge with internal or external groups which ensures fluid 
information, communication and knowledge flow across 
these groups which is important for agile team [6]. 

Table 1 summarizes enablers, criteria and attributes discussed 
in the workforce agility literature [5].

 

Table 1: Workforce agility enablers (Adapted from [2,3,6]) 

Workforce agility 
enablers 

Workforce agility 
criteria Workforce agility attributes 

Workforce status 
(E1) 

Adaptability/ 
Flexibility  

(E11) 

Simultaneously work on multiple work assignments within program or across different groups in 
organization  
(E111) 
Move quickly from role to role, to new tasks and responsibilities  
(E112) 
Engage and disengage often and easily with others with a singular focus on task accomplishment 
as per requirement  
(E113) 
Having interpersonal and cultural adaptability  
(E114) 
Acquire skills of professional flexibility  
(E115) 
Constant and quick learning of new skills, technologies, and procedures  
(E116) 
Acceptance rate of the workforce to altered working time or work locations  
(E117) 

Competency/ 
Self-awareness  

(E12) 

Developing new skills or competencies within a short span  
(E121) 
Developing new skills in business process change  
(E122) 
Developing new management skills  
(E123) 
Developing new technical skills  
(E124) 
Developing new skills in information technology  
(E125) 
Developing new software skills  
(E126) 
Comprehension of new ideas, knowledge, or technologies  
(E127) 
Creativity and innovation in problem-solving  
(E128) 

Workforce autonomy 
(E2) 

Proactivity  
(E21) 

Dynamically explore new opportunities  
(E211) 
Identify and anticipate problems related to change  
(E212) 
Accomplish the promising goals  
(E213) 
Personal initiative  
(E214) 
Solution of the change related problems  
(E215) 
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Innovation  
(E22) 

Continuously work towards gaining proficiency in multiple competency areas  
(E221) 
Share the gained knowledge with its partners and collaborators  
(E222) 
Exploring into new markets  
(E223) 
Generates new ideas to tackle the unidentified change requests made by customers  
(E224) 
Generates new ideas to come out of the ambiguous situations faster  
(E225) 

Resiliency  
(E23) 

Taking calculated risks  
(E231) 
Coming out comfortably from ambiguous situations quickly  
(E232) 
Positive attitude to change, to 
new ideas and technology  
(E233) 
Tolerance to stressful and uncertain situations  
(E234) 

Intelligence/ 
Responsiveness [6] 

(E24) 

Quick response to changing customer needs and market conditions  
(E241) 
Sensing changes  
(E242) 
Execute things smoothly  
(E243) 

Quickness/ 
Speed  
(E25) 

Shorter transition or recovery time  
(E251) 
Faster completion time  
(E252) 
Products or services delivery speed  
(E253) 
Problem-solving speed  
(E254) 

Workforce job 
(E3) 

Focus  
(E31) 

Set priorities while handling multiple programs  
(E311) 
Set priorities to drive towards solutions  
(E312) 
Demonstrate a strong sense of urgency to deliver a set goal  
(E313) 
Demonstrate right focus  
(E314) 

Business 
Orientation  

(E32) 

Get knowledge of marketplace  
(E321) 
Get knowledge of business environment  
(E322) 
Get knowledge of the organization’s operations  
(E323) 
Get knowledge of future priorities  
(E324) 
Get aligned with the organizational values  
(E325) 

Informative  
(E33) 

Serious information seekers  
(E331) 
Keep informed in order to achieve the objectives or clarify problems  
(E332) 
Personally undertake research, analysis or investigation  
(E333) 
Use contacts or information networks to obtain useful information about technologies and 
processes related to programs they are working on  
(E334) 

Workforce 
involvement 

(E4) 

Collaboration  
(E41) 

Ability to collaborate with other teams, functions and organizations  
(E411) 
Avoid duplication of efforts  
(E412) 
Use decision-makers from different domains  
(E413) 
Smooth flow of knowledge and information across the boundaries of groups  
(E414) 
Willingness to enter unexpected collaborations  
(E415) 
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Tolerance to different or new opinions of people from other disciplines  
(E416) 
Tolerance to different or new approach in collaboration  
(E417) 
Ease of communication  
(E418) 
Autonomy in collaboration  
(E419) 

Self-motivation/ 
Ownership  

(E42) 

Self-motivation for seeking solutions to change issues  
(E421) 
Workforce needs possibility of growth  
(E422) 
Workforce needs recognition  
(E423) 
Workforce needs advancement  
(E424) 
Workforce needs technical supervision  
(E425) 
Pursue goals in the face of setbacks  
(E426) 

 

3. Fuzzy logic approach to measure workforce agility of a 
Moroccan company 

Acknowledging the importance of workforce agility, it has 
been assessed through several means such as [10] fuzzy logic, 
exploratory methodology, descriptive statistics, mathematical 
modeling and discriminate analysis [11]. 

Due to the ill-defined and vague indicators which exist within 
agility assessment [12], the decision-makers are unable to make a 
significant measurement when available information is scarce [13]. 
Thus, fuzzy logic has been widely used to handle real-life 
problems which are subjective, vague, and imprecise in nature [14]. 
These phenomena can be assessed only by linguistic values rather 
than numerical terms [13]. Using fuzzy concepts, each linguistic 
term can be associated with membership function [12]. When it is 
easy to determine an exact membership function we can use only 
type-1 fuzzy logic system, which means in our circumstances we 
don’t need to evaluate the workforce agility measures by type-2 
fuzzy logic system. 

4. Fuzzy logic application 

4.1. About the company 

The proposed assessment has been done for an industrial 
company (hereafter referred as Indus_Comp) at southern part of 
Morocco [15]. Indus_Comp was started in 1999 and it designs and 
develops products dedicated to individual homes and professional 
projects. Currently Indus_Comp faces the challenges of 
modernization and competition and it should be able to offer an 
unlimited choice of products and service. In order to sustain in this 
agile environment, Indus_Comp needs to identify the weaker 
enablers [12] which can affect its competitive positioning. 

In this context, and according to the hierarchical composition 
of the company, a questionnaire has been distributed to five 
decision-makers of Indus_Comp. The collected data  are provided 
below [15]. 

4.2. Results and discussion 

Each decision-maker has been instructed to express the suitable 
linguistic variables (Table 2) in terms of importance weight and 

performance rating against each agile workforce attribute. The 
linguistic scale has been furnished in Table 3. Then, these 
linguistic variables have been converted into fuzzy intervals (Table 
4). The next step is to calculate the aggregated importance weights 
and aggregated performance ratings of the agile workforce criteria 
and enablers (Table 5). Finally, we obtained the fuzzy workforce 
agility index and fuzzy performance importance index of all the 
attributes (FPII) [15]. A detailed description of fuzzy logic 
application is given as follows [16]: 

• Step 1: Identification of agile workforce enablers, criteria 
and attributes [17]: From the literature, four enablers, 
twelve criteria and sixty-four attributes were identified 
(Table 1).   

• Step 2: Collection of performance rating and importance 
weights of agile workforce attributes: Five decision-
makers (DM1, DM2,…, DM5) from Indus_Comp were 
asked to provide the required detail [15] in terms of 
linguistic variables (Table 2).  

Table 2: Fuzzy calculation of agile workforce enablers 

A
gi

le
  

W
or

kf
or

ce
 

ib
 

Importance weight  Performance rating  

DM1 DM2 DM3 DM4 DM5 DM1 DM2 DM3 DM4 DM5 

E111 M H M VL VL G F F F VP 
E112 H H FH FH H G F F F VG 
E113 M H FL M M VG E F G G 
E114 M M M M M F F F G G 
E115 H M FH M FH F F G VG VG 
E116 H FH M H FH P F P G F 
E117 FH H FH M FH W W P F P 
E121 H H M FH H W W VP F F 
E122 M H H FH H G VG E E G 
E123 VH H H VH H G F G G VG 
E124 H FH H FH FH E E G F E 
E125 H FH H FH H G G G VG G 
E126 FH M FH M FH F G F F G 
E127 H M M M H G G G VG F 
E128 VH H H VH VH VP F P P G 
E211 H FH M FH H W F G F G 
E212 H H H FH H G VG G F F 
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E213 FH M FH FH M W W F G VP 
E214 FH FH FH FH FH VP P P F P 
E215 VH H H VH H F G E VG E 
E221 H FH H FH FH VP P W F F 
E222 FL M FL FL M VG F E F G 
E223 H FH H M FH W VP G E G 
E224 H M M FH H VP F F W E 
E225 FH H H H FH F G E VG G 
E231 H FL H M H F F VG F G 
E232 M M FH H FL G E F G F 
E233 H VH FH FL FL E VG G E E 
E234 VH M VH H VH VP P P W G 
E241 H FH VH H H VP G E G G 
E242 H FH M H M F VG VG G VG 
E243 FH FH FH FH FH VP VG F G F 
E251 FH M FH FH M W W VP F VP 
E252 H FH H FH M G F G VG E 
E253 H M FH H H W W G F G 
E254 FH M H FH FH VP P W P F 
E311 H FH H FH M G F P VP G 
E312 FH FH H FH H P W F G P 
E313 H H H H H W W F F P 
E314 VH H VH VH H F G P P P 
E321 FH H FH M FH E VG G E F 
E322 H H H H H E E VG F F 
E323 FH M H H H P F F G VG 
E324 H FH H H M E VG G F G 
E325 H H H H H E F G F F 
E331 H M M M M W W F G F 
E332 FH FH H H FH W P VP G F 
E333 H FH FH H H E E E G E 
E334 H M FH M H VP P F G F 
E411 H FH FH FH M F G P F G 
E412 H FH H FH M F E VG G F 
E413 H FH FH H H G F F E G 
E414 H H FH H M VP F F F F 
E415 FH M M FH FH E G G F F 
E416 H FH H FH FH G E F F VG 
E417 M M M FH FH W W W F P 
E418 H M FH FH H E E E E VG 
E419 H FH H H H E VG F P F 
E421 M H M M FH VG G F E E 
E422 FH FH M M H W G P F F 
E423 H M M M FH G F G E F 
E424 FH H H H H G F F F VG 
E425 M H FH H H E G F P VP 
E426 FH H M H FH W VP P VP F 

 
• Step 3: Matching the linguistic terms with the 

corresponding fuzzy intervals [16,17]:  Table 3 presents 
linguistic terms and its appropriate fuzzy numbers for 
weight and ratings assignment [15] chosen from literature 
[10,16] .  

Table 3: Fuzzy intervals for approximating linguistic terms (Adapted from [16]) 

Importance Weight Performance Rating 
Linguistic 
variable Fuzzy number Linguistic 

variable 
Fuzzy 

number 
Very Low (VL) (0, 0.05, 0.15) Worst (W) (0, 0.5, 1.5) 

Low (L) (0.1, 0.2, 0.3) Very Poor (VP) (1, 2, 3) 
Fairly Low (FL) (0.2, 0.35, 0.5) Poor (P) (2, 3.5, 5) 

Medium (M) (0.3, 0.5, 0.7) Fair (F) (3, 5, 7) 
Fairly High (FH) (0.5, 0.65, 0.8) Good (G) (5, 6.5, 8) 

High (H) (0.7, 0.8, 0.9) Very Good (VG) (7, 8, 9) 
Very High (VH) (0.85, 0.95, 1.0) Excellent (E) (8.5, 9.5, 10) 

 
• Step 4: Application of fuzzy calculations on the weight and 

rating of each agile attribute, criteria and enabler. First, we 

calculate the average fuzzy weight and average fuzzy 
performance rating of each agile attribute [10] as shown in 
the following example. 

E111 average fuzzy weight = [M+H+M+VL+VL]/5 = (0.3, 0.5, 
0.7)/5, (0.7, 0.8, 0.9)/5, (0.3, 0.5, 0.7)/5, (0, 0.05, 0.15)/5, (0, 0.05, 
0.15)/5 = (0.26, 0.38, 0.52) 

E111 average fuzzy performance rating = [G+F+F+F+VP]/5 = (5, 
6.5, 8)/5, (3, 5, 7)/5, (3, 5, 7)/5, (3, 5, 7)/5, (1, 2, 3)/5 = (3.0, 4.7, 
6.4) 

Then, we calculate the rating of each agile criterion [10]. An 
example of this calculation is demonstrated below.  

Example: Rating of the criterion E11=  

[(3.0, 4.7, 6.4) ⊗ (0.26, 0.38, 0.52) ⊕ (4.2, 5.9, 7.6) ⊗ (0.62, 0.74, 
0.86) ⊕ (5.7, 7.1, 8.4) ⊗ (0.36, 0.53, 0.70) ⊕ (3.8, 5.6, 7.4) ⊗ (0.3, 
0.5, 0.7) ⊕ (5.0, 6.5, 8.0) ⊗ (0.46, 0.62, 0.78) ⊕ (3.0, 4.7, 6.4) ⊗ 
(0.54, 0.68, 0.82) ⊕ (1.4, 2.6, 4.0) ⊗ (0.50, 0.65, 0.80)] / [(0.26, 
0.38, 0.52) ⊕ (0.62, 0.74, 0.86) ⊕ (0.36, 0.53, 0.70) ⊕ (0.3, 0.5, 
0.7) ⊕ (0.46, 0.62, 0.78) ⊕ (0.54, 0.68, 0.82) ⊕ (0.50, 0.65, 0.80)] 
= (3.68, 5.27, 6.87) 

Table 4: Fuzzy calculation of the criteria rating 
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Average fuzzy 
performance 

rating 

Average fuzzy 
weight 

Criteria 
rating 

E11 

E111  (3.0, 4.7, 6.4) (0.26, 0.38, 0.52) 

(3.68, 5.27, 
6.87) 

E112 (4.2, 5.9, 7.6) (0.62, 0.74, 0.86) 
E113  (5.7, 7.1, 8.4) (0.36, 0.53, 0.70) 
E114  (3.8, 5.6, 7.4) (0.3, 0.5, 0.7) 
E115 (5.0, 6.5, 8.0) (0.46, 0.62, 0.78) 
E116 (3.0, 4.7, 6.4) (0.54, 0.68, 0.82) 
E117 (1.4, 2.6, 4.0) (0.50, 0.65, 0.80) 

E12 

E121 (1.4, 2.6, 4.0) (0.58, 0.71, 0.84) 

(4.54, 5.97, 
7.37) 

E122 (6.8, 8.0, 9.0) (0.58, 0.71, 0.84) 
E123 (5.0, 6.5, 8.0) (0.76, 0.86, 0.94) 
E124 (6.7, 8.0, 9.0) (0.58, 0.71, 0.84) 
E125 (5.4, 6.8, 8.2) (0.62, 0.74, 0.86) 
E126 (3.8, 5.6, 7.4) (0.42, 0.59, 0.76) 
E127 (5.0, 6.5, 8.0) (0.46, 0.62, 0.78) 
E128 (2.6, 4.1, 5.6) (0.79, 0.89, 0.96) 

E21 

E211 (3.2, 4.7, 6.3) (0.54, 0.68, 0.82) 

(2.46, 3.58 
4.79) 

E212 (4.6, 6.2, 7.8) (0.66, 0.77, 0.88) 
E213 (1.8, 2.9, 4.2) (0.42, 0.59, 0.76) 
E214 (2.0, 3.5, 5.0) (0.50, 0.65, 0.80) 
E215 (6.4, 7.7, 8.8) (0.76, 0.86, 0.94) 

E22 

E221 (1.8, 3.2, 4.7) (0.58, 0.71, 0.84) 

(3.83, 5.19, 
6.53) 

E222 (5.3, 6.8, 8.2) (0.24, 0.41, 0.58) 
E223 (3.9, 5.0, 6.1) (0.54, 0.68, 0.82) 
E224 (3.1, 4.4, 5.7) (0.50, 0.65, 0.80) 
E225 (5.7, 7.1, 8.4) (0.62, 0.74, 0.86) 

E23 

E231  (4.2, 5.9, 7.6) (0.52, 0.65, 0.78) 
(4.49, 5.90, 

7.25) 
E232  (4.9, 6.5, 8.0) (0.40, 0.56, 0.72) 
E233  (7.5, 8.6, 9.4) (0.49, 0.62, 0.74) 
E234  (2.0, 3.2, 4.5) (0.71, 0.83, 0.92) 

E24 
E241  (4.9, 6.2, 7.4) (0.69, 0.80, 0.90) (4.84, 6.20, 

7.53) E242 (5.8, 7.1, 8.4) (0.50, 0.65, 0.80) 
E243 (3.8, 5.3, 6.8) (0.50, 0.65, 0.80) 

E25 

E251 (1.0, 2.0, 3.2) (0.42, 0.59, 0.76) 
(2.85, 4.03, 

5.32) 
E252 (5.7, 7.1, 8.4) (0.54, 0.68, 0.82) 
E253 (2.6, 3.8, 5.2) (0.58, 0.71, 0.84) 
E254 (1.6, 2.9, 4.3) (0.50, 0.65, 0.80) 

E31 E311 (3.2, 4.7, 6.2) (0.54, 0.68, 0.82) 
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E312 (2.4, 3.8, 5.3) (0.58, 0.71, 0.84) (2.47, 3.94, 
5.47) E313 (1.6, 2.9, 4.4) (0.7, 0.8, 0.9) 

E314 (2.8, 4.4, 6.0) (0.79, 0.89, 0.96) 

E32 

E321 (6.4, 7.7, 8.8) (0.50, 0.65, 0.80) 

(5.29, 6.78, 
8.15) 

E322 (6.0, 7.4, 8.6) (0.7, 0.8, 0.9) 
E323 (4.0, 5.6, 7.2) (0.58, 0.71, 0.84) 
E324 (5.7, 7.1, 8.4) (0.58, 0.71, 0.84) 
E325 (4.5, 6.2, 7.8) (0.7, 0.8, 0.9) 

E33 

E331 (2.2, 3.5, 5.0) (0.38, 0.56, 0.74) 
(4.01, 5.22, 

6.44) 
E332 (2.2, 3.5, 4.9) (0.58, 0.71, 0.84) 
E333 (7.8, 8.9, 9.6) (0.62, 0.74, 0.86) 
E334 (2.8, 4.4, 6.0) (0.50, 0.65, 0.80) 

E41 

E411 (3.6, 5.3, 7.0) (0.50, 0.65, 0.80) 

(4.62, 6.04, 
7.41) 

E412 (5.3, 6.8, 8.2) (0.54, 0.68, 0.82) 
E413 (4.9, 6.5, 8.0) (0.62, 0.74, 0.86) 
E414 (2.6, 4.4, 6.2) (0.58, 0.71, 0.84) 
E415 (4.9, 6.5, 8.0) (0.42, 0.59, 0.76) 
E416 (5.3, 6.8, 8.2) (0.58, 0.71, 0.84) 
E417 (1.0, 2.0, 3.3) (0.38, 0.56, 0.74) 
E418 (8.2, 9.2, 9.8) (0.54, 0.68, 0.82) 
E419 (4.7, 6.2, 7.6) (0.66, 0.77, 0.88) 

E42 

E421 (6.4, 7.7, 8.8) (0.42, 0.59, 0.76) 

(3.81, 5.30, 
6.74) 

E422 (2.6, 4.1, 5.7) (0.46, 0.62, 0.78) 
E423 (4.9, 6.5, 8.0) (0.42, 0.59, 0.76) 
E424 (4.2, 5.9, 7.6) (0.66, 0.77, 0.88) 
E425 (3.9, 5.3, 6.6) (0.58, 0.71, 0.84) 
E426 (1.4, 2.6, 3.9) (0.54, 0.68, 0.82) 

 
After that, we calculate the rating of each agile enabler by using 

the same calculation method (Table 5). For example, the rating of 
the enabler E1 is calculated as 

E1= [(3.68, 5.27, 6.87) ⊗ (0.5, 0.65, 0.8) ⊕ (4.54, 5.97, 7.37) ⊗ 
(0.7, 0.8, 0.9)] / [(0.5, 0.65, 0.8) ⊕ (0.7, 0.8, 0.9)] = (4.18, 5.66, 
7.13) 

Table 5: Fuzzy calculation of the enablers rating 
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importance 

weight of the 
agile workforce 

criteria 

Enabler 
rating 

Fuzzy 
importance 

weight of 
the agile 

workforce 
enablers 

E1 
E11 (3.68, 5.27, 6.87) (0.5, 0.65, 0.8) (4.18, 

5.66, 
7.13) 

(0.5, 0.65, 
0.8) E12 (4.54, 5.97, 7.37) (0.7, 0.8, 0.9) 

E2 

E21 (4.54, 5.97, 7.37) (0.5, 0.65, 0.8) 

(4.11, 
5.46, 
6.80) 

(0.5, 0.65, 
0.8) 

E22 (3.83, 5.19, 6.53) (0.5, 0.65, 0.8) 

E23 (4.49, 5.90, 7.25) (0.5, 0.65, 0.8) 

E24 (4.84, 6.20, 7.53) (0.5, 0.65, 0.8) 

E25 (2.85, 4.03, 5.32) (0.5, 0.65, 0.8) 

E3 

E31 (2.47, 3.94, 5.47) (0.5, 0.65, 0.8) (4.08, 
5.42, 
6.74) 

(0.5, 0.65, 
0.8) 

E32 (5.29, 6.78, 8.15) (0.7, 0.8, 0.9) 

E33 (4.01, 5.22, 6.44) (0.5, 0.65, 0.8) 

E4 
E41 (4.62, 6.04, 7.41) (0.5, 0.65, 0.8) (4.21, 

5.67, 
7.07) 

(0.5, 0.65, 
0.8) E42 (3.81, 5.30, 6.74) (0.5, 0.65, 0.8) 

 
• Step 5: Calculation of the fuzzy workforce agility index of 

Indus_Comp [17]: Using the same calculation method, we 
obtained  

Fuzzy workforce agility index = [(4.18, 5.66, 7.13) ⊗ (0.5, 0.65, 
0.8) ⊕ (4.11, 5.46, 6.80) ⊗ (0.5, 0.65, 0.8) ⊕ (4.08, 5.42, 6.74) ⊗ 
(0.5, 0.65, 0.8)  ⊕ (4.21, 5.67, 7.07) ⊗ (0.5, 0.65, 0.8)] / [(0.5, 0.65, 
0.8) ⊕ (0.5, 0.65, 0.8) ⊕  (0.5, 0.65, 0.8) ⊕ (0.5, 0.65, 0.8)] = (4.14, 
5.55, 6.93) 

• Step 6: Matching the fuzzy workforce agility index with 
the appropriate linguistic label [16,17]: From the literature, 
we selected five linguistic labels (slowly agile, fairly agile, 
agile, very agile, extremely agile) (Table 6) [16]. Then, we 
convert the index into the suitable label using Euclidean 
distance method [10]. This method calculate the distance 
from the index to each agility level as shown below [16]: 

Table 6: Linguistic labels and the corresponding fuzzy intervals (Adapted from 
[16]) 

Level of agility Fuzzy intervals 
Slowly Agile  (0, 1.5, 3) 
Fairly Agile  (1.5, 3, 4.5) 

Agile  (3.5 5 6.5) 
Very Agile  (5.5, 7, 8.5) 

Extremely Agile  (7, 8.5, 10) 
 

D (FAI, Slowly Agile) = {(4.14‐0)2 + (5.55‐1.5)2 + (6.93‐3)2}1/2 
= 7.00 

D (FAI, Fairly Agile) = {(4.14‐1.5)2 + (5.55‐3)2 + (6.93‐
4.5)2}1/2 = 4.40 

D (FAI, Agile) = {(4.14‐3.5)2 + (5.55‐5.0)2 + (6.93‐6.5)2}1/2 = 
0.95 

D (FAI, Very Agile) = {(4.14‐5.5)2 + (5.55‐7)2 + (6.93‐8.5)2}1/2 
= 2.53 

D (FAI, Extremely Agile) = {(4.14‐7)2 + (5.55‐8.5)2 + (6.93‐
10)2}1/2 = 5.13 

The minimum distance between the index and the linguistic 
label was obtained for the “agile” label [10], as it is showed in 
figure 1. 

 
Figure 1: Fuzzy workforce agility index of Indus-Comp  

• Step 7: Calculation of fuzzy performance importance 
index (FPII) and its score [10]: In order to improve the 
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agility level, we calculate the FPII of each agile workforce 
attribute. Then, the score of each FPII represents its 
contribution to the agility of workforce. The score of the 
64 FPIIs are presented in table 7. If the score is weak it 
means that the attribute doesn’t contribute to the overall 
workforce agility [16] and vice versa. 

An example of FPII111 and its score are calculated as: 

FPII111 = [(1, 1, 1) – (0.26, 0.38, 0.52)] ⊗ (3.0, 4.7, 6.4) = (2.22, 
2.91, 3.07) 

Score of FPII111 = (2.22 + 4 × 2.91 + 3.07) / 6 = 2.82 
Table 7: FPII and ranking score of the agile workforce attributes 
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FPII Ranking score 

E111  (2.22, 2.91, 3.07) 2.82 
E112  (1.60, 1.53, 1.06) 1.46 
E113  (3.65, 3.34, 2.52) 3.25 
E114  (2.66, 2.80, 2.22) 2.68 
E115 (2.70, 2.47, 1.76) 2.39 
E116 (1.38, 1.50, 1.15) 1.42 
E117 (0.70, 0.91, 0.80) 0.86 
E121 (0.59, 0.75, 0.64) 0.70 
E122 (2.86, 2.32, 1.44) 2.26 
E123 (1.20, 0.91, 0.48) 0.89 
E124 (2.81, 2.32, 1.44) 2.25 
E125 (2.05, 1.77, 1.15) 1.71 
E126 (2.20, 2.30, 1.78) 2.20 
E127 (2.70, 2.47, 1.76) 2.39 
E128 (0.55, 0.45, 0.22) 0.43 
E211 (1.47, 1.50, 1.13) 1.43 
E212 (1.56, 1.43, 0.94) 1.37 
E213 (1.04, 1.19 1.01) 1.13 
E214 (1.00, 1.22, 1.00) 1.15 
E215 (1.54, 1.08, 0.53) 1.06 
E221 (0.76, 0.93, 0.75) 0.87 
E222 (4.03, 4.01, 3.44) 3.92 
E223 (1.79, 1.60, 1.10) 1.55 
E224 (1.55, 1.54, 1.14) 1.47 
E225 (2.17, 1.85, 1.18) 1.79 
E231  (2.02, 2.06, 1.67) 1.99 
E232  (2.94, 2.86, 2.24) 2.77 
E233  (3.82, 3.27, 2.44) 3.22 
E234  (0.58, 0.54, 0.36) 0.52 
E241  (1.52, 1.24, 0.74) 1.20 
E242 (2.90, 2.48, 1.68) 2.42 
E243 (1.90, 1.85, 1.36) 1.78 
E251 (0.58, 0.82, 0.77) 0.77 
E252 (2.62, 2.27, 1.51) 2.20 
E253 (1.09, 1.10, 0.83) 1.05 
E254 (0.80, 1.01, 0.86) 0.95 
E311 (1.47, 1.50, 1.12) 1.43 
E312 (1.01, 1.10, 0.85) 1.04 
E313 (0.48, 0.58, 0.44) 0.54 
E314 (0.59, 0.48, 0.24) 0.46 
E321 (3.20, 2.69, 1.76) 2.62 
E322 (1.80, 1.48, 0.86) 1.43 
E323 (1.68, 1.62, 1.15) 1.55 
E324 (2.39, 2.06, 1.34) 1.99 
E325 (1.35, 1.24, 0.78) 1.18 
E331 (1.36, 1.54, 1.30) 1.47 
E332 (0.92, 1.01, 0.78) 0.96 
E333 (2.96, 2.31, 1.34) 2.26 
E334 (1.40, 1.54, 1.20) 1.46 

E411 (1.80, 1.85, 1.40) 1.77 
E412 (2.44, 2.18, 1.48) 2.11 
E413 (1.86, 1.69, 1.12) 1.62 
E414 (1.09, 1.28, 0.99) 1.20 
E415 (2.84, 2.66, 1.92) 2.57 
E416 (2.23, 1.97, 1.31) 1.90 
E417 (0.62, 0.88, 0.86) 0.83 
E418 (3.77, 2.94, 1.76) 2.88 
E419 (1.60, 1.43, 0.91) 1.37 
E421 (3.71, 3.15, 2.11) 3.07 
E422 (1.40, 1.56, 1.25) 1.48 
E423 (2.84, 2.66, 1.92) 2.57 
E424 (1.43, 1.36, 0.91) 1.30 
E425 (1.64, 1.54, 1.06) 1.48 
E426 (0.64, 0.83, 0.70) 0.78 

 
After calculating the scores of the 64 FPIIs, the Indus_Comp 

management was consulted to decide the appropriate threshold in 
order to rank the attributes. Subsequently, threshold 1.1 was 
identified as the management scale [10,16], and sixteen attributes 
have a lower score than 1.1 (Table 7): 

• Acceptance rate of the workforce to altered working time 
or work locations ;  

• Tolerance to different or new approach in collaboration ; 

• Creativity and innovation in problem-solving [3]. 

• Developing new skills or competencies within a short 
span ; 

• Developing new management skills ; 

• Continuously work towards gaining proficiency in 
multiple competency areas ; 

• Shorter transition or recovery time ; 

• Products or services delivery speed ; 

• Problem-solving speed ; 

• Set priorities to drive towards solutions ; 

• Demonstrate a strong sense of urgency to deliver a set goal ; 

• Demonstrate right focus ; 

• Keep informed in order to achieve the objectives or clarify 
problems ; 

• Pursue goals in the face of setbacks [6]. 

• Solution of the change related problems ; 

• Tolerance to stressful and uncertain situations [2]. 

5. Conclusions 

Our purpose was evaluating workforce agility. In the 
theoretical part we presented a conceptual model including four 
enablers, namely workforce status, workforce autonomy, 
workforce job and workforce involvement.  In the empirical part 
we used the fuzzy logic. First, we collected data from decision-
makers, then selected the appropriate fuzzy numbers for 
interpreting the linguistic variables, and calculated the fuzzy 
workforce agility index. Based on Euclidean distance 
computation, the workforce of Indus_Comp was agile. However, 
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by calculating FPII and ranking different scores we identified the 
attributes needing some improvement so that the workforce of 
Indus_Comp could be extremely agile. 

The contribution of this work is to help the companies to 
evaluate their existing level of the workforce agility by using the 
fuzzy logic. This method has take into account the ambiguity of 
each workforce agility enabler in order to calculate the overall 
workforce agility index. Then, the company could compare this 
index with that of competitors in order to identify its workforce 
attributes strengths and weaknesses.  

Despite the above benefits, there are some limitations: In our 
case, the fuzzy logic depends mainly on the decision-maker only 
(one parameter) which excludes other employees perception who 
will have more detail on the technological or technical workforce 
attributes. Thus, taking into account other parameters can give a 
better tuning of results. Also, this method needs to be 
computerized in order to reduce time and errors that may be done 
in the calculation [15] or even to integrate the results provided by 
the fuzzy logic with other computing schemes like QFD (Quality 
Function Deployment), TISM (Total Interpretive Structural 
Modeling)…etc. For further research, this study should be 
conducted in different organizations of different sizes and sectors 
in order to carry out a comparative study. Apart from this, our 
conceptual model for workforce agility evaluation could also be 
extended in order to include other workforce aspects. 
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In the smart power grid, designing an efficient and reliable communication architecture
has an important role in improving efficiency, and maintaining the connectivity of different
network components. The home area network (HAN) provides an energy management
system in houses since it enables home energy control and monitoring. So, it is imperative to
determine a HAN configuration that provides low cost and better performance. We propose
in this paper a conceptual and experimental model for designing a wireless sensor network
to monitor a HAN in a Smart Grid. The novelty of this study is that it considers real object
and network configuration. The use of ZigBee standard for wireless communication requires
a meticulous physical and logical design to overcome limitations related to nodes density,
traffic load by PAN, network topology and motion pattern. The current study allows us
to characterize the best configuration of the intelligent studied system and to provide a
perspective on addressing the problem of a node failure.

1 Introduction

Today, the proliferation of intelligent home appliances makes houses
one of the most energy-consuming sectors in the world. So, op-
timizing consumption in terms of electrical energy has become a
necessity, especially with the current depletion of non-renewable nat-
ural energy sources and the provision prohibiting polluting sources.
The transition from the conventional electricity grid to the Smart
Grid is dependent on the deployment of control and communica-
tion infrastructures, in parallel with electricity infrastructure from
production sites to consumers via transmission and distribution net-
works. For this reason, the new electrical network uses computer
technologies to improve the production, storage, and distribution of
electricity. This allows these tools to be used along the entire chain
of the power generation architecture, and in the concise term, makes
it possible to minimize losses [1].

A Smart Grid is defined as an electrical system capable of inte-
grating, intelligently, the actions of users, consumers, and producers
to ensure efficient, economical, and secure electricity supply. With
the integration of sophisticated power system electronics, communi-
cation technologies and networking, the Smart Grid is envisioned to
considerably improve the existing electric grid. All elements of the
production and distribution chain are affected by the performance
of Smart Grids. Smart Grids consist of Power Generation System

(PGS), appliances, meters, transmission utilities, sensing devices
and information gateways that operate in near real-time. Smart
Grids are based on the integration of Renewable Energy Systems
(RES) and distributed energy storage. Also, Smart Meter (SM) [2] is
one of the key components in Smart Grids. The use of smart meters
to collect metadata on electricity consumption across the entire net-
work, using sensors, enable suppliers to provide an energy amount
according to customer needs. It is more about a communicating
electricity network that integrates NTICs (New Technologies of
Information and Communication) in its operation, which allows in-
teractions between electricity grid and buildings. The use of NTICs
allows distributed and bidirectional management. In fact, with such
integration, many optimization options become available to ensure
an efficient electricity delivery, economically viable.

The wireless sensor networks (WSNs) have been recently widely
recognized as a promising technology, deployed to improve various
aspects of Smart Grids. WSNs collect different data (e.g., power pro-
duction, consumption, weather conditions), these data are analyzed
to control the power flow, to balance the power demand/response, to
avoid problems of a power blackout and to build intelligent features
into the existing electric network. The communication infrastructure
of Smart Grid is a composite of three main hierarchical structures
which include home area network (HAN), neighborhood area net-
work (NAN) and wide area networks (WAN). A HAN manages

*Fatima Lakrami, Morocco, fatima.lakrami@gmail.com

www.astesj.com
https://dx.doi.org/10.25046/aj050353

419

http://www.astesj.com
https://www.astesj.com
https://dx.doi.org/10.25046/aj050353


F. Lakrami et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 419-431 (2020)

principally consumers appliances, renewable energy resources, and
storage systems. NAN is deployed to establish interaction between
data concentrators and smart meters while WAN serves as a back-
bone for communication between control centers and bulk power
system players.

A HAN enable to connect smart electronic devices, that can
operate interactively and autonomously, via different wireless/wired
protocols. Smart devices (sensors) are generally implemented (em-
bedded) for monitoring and controlling the energy consumption
of different forms of smart devices, such as smart cars, smart mi-
crowaves, smart refrigerators, or any smart home appliance.

This paper focuses on designing an experimental scheme for
deploying a sensor network to monitor smart objects in a Home
Area Network (HAN). It is a multidimensional model where several
configurations are considered. The proposed scheme is evaluated
according to: the type of logical and physical network topology,
the traffic load depending on packet size and traffic distribution, the
density of nodes and motion pattern.

The rest of the paper is organized as follows: In section II, re-
lated works along with their limitations are presented. In section III,
we describe the architecture and functioning of the Smart Grid. Sec-
tion IV studies the deployment of sensor networks for Home Area
Networks in Smart Grid. In section V, we discuss the experimental
design and evaluation of the performance of the proposed model.
Finally, section VII concludes the paper.

2 Related Works

Research works on the use of sensor networks in the context of
Smart Grid networks started a few years ago [3]-[6]. Authors in [7]
and [8] present a tutorial on deploying sensors for data collection
in Smart Grid. A detailed description of the monitoring process in
Smart Grid from power generation to power storage along with the
communication network architecture and its components is given
by [9]. Authors in [10] present an interesting research that covers
several important topics in sensing, communicating and managing
a Smart Grid. Authors in [11] give a state-of-the-art of home area
communications and networking technologies for energy manage-
ment, authors discuss the challenges risen with the multitude of
wireless standards that are currently used in HANs, causing a frag-
mentation in HAN market. However, Authors precise that ZigBee
is still the most popular standard for wireless communication in
HANs, due to several reasons: Low cost, low energy consumption
etc. In [12] and [13] focus on studying analytically different commu-
nication protocols in HAN. Authors give a review of characteristics,
limitations and challenges of ZigBee, Bluetooth, Wi-Fi, RFID, SPI
and Home Plug. The comparison is performed according to : Data
rate, frequency, coverage range, latency, battery life, security and
others. Similarly, authors in [14]] have demonstrated that ZigBee
responds precisely to HAN requirement. However, several wireless
technologies are needed to be combined to achieve data transmis-
sion in HAN, Authors give the example of ZigBee for household
appliances to control and monitor systems and Wi-Fi for connecting
digital products to communication equipment. To deal with the
problem of heterogeneity of devices, authors in [15] propose the
cognitive radio based communications infrastructure for the Smart

Grid. In [16] gives an overview of communication infrastructure in
Smart Grid based on cognitive radio for spectrum regulations since
it operates in the license-free bands and so, can be applied in the
HAN, NAN and WAN.

Authors in [17] and [18] present a framework of Smart Grid with
different challenges related to wireless WSN deployed to monitor
smart gird. In [19], a review of wired and wireless communication
technologies used in Smart Grid is presented, the authors compare
the performance of different technologies and their applicability to
different types of smarts grid networks, the comparison was analyti-
cally based on the properties and characteristics of each technology.

In [20], a sequential scheme that controls the transmission se-
quence of wireless sensor nodes to achieve greater energy efficiency
is proposed. The optimal combination of subsequent control level
and transmission power is calculated according to different delay
requirements. In [21] presents a survey of the challenges related
to the deployment of Smart Grids. it proposes a literature review
of the properties and constraints of Smart Grid simulation plat-
forms; authors address eventually the new limitations of the de-
ployment of WSN in Smart Grid applications. A Similar work is
presented in [22] and [23], where authors study different communi-
cation schemes of sensors with smart meters integrated into a Smart
Grid. The presented work focused on describing and discussing the
technical feasibility of communication in the field of low-voltage
consumer devices. For this purpose, two network models have been
adopted: Flat and hierarchical. Authors have shown that the hierar-
chical model reduces packet loss for a high nodes density, although
the transmission time is considerably increased, compared to the
flat one.

In many research studies, different authors prove that the use of
mobility can bring more benefits in improving the performance of
a wireless network. In this context, several network management
algorithms have been developed, taking advantage of the mobility
of one or more particular network nodes. In [24] proposes a method
to increase the connectivity time of nodes with the coordinator in
IEEE 802.15.4 network, based on beacon exchanges. The proposed
solution is based on measuring the signal strength of the received
beacons to anticipate if the node moves towards the coordinator or
is leaving its coverage area. Thus, the connectivity time is increased
by choosing the coordinator with good signal strength, located in
the area to which the mobile node is moving. Authors in [25] study
different patterns of coordinator mobility in a ZigBee network. The
mobile coordinator path can be one of the following trajectories :
outer periphery, inner periphery, along a main diagonal, circular,
and random path. Obtained results indicate that keeping the coor-
dinator static gives the best performance, or if a trajectory must
be chosen, then it should provide sufficient time for each segment
of the network to collect all exchanged data. In [26], the authors
implement a network node control module into its functional sys-
tem. If needed, the module reconfigures the sensor to preserve its
energy. Based on the same principle, [27] proposes to explore the
mobility of the coordinator role to control routing processes for
energy balancing between nodes, which provides opportunities for
dynamic network reconfiguration. In [28], authors present a re-
view of different approaches related to mobility in sensor networks,
offering a comparative study of the various mobility protocols in
WSN: MBC-based, MDC-based, they propose also an algorithm
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to optimize the trajectory in the MDC. Another study was given
by [29] where the performance sensor network is evaluated, for
mesh and tree topologies, in the presence of mobility constraint and
node failure. A more detailed study of the impact of mobility is
given by [30] considering a high nodes density and two mobility
schemes: octagonal and random. In [31]investigates the challenges
and future perspectives of IoT (Internet of Everything) research in
the Smart Grid, and the way it can contribute to improving various
network functions for power generation, transmission, distribution,
and final utilization. In the same context, a conceptual model for the
Smart Grid within the Internet of Things is proposed by [32]. The
proposed model is based on IPV6 as the backbone of the Smart Grid
communications layer. Authors assume that every object must be
assigned an IPV6 address while using a 6Lowpan communication
protocol, however, the conceptual model proposed is not yet vali-
dated. In [33] provides a cross-layer data communication scheme
target-aware based on cross-layer technique to enhance reliability
and to reduce the latency in wireless sensor networks for IOT object
communication in Smart Grid. The technique called TACT builds
a set of nodes known as connected dominating set and each sensor
node sends the data to the nodes present in the connected domi-
nating set. TACT and FTACT approaches presented in this paper,
outperform other solutions proposed by the literature like Default
IEEE 802.15.4, DRX and FDRX, in terms of packet delivery ratio,
latency, and data throughput.

3 Smart Grid Architecture and Function-
ing

The deployment of Smart Grids requires a diversity of technologies.
This field of activity is located at the crossing of several sectors: En-
ergy: producers, transporters, distributors and electricity suppliers,
Electrical network equipment: manufacturers, electrical, and digital
equipment.

Figure 1: Smart Grid communication plans

Computer networks have a significant role in the interconnection
of units in Smart Grid (e. g. Generators, substations, power plants,
energy, etc... storage systems, smart meters...) exchanges con-
cern no longer only energy but also information. This information
can be a command for control, monitoring, or even maintenance
of the consumption chain. In the case of homes (smart houses),
grid voltage adjustment is generally managed by control modules
equipped with wireless communication interfaces (sensors) and re-
motely controlled by a control center. Recently, there have been

some perspectives of integrating electric vehicles into the house
electrical grid. With the development of Smart Grids, the concept of
energy consumption in houses is no longer the same. Actually, the
supply and demand of electrical energy are no longer centralized.
A house can both consume and sell electricity to a neighbor house
using a supply and demand procedure. For this reason, conceiving
a distribution system to manage supply and demand is necessary.
Several proposals have been reviewed in the literature: IDAPS
[34] ADAPS [35] and [36]. At the network level, the data infras-
tructure, the generic model generally consists of a set of sensors
that communicate with the smart meter via a home gateway. The
information collected can carry several physical quantities. This
information is essential to give an idea of the status of the house
in the Smart Grid chain (consumer or consumer/producer) and also
on the appropriate energy source to use in real-time. The commu-
nication architecture in the Smart Grid network is presented by a
hierarchy of two primary levels: the central network (CN) and the
access network (AN). The central system (CN) connects control
centers, power plants, and the distribution network (DAN), also
known as the wide-area network (WAN). Control centers take pre-
ventive measures when the electricity grid is in crisis, and, during
regular hours, they monitor consumption and generate bills. The
most favorable communication technology for communication in a
core network is the optical fiber. The access network consists of a
home network (HAN) and a neighborhood network (NAN). Home
Area Network (HAN) is a multi-vendor network of home appliances
that collects data on electricity consumption and transmits it. There
is also the Advanced Metering Infrastructure (AMI), which supports
fault recovery practices, power monitoring, and other miscellaneous
supervision functionality.

Figure 2: Smart Grid network types

NAN is the network that interconnects AMI HANs located in
homes, industries, and businesses. It is also deployed for monitoring
support and distribution substation networks. BAN and IAN net-
works refer to parallel HAN networks when they are implemented
in companies/buildings or industrial areas, respectively. The most
suitable communication in HAN/BAN/IAN networks is wireless
technology. These networks are known for their easy implemen-
tation for a large number of users as well as their configuration,
and therefore make it possible to supervise electricity consumption
at home in a very efficient way. Due to the degree of similarity

www.astesj.com 421

http://www.astesj.com


F. Lakrami et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 419-431 (2020)

between HAN, BAN, and IAN, we only present in the next sections
HAN, NAN, and WAN [37].

Figure 3: Smart Grid application

3.1 Home Area Network (HAN)

Home Area Network (HAN) connects electrical devices in the home,
such as monitors, home appliances, or any intelligent equipment that
uses electricity. HAN facilitates communication and interoperability
among digital equipment in the house, it also provides better access
to digital entertainment tools and increases productivity in plus of
organizing the home security. The main challenge in implementing
a HAN solution is to simultaneously connect objects inside the
home/building while offering smart interoperability features, and
to connect the entire home/building network to the outside world
for remote monitoring and control. The HAN allows consumers
to collect information on their consumption behavior [38] and the
electricity usage costs via in-home monitoring devices.

Figure 4: Example of a HAN

Due to the low-bandwidth requirements of HAN applications, it
needs cost-effective communication technologies such as Bluetooth,
WiFi, Zigbee, PLM. The energy gateway is needed for measure-
ment, management, and communication of energy systems for smart
homes and buildings (figure 4). This example design is a bridge
between different communication interfaces, such as WiFi, Ethernet,
ZigBee, or Bluetooth, ... In demand-side, power consumption is a
significant parameter. The Smart Grid enables the two-way flow of
electricity and information between supplier and consumer by using

the smart meters and the Advanced Metering Infrastructure (AMI)
[39].

3.2 Neighborhood Area Network (NAN)

NAN is established between data collectors and smart meters in a
neighborhood area. It is represented by a Wired/wireless connection
from meter to the monitored device, either directly or via a data ag-
gregator. To this end, short-range communication technologies can
be used to collect the data measured by smart meters to be transmit-
ted to the data concentrator. NAN is the network that interconnects
the HAN AMIs that are in homes, industries, and businesses to
the WAN. NAN is used for meter reading, demand response, re-
mote disconnect for load control, local command messages, etc.
and connects access network, monitoring support, and distribution
substation networks. Wireless NAN can be based on Zigbee, Wifi,
Wireless HART. One of the primary uses of the neighborhood area
network is to communicate with smart meters. Often, we prefer
to use meters from a single vendor to simplify communication be-
tween the service provider network and the house meter. However,
by standardizing communication through the usage of an open and
standardized protocols, meters from different vendors can now be
interoperable [40].

Figure 5: Example of a NAN

The next section discusses the advantages of deploying sensors
in smart grid.

3.3 Wide Area Network (WAN)

The WAN creates a communication path between the service
provider’s data center and data concentrators. It is a high band-
width and robust two-way communication network, that can handle
long-distance data transmissions for Smart Grid monitoring and
applications control. In general, WAN networks adopts mainly the
communication technologies that provide the best coverage with the
lowest cost, such as LTE, cellular networks (2G3G systems), fiber,
power line communication networks. However, other technologies
can also be deployed, such as WiMAX, LoRaWAN, NB-IoT, Sigfox.
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Figure 6: Example of WAN

4 Key Benefits of Deploying WNS in
Smart Grid

The market for residential energy management is now increasing
dramatically due the growing of Wireless sensor network technol-
ogy field. So, more and more applications are using this technology.
In fact, today’s electronic and computer advances made it possible
to develop tiny sensors that can perform variant tasks. WSN can
now sense the environment, calculate outputs based on the collected
data and send results through to the network to a gateway or a smart
meter. The IEEE 802.15.4 standard provides three topologies: star,
P2P. The system formed is called PAN (Personal Area Network),
each PAN has a unique ID and one or several coordinators. Above
802.15.4 [41], the ZigBee network layer allows the creation of more
complex networks such as mesh or tree networks through automatic
level 3 routing, AODV [42] for example, is used to route data in
WSN mesh network.

HAN networks represent a typical deployment of sensor net-
works in the Smart Grid field. With the arrival of the IoT, home
or domestic appliances are now equipped with integrated sensors
for monitoring their energy consumption, temperature, or any other
data. The development of the embedded system supports such per-
spectives, especially with the proliferation of home appliances that
dominate a large fragment of the electronics market. Smart houses
will contain a large number of devices, and therefore will require
continuous monitoring of their power consumption for the proper
functioning of a Smart Grid system.

The deployment of HAN come is in response to several com-
munication requirements, the network must transport the sensed
data/control signal from/to the sensor or the gateway or any device
within the network while considering the requirements that should
be met when a service is provided. The performance of the network
must achieve to enable energy management applications to monitor
and control the devices on the home network. In a similar way
to LANs, HANs design a term used generally to describe all the
intelligence and activity that occurs in HEM systems [43], the local
area in LAN is a home for a HAN [44]. the HAN connects devices
that are capable of sending and receiving signals from a meter, a

gateway or other wireless device. A typical HAN may consist of the
following basic functional components: Node controller (a coordi-
nator), gateway, end devices (sensor), smart meter. Objects in HAN
can be connected through Wired or wireless technologies, there
are trade-offs that involve power consumption, signaling distance,
sensitivity to interference, and security. The main point here is that
HANs are not energy management applications, but represent a
communication infrastructure for exchanging sensed data (sensors)
and commands (actuators) to ensure a real-time monitoring and
controlling of energy consumption within a house.

Recent smart homes are equipped with smart appliances and
each appliance is considered as a thing (object), each object can
be assigned a unique ID and can communicate with the grid to
upload and download data and commands from different distant
devices. WSN is the most suitable option for HAN, NAN, WAN
and smart micro grid applications for integration and operation of
renewable energy sources. The Internet of things (IoT) applications
are becoming one of the emerging Smart Grid enabling technolo-
gies. Several works are now considering HAN component as IoT
assets (Reffered to Related works section), and develop solutions
for enhancing communication and data transmission over the Smart
Grid. The ZigBee [45] wireless technology is classified a low cost
technology that allow wide deployment in wireless control and mon-
itoring applications. It has been proven that it offers a low power
usage and then a longer life with smaller batteries, compared with
other wireless standards. In plus, the mesh networking provides
high reliability, redundancy and broader range. ZigBee Home and
Building Automation focus on enabling smart homes and buildings
that can control appliances, lighting, environment, energy manage-
ment, and security as well as expand to connect with other ZigBee
networks. This is the reason that make this technology fit well into
the HAN area.

5 Methodology and Proposed Model

If users aim to manage the energy they consume efficiently,they
will require a precise and accurate measurements of their energy
consumption. Monitoring objects in HAN, implies deploying a
WSN architecture. The most popular standard for communication
is ZigBee. In ZigBee standard, the real coverage can reach 50
meters. Each end device can communicate with its neighbor (sen-
sor/Coordinator/Router...) within this distance. The disposition of
objects in HAN can impact the degree of reachability according
to the covered area and the presence of obstacles. Data converges
toward a residential gateway that can serve as a smart meter energy
gateway if it supports the same PHYs as handled devices and smart
meters. HAN must deal also with other issues, like packet loss due
to either failure of coordinator or unreachable destination due to
the depletion or a node mobility. In plus, consumers are now aware
about the depletion of the natural resources, and the need of deploy-
ing all the possible effort for the energy conservation, this is why
they need to get a real-time visibility of their energy consumption.
Therefore, electrical power consumption monitoring on a real-time
basis is very essential to avoid exceeding the critical demand level
and also to reduce the latency in detecting accidents in the electric
power systems or control systems. So, the network must employ its
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resources efficiently, to deliver packets in a timely manner.
Designing a HAN is an evolving and changing task. The first

step consists on planning the communications architecture to be
deployed. The current emphasis on mesh radio technology and the
availability of different wireless protocols (ZigBee, RFID, Z-wave,
and so on) with different transmission proprieties creates both op-
portunity and a certain complexity to define the appropriate one
(s) to be deployed in a HAN. In fact, designing a communication
backbone may depend on several system and data requirements. In
this work, we consider further the cost and ease of implementation
along with the failure management and the level of QoS provided by
the network, for this reason, the proposed model is based on Zigbee.

ZigBee is a bidirectional radio frequency (RF) wireless network
standard. The standard operates on the IEEE 802.15 for physical
radio specification, it is specially designed for sensors and control
device. It is designed for devices requiring low-latency, low-energy
consumption and lower bandwidth, it operates in the license-free
frequency for short range [46]. However, the multitude of wireless
standards that are currently used in HANs cause a fragmentation in
HAN market; ZigBee is the most suitable and most implemented
protocol in HANs. It is used in most home appliances. ZigBee
defined recently an application layer standard for smart energy for
HANs with intention of low-cost devices and low energy usage [47].

In order to handle the sensibility of the transported data, the
HAN, must provide different levels of data delivery criticality de-
pending on the needs of the Application and supports varied la-
tency requirements messages communicated between various points

within the Smart Grid.
The model designed in this work, considers different dimensions:

density, mobility, traffic load/distribution and network topology. Dif-
ferent type of sensors are used for collecting (Energy, Temperature,
Humidity..). We design the network according to a real house
scheme. The network studied in this work uses ZigBee standard
for wireless communication, the design of the ZigBee supports star,
mesh, and tree topology, so the tree networks are simulated and
evaluated. Each room presents a separate PAN, with a supervised
area that covers 1500m2. The density of nodes varies according to
the nature of the room, so, there is a specific density per PAN. Two
types of Traffic distribution are configured: Uniform and personal-
ized. A detailed description of the experiment details is presented
by figure 7.

Several performance metrics are considered for evaluating the
experiment. Different measures are:

E2E Delay: Represents the duration between the time a mes-
sage is queued for transmission at the physical layer until the last
bit is received by the destination node.

Throughput: In this study, it represents the amount of data
transmitted correctly from the source to the destination in an inter-
val. It is quantified with various factors, including packet collisions,
obstacles between nodes, and the type of the topology.

Loss Rate : The packet loss rate is the percentage of packets lost
during data transmission. It is a criterion for measuring the quality
of a network’s services. Is calculated by the following equation (1):

Figure 7: The experimental Model architecture
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T (%) =
(Te − Tr)

Te
× 100 (1)

REi = E0 − (
∑

t

Etx +
∑

t

Erx) (2)

Etx = Pcs × Packet size (3)

Erx = Pcr × Packet size (4)

L f = min(L0, .....Lm) with Lm=Ei/Energy consumption per time unit

Pcs and Pcr are weighting coefficients

We implement in this work a light application that enable nodes
to calculate their residual energy to be communicated to a controller
charged of collecting data. The controller is also responsible of mon-
itoring and evaluating obtained data. The table below summarizes
the configuration parameters:

Table 1: Network Configuration

Recording Time 900s
Traffic Destination Random
Traffic Distribution Uniform/ Personalized
Number of nodes from 2 to 25
Mobility Speed from 1 to 6m/sec

Other sensors type Humidity, Electrictity, Temperature
Wireless Technology Zigbee

For each experiment, we fixed the topology and increase the
impact of density, mobility and traffic load. First, and while vary-
ing density and motion pattern in the network, we fixed a constant
traffic load of 6 packets per second with fixed size to be routed
between randomly selected end-devices (figure 8). To increase the
traffic load, we increase the number of packets sent per second, the
traffic distribution is varied according to the specific need of the
experiment. All sensor nodes are working in the 2.4 GHz band.

Figure 8: Zigbee modules for Coordinator, sensor and router

Figure 9: The Zigbee platform of the deployed WSN

The very sensitive role of HANs in the connectivity of objects
in the smart grid requires prior planning of the deployed network
for better performance. In the second part of the experiment, we
study the case of mobility, firstly as a network optimization scheme,
and secondly as a solution for nodes failure. Mobility can provide
significant benefits to the studied network if it is well planned in
accordance with the disposition of the nodes in a home network, as
well as the nature of the deployed devices. The HAN presented by
figure 14 is made of 3 separated PANs: PAN1, PAN2 and PAN3.

Figure 10: Network topology for studying the impact of mobility

Devices are able to move while having an auto-assigned PAN.
To give more flexibility to the network, we define two types of
coordinators mobility:

• Determinist travel: the coordinator has a cyclical operating
mode. The trajectory as well as the pause time are fixed.

• Random displacement: the coordinator’s position is defined
by the user, or generated randomly.

The purpose of this part is to study the behavior of the HAN
network, in the case of the presence of one or more mobile coordina-
tors and end devices. The network consists of 3 distinct PANs; each
PAN represents a room of a house with an approximate dimension
of 200m2. It is imperative to ensure that the 3 PANs coverage does
not interfere. In the first scenario, we consider that at a precise
time of the day, the coordinator moves to collect data from different
nodes (sensors/routers) with different speeds, when the coordinator
reaches the nearest node/router of a given PAN it continues its trajec-
tory with no pause time. In the second case of study, the coordinator
stops for a pause time, to collect information on the electrical con-
sumption of the supervised devices; the pause time varies as the
coordinator speed increases. We consider four mobility patterns:
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Circular, Octagonal, pre-defined trajectory, and Random. The pre-
defined trajectory consists of moving the coordinator directly from
one PAN to another, the start point represent, for example, the center
of the supervised area of the house. Each PAN is composed of 5
sensors and 3 routers. While the coordinator moves, two devices
from PAN1 also leave their positions towards other PANs with a
moderated speed that do not exceed for all scenarios 0.5m/sec. In
real context, sensors can be generally embedded in the electronic
circuit of the smart home appliance or added manually. They can be
static or mobile. For example, for a vacuum cleaner or even an elec-
tric vehicle or any device with the capacity to roam over different
PANs of the same HAN network, the mobility scheme can vary over
time. Here, the coordinator moves according to four patterns already
defined above, we use a play car with remote control to transport
the coordinator through different PANs and according to different
trajectories. We plan to determine the speed and the corresponding
pause time, depending on the distribution of the traffic sent, and
also the best mobility scheme according to sensors distribution in a
HAN. The main objective is to guarantee a reliable network service.
The traffic distribution function is also configured to match the coor-
dinator’s crossover, this implies that each node is set according to a
specific traffic pattern function, based on the coordinator traveling.

6 Results and discussion

6.1 Results related to varying supervised devices den-
sity and Traffic Impact for different topologies

We present in this section results related to varying supervised nodes
density and traffic load for different topologies. Figures 11, 12, 13
and 14 present successively Loss Rate, Network Lifetime, through-
put and delay:

Figure 11: Loss Rate in function of number of Nodes

By examining loss rate results, we can notice that the lowest
loss rate is obtained successively for the tree and the mesh network.
All nodes in the network are configured to send the collected data
at a specific time. In a star topology, the network is controlled
by a single coordinator that is responsible for initiating and main-

taining all other devices. As the number of nodes in the network
increases, the coordinator becomes saturated with the amount of
data received. when the coordinator’s buffer is saturated, it will
proceed to delete the new incoming packets. In a tree or mesh topol-
ogy, the coordinator is responsible for starting up the network, but
communications can go through intermediate routers, which will
create a differential arrival time that will provide additional time to
the coordinator to process packets, and then the loss rate (dropped
packets) is significantly reduced.

Figure 12: Network Lifetime in function of number of Nodes

Network lifetime is defined as the duration from the time the
network is operational until the first node of the WSN depletes its
energy completely. Therefore, the lifetime of a sensor node in the
WSN depends essentially on the energy consumption of the node
with time. At the beginning of each experiment, we set the energy
level of the (chargeable) batteries of different nodes in the network
to the same initial value. By observing the results of the figure 11,
we notice that the first node that runs out is the coordinator of the
star topology. A solution to solve this problem is to set up different
intervals for sending the data. The mesh network exhausts sec-
ond. Indeed, when configuring the mesh network, we have placed
the coordinators in such a way that they are accessible via several
routes. By default, the shortest path is used, which leads to the rapid
depletion of one of the sensors.

The throughput (figure 13) represents the quantity of useful data
received by all the nodes of the network. The tree topology offers
the highest throughput, which is in accordance with the result of
the loss rate. In fact, the physical architecture of the network and
routing scheme provides a more reliable data transmission. For a
reduced number of nodes, star topology outperforms mesh topol-
ogy. The data routing mechanism in a star topology is simple and
efficient, and remains the most appropriate for a HAN network.
However, this mechanism becomes less efficient when the number
of managed nodes becomes very high.

When the number of nodes is small, the shortest delay (figure
14) is achieved for the star topology, while the mesh topology will
result in the highest delay. When the number of nodes increases,
the tree topology responds better to the evolution of the network.
We can deduce, that in the practical case of a HAN deployed on
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a large scale, it is the tree topology that is the best adapted. The
star topology remains the best solution for the interconnection of a
reduced number of nodes. The deployment of sensor networks in
other contexts may give better performance using a mesh routing.

Figure 13: Throughtput in function of number of Nodes

When the number of nodes is small, the shortest delay (figure
14) is achieved for the star topology, while the mesh topology will
result in the highest delay. When the number of nodes increases,
the tree topology responds better to the evolution of the network.
We can deduce, that in the practical case of a HAN deployed on
a large scale, it is the tree topology that is the best adapted. The
star topology remains the best solution for the interconnection of a
reduced number of nodes. The deployment of sensor networks in
other contexts may give better performance using a mesh routing.

Figure 14: Delay in function of number of Nodes

In the following section, we propose to divide the domestic
network into several PANs, to use a single mobile coordinator that
moves between different PANs using a play car with a remote con-
trol during specific times of the day to collect information from
different sensors. The next section studies the different possible mo-
bility patterns for a coordinator, in terms of speed, pause time, and

also the movement trajectory. The results of the previous section
demonstrate that the tree topology is very suitable for deploying
sensors to monitor building, for this reason, the tree routing will be
deployed in the next evaluation related to mobility.

In general, ZigBee networks are more designed to work in mesh.
However, results presented in figure 11, 12, 13, 14 show that the tree
topology offers better results for different performance metrics. We
can notice that the tree topology provides a higher bandwidth. So it
is revealed to be more suitable for medium density networks, like
houses. The packets follow the path through the tree topology to
the destination, which is revealed very practical in a HAN network,
where the distribution of nodes is already defined. Also, it does
not require any routing tables to send the packet to the destination.
Despite this, it does not offer redundancy, like mesh topology, so in
case of a node failure, the entire network is compromised. Although,
in a house building and term of financial cost, the star topology re-
mains the most appropriate, especially if the network is flat and
covers a restricted area. But, in reality, and given the size of an area
that can be covered by the peripheral in a HAN, the coordinator
cannot access all the supervised devices. The tree topology remains
practical if the building, for example, is with several floors and one
or several routers is/are available to deliver data to the coordinator
qualified as a ”root”. Although mesh network offers several advan-
tages like: data can be transmitted simultaneously between nodes,
there is a high redundancy, expansion and modification can be done
without interrupting the network, but the overall cost is high and
practically not suitable in HANs, giving the node density and the
physical environment where they are deployed.

6.2 Results related to Motion pattern impact for dif-
ferent network topologies and traffic distribution
without pause time

Results presented in figures [15,18], show the performance study
of the network according to different mobility schemes. We con-
sider two cases, with and without pause time. Performance metrics
are given according to E2E delay, throughput, Loss Rate, network
lifetime, and average connectivity duration to each PAN during
recording time. Figures [15-18] bellow represent the case without
pause time, while figures [19-22] resumes result for the case with
pause time.

The lowest loss rate (figure 15) is obtained when the coordinator
follows the predefined path, which is configured in such a way that
it crosses the centers of the different PANs via the shortest paths.
the different PANs contain sensor nodes, routers and also sleeping
coordinators. Sleeping coordinators may represent here a state of
failure. In the predefined trajectory the mobile sensor is configured
to reach the different positions at different intervals, the traffic dis-
tribution is also configured to suit the crossing of the coordinator.
The octagonal and circular trajectories also show a low loss rate
compared to the random trajectory.

Figure 16 shows that the shortest delay of the forwarding of the
useful data is also obtained successively for the predefined trajec-
tory, circular and finally the octagonal. This is mainly due to the
distance between the coordinator and the sensor/router nodes for
each mobility scheme.
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Figure 15: Percentage of Loss rate in function of increasing Coordinator speed
without Pause time

Figure 16: End to End delay(ms) in function of increasing Coordinator speed without
Pause time

Regarding the lifetime of the network shown in the figure 17,
presented by the average residual energy remaining at the end of the
experiment, we can notice that following the predefined trajectory,
it is the octagonal trajectory that offers a higher lifetime compared
to the circular and the random trajectories. The octagonal trajectory
allows the coordinator to reach the closest positions to the centers
of the PANs being traversed, which means that at the time the data
are sent, the coordinator is within the radius of coverage of a PANi,
and the particularity of the trajectory is that the coordinator takes
a significant amount of time to traverse the PANi, and given its
speed, the coordinator reaches the next PAN before the start of data
transmission. As a result, the nodes do not quickly deplete as a
consequence of the increase in their transmission power in order to
reach the coordinator in case of a distant coordinator.

Figure 17: Average of residual energy in function of increasing Coordinator speed
without Pause time

Figure 18 shows the average connectivity time to the coordinator
per PAN. the highest time is obtained for the predefined trajectory
and the octagonal trajectory. the same interpretation as for the case
of the residual energy is valid also in this case.

Figure 18: Total connectivity time for a coordinator to different PANs in function of
increasing Coordinator speed without Pause time

6.3 Results related to Motion pattern impact for differ-
ent network topologies and traffic distribution with
pause time

The figure 19 shows the average connectivity time to the coordi-
nator per PAN. the highest time is obtained for the predefined and
the circular trajectories, especially for high speeds. The result was
significantly improved compared to experiments without pause time.
the average connectivity has increased by 20% after the introduc-
tion of the pause time. The coordinator stops for a moment before
continuing his movement, which allows nodes to maintain their
connectivity with the coordinator for a longer period of time.

In the meantime, as in the case of mobility experiments without
pause time, the short delay (figure 20) of the useful data is obtained
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successively for the predefined trajectory, circular, octagonal and
finally the random. We can also add here that the coordinator stops
for a period of time that is proportional to its travel speed during
data collection.

Figure 19: Total connectivity time for a coordinator to different PANs in function of
increasing Coordinator speed with Pause time

Figure 20: Total connectivity time for a coordinator to different PANs in function of
increasing Coordinator speed with Pause time

Referring to figure 21, we can notice that the predefined and
circular trajectory results in the best performance in term of loss
rate. The results have significantly improved compared to the case
without pause time. In the previous experiments, the coordinator
moves without stopping, and as the speed increases, the loss rate
increases, since the coordinator does not have enough time to collect
the data and then transmit it to the home gateway.

By referring to figure 22, we can conclude that indeed, the
methodology of managing the coordinator mobility increases the

life expectancy of the wireless sensor network by leveling the dif-
ference in the remaining energy between all the elements of the
network. If the coordinator is far away from a given PAN at the
moment of sending the information, the emitter node deploys more
energy by increasing the transmission power to reach the coordina-
tor, which depletes the network quickly.

Figure 21: Percentage of Loss rate in function of increasing Coordinator speed with
Pause time

Figure 22: Average of residual energy in function of increasing Coordinator speed
with Pause time

Figures [19- 22] have shown the performance results of different
mobility schemes of a single coordinator for different speeds, with
and without pause time. According to the obtained results, the best
network performance is obtained respectively for: the predefined
trajectory, circular, octagonal, and finally random path, although
the latter gives the highest throughput for both the transmitter and
the receiver. The circular configuration shows better performance
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than the octagonal configuration, especially for high speeds. The
proposed ZigBee network works very efficiently using the circu-
lar configuration mobility model. This model can even be used in
a ZigBee network on a large scale. The introduction of a pause
time during the coordinator movement improves significantly the
network performance. The pause time was configured to allow the
coordinator to remain in each PAN for a duration that increases
proportionately to the mobility speed. According to the obtained
results, we can conclude that, for reasonably high speed, it is im-
perative to have a higher pause time, to get better performances.
The deployment of an adequate mobility scheme can solve several
problems, related to cost nodes failure and communication cen-
tralization. However, the mobility scheme must take into account
several parameters and constraints related to: traffic distribution and
load, physical properties such as transmission and reception power,
and also the size of the coordinator’s MAC queue. We intend in
our future researches to exploit, the results obtained for mobility to
resolve the problem of node failure, in the case of networks where
several coordinators can be deployed. A recovery algorithm will
be implemented in a centralized server than manage nodes position
via a monitoring system (SCADA for example), the node can be
either a smart gateway, smart meter or even an SDN server. The
presented study enables us to extract numerous experimental results
about several configurations like: Nodes disposition, traffic distri-
bution and motion pattern. The accuracy of the extracted results
is very important since they will be used in configuring a HAN
for smart grid monitoring, to ensure better performances and high
efficiency, through controlling the system entries instead of setting
them randomly.

7 Conclusion and Perspectives

Wireless sensor networks have greatly facilitated the different op-
erating processes of Smart Grids. However, the diversity of char-
acteristics of different WSN applications means that they have dif-
ferent transmission performance requirements. As a result, several
challenges may arise depending on various application contexts,
increasing the difficulty of deploying and maintaining the Smart
Grid. In this paper, we have experimented with the different operat-
ing modes of HAN by considering several constraints related to the
physical/logical installation of the network and also to the process
of collecting and exchanging information. We started by comparing
the performance of routing schemes in a ZigBee network, the ob-
tained results attested that Mesh routing offers the best throughput,
while the tree topology is more efficient for the rest of the metrics
and is suitable for medium nodes density. For optimization pur-
poses, we propose to exploit the mobility of a single coordinator
to collect data from sensing nodes to be forwarded to the home
gateway or directly transferred to the smart meter. We demonstrate
that rapid movement during the communication process reduces
transmission delay with an increase in network lifetime as long
as an optimal pause time is configured according to the trajectory,
mobility speed, and also traffic distribution function. In future work,
we plan to implement a testbed of a HAN, that implements a cen-
tralized solution for configuring and managing nodes consumption
and communication through the network for a better efficiency. The

studied solution can be implemented either on a smart meter or a
separate device as an SDN server. Managing nodes failure will also
be addressed.
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 To reduce the risk of accidental system shutdowns, we propose to control system developers 
(supervisor, SCADA) a prediction tool to determine the occurrence date of an imminent 
failure event. The existing approaches report the rate of occurrence of a future failure event 
(stochastic method), but do not provide an estimation date of its occurrence. The date 
estimation allows to define the system repair date before a failure occurs. Thus, provide 
visibility into the future evolution of the system. The approach consists in modelling the 
operating modes of the system (nominal, degraded, failed); the goal is to follow the 
evolution of the system to detect its degradation (switching from nominal to degraded 
mode). When degradation is reported, a prognoser is generated to identify all possible 
sequences and more precisely those ending with a failure event. then it checks among the 
sequences (with failure event) which ones are prognosable. The last step of the approach 
is carried out in two parts: the first part consists in calculating the execution time of the so-
called prognosable sequences (by optimizing the number of possible states and resolving 
an inequalities system). The second part makes it possible to find the minimum execution 
(the earliest occurrence of a failure event).  
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1. Introduction  
The supervision applications provided to control system 

developers (in manufacturing production, robotics, logistics, 
vehicle traffic, communication networks or IT) make it possible to 
report the detection of a dysfunction or accidental shutdown of the 
system and locate its origin. The discrete event systems (DES) 
community has developed diagnostic methods that focus on the 
logical, dynamic or temporal sequence of failure events that cause 
this dysfunction. However, the criticality of some systems and 
their complexity require a method of the failure events prognosis, 
to report their occurrence in advance in order to avoid any damage 
caused by a failure.  

The challenge is therefore to prevent the future occurrence of a 
failure event. However, which suitable modeling tool is required 
for this system? And knowing that more the complexity of the 
system increases, more its state of space increase. So, how to 
overcome this problem of combinatorial explosion? And what are 
the prognosis limits? 

Several fault prognosis methods have been developed; some 
have adopted a stochastic approach [1] [2] [3] while others have 

chosen non-stochastic [4]-[6], one for state automaton or Petri Net. 
These approaches are interested in prediction of failure m-steps in 
advance, based on a stochastic process. However, their assessment 
is difficult and probabilistic information is not always realistic. 
Others propose a prognosis approach [7] that consists of giving 
occurrence rates of possible traces that end with a failure event. 
These approaches indicate the occurrence of a future failure event, 
but do not specify its occurrence date. The possible occurrence 
date of a failure event makes it possible to plan the intervention 
date to repair the system before a failure occurs and thus provides 
visibility into the future evolution status of the system.  

The challenge of each group working on this topic is to predict 
perfectly the future reality. [8] introduces the notion of signature 
of a trace, which consists to use several formal systems devoted to 
the description of event signature and the recognition of behaviors, 
called chronic. This concept has been used in diagnostic work [9], 
[10] and is based on error detection, localization, evaluation, 
recognition and response. [11] proposed a method for calculating 
the execution time of a trace, but it is still diagnosis-oriented. The 
development of a new approach of the temporal prognosis requires 
a modeling tool that allows the time constraints of the system 
(temporal prognosis) while using labels (it involves predicting an 

ASTESJ 

ISSN: 2415-6698 

*Redouane Kanazy, Email: redouane.kanazy@insa-lyon.fr 
 

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 432-441 (2020) 

www.astesj.com   

https://dx.doi.org/10.25046/aj050354 

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj050354


R. Kanazy et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 432-441 (2020) 

www.astesj.com     433 

event over time). An extension of the Petri nets offers this 
possibility. These Petri nets are called, the Temporal Labelled Petri 
net (TLPN for short).  

The aim is to propose a correct control of a system subject to 
unforeseen failures. The existing studies use the logical order of 
failure events occurrences to make the prognosis. In this paper, we 
are not only interested in the logical order of events, but also in the 
date of their occurrence. We assume that the system accepts three 
possible operating modes (nominal, degraded, and failed one). The 
events occurrence allows the system to switch between these 
modes. The event occurrence dates allow the synchronization of 
state switching in the model. A delay occurrence of an event, for 
example, can be explained by a degradation of the system. 
Approach’s based only of a logic events occurrence cannot detect 
this delay. Hence the interest of a time-based prognosis approach.  

Two contributions are proposed in this paper. The first one is 
concerned with the formal representation and the second one with 
the methodology of prognosis calculation. Indeed, the model is 
based on a TLPN. The association of events to temporal transitions 
will be presented. The evolution from one mode to another one will 
be represented by transitions firing. The firing of each transition 
depends on the occurrence of an event and corresponding 
occurrence date. The second contribution relates to 
the methodology of the prognosis. A prognoser is built from the 
TLPN model. It is an oriented state graph, which identifies all 
possible sequences namely those that end in a failure event. But 
before predicting a failure event, it is important to make sure that 
it is possible to do it. That's why we introduced the prognosability 
property whose objective is to determine the sequences ending 
with a failure event. Such event is called prognosable, the goal is 
to predict the earliest date of failure event occurrence. To calculate 
the execution time of these sequences and optimize the number of 
possible states, the resolution of an inequalities system based on 
works of [11]-[13] is used. The idea is to find the set of minimum 
values solution of the inequalities system. These values will 
constitute the minimum time after which the occurrence of the 
failure event is sure.  

The paper is organized as follows: the second section is 
devoted to the basic concepts of Petri Nets (PN). The third section 
introduces temporal PNs (according to Berthomieu [14]-[19] and 
Popova [11]-[13], [20]-[22]. The fourth section focuses on labelled 
PN. In the fifth section, we discuss time-labelled PN to verify the 
prognosis approach in the sixth section. Thus, in this last section, 
the formal approach of our proposal will be presented, with an 
algorithm for predicting a temporal failure event and a case study, 
with explanations. 

2. Preliminary 

2.1. Petri Nets (PN) 

A PN structure is a 4-uplet 𝑅𝑅 =< 𝑃𝑃,𝑇𝑇,𝑃𝑃𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 > given 
by: 
• 𝑃𝑃 is a nonempty finite set of places {𝑝𝑝1, 𝑝𝑝2, …𝑝𝑝𝑛𝑛}. 
• 𝑇𝑇 is a nonempty finite set of transitions  {𝑃𝑃, 𝑃𝑃2, … 𝑃𝑃𝑚𝑚} with 

𝑃𝑃 ∩ 𝑇𝑇 = ∅. 
• 𝑃𝑃𝑃𝑃𝑃𝑃 is the backward incidence function that assigns to each 

couple (𝑝𝑝, 𝑃𝑃) of places and transitions a non-negative integer. 

𝑃𝑃𝑃𝑃𝑃𝑃:𝑃𝑃 × 𝑇𝑇 → ℕ, 𝑃𝑃𝑃𝑃𝑃𝑃 (𝑝𝑝, 𝑃𝑃) = ω is the value of the arc weight 
arc from the place 𝑝𝑝 to the transition 𝑃𝑃. 

• 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 is the forward incidence function that assigns to each 
couple (𝑃𝑃, 𝑝𝑝) of transitions and places a non-negative integer. 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃:𝑇𝑇 × 𝑃𝑃 → ℕ, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃  (𝑝𝑝, 𝑃𝑃) = ω is the value of the arc 
weight arc from the transition 𝑃𝑃 to place 𝑝𝑝. 

The initial marking 𝑚𝑚0 is an application: 
𝑚𝑚0 ∶  𝑃𝑃 →  ℕ, it is labeled as an initial global system state. A 
marked net system 𝑅𝑅𝑚𝑚 =< 𝑅𝑅,𝑚𝑚0 >  is a net 𝑅𝑅  with an initial 
marking 𝑚𝑚0. When the transition t is enabled, it then would be 
fired. From the marking m, the firing of the t leads to the new 
marking 𝑚𝑚′ denoted by 𝑚𝑚[𝑃𝑃 > 𝑚𝑚′. 
• The symbol •𝑃𝑃𝑗𝑗  denotes the set of all places 𝑝𝑝𝑖𝑖  such that 

Pre(𝑝𝑝𝑖𝑖 , 𝑃𝑃𝑗𝑗) ≠ 0 and 𝑃𝑃𝑗𝑗• the set of all places 𝑝𝑝𝑖𝑖  such that post(𝑝𝑝𝑖𝑖 , 
𝑃𝑃𝑗𝑗) ≠ 0. Analogously, •𝑝𝑝𝑖𝑖  denotes the set of all transitions 𝑃𝑃𝑗𝑗 
such that post(𝑝𝑝𝑖𝑖 , 𝑃𝑃𝑗𝑗) ≠0 and 𝑝𝑝𝑖𝑖•  the set of all transitions 𝑃𝑃𝑗𝑗 
such that Pre(𝑝𝑝𝑖𝑖 , 𝑃𝑃𝑗𝑗) ≠0. 

2.2. Temporal Petri Nets (TPN) 
Temporal Petri Nets TPN are introduced in [5], then studied 

by [16], [20]-[26]. 
 
Definition 1: 
A Temporal Petri Net (TPN) is a net 𝑅𝑅_𝑇𝑇 = < 𝑃𝑃, 𝑇𝑇, 𝑃𝑃𝑃𝑃𝑃𝑃,

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,  𝑚𝑚0, 𝐼𝐼 >, in which < 𝑃𝑃,𝑇𝑇,𝑃𝑃𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑚𝑚0 > , is a marked 
Petri Net 𝑅𝑅𝑚𝑚, and I : T → ℚ+ × (ℚ+ ∪{∞}) is a static firing time 
interval function which assigns a firing static interval [𝑇𝑇𝑚𝑚𝑖𝑖𝑛𝑛, 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚] 
to each transition t, with 𝑇𝑇𝑚𝑚𝑖𝑖𝑛𝑛 ≤ 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 (𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚  can be infinite) and 
ℚ+ is all positive or zero rational numbers. 

An enabled transition t can be fired at time τ if the time elapsed 
since the activation of t belongs to the interval I(t) [𝑇𝑇𝑚𝑚𝑖𝑖𝑛𝑛 , 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚].  

If 𝑇𝑇𝑚𝑚𝑖𝑖𝑛𝑛 = 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚  = 0 (i.e., I(t) = [0, 0]) the transition t is called 
immediate otherwise it is called timed.  

Thus, we can divide the set T of transitions into two subsets 
𝑇𝑇𝑡𝑡 and 𝑇𝑇𝑖𝑖𝑚𝑚 [27] where 𝑇𝑇𝑡𝑡 is the set of timed transitions and 𝑇𝑇𝑖𝑖𝑚𝑚 
is the set of immediate transitions with: 𝑇𝑇𝑡𝑡 ∩ 𝑇𝑇𝑖𝑖𝑚𝑚 = ∅ and 𝑇𝑇𝑡𝑡 ∪
𝑇𝑇𝑖𝑖𝑚𝑚 = 𝑇𝑇 
The aim of this distinction is to determine the firing priorities of 
the transitions. Firing 𝑇𝑇𝑖𝑖𝑚𝑚  transitions has a higher priority than 
firing 𝑇𝑇𝑡𝑡 transitions. 

2.2.1. Behavior, states and reachability relation 
Definition 2: 
According to [1], a state of a temporal net is a pair E = (m, I) 

in which 𝑚𝑚 is a marking and the application I associates a firing 
temporal interval to each transition.   

The initial state consists of the initial marking 𝑚𝑚0  and the 
application 𝐼𝐼0 which associates to each enabled transition its static 
firing temporal interval, 𝐸𝐸0 = (𝑚𝑚0, 𝐼𝐼0), such that: 

if 𝑚𝑚0 ≥ 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) then 𝐼𝐼0(𝑃𝑃) = 𝐼𝐼(𝑃𝑃) otherwise 𝐼𝐼0(𝑃𝑃) = ∅.       (1) 

Transition t may fire iff it remains logically enabled for a time 
interval θ included in [Tmin; Tmax]. θ is the amount of time that has 
elapsed since the transition t is enabled. 
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A transition t is enabled in a state 
E = (m, I) iff: 𝑚𝑚0 ≥ 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ∧ 𝜃𝜃 ∈ 𝐼𝐼(𝑃𝑃) ∧ ∀𝑃𝑃𝑘𝑘 ≠ 𝑃𝑃,𝑚𝑚 ≥

𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃𝑘𝑘) ⇒ 𝜃𝜃 ≤ max (𝐼𝐼(𝑃𝑃𝑘𝑘))          (2)                                                                          
From E, the result of the 𝑃𝑃 firing is as usual the new state E’ = (m’, 
I’) such that: 
1) 𝑚𝑚’ = 𝑚𝑚 + ∆t with ∆t = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) - 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃)                       
2) For each transition 𝑃𝑃𝑘𝑘: 
- If 𝑃𝑃𝑘𝑘 is not enabled by 𝑚𝑚’, then I’(𝑃𝑃𝑘𝑘) = ∅ ; 
- If 𝑃𝑃𝑘𝑘 is distinct from t, enabled by 𝑚𝑚, and not in conflict with 

t, then I’(𝑃𝑃𝑘𝑘) = [max (0, min(I(𝑃𝑃𝑘𝑘)) – θ), max( I(𝑃𝑃𝑘𝑘))- θ] 
- Otherwise I’(𝑃𝑃𝑘𝑘) = I(𝑃𝑃𝑘𝑘)  

According to [11], a state of an TPN is a pair E = (𝑚𝑚, h) in 
which 𝑚𝑚 is a place marking (noted p_marking) and h is a clock 
vector (of dimension equal to the number of network transitions) 
that corresponds to the transition markings (noted t_marking). 
Thus, the p_marking describes the situation of the places and 
t_marking that of the transitions. Such a pair (p_marking, 
t_marking) describes a TPN status.  

Definition 3: 
Let 𝑅𝑅_𝑇𝑇 be an TPN.  
- A p_marking in 𝑅𝑅_𝑇𝑇 is a function 𝑚𝑚: P → ℕ. A p_marking in 

TPN is also a marking in a untimed PN. 
- A t_marking in 𝑅𝑅_𝑇𝑇 is a function h: T  → ℝ ∪ {$} 

$ means that the transition is not enabled. 

Definition 4: 
Let 𝑅𝑅_𝑇𝑇  = < 𝑃𝑃, 𝑇𝑇, 𝑃𝑃𝑃𝑃𝑃𝑃, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,  𝑚𝑚0, 𝐼𝐼 >  a TPN, 𝑚𝑚  is a 
p_marking and h is a t_marking. The pair E = (m, h) is called a 
state in 𝑅𝑅_𝑇𝑇 if and only if: 
1- 𝑚𝑚 is a marking accessible in R. 
2- ∀𝑃𝑃 (𝑃𝑃 ∈ 𝑇𝑇 ∧ 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃)  ≰ 𝑚𝑚 ⟶ ℎ(𝑃𝑃) = $). 
3- ∀𝑃𝑃 (𝑃𝑃 ∈ 𝑇𝑇 ∧ 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃)  ≤ 𝑚𝑚 ⟶ ℎ(𝑃𝑃) ∈ ℝ0

+  ∧ ℎ(𝑃𝑃)  ≤
max(𝑃𝑃)) where max(𝑃𝑃) is the latest firing time of 𝑃𝑃.              

Definition 4 shows that each transition t has a clock. If t is not 
enabled by the marking 𝑚𝑚, the associated clock is not activated 
(sign $), If t is enabled by 𝑚𝑚, the clock of t indicates the time 
elapsed since the last activation of t. 

The initial state is given by 𝐸𝐸0 = (𝑚𝑚0, ℎ0) avec  

                           ℎ0(𝑃𝑃) =  �0 if 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ≤ 𝑚𝑚0
$              otherwise 

                         (3) 

A transition t is firable from state E = (𝑚𝑚; h) (noted E[t> ) if and 
only  if 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ≤ 𝑚𝑚 and h(t) ≥ min(t); (3) where min(𝑃𝑃) is the 
earliest firing time of 𝑃𝑃. The firing of t leads 𝑅𝑅_𝑇𝑇 to a new state E’ 
= (𝑚𝑚’, h’) (noted E[t>E’) 

In general, each TPN has an infinite number of states, depending 
formulation of time. 

The construction of the reachability graph of a such PN is then 
generally impossible. To reduce this state space and provide a 
finite representation of the reachability graph, two different 
methods are defined. [14] Introduces the notion of state classes and 
[11] provides a parametric description to reduce this state space 
without affecting network properties. This reduced report space is 
used to define the reachability graph of a TPN. Such a graph will 
provide a basis to predict failure events of the system. 

2.2.2. Parametric state and parametric sequence 

Let 𝑅𝑅_𝑇𝑇  be an arbitrary TPN. Either 𝜎𝜎 = 𝑃𝑃1 … 𝑃𝑃𝑛𝑛  a firing 
sequence in 𝑅𝑅_𝑇𝑇  and either 𝜏𝜏 = 𝜏𝜏0𝜏𝜏1 … 𝜏𝜏𝑛𝑛  a time sequence with 
𝜏𝜏𝑖𝑖 ∈ ℝ∗+ . Then there is at least one dated sequence 𝜎𝜎(𝜏𝜏) =
𝜏𝜏0𝑃𝑃1𝜏𝜏1𝑃𝑃2 … 𝜏𝜏𝑛𝑛−1𝑃𝑃𝑛𝑛𝜏𝜏𝑛𝑛 of σ in 𝑅𝑅_𝑇𝑇 called the timed sequence of σ 
which leads the net from the initial state 𝐸𝐸0 to a state E (noted 𝐸𝐸0 
[σ(τ)>E) with E = (𝑚𝑚, h).  

Let us consider for example the following sequence leading the 
network from the initial state 𝐸𝐸0 to a state 𝐸𝐸𝑛𝑛 :  
 𝐸𝐸0 [2.0>𝐸𝐸0′  [𝑃𝑃1>𝐸𝐸1 [2.3>𝐸𝐸1′[𝑃𝑃2> …𝑃𝑃𝑛𝑛>𝐸𝐸𝑛𝑛 [1,5>𝐸𝐸𝑛𝑛′  
The switch from 𝐸𝐸0 to 𝐸𝐸1 is made in 2 time units after the firing of 
𝑃𝑃1. 

In addition to this feasible sequence, it is obvious that there is 
an infinity of feasible sequences leading 𝑅𝑅_𝑇𝑇 from 𝐸𝐸0 to E, which 
makes the reachability graph infinite. Instead of considering fixed 
numbers 𝜏𝜏𝑖𝑖 , a variable 𝑥𝑥𝑖𝑖  is used to denote the time elapsed 
between firing the transition 𝑃𝑃𝑖𝑖 and the transition 𝑃𝑃𝑖𝑖+1 in σ. Thus 
instead of having an infinity of execution sequences between the 
states 𝐸𝐸0 and 𝐸𝐸𝑛𝑛, we will study a single sequence that we will call 
parametric sequence 𝜎𝜎(𝑥𝑥) = 𝑥𝑥0𝑃𝑃1 … 𝑥𝑥𝑛𝑛−1𝑃𝑃𝑛𝑛𝑥𝑥𝑛𝑛  leading the 
network from the state 𝐸𝐸0 to the state 𝐸𝐸𝑛𝑛  with 𝐸𝐸0 [𝑥𝑥0>𝐸𝐸0′  [𝑃𝑃1>𝐸𝐸1 
[𝑥𝑥1>𝐸𝐸1′[𝑃𝑃2> …𝑃𝑃𝑛𝑛>𝐸𝐸𝑛𝑛 [𝑥𝑥𝑛𝑛>𝐸𝐸𝑛𝑛′ . 

Definition 5: Parametric state and parametric sequence 
Let 𝑅𝑅_𝑇𝑇 = < 𝑃𝑃, 𝑇𝑇, 𝑃𝑃𝑃𝑃𝑃𝑃, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,  𝑚𝑚0, 𝐼𝐼 > an TPN, 𝜎𝜎 = 𝑃𝑃1 … 𝑃𝑃𝑛𝑛  a 
firing sequence in 𝑅𝑅_𝑇𝑇 , 𝜎𝜎(𝑥𝑥) = 𝑥𝑥0𝑃𝑃1 … 𝑥𝑥𝑛𝑛−1𝑃𝑃𝑛𝑛𝑥𝑥𝑛𝑛  its feasible 
sequence and  𝐵𝐵𝜎𝜎  the value of 𝑥𝑥 . The condition for the values 
𝐵𝐵(𝑥𝑥𝑖𝑖) results from the time intervals associated with transitions 
and are united into the set 𝐵𝐵𝜎𝜎  (5). Then, the parametric execution 
(𝜎𝜎(𝑥𝑥),𝐵𝐵𝜎𝜎)  of 𝜎𝜎  and the parametric state (𝐸𝐸𝜎𝜎 ,𝐵𝐵𝜎𝜎)  in 𝑅𝑅_𝑇𝑇  are 
determined by: 

* When 𝜎𝜎 = 𝜀𝜀, i.e., 𝜎𝜎(𝑥𝑥) = 𝑥𝑥0. 

Then 𝐸𝐸𝜎𝜎 = (𝑚𝑚𝜎𝜎 ,ℎ𝜎𝜎) and 𝐵𝐵𝜎𝜎 are given by:  

1- 𝑚𝑚𝜎𝜎 ≔ 𝑚𝑚0. 

2- ℎ0(𝑃𝑃) =  �𝑥𝑥0 if 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ≤ 𝑚𝑚0
$              otherwise 

                                        (4) 

3- 𝐵𝐵𝜎𝜎 ≔ {0 ≤ ℎ𝜎𝜎(𝑃𝑃) ≤ max(t) | t ∈ T ∧ Pre(•, t)  ≤ 𝑚𝑚𝜎𝜎 }      (5) 

* Now, it is assumed that 𝐸𝐸𝜎𝜎  and 𝐵𝐵𝜎𝜎 are already defined for the 
sequence 𝜎𝜎 = 𝑃𝑃1 … 𝑃𝑃𝑛𝑛. 
for 𝜎𝜎 = 𝑃𝑃1 … 𝑃𝑃𝑛𝑛𝑃𝑃𝑛𝑛+1 = 𝛾𝛾𝑃𝑃𝑛𝑛+1, and 

 𝜎𝜎(𝑥𝑥) = 𝑥𝑥0 𝑃𝑃1 … 𝑥𝑥𝑛𝑛−1 𝑃𝑃𝑛𝑛 𝑥𝑥𝑛𝑛 𝑃𝑃𝑛𝑛+1 𝑥𝑥𝑛𝑛+1 we put 1. 𝑚𝑚𝜎𝜎 ≔ 𝑚𝑚𝛾𝛾 +
∆𝑃𝑃𝑛𝑛+1, 

2.  ℎ𝜎𝜎(𝑃𝑃) =

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

$  if 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ≰ 𝑚𝑚𝜎𝜎   "so t is not enabled by  𝑚𝑚𝜎𝜎" 
ℎ𝛾𝛾(𝑃𝑃)  +  x𝑛𝑛+1  if                       𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃)  ≤  m𝜎𝜎 ∧
                                                      𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃)  ≤   𝑚𝑚𝛾𝛾 ∧
                                                       • 𝑃𝑃𝑛𝑛+1 ∩ • t =  ∅ ∧  

                                        𝒕𝒕 ≠   𝑃𝑃𝑛𝑛+1
                                        "𝑃𝑃 was enabled 𝑓𝑓or  𝑚𝑚𝛾𝛾  and 

                                       remains enabled for  𝑚𝑚𝜎𝜎"
𝑥𝑥𝑛𝑛+1 Otherwise        "because t is newly enabled "  

     

(6)    
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3. 𝐵𝐵𝜎𝜎 ≔ 𝐵𝐵𝛾𝛾 ∪ �min(𝑃𝑃𝑛𝑛+1) ≤ ℎ𝛾𝛾(𝑃𝑃𝑛𝑛+1)� ∪ {0 ≤ ℎ𝜎𝜎(𝑃𝑃) ≤
                max (𝑃𝑃)|𝑃𝑃 ∈ 𝑇𝑇 ∧ 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ≤ 𝑚𝑚𝜎𝜎}.                   (7) 

ℎ𝜎𝜎(𝑃𝑃) is a sum of variables (6) (ℎ𝜎𝜎(𝑃𝑃) is a parametric t_marking), 
it is a vector of linear functions: ℎ𝜎𝜎(𝑃𝑃)= f(x) with x:= (𝑥𝑥0, … x|σ|) 
𝐵𝐵𝜎𝜎 is a set of conditions (7) (a system of inequalities) 

Example: 
Consider the temporal Petri Net 
 

 
 

Figure 1: Model 1. 

and the transition sequence 𝜎𝜎 = 𝑃𝑃1𝑃𝑃3𝑃𝑃4𝑃𝑃2𝑃𝑃3. 

𝜎𝜎(𝑥𝑥) = 𝑥𝑥0𝑃𝑃1𝑥𝑥1𝑃𝑃3𝑥𝑥2𝑃𝑃4𝑥𝑥3𝑃𝑃2𝑥𝑥4𝑃𝑃3𝑥𝑥5 

ℎ𝜎𝜎 =

⎝

⎜
⎛

𝑚𝑚4+𝑚𝑚5
𝑚𝑚5
𝑥𝑥5
𝑥𝑥5

𝑥𝑥0 + 𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3 + 𝑥𝑥4+𝑥𝑥5
$ ⎠

⎟
⎞

 and 

𝐵𝐵𝜎𝜎 =

⎩
⎪
⎪
⎨

⎪
⎪
⎧

0 ≤ 𝑥𝑥0 ≤ 2
0 ≤ 𝑥𝑥1

0 ≤ 𝑥𝑥2 ≤ 2
0 ≤ 𝑥𝑥3 ≤ 2

0 ≤ 𝑥𝑥4
0 ≤ 𝑥𝑥5

𝑥𝑥4+𝑥𝑥5 ≤ 2
𝑥𝑥0 + 𝑥𝑥1 + 𝑥𝑥2 + 𝑥𝑥3 + 𝑥𝑥4+𝑥𝑥5 ≤ 5⎭

⎪
⎪
⎬

⎪
⎪
⎫

 

 
The POPOVA approach not only reduces the system's state 

space (considering only the essential states) [12], but also 
determines the time required to reach each state. By using 
parametric states, it is not necessary to check all possible values of 
the clock, and the inequation system allows to determine the 
minimum values of their firing times. We will take advantage of 
this last remark to make the prognosis as soon as possible of a 
failure event.  

2.3. Labeled Petri net  

In discrete event systems, partial observation often results in 
the addition of events or labels as sensor responses of the system.  

Thus, a Labelled Petri Net (which we will note 𝑅𝑅_𝐿𝐿) is a 
classic Petri net in which labels are associated to transitions. 
Definition 6: 

A Labelled Petri Net (LPN) is a net 𝑅𝑅_𝐿𝐿 =<
𝑃𝑃,𝑇𝑇,𝑃𝑃𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑚𝑚0, Σ,ℒ >  in which =< 𝑃𝑃,𝑇𝑇,𝑃𝑃𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑚𝑚0 >, 
is a marked Petri net, ∑ is the set of labels associated with 
transitions, ℒ : T → ∑ ∪  {ε} is the transition labeling function 
associating a label (event) e  ∈ ∑ ∪ {ε} to each transition 𝑃𝑃 ∈ 𝑇𝑇, 
with ε the empty event (or silent). 
Thus: ℒ (t) = e means that the label of the transition 𝑃𝑃 is e. 

Remark: Σ can be partitioned to Σ𝑜𝑜  and Σ𝑢𝑢𝑜𝑜with Σ𝑜𝑜  is the set of 
observable events and Σ𝑢𝑢𝑜𝑜 is the set of unobservable events 

 In this paper we assume that the same label e ∈ ∑ can be 
associated with several transitions, i.e., two transitions 𝑃𝑃𝑖𝑖  and 
𝑃𝑃𝑗𝑗 with 𝑃𝑃𝑖𝑖 ≠ 𝑃𝑃𝑗𝑗 can be labelled with the same event e in a LPN. 

Let ∑* the set of all event trace ∑ containing the label ε, the 
function of labeling transitions ℒ  can be extended to sequences: 
ℒ : T* → ∑* such that: 

if 𝑃𝑃𝑗𝑗 ∈ T then ℒ (𝑃𝑃𝑗𝑗) = 𝑃𝑃𝑘𝑘 for 𝑃𝑃𝑘𝑘 ∈ ∑;                                        (8) 

if σ ∈ T∗ ∧ 𝑃𝑃𝑗𝑗 ∈ T then ℒ (𝜎𝜎𝑃𝑃𝑗𝑗) = ℒ (σ). ℒ (𝑃𝑃𝑗𝑗);                          (9) 

Moreover, if ℒ (λ) = ε then λ is the empty sequence. 

Let σ a transition sequence and 𝜔𝜔  = ℒ  (σ) ∈  Σ∗ . The labelled 
sequence lead to a language generated by the LPN 𝑅𝑅_𝐿𝐿 is ℒ( 𝑅𝑅_𝐿𝐿) 
= { 𝜔𝜔 ∈ Σ∗ | (∃σ, 𝑚𝑚0[σ>) ℒ (σ) = 𝜔𝜔}. Thus, 𝑚𝑚1  [𝜔𝜔 >𝑚𝑚2  means 
that ∃σ ∈ T∗, ℒ (σ) = 𝜔𝜔 where  𝜔𝜔 = 𝑃𝑃1𝑃𝑃2 … 𝑃𝑃𝑛𝑛 that is, from 𝑚𝑚1 and 
by firing σ, 𝑚𝑚2  will be reached. 𝑚𝑚2 can be noted 𝑚𝑚𝜎𝜎 . [27][28]. 
Note that the length of a sequence σ is greater than or equal to the 
corresponding word 𝜔𝜔 (i. e. |σ| ≥ | 𝜔𝜔  |). Indeed, if σ contains q 
transitions labeled by ε, then |σ|=q+| 𝜔𝜔| Given the events sequence 
𝜔𝜔, the reverse labeling function ℒ−1(𝜔𝜔) is the whole { σ ∈ T* | 
ℒ(σ) = 𝜔𝜔 }. 

Example [27]:  
Let the following alphabet Σ = {𝑃𝑃1,𝑃𝑃2, 𝑃𝑃3}, all transitions 𝑇𝑇 =
{𝑃𝑃1, 𝑃𝑃2, 𝑃𝑃3, 𝑃𝑃4} and the labelling function ℒ  such as  

ℒ(𝑃𝑃𝑗𝑗) = �
𝑃𝑃𝑗𝑗 𝑖𝑖𝑓𝑓 𝑗𝑗 = {1, 2}
𝑃𝑃3 𝑖𝑖𝑓𝑓 𝑗𝑗 = {3, 4}                                 (10) 

Let's consider the set ω = {𝑃𝑃1, 𝑃𝑃3}, then ℒ−1 (ω) = {{𝑃𝑃1, 𝑃𝑃3}, 
{𝑃𝑃1, 𝑃𝑃4}}. 

2.4. Temporal labelled Petri net 

In this paper, the aim is to provide a prognosis of the 
occurrence date a failed event based on discrete event systems. To 
represent the behavior of a such system, we adopt the temporal 
labelled Petri net as modeling tool that represents both the events 
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and their occurrence dates. Let's therefore provide for each event 
sequence on the network a temporal signature. 

The temporal labelled Petri net (TLPN) is an extension of the 
temporal PN [17][18] for which each transition is associated with 
an observable (or not) event [5] [26] [29]. 

Definition 7: 
A TLPN is a net 𝑅𝑅_𝑇𝑇𝐿𝐿 =< 𝑃𝑃,𝑇𝑇,𝑃𝑃𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑚𝑚0, Σ,ℒ, 𝐼𝐼 >  in 

which < 𝑃𝑃,𝑇𝑇,𝑃𝑃𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑚𝑚0 >is a Petri net, ∑ is the set of labels 
associated with transitions, ℒ  is the transition labelling function 
and I is the function associating a static time interval with each 
transition. A change in TLPN state can occur either on a transition 
firing or over an elapsed time period.  

Here, the definition of state and its transition function are the 
same as for a TPN according to the POPOVA approach presented 
in section 2.2 [11] [21]. 

2.5. Language generated by a TLPN 

Let 𝜎𝜎 = 𝑃𝑃1 … 𝑃𝑃𝑛𝑛, a firing transition sequence in the TLPN and 
let 𝜎𝜎(𝑥𝑥) = 𝑥𝑥0𝑃𝑃1 … 𝑥𝑥𝑛𝑛−1𝑃𝑃𝑛𝑛𝑥𝑥𝑛𝑛 its feasible dated sequence [13].  

We note by timed(σ) the achievable dated sequence σ(x): timed(σ) 
= σ(x). conversely, we note by Logic (σ(x)) the sequence of firing 
in the net: Logic(σ(x)) = σ ∈ T∗  

Furthermore, to avoid introducing too many different notations, 
the timed labelling function is introduced 

Definition 8: (Timed Event Sequence: T.E.S) 
Let 𝜎𝜎 = 𝑃𝑃1 … 𝑃𝑃𝑛𝑛, a firing transition sequence in the TLPN and let 
𝜎𝜎(𝑥𝑥) = 𝑥𝑥0𝑃𝑃1 … 𝑥𝑥𝑛𝑛−1𝑃𝑃𝑛𝑛𝑥𝑥𝑛𝑛 its feasible dated sequence 
The sequence 𝑃𝑃(𝜎𝜎) = 𝑃𝑃1𝑃𝑃2 … 𝑃𝑃𝑛𝑛−1𝑃𝑃𝑛𝑛  is the sequence of events 
associated with the transitions of the σ firing transition sequence 
σ.  
The labelling function is extended to timed firing sequences σ(x) 
as follows: 

ℒ((𝑃𝑃𝑞𝑞𝑥𝑥𝑞𝑞)) = (𝑃𝑃𝑞𝑞 𝑥𝑥𝑞𝑞) , where 𝑃𝑃𝑞𝑞 ∈ Σ , ℒ(𝑃𝑃𝑞𝑞) = 𝑃𝑃𝑞𝑞, 𝑃𝑃𝑞𝑞 ∈ T       (11) 

ℒ(σ(x)( 𝑃𝑃𝑞𝑞𝑥𝑥𝑞𝑞)) = ℒ(σ(𝑥𝑥)) ℒ((𝑃𝑃𝑞𝑞𝑥𝑥𝑞𝑞)) = s’(𝑥𝑥).                          (12)   

The sequence 𝑃𝑃(𝑥𝑥) = 𝑥𝑥0𝑃𝑃1 … 𝑥𝑥𝑛𝑛−1𝑃𝑃𝑛𝑛𝑥𝑥𝑛𝑛 is a timed event sequence 
(T.E.S). This is the dated sequence of events, associated with the 
feasible dated sequence 𝜎𝜎(𝑥𝑥). 𝑃𝑃(𝑥𝑥) = ℒ(σ(x)). 
 

Definition 9: (temporal language) 
 Let be TLPN noted 𝑅𝑅_𝑇𝑇𝐿𝐿. The temporal language generated by 
𝑅𝑅_𝑇𝑇𝐿𝐿, noted £(𝑅𝑅_𝑇𝑇𝐿𝐿) is defined as all the T.E.S s(𝑥𝑥) generated by 
𝑅𝑅_𝑇𝑇𝐿𝐿 since the initial marking 𝑚𝑚0. £(𝑅𝑅_𝑇𝑇𝐿𝐿) = {s(𝑥𝑥) | 𝑚𝑚0[σ(𝑥𝑥)〉, 
ℒ(σ(𝑥𝑥)) = s(𝑥𝑥)} where σ(𝑥𝑥) is a dated sequence available in 𝑅𝑅_𝑇𝑇𝐿𝐿.  

3. Failure prognosis based on TLPN 

The failure prognosis is intended to predict the properties of a 
system that are not in compliance with the specifications. The 
aim is to predict the occurrence of failure events in the system 
before their future occurrence. 

The prognosis in discrete event systems has been discussed in 
various research papers. Most of them have developed a prognosis 

approach predicting a failure event m-steps in advance, based on 
finite state automata [3][4][6] or Petri nets [1]-[2],[30]-[34], using 
stochastic and or non-stochastic ways [6][35]. 

Our proposed approach consists to predict a failure event n-
units time in advance. The first contribution relates to a formal 
representation framework. The adopted modelling considers the 
three possible operating modes of the system, as shown in the 
figure 2. 

• The nominal mode that contains only the set of states 
that represent a nominal execution of the system.  

• The degraded mode groups all states in which 
the system operates with a tolerable degradation without 
influencing the behavior of the system.  

• The failed mode that contains all states that represent the 
failed behavior of the system. 

 

 

Figure 2 also shows the interest of the prognosis because it 
aims to explain the causality. Indeed, the diagnosis cannot prevent 
a failure situation, whereas the prognosis offers more visibility on 
the future evolution of the system and makes it possible to act 
before a fault occurs. Our purpose consists to determine a 
prognosis within an operating mode managing context. 

To model such behavior, we propose an extension of the 
Temporal Labelled Petri nets within a context of operating modes. 
This extension provides an ability to represent temporal constraints 
and labels in the modeling process. Figure 3 shows an example of 
operating modes of a system based on a TLPN model. Switching 
state is conditioned by the firing of transitions. A transition is fired 
if it is enabled.  

The prognosis will need an observer module constrained by a 
place (𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜) and transition (𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜). This module has no influence on 
the behavior of the system, it only observes the occurrence time of 
a failure event (figure 3). 

To do this, we suppose that: 

• Only one transition is fired at the same time; 
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• Only one mode is active at the same time; 
• The PN is safe; 
• we assume that the firing of transitions is immediate and there 

is no firing delay; 
• All TLPN events are observable. 

 After firing the transition, the TLPN changes from E=(𝑚𝑚,h) to 
the state E' = (𝑚𝑚', h') (see definition 4). 

  

Definition 10: 
The extended TLPN (ETLPN) is 𝑅𝑅_𝑇𝑇𝐿𝐿 =<

𝑃𝑃,𝑇𝑇,𝑃𝑃𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑚𝑚0, Σ,ℒ, 𝐼𝐼 > where: 
 𝑃𝑃 =  𝑃𝑃𝑛𝑛  ∪  𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑 ∪  𝑃𝑃𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓 ∪  𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜   with 𝑃𝑃𝑛𝑛  is the set of nominal 
places, 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑  is the set of degraded places, 𝑃𝑃𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓  is the set of failed 
places and 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 is the observer place. 
𝑇𝑇 =  𝑇𝑇𝑛𝑛  ∪  𝑇𝑇𝑑𝑑𝑑𝑑𝑑𝑑 ∪   𝑇𝑇𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓  ∪  𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜  ∪  𝑇𝑇𝑟𝑟𝑑𝑑𝑟𝑟 , the set of transitions. 
If ∃𝑝𝑝𝑖𝑖 ∈ �𝑃𝑃𝑛𝑛 ∪ 𝑃𝑃𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓� and 𝑃𝑃𝑗𝑗 ∈ �𝑇𝑇𝑛𝑛 ∪ 𝑇𝑇𝑓𝑓𝑚𝑚𝑖𝑖𝑓𝑓�, such that:  
𝑚𝑚(𝑝𝑝𝑖𝑖) ≥ 𝑝𝑝𝑃𝑃𝑃𝑃(𝑝𝑝𝑖𝑖 , 𝑃𝑃𝑗𝑗), then 𝑚𝑚(𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜) = 0 and 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜  is not enabled, 
otherwise,  𝑚𝑚(𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜) = 1 and 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜 is  enabled. 
The model of Figure 3 is an ETLPN with Σ = {𝑎𝑎, 𝑏𝑏, 𝑐𝑐, 𝑓𝑓, 𝑃𝑃}, with: 
𝑓𝑓 is a failure event and 𝑃𝑃 is a repair event.  
• The transition 𝑃𝑃6 is a failed transition such as: 𝑃𝑃6 ∈ 𝑇𝑇𝑓𝑓𝑎𝑎𝑖𝑖𝑓𝑓 then,

ℒ (𝑃𝑃6) =  𝑓𝑓.  
• The transition 𝑃𝑃7 is a repair transition such as: 𝑃𝑃7 ∈ 𝑇𝑇𝑃𝑃𝑃𝑃𝑝𝑝 then,

ℒ (𝑃𝑃7) = 𝑃𝑃. 

By firing the 𝑃𝑃1′  transition the system switches to a degraded mode 
marking thus 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜 , that is 𝑚𝑚(𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜) = 1. The 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜  place remains 
marked until the system switch to a failed mode.  

The introduction of 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜  and 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜  doesn't influence the 
behavior of the system. Their interest will be explained in the 
following section. 

To represent sequences ending with a failure event, we use the 
both notions of parametric state and sequences allow to construct 
the reachability graph which contains only the essential states, i.e. 

the time associated with each timed transition enabled of a state      
E = (m, h) is a natural integer. However, knowing the behavior of 
the network in the "essential" states is sufficient to determine at 
any time the overall behavior of the network. (cf. [12] [22]). 

The advantage of this approach is the application of linear 
optimization (generated by the system of inequalities in each state), 
which makes it possible to calculate the execution time of a 
sequence at the earliest and at the latest. 

Clock times must be accumulated to progress from a state E of 
the net to a failed state E'. To do this, an observer model is 
introduced to the model in order to record the cumulative time 
between E and E'. This observer model has no impact on the 
behavior of the system, it just makes it possible to record the time 
required to progress from a non-defaulting, but not necessarily 
normal, to a state E' that is considered failed. 

To calculate this execution time, we propose an extension 
(definition 11) of definition 5. But before discussing the proposed 
approach, we formulate the following assumptions: 

1- The system model is known  
2- all events are observable. The case of prognosis under partial 

observation is not considered here. 
3- The prognosis begins when the model switches from nominal 

mode to degraded one. 

Remark: the remains the same, if the prognosis is started from 
any nominal state of the system. 

The following framework (figure 4) describes the steps of the 
proposed prognosis approach. The first step, called the behavioral 
model, is required to describe the possible operating modes of the 
system (figure 3). The prognoser is an oriented state graph (figure 
8), built from the system model, its role is to detect all possible 
traces ending with a failure event; Once the system switches from 
nominal to degraded mode, the prognoser must identify all the 
sequences of the model namely those that lead to a failure event. 
Such an event cannot be predicted overall in the sequences. The 
prognosability property is introduced to determine the sequences 
of failure event that can be predicted. From an inequality system, 
the execution time of each sequence is calculated; It called “Time 
signatures of execution traces”. The minimal time signature will 
then represent the earliest date before a failure event occurs.  
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In fact, the prognosis is not possible, when two traces 𝜎𝜎1 and 𝜎𝜎2 
have the same time constraints and the same sequencing of events. 
For example, in figure 6, 𝜎𝜎1 =  𝑃𝑃1.1 … 𝑃𝑃𝑛𝑛, 𝜎𝜎2 =  𝑃𝑃2.1 … 𝑃𝑃𝑚𝑚 and   
𝑃𝑃1(𝑥𝑥) = 𝑥𝑥1.0𝑃𝑃𝑖𝑖𝑥𝑥1.1 … 𝑥𝑥1.𝑛𝑛−1𝑃𝑃𝑛𝑛𝑥𝑥1.𝑛𝑛, 
𝑃𝑃2(𝑥𝑥) = 𝑥𝑥2.0𝑃𝑃𝑗𝑗𝑥𝑥2.1 … 𝑥𝑥2.𝑚𝑚−1𝑓𝑓𝑥𝑥2.𝑚𝑚(with 𝑓𝑓 a failure event) are their 
respective parametric event sequences.  
 

 

 

Deciding on the future execution of 𝜎𝜎1  or 𝜎𝜎2  from a state 𝐸𝐸 is 
conditioned by: 
𝑃𝑃𝑃𝑃𝑃𝑃(•,  𝑃𝑃𝑖𝑖) ≤ 𝑚𝑚0 ∨ 𝑃𝑃𝑃𝑃𝑃𝑃�•,  𝑃𝑃𝑗𝑗� ≤ 𝑚𝑚0 ∧ 𝑃𝑃𝑖𝑖 ≠ 𝑃𝑃𝑗𝑗  i.e. 𝑃𝑃𝑖𝑖  and 𝑃𝑃𝑗𝑗  are 
enabled from 𝐸𝐸. 
𝑃𝑃𝑖𝑖 ∈ ∑𝑜𝑜 ∨ 𝑃𝑃𝑗𝑗 ∈ ∑𝑜𝑜 ∧ 𝑃𝑃𝑖𝑖 ≠ 𝑃𝑃𝑗𝑗 , otherwise if 𝑃𝑃𝑖𝑖 = 𝑃𝑃𝑗𝑗  it is required 
that 𝐼𝐼𝑚𝑚1.0 ∩ 𝐼𝐼𝑚𝑚2.0 = 0 (𝐼𝐼𝑚𝑚1.0 execution interval of 𝑥𝑥1.0) 
In other case, we cannot prognosticate the failure event f. 
 
If we consider in figure 5 that 𝑃𝑃𝑖𝑖 = 𝑃𝑃𝑗𝑗, the failure event f cannot by 
prognosable. But if  𝑃𝑃𝑖𝑖 = 𝑃𝑃𝑗𝑗  and the intervals of the dated 
sequences are different then the failure event f is prognosable 
(figure 6). 

 

The resolution of the inequation system will be the last step, 
which calculates the time signature of execution for all the 
prognosable sequences. The minimum execution generated from 
this step represents the earliest occurrence time of a failure event. 

In the example shown in figure 7, the prognosis starts from the 
firing transition 𝑃𝑃6 because degraded mode will start at this place. 

Indeed, if the event g occurs at earliest after 3 units time, the 
model switch to the degraded mode. From this state the observer 
place (𝑝𝑝𝑃𝑃𝑏𝑏𝑃𝑃) will be activated, and its corresponding transition 𝑃𝑃𝑃𝑃𝑏𝑏𝑃𝑃 
becomes enabled until the event f (failure event) will occurred. 
Thus, the interval times associated with the transitions enabled 
from place 𝑝𝑝6, will be combined in the form of associated system 
of inequalities to 𝑃𝑃𝑃𝑃𝑏𝑏𝑃𝑃 while the occurrence of the failure event 𝑓𝑓 of 
the transition 𝑃𝑃13 does not occur. When the event r is generated 
(meaning that the system is repaired), the observer place will be 
initialized to allow a next operating cycle. 

The 𝑝𝑝6 place is called the candidate place for the prognosis. 
Once this place is marked, the occurrence of the failure event can 
be predicted.  

 

Figure 8 link to model 2 presents the prognoser model where 
a state is composed by the marked states of the model and their 
corresponding mode the nominal states are represented by N, 
degraded by D and failed states by F, except for Pobs place that 
will be associated to Observer module noted O. The prognosis of 
the event occurrence date is possible from any state of the 
prognoser. {N 𝑝𝑝5} for example, represent a marking of the system 
and its corresponding operating mode, i.e. 𝑝𝑝5  indicates that the 
place 𝑝𝑝5 is marked and N indicates that the system is in nominal 
mode. The occurrence of event g in interval ]3,4] leads the 
prognoser model to {D𝑝𝑝6 ,O𝑝𝑝𝑃𝑃𝑏𝑏𝑃𝑃 } where 𝑝𝑝6  and 𝑝𝑝𝑃𝑃𝑏𝑏𝑃𝑃  are the 
marked places and D means that the system is in degraded mode 
and 𝑝𝑝𝑃𝑃𝑏𝑏𝑃𝑃 is marked. When the prognoser switches to a state with 
𝑝𝑝𝑃𝑃𝑏𝑏𝑃𝑃  place marked, the prognosis process is then activated. The 
prognosis process is achieved by the identification of all sequences 
ending with an F state. According to the prognoser's model and 
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from {D𝑝𝑝6,O𝑝𝑝𝑃𝑃𝑏𝑏𝑃𝑃} the event sequences ending in a failure event 
are: 𝑃𝑃(𝜎𝜎1) = ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑓𝑓  and 𝑃𝑃(𝜎𝜎2) = ℎ𝑗𝑗𝑖𝑖𝑖𝑖𝑓𝑓 .To simplify, we don't 
take into consideration ℎ𝑖𝑖𝑖𝑖𝑖𝑖 and ℎ𝑗𝑗𝑖𝑖𝑖𝑖 cycles. 

Then, the execution time of each sequence is calculated (time 
signature) by applying algorithm 2. The aim is to find all the 
minimum solution values of the system of inequalities. These 
values will constitute the minimum time after which the 
occurrence of the failure event is certain. 

Definition 11, which is an extension of definition 5, allows, 
from a TLPN, to recursively determine the parametric state and 
parametric sequence leading to a failure state, and thus generating 
the system of inequalities composed of the constraints obtained 
from the intervals associated with each enabled transition from a 
candidate place. But before presenting definition 11, let's first 
reconsider a set of enabled transitions from a 𝑚𝑚 marking. 

Let 𝑚𝑚 be a marking of a PN. We define 𝑉𝑉𝑚𝑚  the set of enabled 
transition from 𝑚𝑚 as follows: 𝑉𝑉𝑚𝑚 = {𝑃𝑃𝑖𝑖 ∈ T| 𝑚𝑚 ≥ Pre( • , 𝑃𝑃𝑖𝑖)},  

Definition 11: (parametric state and sequence of an TLPN) 
Let 𝑅𝑅_𝑇𝑇𝐿𝐿 =< 𝑃𝑃,𝑇𝑇,𝑃𝑃𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑚𝑚0, Σ,ℒ, 𝐼𝐼 >  a TLPN, 𝑚𝑚  a 
p_marking and h a t_marking containing the time associated with 
each transition enabled from 𝑚𝑚. 𝜎𝜎: = 𝑃𝑃1 … 𝑃𝑃𝑛𝑛 is a firing transition 
sequence in R_TL and 𝜎𝜎(𝑥𝑥): = 𝑥𝑥0𝑃𝑃1 … 𝑥𝑥𝑛𝑛−1𝑃𝑃𝑛𝑛𝑥𝑥𝑛𝑛  its feasible 
dated sequence. 𝑉𝑉𝑚𝑚𝜎𝜎  is the set of transitions enabled from the 𝑚𝑚𝜎𝜎 
marking (final marking) obtained by the firing of the transition 
sequence 𝜎𝜎.  
Then, the parametric sequence (𝜎𝜎(𝑥𝑥),𝐵𝐵𝜎𝜎) of σ and the parametric 
state (𝐸𝐸𝜎𝜎 ,𝐵𝐵𝜎𝜎) in R_TL are determined by the algorithm 1. 
 
Algorithm 1 Prognosis algorithm 
Begin 
* if σ = ε, i.e. 𝜎𝜎(𝑥𝑥) = 𝑥𝑥0 and s(𝑥𝑥) = 𝑥𝑥0 
Then 𝐸𝐸𝜎𝜎 = (𝑚𝑚𝜎𝜎 , ℎ𝜎𝜎) and 𝐵𝐵𝜎𝜎  are given by:  
1- 𝑚𝑚𝜎𝜎 ≔ 𝑚𝑚0,    
2- 𝑉𝑉𝑚𝑚𝜎𝜎 = 𝑉𝑉𝑚𝑚0 = {𝑃𝑃𝑖𝑖|𝑚𝑚0 ≥ Pre( • , 𝑃𝑃𝑖𝑖)} 

3- ℎ𝜎𝜎(𝑃𝑃) = ℎ0(𝑃𝑃) = �𝑥𝑥0  𝑖𝑖𝑓𝑓 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ≤ 𝑚𝑚0
$  𝑂𝑂𝑃𝑃ℎ𝑃𝑃𝑃𝑃𝑒𝑒𝑖𝑖𝑃𝑃𝑃𝑃

 

4- 𝐵𝐵𝜎𝜎 ≔ {0 ≤ ℎ𝜎𝜎(𝑃𝑃) ≤ max(t) | t ∈ T ∧ Pre(•, t)  ≤ 𝑚𝑚𝜎𝜎}  
Else 
repeat  
We assume that 𝐸𝐸𝜎𝜎  and 𝐵𝐵𝜎𝜎  are already defined for the transition 
sequence 𝜎𝜎: = 𝑃𝑃1 … 𝑃𝑃𝑛𝑛.  
then 𝜎𝜎(𝑥𝑥): = 𝑥𝑥0𝑃𝑃1 … 𝑥𝑥𝑛𝑛−1𝑃𝑃𝑛𝑛𝑥𝑥𝑛𝑛. its corresponding T.E.S is 
𝑃𝑃(𝑥𝑥) = 𝑥𝑥0𝑃𝑃1 … 𝑥𝑥𝑛𝑛−1𝑃𝑃𝑛𝑛𝑥𝑥𝑛𝑛 for 𝜎𝜎: = 𝑃𝑃1 … 𝑃𝑃𝑛𝑛𝑃𝑃𝑛𝑛+1 = γ𝑃𝑃𝑛𝑛+1, and   
ℒ(σ) = ℒ(γ).ℒ(𝑃𝑃𝑛𝑛+1) = s(γ). ℒ(𝑃𝑃𝑛𝑛+1)  
1. 𝑚𝑚𝜎𝜎 ≔ 𝑚𝑚𝛾𝛾 + Δ𝑃𝑃𝑛𝑛+1, with Δ𝑃𝑃𝑛𝑛+1 := Post(•,𝑃𝑃𝑛𝑛+1 ) - Pre(•, 𝑃𝑃𝑛𝑛+1 ) 
2. 𝑉𝑉𝑚𝑚𝜎𝜎 =  {𝑃𝑃| 𝑚𝑚𝜎𝜎 ≥ Pre( • , 𝑃𝑃)}                                    

3. ℎ𝜎𝜎(𝑃𝑃) =

⎩
⎨

⎧
$                                  if  𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ≰ 𝑚𝑚σ 

ℎ𝛾𝛾(𝑃𝑃) + 𝑥𝑥𝑛𝑛+1    if 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ≤ 𝑚𝑚σ ∧ 𝑃𝑃𝑃𝑃𝑃𝑃(•, 𝑃𝑃) ≤ 𝑚𝑚γ

                     ∧ 𝑃𝑃𝑃𝑃𝑃𝑃(tn+1)∩Pre(t) = ∅ ∧ t ≠ tn+1
𝑥𝑥𝑛𝑛+1                                                 Otherwise

               

4. 𝐵𝐵σ := 𝐵𝐵𝛾𝛾 ∪ {min(𝑃𝑃𝑛𝑛+1) ≤ ℎ𝛾𝛾(𝑃𝑃𝑛𝑛+1)} ∪ { 0 ≤ ℎ𝜎𝜎(t) ≤ max(t) | t ∈ 
T ∧ Pre(•, t) ≤ 𝑚𝑚σ } 
until (ℒ(𝑃𝑃𝑛𝑛+1) = ef) 
End 

Let the TLPN of Figure 7 and apply definition 11 

At the start σ : = ε ,  𝜎𝜎(𝑥𝑥) =  𝑥𝑥0; 
𝐸𝐸𝜎𝜎 = (𝑚𝑚𝜎𝜎 , ℎ𝜎𝜎) = (𝑚𝑚0, ℎ0) ;  
𝑚𝑚0 = (𝑝𝑝1)𝑇𝑇 ,  means that only 𝑝𝑝1 is marked with 1 token and 0 
token in the rest of the other places; 
𝑉𝑉𝑚𝑚0 = {𝑃𝑃1};   
ℒ(𝑃𝑃1) = a; 
ℎ0(𝑃𝑃) = (𝑥𝑥0, $, $, $, $, $, $, $, $, $, $, $, $, $, $, $, $)𝑇𝑇; 
𝐵𝐵0 = {0 ≤ 𝑥𝑥0 ≤ 2}. 

𝜎𝜎 =  𝑃𝑃1 ; 
𝑚𝑚1 = (𝑝𝑝2),   
𝑉𝑉𝑚𝑚1 = {𝑃𝑃2, 𝑃𝑃3}, means that only 𝑃𝑃2 and 𝑃𝑃3 are enabled from the 
marking 𝑚𝑚1;  
ℒ(𝑃𝑃2) = b,  ℒ(𝑃𝑃3) = c; 
ℎ1(𝑃𝑃) = ($, 𝑥𝑥1, 𝑥𝑥1, $, $, $, $, $, $, $, $, $, $, $, $, $, $)𝑇𝑇; 

𝐵𝐵1       = �0 ≤ 𝑥𝑥0 ≤ 2
0 ≤ 𝑥𝑥1 ≤ 3� 

 𝜎𝜎 =  𝑃𝑃1 𝑃𝑃3 ; 
𝑚𝑚2 = (𝑝𝑝3)𝑇𝑇;   𝑉𝑉𝑚𝑚2 = {𝑃𝑃4} ;  
ℒ(𝑃𝑃4) = d; 
ℎ2(𝑃𝑃) = ($, $, $, 𝑥𝑥2, $, $, $, $, $, $, $, $, $, $, $, $, $)𝑇𝑇; 

𝐵𝐵2 = �
0 ≤ 𝑥𝑥0 ≤ 2
0 ≤ 𝑥𝑥1 ≤ 3
0 ≤ 𝑥𝑥2 ≤ 6

� 

𝜎𝜎 =  𝑃𝑃1 𝑃𝑃3 𝑃𝑃4 ; 
 
𝑚𝑚3 = (𝑝𝑝5)𝑇𝑇;  𝑉𝑉𝑚𝑚3 = {𝑃𝑃5, 𝑃𝑃6} ;  
 
ℒ(𝑃𝑃5)  = ℒ(𝑃𝑃6) = g; 
ℎ3(𝑃𝑃) = ($, $, $, $, 𝑥𝑥3, 𝑥𝑥3, $, $, $, $, $, $, $, $)𝑇𝑇; 

𝐵𝐵3 = �

0 ≤ 𝑥𝑥0 ≤ 2
0 ≤ 𝑥𝑥1 ≤ 3
4 ≤ 𝑥𝑥2 ≤ 6
0 ≤ 𝑥𝑥3 ≤ 3

� 

𝜎𝜎 =  𝑃𝑃1 𝑃𝑃3 𝑃𝑃4  𝑃𝑃6; 
𝑚𝑚4 = (𝑝𝑝6𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜)𝑇𝑇 , 𝑉𝑉𝑚𝑚4 = {𝑃𝑃7, 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜} ;  
ℒ(𝑃𝑃7) = h; 
ℎ4(𝑃𝑃) = ($, $, $, $, $, $, 𝑥𝑥4, $, $, $, $, $, $, $, $, $, 𝑥𝑥4)𝑇𝑇; 

𝐵𝐵4 =

⎩
⎪
⎨

⎪
⎧

0 ≤ 𝑥𝑥0 ≤ 2
0 ≤ 𝑥𝑥1 ≤ 3
4 ≤ 𝑥𝑥2 ≤ 6
3 ≤ 𝑥𝑥3 ≤ 3
0 ≤ 𝑥𝑥4 ≤ 4⎭

⎪
⎬

⎪
⎫

 

 
𝜎𝜎 =  𝑃𝑃1 𝑃𝑃3 𝑃𝑃4 𝑃𝑃6 𝑃𝑃7; 
 
𝑚𝑚5 = (𝑝𝑝7𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜)𝑇𝑇 , 𝑉𝑉𝑚𝑚5 = {𝑃𝑃8, 𝑃𝑃9, 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜} ;  
 
ℒ(𝑃𝑃8) = i, ℒ(𝑃𝑃9) = j; 
 
ℎ5(𝑃𝑃) = ($, $, $, $, $, $, $, 𝑥𝑥5, 𝑥𝑥5, $, $, $, $, $, $, $, 𝑥𝑥4 + 𝑥𝑥5)𝑇𝑇; 
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𝐵𝐵5 =

⎩
⎪⎪
⎨

⎪⎪
⎧

0 ≤ 𝑥𝑥0 ≤ 2
0 ≤ 𝑥𝑥1 ≤ 3
4 ≤ 𝑥𝑥2 ≤ 6
3 ≤ 𝑥𝑥3 ≤ 3
3 ≤ 𝑥𝑥4 ≤ 4
0 ≤ 𝑥𝑥5 ≤ 3
𝑥𝑥4 + 𝑥𝑥5 ≤ 7⎭

⎪⎪
⎬

⎪⎪
⎫

 

𝜎𝜎 =  𝑃𝑃1 𝑃𝑃3 𝑃𝑃4 𝑃𝑃6 𝑃𝑃7 𝑃𝑃8; 
𝑚𝑚6 = (𝑝𝑝8 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜)𝑇𝑇 , 𝑉𝑉𝑚𝑚6 = {𝑃𝑃10, 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜} ;  
ℒ(𝑃𝑃10) = d; 
ℎ6(𝑃𝑃) = ($, $, $, $, $, $, $, $, $, 𝑥𝑥6, $, $, $, $, $, $, 𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6)𝑇𝑇; 

𝐵𝐵6 =

⎩
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎧

0 ≤ 𝑥𝑥0 ≤ 2
0 ≤ 𝑥𝑥1 ≤ 3
4 ≤ 𝑥𝑥2 ≤ 6
3 ≤ 𝑥𝑥3 ≤ 3
3 ≤ 𝑥𝑥4 ≤ 4
2 ≤ 𝑥𝑥5 ≤ 3
0 ≤ 𝑥𝑥6 ≤ 0
𝑥𝑥4 + 𝑥𝑥5 ≤ 7

𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6 ≤ 7⎭
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎫

 

𝜎𝜎 =  𝑃𝑃1 𝑃𝑃3 𝑃𝑃4 𝑃𝑃6 𝑃𝑃7 𝑃𝑃8 𝑃𝑃10; 
𝑚𝑚7 = (𝑝𝑝8 𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜)𝑇𝑇 , 𝑉𝑉𝑚𝑚7 = {𝑃𝑃11, 𝑃𝑃12, 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜} ;  
ℒ(𝑃𝑃11) = ℒ(𝑃𝑃12) =  k; 
ℎ7(𝑃𝑃) = ($, $, $, $, $, $, $, $, $, $, 𝑥𝑥7, 𝑥𝑥7, $, $, $, $, 𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6 +
                   𝑥𝑥7)𝑇𝑇; 

𝐵𝐵7 =

⎩
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎧

0 ≤ 𝑥𝑥0 ≤ 2
0 ≤ 𝑥𝑥1 ≤ 3
4 ≤ 𝑥𝑥2 ≤ 6
3 ≤ 𝑥𝑥3 ≤ 3
3 ≤ 𝑥𝑥4 ≤ 4
2 ≤ 𝑥𝑥5 ≤ 3
0 ≤ 𝑥𝑥6 ≤ 0
0 ≤ 𝑥𝑥7 ≤ 4 
𝑥𝑥4 + 𝑥𝑥5 ≤ 7

𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6 ≤ 7
𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6 + 𝑥𝑥7 ≤ 7⎭

⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎫

 

𝜎𝜎 =  𝑃𝑃1 𝑃𝑃3 𝑃𝑃4 𝑃𝑃6 𝑃𝑃7 𝑃𝑃8 𝑃𝑃10𝑃𝑃12 ; 
𝑚𝑚8 = (𝑝𝑝11𝑝𝑝𝑜𝑜𝑜𝑜𝑜𝑜)𝑇𝑇 , 𝑉𝑉𝑚𝑚8 = {𝑃𝑃13, 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜} ;  
ℒ(𝑃𝑃13) = 𝑓𝑓; 
ℎ8(𝑃𝑃) = ($, $, $, $, $, $, $, $, $, $, $, $, 𝑥𝑥8, $, $, $, 𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6 +
                   𝑥𝑥7 + 𝑥𝑥8)𝑇𝑇; 

𝐵𝐵8 =

⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧

0 ≤ 𝑥𝑥0 ≤ 2
0 ≤ 𝑥𝑥1 ≤ 3
4 ≤ 𝑥𝑥2 ≤ 6
3 ≤ 𝑥𝑥3 ≤ 3
3 ≤ 𝑥𝑥4 ≤ 4
2 ≤ 𝑥𝑥5 ≤ 3
0 ≤ 𝑥𝑥6 ≤ 0
4 ≤ 𝑥𝑥7 ≤ 4
0 ≤ 𝑥𝑥8 ≤ 0
𝑥𝑥4 + 𝑥𝑥5 ≤ 7

𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6 ≤ 7
𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6 + 𝑥𝑥7 ≤ 7

𝑥𝑥4 + 𝑥𝑥5 + 𝑥𝑥6 + 𝑥𝑥7 + 𝑥𝑥8 ≤ 7⎭
⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎫

 

We obtain the system of inequalities 𝐵𝐵8. It is necessary to find all 
the minimum solution values of this system of inequalities. See 
the solution in table 1:  
 

Table 1:The Inequation System Solution. 

To do this, we follow the next steps:  
1- Give real values that are solutions of the system of 

inequalities 𝐵𝐵8.  
2- Calculate the minimum integer values that always check the 

system of inequalities without changing the behavior of the 
system.  

We considered the smallest possible values for each 𝑥𝑥𝑖𝑖 .   

Thus, from the candidate place P6, we will reach the failure 
state (place P12) after at least 12-time units. We assume that only 
one cycle is executed in degraded mode. We can, of course predict 
the failure state from any nominal or degraded state. 

4. Conclusion 

In this paper, we have presented two contributions to 
determine the prognosis of a failure event in discrete event 
systems. The first one is about the exploitation of the technique of 
state and events sequence parametrization on a model of temporal 
labelled Petri nets. The interest is to reduce the state space of the 
model for an analysis of both the order and the date of occurrence 
of events. The second contribution is the proposal of an algorithm 
based on a system of inequations, to determine the occurrence date 
of a future failure event. The proposed algorithm makes it possible 
to determine, from a place belonging to all the candidate places, 
the minimum date necessary to reach a critical place from which 
the occurrence of the failure event is certain.  

Work in progress considers the system under partial observation, 
which makes it possible to address the problem of the system's 
prognosability.  

Works presented in this paper supposed that the used PN is 
safe, but in practice, the system is composed of several 
components, it would then be more interesting to consider a multi-
token model and assign a type of clock according to the nature of 
the token and then to predict the failure status for each component 
in the same model.  

It would also be very important to predict the failure event of 
a system while considering the aging state of the system. 
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 We proposed two robust confidence interval estimators, namely, the median interquartile 
range confidence interval (MDIQR) and the trimean interquartile range confidence interval 
(TRIQR) for the population mean (µ) as an alternative to the classical confidence interval. 
The proposed methods are based on the asymptotic normal theorem (ANT) for the sample 
median (MD) and the sample trimean (TR). We compare the performance of the proposed 
interval estimators with the classical estimators by using a simulation study through the 
following criteria: (i) average width (AW) and (ii) empirical coverage probability (CP). It 
is evident from simulation study is that the proposed robust interval estimator performs well 
under both criterion and when the observations are sampled from contaminated normal 
distribution. However, when the observations are sampled from non-normal distributions, 
the classical confidence interval performs the best in the shorter width sense, but the 
coverage probability tends to be smaller than the two proposed robust confidence interval 
estimators for all sample sizes. For illustration purposes, two real life data sets are 
analyzed, which supported the findings of the simulation study to some extent. 
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1. Introduction  

The classical methods in statistical inference, such as 
confidence intervals estimation, are widely used by researchers in 
many disciplines. In the usage of the confidence intervals, the 
assumptions such as normality and no presence of outliers must be 
satisfied. Unfortunately, these assumptions are rarely met when 
analyzing real data in many fields of research such as engineering, 
data science, medical, public health, biological etc. The confidence 
intervals provide better information that of point estimator about 
the population characteristic of interest. The performance of 
confidence intervals for the appearance of outliers and under non-
normal assumption have drawn much attention among the 
researchers. A variety of procedures are exist in the literature to 
construct the confidence interval (CI) for the population mean (μ), 
though the classical normal confidence interval is widely used. 
Nevertheless, the classical normal confidence interval requires 
normality assumption which most of the data do not follow in 

reality, particularly in presence of outliers. Thus, the robust 
estimators, which are less affected from non-normality assumption 
or outliers, are introduced in this paper in order to overcome such 
situations. 

 Student’s-t confidence interval for the population mean (µ) 
has been used for a long period of time.  It has an approximate      
(1- α) coverage probability (CP) under the condition of positively 
skewed distribution or there are some outliers in the data. 
However, this coverage probability may be improved by 
developing different confidence interval methods. The bootstrap 
confidence interval [1] is another method to construct the 
confidence intervals for the population mean which many 
researchers are suggested. The construction of this confidence 
interval has concerned about resampling technique which is 
complicated procedures and it has a good performance in 
theoretical coverage probability, but it tend to be erratic in actual 
practice depend on the distribution of the bootstrap estimator. 
Further, this method hard to implement in practices because it is 
not easy to compute without the statistical programming [2], while 

ASTESJ 

ISSN: 2415-6698 

*Moustafa Omar Ahmed Abu-Shawiesh, Department of Mathematics, The 
Hashemite University (HU), Jordan, E-Mail: mabushawiesh@hu.edu.jo 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 442-449 (2020) 

www.astesj.com   

https://dx.doi.org/10.25046/aj050355 

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj050355


J. Sinsomboonthong et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 442-449 (2020) 

www.astesj.com     443 

the two robust confidence intervals that are proposed in this paper 
are easy to implement in practices. The two robust confidence 
intervals for the population mean (μ) are proposed based on robust 
location and scale estimators in the case of non-normal 
distributions and contamination of outliers in the data set. We 
compare the performance of proposed robust methods with  that of 
the classical Student’s confidence interval using coverage 
probability and average width for non-normal distributions 
(symmetric and skewed ones) via a Monte-Carlo simulation study. 
For more on robust estimators, we refer  [3], Abu-Shawiesh [4, 5]  
among others. 

The organization for the remaining of this paper are the 
following: Section 2 is represented the proposed confidence 
intervals. A Monte-Carlo simulation study has been conducted in 
section 3.  Two real-life data are analyzed for the implementation 
of several methods in Section 4. Section 5 provides some 
concluding remarks. 

2. Proposed Interval Estimators 
2.1. The Classical Confidence Intervals for the Population Mean 

A random sample X1, X2, …, Xn  of size n is taken from the 
population that is normally distributed with mean (μ) and variance 
(σ2). Then, the (1 – α) 100% classical confidence interval (CI) for 
the population mean (μ), for known σ is defined by (1). 

                           𝐶𝐶. 𝐼𝐼.  =  𝑋𝑋�  ±   𝑍𝑍1−𝛼𝛼2
  𝜎𝜎
√𝑛𝑛

                              (1) 

where 𝑍𝑍1−(𝛼𝛼 2⁄ ) is the (1 − (𝛼𝛼 2⁄ ) )th percentile of the standard 
normal distribution. However, in real life, it is unlikely that the 
population standard deviation (σ) is known, and then an estimate 
of σ is needed. To do that, we can use the sample standard 
deviation (S) instead of the unknown population standard 
deviation (σ) and apply the normal distribution to construct the      
(1 – α) 100% classical confidence interval (CI) for the population 
mean (μ) which is given by (2). 

                           𝐶𝐶. 𝐼𝐼.  =  𝑋𝑋�  ±   𝑍𝑍1−𝛼𝛼2
  𝑆𝑆
√𝑛𝑛

                              (2) 

Since the classical confidence interval requires the normality 
assumption, it is unlikely that it will give good results when data 
are not normal. Therefore, we suggested two robust confidence 
interval estimators, namely, the median interquartile range 
confidence interval (MDIQR-CI) and the trimean interquartile 
range confidence interval (TRIQR-CI) and they are discussed as 
follows:  

2.2. The Robust Confidence Intervals  

We propose two robust modifications of the classical normal 
interval estimator for the population mean (μ) in the case of non-
normal distributions and presence of outliers. They are simple 
adjustments based on robust estimators for location and scale 
parameters. The proposed robust confidence intervals for the 
population mean (μ) are introduced in these subsections: 

2.2.1. The Median Interquartile Range Confidence Interval     

In this confidence interval (MDIQR-CI), we estimate the 
population mean (μ) by the sample median (MD) and the 
population standard deviation (σ) by   interquartile range (IQR). 
The standard error of the sample median (MD), that 

is𝑆𝑆.𝐸𝐸. (𝑀𝑀𝑀𝑀) =  𝜎𝜎𝑀𝑀𝑀𝑀 = 1.253𝜎𝜎 √𝑛𝑛⁄ , is used in the construction 
of this interval estimator. Thus, the (1 – α) 100% MDIQR-CI 
confidence interval for the population mean (μ) is given by (3). 

𝐶𝐶𝐼𝐼𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑀𝑀𝑀𝑀 ± 𝑍𝑍1− 𝛼𝛼2
 𝑆𝑆.𝐸𝐸. (𝑀𝑀𝑀𝑀) 

                                = 𝑀𝑀𝑀𝑀 ±  𝑍𝑍1− 𝛼𝛼2
 1.253 𝜎𝜎

√𝑛𝑛
 

                                = 𝑀𝑀𝑀𝑀 ±  𝑍𝑍1− 𝛼𝛼2
 1.253 𝑀𝑀𝑀𝑀𝑀𝑀

√𝑛𝑛
                       (3) 

where, the sample median (MD), is defined by (4) as follow: 

                        𝑀𝑀𝑀𝑀 = �
𝑋𝑋(𝑛𝑛+12 )

𝑋𝑋
�𝑛𝑛2�

+𝑋𝑋(𝑛𝑛2+1)

2

𝑖𝑖𝑖𝑖 𝑛𝑛 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑜𝑜
  𝑖𝑖𝑖𝑖 𝑛𝑛 𝑖𝑖𝑖𝑖 𝑒𝑒𝑒𝑒𝑒𝑒𝑛𝑛                (4) 

2.2.2. The Trimean Interquartile Range Confidence Interval  

In this confidence interval (TRIQR-CI), we estimate the 
population mean (μ) by the sample trimean (TR) and the 
population standard deviation (σ) by   interquartile range (IQR). 
The standard error of the sample trimean (TR), that is 
𝑆𝑆.𝐸𝐸. (𝑇𝑇𝑇𝑇) =  𝜎𝜎𝑇𝑇𝑀𝑀 = 1.097 𝜎𝜎 √𝑛𝑛⁄  , is used in the construction of 
this confidence interval. Then, the (1 – α) 100% TRIQR-CI 
confidence interval for the population mean (μ) is given by (5). 

𝐶𝐶𝐼𝐼𝑇𝑇𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑇𝑇𝑇𝑇 ± 𝑍𝑍1− 𝛼𝛼2
 𝑆𝑆.𝐸𝐸. (𝑇𝑇𝑇𝑇) 

  = 𝑇𝑇𝑇𝑇 ±  𝑍𝑍1− 𝛼𝛼2
 1.097 𝜎𝜎

√𝑛𝑛
 

                                = 𝑇𝑇𝑇𝑇 ±  𝑍𝑍1− 𝛼𝛼2
 1.097 𝑀𝑀𝑀𝑀𝑀𝑀

√𝑛𝑛
                       (5) 

where,  

              𝑇𝑇𝑇𝑇 = 1
2
�𝑄𝑄2 +  𝑀𝑀1 +𝑀𝑀3

2
� = 1

2
�𝑀𝑀𝑀𝑀 +  𝑀𝑀1 +𝑀𝑀3

2
�              (6) 

is the sample trimean and Q1, Q2 and Q3 are the first, second 
(sample median) and third quartiles, respectively [6].  

3. The Simulation Study 
A simulation study has been conducted to compare the 

performance of three interval estimators. The simulation method 
is one of techniques to implement for a theoretical performance 
comparison and the results of the study are usually very close to 
the ones of the exact case when using a large number of iterations. 
In order to make the comparisons among three confidence 
intervals, two performance criteria–the coverage probability (CP) 
and the average width (AW)–of the confidence intervals are 
considered. If the confidence interval that is compared among the 
three confidence intervals has a smaller width, it indicates this 
confidence interval is a better method for the same level of the 
coverage probability. For a higher coverage probability, the 
confidence interval indicates a better method when the widths are 
the same level.  We used SAS version 9.4 programming to 
conduct this simulation study. We consider the widely used 95% 
confidence intervals for this simulation.  We consider in equals to 
10, 20, 30, 40, 50 and 100 were generated 100,000 times for each 
situation. For each data set of the samples, the common 95% 
confidence intervals were constructed for the three methods. The 
coverage probability (CP) and the average width (AW) of the 
confidence intervals are found by using respectively: 
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       𝐶𝐶𝐶𝐶 = #(𝐿𝐿 ≤ 𝜃𝜃 ≤ 𝑈𝑈)
100,000

    and      𝐴𝐴𝐴𝐴 = ∑  (𝑈𝑈𝑖𝑖 − 𝐿𝐿𝑖𝑖)
100,000
𝑖𝑖=1

100,000
                    (7) 

To compare the performance of the interval estimators, the 
same types of distributions are used as in [7–9]; symmetric, 
skewed and contaminated normal ones. So, there are three cases 
for the simulated observations as follows: 

Case (a): Skewed Distributions 
In the skewed distribution cases, we will simulate 

observations from the gamma distribution, given by (8): 

      𝑖𝑖(𝑥𝑥;  𝛼𝛼,𝛽𝛽) = �
𝛽𝛽𝛼𝛼

Г(𝛼𝛼)
 𝑥𝑥𝛼𝛼−1 𝑒𝑒−𝛽𝛽𝛽𝛽 , 𝑥𝑥 > 0  ;  𝛼𝛼,𝛽𝛽 > 0

0 , 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑒𝑒
           (8) 

where α and β are   the shape and scale parameters respectively. 
The mean of the distribution is given by 𝜇𝜇 = 𝛼𝛼 𝛽𝛽⁄  and the 
variance of the distribution is given by  𝜎𝜎2 = 𝛼𝛼 𝛽𝛽2⁄ . Without loss 
of generality, β is set to unity and if α increases then the gamma 
distribution will approach to the normal distribution. For this 
simulation study, we consider, α = 1, 2, 4, 8 and β =1. 

Case (b): Symmetric Distributions 
In the symmetric distribution cases, we will simulate 

observations from the student t-distribution, 𝑜𝑜(𝑘𝑘), where k is the 
numbers of degrees of freedom with probability density function 
(𝑝𝑝𝑜𝑜𝑖𝑖) given by (9): 

     𝑖𝑖(𝑥𝑥;  𝑘𝑘) = Г((𝑘𝑘+1) 2⁄ )
√𝑘𝑘𝑘𝑘 Г(𝑘𝑘 2⁄ )

 1

�(𝛽𝛽2 𝑘𝑘⁄ ) + 1�
(𝑘𝑘 + 1)  2⁄  , − ∞ < 𝑥𝑥 <  ∞      (9) 

where mean of the distribution is zero and the variance,   𝜎𝜎2 =
𝑘𝑘 (𝑘𝑘 − 1)⁄ . The t-distribution is one type of a symmetrical 
distribution and bell shaped around 0, but it has heavier tails than 
the normal distribution. Additionally, as the number of the 
degrees of freedom (k) increase, the t-distribution will approach 
to the normal distribution. For the simulation purposes, we will 
consider 𝑘𝑘 = 4, 10, 30, 50. 

Case (c): Contaminated Normal Distribution 
In this case, we will simulate observations from mixture 

distribution that is called the contaminated normal distribution 
(CND) where artificial outliers are introduced in the data to assess 
the sensitivity of the three different interval estimators to the 
presence of outliers. The contaminated normal probability density 
function is given by (10):  

𝑖𝑖(𝑥𝑥;  𝜇𝜇,𝜎𝜎) = (1 − 𝛿𝛿) 𝑁𝑁(𝜇𝜇,𝜎𝜎2) +  𝛿𝛿 𝑁𝑁(𝜇𝜇, λ𝜎𝜎2)                (10)  

where  𝑋𝑋~𝑁𝑁(𝜇𝜇,𝜎𝜎2) denote the normal PDF, (1 - 𝛿𝛿) and 𝛿𝛿 be the 
mixing probabilities, and the standard deviation of the wider 
component is defined as λ > 1. The main distribution of a data set 
is generated from the normal distribution 𝑁𝑁(𝜇𝜇,𝜎𝜎2) and slightly 
contaminated by a wider distribution. This paper determines 𝛿𝛿 = 
0.1, 0.2 and 0.3 which represents 10%, 20% and 30% 
"contamination" respectively, and assigns λ = 52, 102  as the scale 
multipliers. In this section, we consider an uncontaminated 
standard normal distribution, 𝑁𝑁(0, 1). The following six cases 
are constructed the PDF of the contaminated normal distribution 
(CND) as the linear combination of 𝑁𝑁(0, 1)  and 𝑁𝑁(0, 52) 
densities as shown in (11) to (13), and the PDF of a contaminated 
normal distribution is the linear combination of  𝑁𝑁(0, 1)  and  
𝑁𝑁(0, 102) densities as shown in (14) to (16): 

Case 1: A situation that comprises of 90% of simulated 
observations are sampled from 𝑁𝑁(0, 1) distribution and 10% from 
a normal distribution with mean  𝜇𝜇 = 0 and variance  𝜎𝜎2 = 52 , 
𝑁𝑁(0, 52) , is generated. This will give approximately 10% 
artificial outliers.   

              𝐶𝐶𝑁𝑁(0, 52)_10 = 0.9 𝑁𝑁(0,1) + 0.1 𝑁𝑁(0, 52)               (11) 
Case 2: A situation that consists of 80% of simulated 

observations are sampled from the standard normal 
distribution, 𝑁𝑁(0, 1), and 20% from a normal distribution with 
mean 𝜇𝜇 = 0 and variance  𝜎𝜎2 = 52, 𝑁𝑁(0, 52), is generated. This 
will give approximately 20% artificial outliers.   

              𝐶𝐶𝑁𝑁(0, 52)_20 = 0.8 𝑁𝑁(0,1) + 0.2 𝑁𝑁(0, 52)              (12) 
Case 3: A situation that consists of 70% of simulated 

observations are sampled from the standard normal 
distribution, 𝑁𝑁(0, 1), and 30% from a normal distribution with 
mean 𝜇𝜇 = 0 and variance  𝜎𝜎2 = 52, 𝑁𝑁(0, 52), is generated. This 
will give approximately 30% artificial outliers.     

             𝐶𝐶𝑁𝑁(0, 52)_30 = 0.7 𝑁𝑁(0,1) + 0.3 𝑁𝑁(0, 52)               (13) 
Case 4: A situation that consists of 90% of simulated 

observations are sampled from the 𝑁𝑁(0, 1) distribution and 10% 
from a normal distribution with mean 𝜇𝜇 = 0 and variance  𝜎𝜎2 =
102, 𝑁𝑁(0, 102), is generated. This will give approximately 10% 
artificial outliers. 

              𝐶𝐶𝑁𝑁(0, 102)_10 = 0.9 𝑁𝑁(0,1) + 0.1 𝑁𝑁(0, 102)         (14) 
Case 5: A situation that consists of 80% of simulated 

observations are sampled from 𝑁𝑁(0, 1) distribution and 20% from 
a normal distribution with mean 𝜇𝜇 = 0 and variance  𝜎𝜎2 = 102, 
𝑁𝑁(0, 102) , is generated. This will give approximately 20% 
artificial outliers. 
             𝐶𝐶𝑁𝑁(0, 102)_20 = 0.8 𝑁𝑁(0,1) + 0.2 𝑁𝑁(0, 102)          (15) 

Case 6: A situation that consists of 70% of simulated 
observations are sampled from 𝑁𝑁(0, 1) distribution and 30% from 
a normal distribution with mean 𝜇𝜇 = 0 and variance  𝜎𝜎2 = 102, 
𝑁𝑁(0, 102) , is generated. This will give approximately 30% 
artificial outliers.     

               𝐶𝐶𝑁𝑁(0, 102)_30 = 0.7 𝑁𝑁(0,1) + 0.3 𝑁𝑁(0, 102)        (16) 
The simulation study results for all considered cases are 

presented in Table 1 to Table 4 and Figure 1 to Figure 4. The 
results in Table 1 and Figure 1 show the performances of skewed 
distribution cases that the observations are generated from gamma 
distribution with 𝛼𝛼 equals 1, 2, 4, 8 and 𝛽𝛽 equals 1. It is found that 
the coverage probabilities of the three confidence intervals tend to 
be lower than the nominal level (0.95) when the shape parameter 
equals 1, 2 and 4 for almost all sample sizes. When a shape 
parameter equals 8, the coverage probabilities of MDIQR and 
TRIQR confidence intervals are greater than the nominal level 
(0.95) for most of the sample sizes, whereas this of the classical 
confidence interval tends to be lower than the nominal level for 
all sample sizes. For all the shape and scale parameters of the 
gamma distribution, it is found that the classical interval estimator 
has the smallest average width of the confidence interval among 
the comparative confidence intervals for all sample sizes. 

The simulated results in Table 2 and Figure 2 show the 
performances of symmetric distribution cases that the 
observations are generated from the Student’s t-distribution with 
DF   equals  4,  10,  30,  50.  It   is  observed   that  the   coverage  
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Table 1: Coverage probability (CP) and average width (AW) of the 95% CIs 
for gamma distributed data 

PDF n 

Confidence Interval Methods 

Classical CI MDIQR-CI TRIQR-CI 

CP AW CP AW CP AW 

𝐺𝐺(1, 1) 

10 0.8695 1.15 0.8485 1.70 0.8360 1.49 
20 0.9045 0.84 0.8251 1.21 0.8290 1.06 
30 0.9182 0.69 0.7697 0.98 0.7889 0.86 
40 0.9239 0.61 0.7162 0.85 0.7559 0.75 
50 0.9300 0.54 0.6558 0.76 0.7123 0.67 

100 0.9390 0.39 0.3796 0.54 0.5064 0.47 

𝐺𝐺(2, 1) 

10 0.8937 1.66 0.9125 2.64 0.8977 2.31 
20 0.9181 1.20 0.9143 1.89 0.9079 1.66 
30 0.9280 0.99 0.8943 1.54 0.8929 1.35 
40 0.9325 0.86 0.8752 1.34 0.8824 1.17 
50 0.9348 0.77 0.8521 1.20 0.8649 1.05 

100 0.9428 0.55 0.7152 0.85 0.7727 0.74 

𝐺𝐺(4, 1) 

10 0.9034 2.38 0.9409 3.91 0.9272 3.42 
20 0.9269 1.72 0.9520 2.80 0.9448 2.45 
30 0.9332 1.41 0.9453 2.29 0.9400 2.01 
40 0.9369 1.23 0.9394 1.99 0.9387 1.74 
50 0.9393 1.10 0.9306 1.78 0.9330 1.56 

100 0.9440 0.78 0.8789 1.26 0.8981 1.10 

𝐺𝐺(8, 1) 

10 0.9104 3.38 0.9526 5.65 0.9401 4.94 
20 0.9311 2.44 0.9685 4.06 0.9613 3.55 
30 0.9366 2.00 0.9671 3.32 0.9618 2.90 
40 0.9400 1.74 0.9659 2.88 0.9631 2.52 
50 0.9409 1.56 0.9624 2.58 0.9606 2.26 

100 0.9455 1.10 0.9453 1.83 0.9510 1.60 

Table 2: Coverage probability (CP) and average width (AW) of the 95% CIs for 
t-distributed data 

PDF n 

Confidence Interval Methods 

Classical CI MDIQR-CI TRIQR-CI 

CP AW CP AW CP AW 

𝑜𝑜(4) 

10 0.9259 1.63 0.9712 2.33 0.9602 2.04 
20 0.9399 1.18 0.9856 1.65 0.9792 1.44 
30 0.9433 0.98 0.9878 1.33 0.9815 1.17 
40 0.9453 0.85 0.9901 1.16 0.9856 1.01 
50 0.9474 0.77 0.9904 1.03 0.9862 0.90 

100 0.9474 0.55 0.9921 0.73 0.9886 0.64 

𝑜𝑜(10) 

10 0.9207 1.34 0.9676 2.15 0.9562 1.88 
20 0.9369 0.96 0.9835 1.53 0.9779 1.34 
30 0.9418 0.79 0.9859 1.25 0.9809 1.09 
40 0.9431 0.69 0.9885 1.08 0.9848 0.95 
50 0.9447 0.62 0.9892 0.97 0.9862 0.85 

100 0.9476 0.44 0.9912 0.69 0.9895 0.60 

𝑜𝑜(30) 

10 0.9182 1.25 0.9665 2.08 0.9555 1.82 
20 0.9372 0.89 0.9838 1.49 0.9786 1.30 
30 0.9413 0.73 0.9860 1.22 0.9820 1.06 
40 0.9436 0.64 0.9880 1.06 0.9855 0.92 
50 0.9452 0.57 0.9888 0.94 0.9861 0.83 

100 0.9469 0.40 0.9902 0.67 0.9888 0.59 
𝑜𝑜(50) 10 0.9176 1.23 0.9663 2.06 0.9547 1.80 

20 0.9362 0.88 0.9832 1.48 0.9778 1.30 
30 0.9404 0.72 0.9851 1.21 0.9809 1.06 
40 0.9432 0.63 0.9878 1.05 0.9850 0.92 
50 0.9442 0.56 0.9887 0.94 0.9861 0.82 

100 0.9476 0.40 0.9905 0.67 0.9893 0.58 
 

 

Figure 1: Coverage probabilities and average widths of the three confidence 
intervals for gamma distributed data 

probabilities of the MDIQR and TRIQR interval estimators tend 
to be greater than 0.95, whereas this of the classical confidence 
interval tends to be lower than 0.95 for all sample sizes and all the 
numbers of DFs for the t-distribution. When considering the 
average width of interval estimators, it is found that the classical 
confidence interval has the smallest value among the comparative   
interval estimators for all sample sizes and DFs. 

The simulated results in Table 3 and Figure 3 demonstrate the 
performances of contaminated normal distribution cases that the 
observations are generated from the linear combination of  
𝑁𝑁(0, 1)  and  𝑁𝑁(0, 52)  densities with 90%, 80% and 70% of 
observations are sampled from the N(0, 1) distribution and 
respectively of 10%, 20% and 30% are sampled from a N(0, 25) 
distribution. The simulation study shown that the coverage 
probabilities of the MDIQR and TRIQR interval estimators tend 
to be greater than 0.95, whereas this of the interval estimators is 
about 0.95 for all sample sizes and all percentages of the artificial 
outliers. For the case of linear combination of  𝑁𝑁(0, 1)  and  
𝑁𝑁(0, 52)  densities, the TRIQR confidence interval has the 
smallest average width among the comparative interval estimators 
for all sample sizes and all percentages of the artificial outliers. 
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That is, the 95% TRIQR interval estimator tends to have the best 
performance for both criteria–coverage probability and average 
width of the confidence interval–in this case. 

 
Figure 2: Coverage probabilities and average widths of the three confidence 

intervals for t-distributed data 
Table 3: Coverage probability (CP) and average width (AW) of the 95% CIs for 
contaminated normal distributed data as the linear combination of N(0, 1) and N(0, 
52) densities 

CND N 

Confidence Interval Methods 

Classical CI MDIQR-CI TRIQR-CI 

CP AW CP AW CP AW 

𝐶𝐶𝑁𝑁(0, 52) 
_10 

10 0.9443 2.06 0.9682 2.27 0.9566 1.98 
20 0.9547 1.52 0.9845 1.62 0.9784 1.42 
30 0.9523 1.27 0.9859 1.33 0.9812 1.16 
40 0.9528 1.11 0.9888 1.15 0.9854 1.01 
50 0.9512 1.00 0.9891 1.03 0.9855 0.90 

100 0.9494 0.71 0.9912 0.73 0.9894 0.64 

𝐶𝐶𝑁𝑁(0, 52) 
_20 

10 0.9509 2.75 0.9725 2.57 0.9610 2.25 
20 0.9495 2.02 0.9869 1.83 0.9806 1.60 
30 0.9484 1.67 0.9880 1.49 0.9821 1.30 
40 0.9478 1.46 0.9903 1.29 0.9856 1.13 
50 0.9483 1.31 0.9905 1.15 0.9857 1.01 

100 0.9479 0.93 0.9925 0.81 0.9892 0.71 

𝐶𝐶𝑁𝑁(0, 52) 
_30 

10 0.9435 3.32 0.9780 3.11 0.9685 2.73 
20 0.9433 2.42 0.9896 2.12 0.9833 1.86 
30 0.9436 2.00 0.9907 1.70 0.9840 1.49 
40 0.9443 1.74 0.9920 1.47 0.9861 1.29 
50 0.9464 1.57 0.9927 1.31 0.9865 1.15 

100 0.9482 1.11 0.9938 0.92 0.9886 0 
81 

 

 
Figure 3: Coverage probabilities and average widths of the three confidence 
intervals for contaminated normal distributed data as the linear combination      

of N(0, 1) and N(0, 52) densities 

The simulated results in Table 4 and Figure 4 show the 
performances of contaminated normal distribution cases that the 
observations are generated from the linear combination of  
𝑁𝑁(0, 1)  and  𝑁𝑁(0, 102)  densities with 90%, 80% and 70% of 
observations are sampled from the N(0,1) distribution and 
respectively of 10%, 20% and 30% are sampled from a N(0, 100) 
distribution. In this case, the TRIQR confidence interval performs 
the best efficiency among the three interval estimators for all 
sample sizes and all percentages of the artificial outliers because 
the coverage probability of this interval estimator is greater than 
0.95 and it has the smallest average width of interval estimator. In 
addition, the efficiency of MDIQR confidence interval is similar 
to this of TRIQR interval estimator. In this case, it is found that 
the classical interval estimators is not robust to outliers–that is, it 
has the highest average width of interval estimator and the 
coverage probability of it is smaller than the two proposed robust 
methods for almost all sample size, especially for a large 
percentage of outliers. 

Table 4: Coverage probability (CP) and average width (AW) of the 95% CIs for 
contaminated normal distributed data as the linear combination of N(0, 1) and N(0, 
102) densities 

CND n 

Confidence Interval Methods 

Classical CI MDIQR-CI TMIQR-CI 

CP AW CP AW CP AW 

𝐶𝐶𝑁𝑁(0, 102) 
_10 

10 0.9665 3.46 0.9693 2.30 0.9576 2.02 
20 0.9766 2.63 0.9850 1.65 0.9786 1.44 
30 0.9704 2.21 0.9865 1.35 0.9814 1.18 
40 0.9650 1.95 0.9891 1.17 0.9854 1.02 
50 0.9604 1.76 0.9894 1.04 0.9856 0.91 

100 0.9520 1.27 0.9915 0.74 0.9894 0.65 

𝐶𝐶𝑁𝑁(0, 102) 
_20 

10 0.9775 5.08 0.9746 2.68 0.9629 2.34 
20 0.9609 3.78 0.9885 1.90 0.9818 1.67 
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30 0.9524 3.14 0.9890 1.54 0.9828 1.35 
40 0.9497 2.75 0.9913 1.33 0.9858 1.17 
50 0.9498 2.47 0.9911 1.19 0.9859 1.04 

100 0.9493 1.77 0.9931 0.84 0.9891 0.74 

𝐶𝐶𝑁𝑁(0, 102) 
_30 

10 0.9633 6.36 0.9832 3.85 0.9752 3.37 
20 0.9457 4.66 0.9930 2.39 0.9876 2.09 
30 0.9452 3.86 0.9927 1.84 0.9860 1.61 
40 0.9454 3.36 0.9942 1.58 0.9876 1.39 
50 0.9471 3.02 0.9941 1.40 0.9873 1.23 

100 0.9486 2.15 0.9951 0.98 0.9886 0.86 
 

 
Figure 4: Coverage probabilities and average widths of the three confidence 
intervals for contaminated normal distributed data as the linear combination      of 
N(0, 1) and N(0, 102) densities 

Table 5: Melting points of beeswax data 

No. X No. X No. X No. X 
1 63.78 16 63.92 31 64.42 46 64.12 
2 63.83 17 63.86 32 63.50 47 63.03 
3 63.88 18 63.13 33 63.84 48 63.66 
4 63.78 19 63.08 34 64.21 49 63.34 
5 63.50 20 63.30 35 64.40 50 63.34 
6 63.41 21 63.51 36 62.85 51 63.56 
7 63.45 22 63.56 37 63.27 52 63.92 
8 63.63 23 63.93 38 63.36 53 63.68 
9 63.36 24 63.69 39 64.27 54 63.60 

10 63.92 25 63.40 40 64.24 55 63.50 
11 63.30 26 63.83 41 63.61 56 63.92 
12 63.60 27 63.51 42 63.31 57 63.39 
13 63.58 28 63.43 43 63.10 58 63.53 
14 63.27 29 63.43 44 63.86 59 63.13 
15 63.36 30 63.05 45 63.50   

4. Application with Real Data 

 We consider two real-life examples from normal and non-
normal distributions to illustrate the findings of the paper in this 
section. 

4.1. Example 1: Melting Points of Beeswax Data 

The data of this example is considered from [10] (cited in [11]), 
p.378) and introduced by [12].   Table 5 provides data representing 
the melting points (oC) of beeswax obtained from 59 sources.   

The statistical summary of the melting points (oC) of beeswax 
data was calculated and given below in Table 6. 

Table 6: Statistical summary for the melting points (oC) of beeswax data 

Statistics Abbreviations Values 

Sample Mean X  63.589 

Sample Median MD 63.530 

Sample Trimean TR 63.564 

Sample Standard Deviation S 0.347 

Inter-Quartile Range IQR 0.475 

 
According to [12], it is known that the population mean of the 

melting point of beeswax (𝜇𝜇) is about 63.580 oC. The histogram, 
density plot, Boxplot and normal Q-Q plot are displayed in Figure 
5. As can be observed, a goodness-of-fit test for normality 
assumption by using the Kolmogorov-Smirnov (K-S) statistical 
test provides a p-value is greater than α = 0.05 (KS = 0.086, p-
value > 0.150), we conclude that the data are met a normal 
distribution assumption. The plots in Figure 5 are consistent with 
the above conclusion. 

 
Figure 5: Plots for the melting points (oC) of beeswax data 

The 95% interval estimator of µ and the corresponding widths 
for the proposed intervals are given below in Table 7. 

Table 7: The 95% CIs for the population mean (𝜇𝜇) of the melting points (oC) of 
beeswax data 

Methods Confidence Interval Limits  Widths 
Lower Limit Upper Limit 

Classical 63.500 63.678 0.178 
MDIQR 63.378 63.682 0.304 
TRIQR 63.431 63.697 0.266 
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It is observed from Table 7 that all the interval estimators 
include the true population mean (𝜇𝜇 = 63.580). The classical 
interval estimator has the shortest interval width followed by 
CITRIQR and CIMDIQR, so both the classical and proposed interval 
estimators did well. Hence, these results are consistent with the 
simulation study. 

4.2. Example 2: Urinary Tract Infections (𝑈𝑈𝑇𝑇𝐼𝐼) Data  

The data of this example represent the duration of male patient 
urinary tract infections (𝑈𝑈𝑇𝑇𝐼𝐼𝑖𝑖) in days and presented in Table 8. 
It was considered by various researchers, among them, [13–15] 
are notable. The summary statistics of the urinary tract infections 
(𝑈𝑈𝑇𝑇𝐼𝐼𝑖𝑖) data are displayed in Table 9. The histogram, density plot, 
Box-plot and normal Q-Q plot are given in Figure 6. As it can be 
observed, the Kolmogorov-Smirnov (K-S) statistical test provides 
a p-value less than α = 0.01 (KS = 0.212, p-value < 0.010), which 
indicates that the data do not follow normal distribution. The plots 
in Figure 6 supported the above conclusion. It is noted from   
Santiago and Smith (2013) that the data are well fitted to an 
exponential distribution with a mean time of µ = 0.2100 days. 

Table 8: Urinary tract infection (UTI) data 

No. X No. X No. X 

1 0.57014 19 0.12014 37 0.27083 

2 0.07431 20 0.11458 38 0.04514 

3 0.15278 21 0.00347 39 0.13542 

4 0.14583 22 0.12014 40 0.08681 

5 0.13889 23 0.04861 41 0.40347 

6 0.14931 24 0.02778 42 0.12639 

7 0.03333 25 0.32639 43 0.18403 

8 0.08681 26 0.64931 44 0.70833 

9 0.33681 27 0.14931 45 0.15625 

10 0.03819 28 0.01389 46 0.24653 

11 0.24653 29 0.03819 47 0.04514 

12 0.29514 30 0.46806 48 0.01736 

13 0.11944 31 0.22222 49 1.08889 

14 0.05208 32 0.29514 50 0.05208 

15 0.12500 33 0.53472 51 0.02778 

16 0.25000 34 0.15139 52 0.03472 

17 0.40069 35 0.52569 53 0.23611 

18 0.02500 36 0.07986 54 0.35972 

 
Table 9: Statistical summary for the urinary tract infections (𝑈𝑈𝑇𝑇𝐼𝐼𝑖𝑖) data 

Statistics Abbreviations Values 

Sample Mean X  0.2103 

Sample Median MD 0.1424 

Sample Trimean TR 0.1580 

Sample Standard Deviation S 0.2119 

Inter-Quartile Range IQR 0.2431 

 
Figure 6: Plots for the urinary tract infections (𝑈𝑈𝑇𝑇𝐼𝐼𝑖𝑖) data  

The 95% interval estimator of µ and the corresponding widths 
for all proposed interval estimators are given below in Table 10. 

Table 10: The 95% CIs for the population mean (𝜇𝜇) of the urinary tract infections 
(𝑈𝑈𝑇𝑇𝐼𝐼𝑖𝑖) data 

 
Methods 

Confidence Interval Limits  
Widths 

Lower Limit Upper Limit 
Classical 0.1538 0.2668 0.1130 
MDIQR 0.0612 0.2236 0.1624 
TRIQR 0.0869 0.2291 0.1422 

 

 
It is observed from Table 10 that all interval estimator capture 

the true population mean (𝜇𝜇 = 0.2100). The classical interval 
estimator has the shortest width followed by CITRIQR and CIMDIQR, 
so both the classical and proposed interval estimators performed 
well. These results are consistent with the simulation study. 

5. Some Concluding Remarks 

For estimation of the population mean (μ), two robust interval 
estimators, namely, the median interquartile range (MDIQR-CI) 
and the trimean interquartile range (TRIQR-CI) are proposed in 
this paper. The simulation study evident that both criteria–
coverage probability (CP) and average width (AW)–of the 
proposed robust interval estimators tend to have a good 
performance when observations are sampled from the 
contaminated normal distribution, especially for the high 
percentage of outliers and the main distribution is contaminated 
with the wider distribution. However, when observations are 
sampled from non-normal distributions, gamma and t-
distributions, the classical confidence interval tends to have the 
best performance for the average width criterion, whereas the 
coverage probability of this tends to be smaller than those of the 
proposed robust interval estimators. Two data sets are analyzed to 
illustrate the performance of the interval estimators, which 
supported the simulation study. Finally, the proposed robust 
interval estimators are easy to compute, not computer intensive 
and promising, so that they can be recommended for the 
practitioners when these compare with the bootstrap confidence 
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interval that suggested by [1]. As mention in the introduction 
section that bootstrap confidence interval complicates to 
implement in practices because it is not easy to compute without 
the statistical programming [2]. 
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 With a model predictive control approach and to set the motion trajectory for an 

autonomous vehicle in situations where emergency braking cannot be performed, in this 

paper, we propose a solution to apply the law on road traffic into a set of constraints and 

thereby build  an objective function to create motion trajectory for autonomous vehicle. The 

newly created trajectory is created to improve performance and enhance the ability to avoid 

obstacle but ensure an optimal global trajectory. The performance of this solution is 

assessed through simulation with different scenarios, from which there are applied 

research orientations on the problem of autonomous vehicle in practice. 
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1. Introduction 

In recent years, many researches on autonomous vehicle 
problems have been carried out based on basic components such 
as navigation systems, environmental perception, planning and 
control [1,2,3]. In these components, motion planning is an 
important function to determine motion process of the vehicle. It 
provides the coming target of the vehicle by using the information 
received from the environment and navigation system. Therefore, 
the planning components must consider not only the vehicle 
elements but also the legal, ethical, and environmental changes 
through perception data received in the system to ensure reliability 
and safety when participating in traffic. 

One of the challenges and tasks that researchers are interested 
in the field of autonomous vehicles is to create the optimal motion 
trajectory. It includes certain criteria such as creating smooth 
movement, creating comfort and achieving good energy efficiency, 
and must meet the restrictions arising during the operation of the 
vehicle such as the provision about the road traffic law. 

The problem of determining the optimal path in complex 
environmental conditions has been studied with different 
approaches [4] such as potential field technology, searching 
techniques on graphs, or model-based techniques [5], in which the 

approach of interest in research is model-based. These methods are 
widely used for structured road and optimal trajectory that will be 
determined from a set of candidate trajectories. However, one 
difficulty faced by model-based motion planning solutions is how 
to effectively sample candidates in trajectory space. Since the 
model-based methods basically reach the lower end of the final 
target trajectory with optimal techniques, they require a sufficient 
amount of resources to obtain a large number of candidates to find 
the global optimal trajectory. Therefore, the optimal of model 
sample trajectories does not allow real-time application. 

In order to solve the above-mentioned difficulties, in recent 
years, the planning methods of continuous air-space planning with 
the method based on optimal control and model predictive control 
(MPC) [6,7] has attracted research interest. The MPC approach 
usually uses nonlinear optimization technique, which will solve the 
problem with an iterative process for optimal control of the 
predictive horizon and that is the advantage of this method. From 
which the system built is capable of handling constraints imposed 
to ensure safety and facilitate movement planning in complex 
environmental conditions. This method can meet the requirements 
implementing real time. 

In this paper, we propose a solution to set the motion trajectory 
for autonomous vehicle for a given period of time with constraints 
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built from the rules of road traffic law. The goal is to improve not 
only the calculation efficiency but also the uncertainty in the 
perceptual data of the proposed environment and vehicle system. 
The experimental simulation process in obstacle avoidance 
situations, overtaking other vehicles and decision to change lanes, 
etc. is carried out in a short distance, so that the problem is solved 
focusing on a prediction interval, a single MPC phase. 

In the next section, we will introduce the set of constraints and 
the basic principles of the constraint clause, which are built from 
the provisions of road traffic law when participating of 
autonomous vehicle. Finally, we present the empirical part with 
the simulation process and conclude with some suggestions for 
further research directions for the problem of autonomous vehicle. 

2. Building solutions for establishing motion trajectory 

In the process of developing solutions to set the motion 
trajectory for autonomous vehicle, the factors need to be calculated 
and considered such as the dynamic system, the set of constraints 
in the operation of the vehicle, limitations on the operating 
environment such as the structure of the road system, the 
regulations of the law, the obstacles on the road ... The aim of the 
problem is to find a trajectory that is safe and feasible.  

In this paper, we propose an approach to use model predictive 
control (MPC) to perform the motion trajectory planning, in which 
the expected trajectory is updated in subsequent stages of the 
model and build the cost function with logical constraints for the 
problem of generating the optimal motion trajectory.  

However, in this paper, we only solve this motion planning 
problem in the case the autonomous vehicle is moving on a straight 
path and has a lane mark for overtaking. At the same time, the 
process of determining the trajectory is carried out in a predictive 
range of a predictive control phase, from which we can model 
roads, vehicles and other objects in the Cartesian coordinate 
system (𝑥, 𝑦) overall, where the x-axis is the vertical direction and 
the y-axis is the horizontal direction of the road. Each vehicle and 

other objects are described by their position (𝑆𝑥 , 𝑆𝑦) within the 

boundary of the lane. The system state representations include the 
orientation angle 𝜃𝑟, the distance from the boundary to the vehicle 
𝑑𝑟, the reference arc length 𝑆𝑟  and 𝐾𝑟(𝑆𝑟) are parameters of the 
arc curvature of the reference curve. 

 

Figure 1. Vehicle model and reference curve 

To facilitate the performance, in this paper we show the 
structure of the road as a system of roads defined by adjacent lanes 
of arbitrary shape and curvature. We assume and consider the 
i (𝑙𝑎𝑛𝑒𝑖) to be a path defined by the left boundary (𝐵𝐿𝑖

) and the 

right boundary (𝐵𝑅𝑖
). Each such path is defined as a polyline and 

is a combination of all lanes at a given time interval (𝑙𝑎𝑛𝑒(𝑠) =
 ⋃ 𝑙𝑎𝑛𝑒𝑖𝑖 ). 

 

Figure 2. Road system model 

The main idea when building a motion trajectory solution is to 
use a model predictive control (MPC) method, in which the set of 
constraints is constructed as logical propositions, including 
constraints on legal and ethical issues of traffic behavior. Based on 
the provisions of Vietnam traffic law, we perform logical clauses 
to introduce the constraint set in traffic as follows: 

Rule 1: If the vehicle discovers obstacle ahead, it must slow 
down. 

Rule 2: If it overtakes another vehicle, it must do so on the left 
side. 

Rule 3: If it overtakes another vehicle on the right side, it must 
satisfy the condition that the vehicle ahead has given a signal to 
turn left or is turning left. 

Rule 4: If it is traveling in an area where overtaking is 
prohibited or where the weather conditions do not ensure safe, it 
cannot overtake another vehicle.  

Rule 5: If it changes lane or changes direction, it must give a 
turn signal. 

Rule 6: If it changes direction, it must give way when detecting 
a vehicle ahead that is rudimentary vehicles and pedestrians. 

Rule 7: If it moves in a residential area, the movement speed of 
the vehicle does not exceed 50 km/h and outside the residential 
area is 80 km/h. 

Rule 8: If it performs changing lane and overtaking, it cannot 
do so continuously. 

However, the issue of motion control decision depends on 
many situations, different states of the object types, and from 
which the vehicle's motion trajectory is set appropriately. 
Therefore, for each class the object can be mapped to a single 
homotopy layer of trajectory. To describe these homotopy layers, 
we will also build with corresponding logical propositions. For 
example, the logical proposition of the homotopy class is described 
when meeting obstacles as follow: 

Rule 9: Vehicle in motion, if it overtakes other vehicles, it must 
overtake on the left side or on the right side. 

Rule 10: Vehicle in motion, if it avoids obstacle, it will 
overtake to the left or to the right of the obstacle and reduce its 
movement speed. 

As we all know, the essence of predictive control is to use an 
explicit model of the object to calculate optimal variables 
controlled through optimization methods. Specifically, to control 
the prediction for an object, we need to perform the following steps: 
Building a predictive model, defining target functions and 
constraint conditions, and finally solving the optimal problem. At 
the same time a number of predetermined conditions such as 
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communication between vehicles and future trajectories are 
determined [8, 9] during the construction of the trajectory of the 
motion plan. 

With the idea of using the model predictive control and the first 
part of the proposed vehicle model with the state vector 𝝎, control 
vector 𝒖 as the basis for the research problem as follows: 

 ω = [sx, vx, sy, vy]
T
 () 

 u = [ax, ay]
T
 () 

where 𝑠𝑥 , 𝑠𝑦  represent vertical and horizontal position, 𝑣𝑥, 𝑣𝑦 

are velocity and 𝑎𝑥, 𝑎𝑦 are vehicle acceleration along the 𝑥, 𝑦 axes 

of the vehicle in inertial frame. 

Then the dynamic model of the vehicle is represented with zero 
matrices of proper dimension, as follows: 

  �̇�(𝑡) = [
𝐴 𝟎
𝟎 𝐴

] 𝝎 + [
𝐵 𝟎
𝟎 𝐵

] 𝒖  () 

where 𝐴 = [
0 0
0 1

],  𝐵 = [
0
1

] 

In this problem, we make the assumption that the control vector 
𝒖  is a constant function at each time step 𝜏 . Therefore, the 
dynamical model of the vehicle is represented approximately with 
initial values including state vector 𝝎(𝑘) and control vector 𝒖(𝑘) 
in time interval [𝑘𝜏, (𝑘 + 1)𝜏] as follows: 

 ω(k + 1) = [Ad 0
0 Ad

] ω(k) + [Bd 0
0 Bd

] u(k)  (4) 

where 𝐴𝑑 = [
1 𝜏
0 1

],  𝐵𝑑 = [
1

2
𝜏2

𝜏
] 

In order to achieve computational efficiency with the 
limitations of the vehicle's dynamic system as well as the 
provisions about motion direction when overtaking obstacles on 
the road, it is necessary to consider the constraints on the state 𝝎(.), 

the input control signal 𝒖(.) and the motion direction of the vehicle 
𝜽(.) must meet the following conditions so that when the motion 
trajectory is built, it is feasible as follows: 

 ω ∈  [ωmin, ωmax]  (5) 

 u ∈  [umin, umax]  (6) 

 θ ∈  [θmin, θmax]   (7) 

In which, the upper and lower bound values are calculated as 
follows: 

 ωmin =  [0,0, sminy
, vminy

]
T

  (8) 

 ωmax =  [∞, vmaxx
, smaxy

, vmaxy
]

T

  (9) 

  umin =  [aminx
, aminy

]
T

  (10) 

  umax =  [amaxx
, amaxy

]
T

  (11) 

 θ = arctan (vy/vx) (12) 

 vy ∈ [vx tan(θmin) , vxtan (θmax)]  (13) 

In addition, in this problem we incorporate a set of constraints 
that are the provisions of the road traffic law. These provisions are 
considered as logical clauses and will perform the conversion into 
a set of linear inequalities with integer variables. 

The transformation is done as follows: in the literals clause is 
represented as an indivisible statement with a linear expression on 
the state variables. The literals use logical operations like 
conjunction (∧), disjunction (∨), exclusive - OR (⨁), implication 
(→) , equivalence (↔) , negation (�̅�)  to represent. At the same 
time, these literals will be represented as a binary variable 𝜹(. ) 
That only accepts 0 or 1 values, if a proposition is true then 𝜹(. ), 
otherwise it is false then 𝜹(. ) = 0. 

For example, to perform the constraint laws regulating about 
speed (Rule 1), travel speed (Rule 7) along with the structural 
constraints of the vehicle as follows: To ensure safety when 
participating in traffic then at position 𝒙 ∈ [200𝑚, 1000𝑚] from 
the starting position, will limit the vehicle movement speed to 𝒗 ≤
50𝑘𝑚/ℎ  (Figure 3), there will be 3 literals defined 𝑃1 =
[𝑥(𝑘) ≥ 200] , 𝑃2 = [𝑥(𝑘) ≤ 1000]  and 𝑃3 = [𝑣𝑥(𝑘) ≤ 50] , 
and the logical clauses expressed at any point in the segment are 
∀𝑘 ≥ 0, (𝑃1 ∧ 𝑃2) ⟹ 𝑃3. 

Or we represent it after assigning a binary variable 𝜹𝑖(𝑘) =
1 ⇒ 𝑃𝑖  with 𝑖 ∈ {1,2,3}, ∀𝑘 ≥ 0 as follows: 

  δ1(k) = 1 ⇒ x(k) ≥ 200   (14) 

  δ2(k) = 1 ⇒ x(k) ≤ 1000   (15) 

  δ3(k) = 1 ⇒ vx(k) ≤ 50   (16) 

  − δ1(k) + δ3(k)  ≤ 0   (17) 

  − δ2(k) + δ3(k)  ≤ 0   (18) 

  δ1(k) +  δ2(k) −  δ3(k)  ≤ 1   (19) 

By the Big-M method [10], we can convert inequalities (14), 
(15) and (16) into the following: 

  x(k) ≥ 200 − M(1 − δ1(k))   (20) 

   x(k) ≤ 1000 − M(1 − δ2(k))   (21) 

  vx(k) ≥ 50 − M(1 − δ3(k))   (22) 

where 𝑀 is a positive constant with great value. In this problem, 
we choose 𝑀 = 109 

Let 𝑲 = 𝑇/𝜏  be the number of time steps in the prediction 
horizon with 𝑇 be the time interval, 𝝎 =  {𝝎(0), … , 𝝎(𝐾)} and 
𝒖 =  {𝒖(0), … , 𝒖(𝐾)} are state vectors, control trajectory vectors 
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in the given time horizon, 𝝎𝑟  is the reference trajectory of the 
vehicle, which may depend on time, status, or traffic law. 

 

Figure 3. Speed limit ramp 

To determine the objective function for this solution, we will 
introduce a new value vector variable 𝜹(𝑘) = {0,1}𝑚  and 𝜹𝑟 , 
where 𝜹(𝑘) is a collection of all the binary variable results from 
the rebuilding the provisions of law on road traffic into linear 
inequalities and 𝜹𝑟  is the reference trajectory for the binary 
variables where we can make options on some binary states. 

Thus, at time 𝑡 = 0 , the optimal problem of the model 
predictive control with the objective function can be written as 
follows: 

min
u,δ

J(ω, u, δ) = ∑ (‖ω(k) − ωr(k)‖Q
2 + ‖δ(k) − δr(k)‖R

2 +K
k=0

‖u(k)‖S
2 + ‖∆u(k)‖W

2 )   (23) 

Conditions satisfied 

 𝜔(k + 1) = [Ad 0
0 Ad

] ω(k) + [Bd 0
0 Bd

] u(k)   (24) 

with k = [0, … , K − 1]   

  ω(k)  ∈  [ωmin, ωmax] with k = [0, … , K]  (25) 

 ωmin =  [0,0, sminy
, vminy

]
T

   (26) 

 ωmax =  [∞, vmaxx
, smaxy

, vmaxy
]

T

  (27) 

 u(k)  ∈  [umin, umax] with k = [0, … , K]  (28) 

  umin =  [aminx
, aminy

]
T

   (29) 

 umax =  [amaxx
, amaxy

]
T

  (30) 

 θ ∈  [θmin, θmax] with θ = arctan (vy/vx)  (31) 

 vy (k) ∈ [vx(k) tan(θmin) , vx(k)tan (θmax)]  (32) 

  with k = [0, … , K]   

 ∆u(k) = u(k) − u(k − 1) with  k = [0, … , K]  (33) 

  𝐶 [
𝝎
𝝎𝑟

𝜹
] ≤ 𝐷  () 

where the matrices C, D, Q, R, S and W are positive weight 
matrices of proper dimension, the final constraint (34) is the set of 
all provisions of road traffic law into linear inequality is 
represented in matrices. 

The objective function (23) will be quadratic if the values of 
𝜔𝑟 and 𝛿𝑟 are independent or linearly dependent on other variables. 
Therefore, solving this optimization problem will result in the 
global optimal trajectory being used so that it will then move to the 
controller at a lower level in tracking this trajectory. 

Thus, given this optimal problem with the correlation and 
integration issues between vehicle dynamics and the provisions of 
the road traffic law, this solution can be used to effectively handle 
during the motion planning process with different situations during 
travelling. In order to achieve the optimal motion trajectory, it is 
necessary to process the cost function to a minimum and at the 
same time constraints including vehicle dynamics constraints and 
rules of participating in traffic after converting into logical 
constraints, it should be separated. 

From the idea raised for this problem and in order to evaluate 
the effectiveness of the solution for the specific operating 
environment of the vehicle, the cost function is designed to 
optimize operational control with the initial condition that the 
vehicle velocity is constant and the horizontal deviation will 
change over time during the travel distance. Therefore, the 
expression ‖𝛿(𝑘) − 𝛿𝑟(𝑘)‖𝑅

2  in the optimal problem (23) will not 
be considered, so the cost function built in this study is given as 
follows: 

J = ∑ (q1(vx(k) − vr)2 + q2(y(k) − yr(k))2 +K
k=0

q3(vy(k))
2

+ q4(ax(k))2 + q5(ay(k))
2

+  r1(ax(k) − ax(k −

1))2 + r2(ay(k) − ay(k − 1))
2

)   (35) 

3. Experimental assessment 

In order to ensure the reliability, objectivity and effectiveness 
of the solution, we have conducted simulations with different 
scenarios such as assessments on the roads with speed limit signs, 
determining the motion trajectory of the vehicle when there is an 
obstacle or a motion trajectory of the vehicle when overtaking in 
the same direction. 

In the process of checking and evaluating the given solution, 
we conduct empirical simulation of processes in the Matlap 
environment. In which the calculation (using the SI measurement 
system) with the sampling period 𝜏 = 0.2𝑠  and the predictive 
horizon 𝑇 = 10𝑠. During the simulation, vehicles with recorded 
trajectory will be considered vehicles ahead and the autonomous 
vehicle will be behind these vehicles. The parameters used in the 
experimental process are given as follows: 

𝝎𝑚𝑖𝑛 =  [0,0, −4, −2]T , 𝝎𝑚𝑎𝑥 =  [1500,80,10,5]T, 𝒖𝑚𝑖𝑛 =
[−5, −1]T, 𝒖𝑚𝑎𝑥 = [5, 1]T, 𝜽𝑚𝑖𝑛 = −0.5, 𝜽𝑚𝑎𝑥 = 0.5, 𝑞1 = 1, 

𝑞2 = 3, 𝑞3 = 5 , 𝑞4 = 2, 𝑞5 = 4 , 𝑟1 = 6, 𝑟2 = 16. 

The location of the experimental vehicle is in the right lane 
with the original position at the coordinates (0, 0), the original and 
constant speed during the experiment of the vehicle is 𝑣𝑥  (0) =
𝑣𝑟 = 60km/h. The trajectory switches to the I/O controller with a 
simulation time of 0.05𝑠. 
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Scenario 1: In this scenario, the autonomous vehicle will move 
into a road with limited speed (Figure 4). At the beginning, the 
traveling speed of autonomous vehicles is stable 𝑣𝑟 = 60km/h. 
When entering the prescribed speed range, with the input values 
and constraints for the control system will be able to make the 
vehicle's movement speed change. The control system will 
perform the braking operation to reduce vehicle speed to a safe 
limit with restrictions on road traffic rules. With such a driver 
assistance process, it shows the advantages of controlling the 
longitudinal force, horizontal force and acceleration the vehicle, as 
well as implementing the vehicle's movement plan to be complete 
when coming to the road systematic motion velocity regulation. 

 

Figure 4. The vehicle moves over the speed limit segment 

During the simulation process, with the parameters shown, the 
construction of constraints according to Rule 7 is carried out as 
follows: 

When the vehicle moves into position T4 ∈ [200𝑚, 1000𝑚], 
it will limit the movement speed of the vehicle is 𝒗 ≤ 50𝑘𝑚/ℎ, 
there will be 3 literals defined 𝑃1 = [𝑥(𝑘) ≥ 200], 𝑃2 = [𝑥(𝑘) ≤
1000]  and 𝑃3 = [𝑣𝑥(𝑘) ≤ 50] , and the logical propositional 
represented at all times in the segment is ∀𝑘 ≥ 0, (𝑃1 ∧  𝑃2) ⟹
𝑃3 . The constraints set is constructed to include: 

x(k) ≥ 200 − M(1 − δ1(k)) 

x(k) ≤ 1000 − M(1 − δ2(k)) 

vx(k) ≥ 50 − M(1 − δ3(k)) 

− δ1(k) + δ3(k)  ≤ 0 

− δ2(k) + δ3(k)  ≤ 0 

δ1(k) + δ2(k) −  δ3(k)  ≤ 1 

where M is a positive constant with great value. In this simulation, 
we choose 𝑀 = 109 

The simulation results show that the movement speed of the 
vehicle from position T4 to position T10 according to the vehicle's 
planning of movement decreases below the speed of 𝒗𝒓 ≤
40𝑘𝑚/ℎ, so the motion controller has been effectively applied. 

Scenario 2: In this scenario, the autonomous vehicle will move 
in the same lane with other vehicles and the autonomous vehicle 
will perform the right overtaking for the vehicle ahead (Figure 5). 
At the beginning, the autonomous vehicle and other vehicles are in 
one lane with the distance from autonomous vehicle to the vehicles 
ahead is 30m, the initial speed of the vehicles ahead is 30km/h and 
of autonomous vehicles is 60km/h. 

At the time of T3, the vehicle in front of the vehicle moved at 
a constant speed, in this situation, the vehicle would either self-
drive or reduce the speed of 𝒗𝒓 ≤ 30𝑘𝑚/ℎ  or perform an 

overtaking operation or an accident will occur. During the 
simulation, we choose to overtake and to ensure that overtaking 
does not violate road traffic rules, autonomous vehicle must 
perform overtaking in accordance with Rule 2. 

 

Figure 5. Autonomous vehicle passing to the right of the vehicle ahead 

To set the control input values, we will describe the vehicles in 
front surrounded by rectangles. Each different object will have 
rectangles of different sizes and positions respectively. In this 
simulation, the position of the vehicle in front is 𝑆𝑜𝑏𝑠 = (400,1)  
and the rectangle surrounding the vehicle in front is 𝐿𝑜𝑏𝑠 = 12.5m  
and the width of 𝑊𝑜𝑏𝑠 = 2.9m. The rectangle around the vehicle 
in front of 𝑂𝑜𝑏𝑠  is defined in the coordinate system as [𝑥o(k) −
𝐿𝑜𝑏𝑠 , 𝑥o(k) + 𝐿𝑜𝑏𝑠] x [𝑦o(k) − 𝑊𝑜𝑏𝑠 , 𝑦o(k) + 𝑊𝑜𝑏𝑠]  with ∀𝑘 ≥
0. 

Thus, the constraint set is constructed to avoid collisions by 
overtaking on the right side as follows: 

δ1(k) = 1 ⇒ x(k) ≤ xo(k) − Lobs 

δ2(k) = 1 ⇒ x(k) ≥ xo(k) + Lobs 

δ3(k) = 1 ⇒ x(k) ≤ yo(k) − Wobs 

δ4(k) = 1 ⇒ x(k) ≥ yo(k) + Wobs 

δ1(k) + δ2(k) + δ3(k) + δ4(k) = 1 

or represented by the following inequalities: 

𝑥(k) ≤ (xo(k) − Lobs) −  M(1 − δ1(k)) 

x(k) ≥ (xo(k) + Lobs) −  M(1 − δ2(k)) 

x(k) ≤ (yo(k) − Wobs) −  M(1 − δ3(k)) 

x(k) ≥ (yo(k) + Wobs) −  M(1 − δ4(k)) 

δ1(k) + δ2(k) + δ3(k) + δ4(k) = 1 

where M is a positive constant with great value. In this simulation, 
we choose 𝑀 = 109 

The simulation results show that the moving speed of the 
vehicle from position T1 to position T11 according to the 
movement plan of the vehicle is almost unchanged 𝒗𝒓 ≈ 60𝑘𝑚/ℎ, 
but the steering angle of the vehicle begins to change from position 
T2 to position T5 is 𝜽(𝑘) ≈ −0.3 𝑟𝑎𝑑 , from position T6 to 
position T8, it decreases to 𝜽(𝑘) ≈ 0.3 𝑟𝑎𝑑 and from position T9 
the steering angle 𝜽(𝑘) = 0 𝑟𝑎𝑑. The change of steering angle can 
be explained as follows, from position T2 the vehicle begins to 
move the steering angle to the right from the original movement 
direction to avoid collision and proceed to overtake to the right side 
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of the object. After overtaking the object, at the position of T6, the 
autonomous vehicle will move back to the left side to return e 
original direction of movement. From position T9, the autonomous 
vehicle has passed the object and adjusted the angle back to the 
original to return to the original motion trajectories. 

Scenario 3: In this scenario, the autonomous vehicle will move 
through an intersection, no traffic lights, no priority roads and no 
priority vehicles (Figure 6). As illustrated in Figure 6, there will be 
the following situations: i) the autonomous vehicle crosses the 
intersection before other vehicles, ii) the autonomous vehicle 
overtakes the intersection after vehicle 01 and before vehicle 03, 
iii) the autonomous vehicle overtakes the intersection after vehicle 
03 and before vehicle 01, iv) the autonomous vehicle crosses the 
intersection after all the vehicles. In these situations, because the 
direction of vehicle 02 does not affect the movement of the 
autonomous vehicle, the presence of vehicle 2 is not considered in 
these situations. 

 

Figure 6. The vehicle moves into the intersection 

To perform this simulation, we need to understand some rules 
when traveling through the intersection according to the provisions 
of Vietnam's road traffic law as follows: Is there a vehicle to the 
intersection?, is there a priority vehicle or not?, is there a priority 
path? 

Vehicles are considered to enter the intersection when the front 
wheel has crossed the white line of the zebra crossing. In any 
circumstance, a vehicle that enters the intersection is given priority 
to go first. 

For priority vehicles, the order of vehicles prioritized includes 
fire engines, military vehicles, police vehicles, ambulances, and 
other priority vehicles such as dyke protection vehicles, convoy of 
vehicles with police leading the way, vehicles on missions to 
overcome natural disasters, epidemics or vehicles on emergency 
duty as prescribed by law. Priority vehicles will be moved in front 
of other vehicles, meaning that the non-priority vehicles must give 
way to the priority vehicles in traffic. 

For priority roads, vehicles located on non-priority roads must 
give way to vehicles on priority roads and should be based on the 
“intersection with priority roads” signs. 

If there is no vehicle in the direction, the following shall be 
prescribed: at the intersection, priority shall be given to the vehicle 
that there is no vehicle to the right hand direction, at the roundabout, 
the priority shall belong to the vehicle that there is no vehicle to 
the left hand direction. Finally, for the priority turning direction, it 

is regulated that the vehicle that turns right goes first, then the 
vehicle goes straight and finally the vehicle turns left. 

In this simulation scenario, the simulated vehicles are running 
at a speed of 50km/h, the position of the vehicles considered in the 
coordinates respectively is the autonomous vehicle at position 
(10,45), vehicle 01 at position (45.65), vehicle 02 at position 
(80.55) and vehicle 03 at position (65.10), the center of the 
intersection is at (60.55). 

The problem of this simulation is performed as follows: Let the 
file [𝐿𝑎𝑣 , 𝐻𝑎𝑣  ]  be the part of the autonomous vehicle and 

[𝐿𝑜𝑏𝑗 , 𝐻𝑜𝑏𝑗  ] is the path of other vehicles in the intersection area. 

To avoid collisions between vehicles, only one vehicle is at any 
time in the intersection. Therefore, if 𝑥 ∈ [𝐿𝑎𝑣 , 𝐻𝑎𝑣  ] , 𝑥𝑜𝑏𝑗 ∉

[𝐿𝑜𝑏𝑗 , 𝐻𝑜𝑏𝑗  ]  with ∀𝑡 ∈ (𝑡min (𝑜𝑏𝑗), 𝑡max (𝑜𝑏𝑗)) , ie if the 

autonomous vehicle is already in the intersection, other vehicles 
cannot move into the intersection to avoid collisions at the 
intersection, where the values of 𝑡𝑚𝑖𝑛 and 𝑡𝑚𝑎𝑥 are symbols of the 
starting time and the last exit time of the vehicle while in the 
intersection . 

When planning movement for an autonomous vehicle, we need 
to monitor whether other vehicles have entered the intersection 
area or not. First we will calculate the values of 𝑡min (𝑜𝑏𝑗) =

𝒯(𝐿𝑜𝑏𝑗 − 𝑥𝑜𝑏𝑗 , 𝑣𝑟(𝑜𝑏𝑗), 𝑎𝑟(𝑜𝑏𝑗)
𝑚𝑎𝑥 )  with 𝑎𝑟(𝑜𝑏𝑗)

𝑚𝑎𝑥 > 0  is assumed to 

be continuous increase and 𝑡max (𝑜𝑏𝑗) = 𝒯(𝐻𝑜𝑏𝑗 −

𝑥𝑜𝑏𝑗 , 𝑣𝑟(𝑜𝑏𝑗), 𝑎𝑟(𝑜𝑏𝑗)
𝑚𝑖𝑛 )   with 𝑎𝑟(𝑜𝑏𝑗)

𝑚𝑖𝑛  < 0   is assumed to be a 

continuous decrease of other vehicles, where 𝒯(𝑥, 𝑣, 𝑎) is a time 
function to travel over a distance of path 𝑥 , with the current 
velocity 𝑣 and acceleration of vehicle unchanged 𝑎. In case the 
vehicle cannot travel the entire distance 𝑥 in a finite time, this time 

value will be determined as +∞, the values 𝑎𝑟(𝑜𝑏𝑗)
𝑚𝑎𝑥  and 𝑎𝑟(𝑜𝑏𝑗)

𝑚𝑖𝑛  are 

introduced to replace the constant acceleration value in order to 
determine the error limit during the evaluation of the motion of 
other vehicles. 

The prediction horizon 𝑘min (𝑜𝑏𝑗)  and 𝑘max (𝑜𝑏𝑗)   of other 

means are calculated as follows: 

kmin (obj) = [
tmin (obj)

τ⁄ ] 

kmax (obj) = [
tmax (obj)

τ⁄ ] 

where 𝜏 is the number of time steps in the prediction horizon. 

Thus, with 𝒦 being the prediction horizon of the autonomous 
vehicle, the constraint set is built to avoid collisions when the 
autonomous vehicle moves through intersections written with the 
following cases: 

1. If 𝑘min (𝑜𝑏𝑗)  ≤ 𝑘max (𝑜𝑏𝑗) ≤  𝒦, it means the autonomous 

vehicle will have to cross the intersection before another vehicle 
moves into the intersection area, or the autonomous vehicle must 
stay outside the intersection until another vehicle leaves the 
intersection area, then the constraint set will be: 

δ1(k) = 0 ⇒ xkmin (obj) ≥ H 

δ1(k) = 1 ⇒ xkmax (obj) ≤ L 
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2. If 𝑘min (𝑜𝑏𝑗)  ≤  𝒦 ≤ 𝑘max (𝑜𝑏𝑗), it means the autonomous 

vehicle will have to go through the intersection before another 
vehicle moves into the intersection area, or the autonomous vehicle 
must be outside the intersection to the end of the prediction 
horizon, , then the constraint set will be 

δ1(k) = 0 ⇒ xkmin (obj) ≥ H 

δ1(k) = 1 ⇒ x𝒦 ≤ L 

3. If 𝒦 ≤ 𝑘min (𝑜𝑏𝑗)  ≤  𝑘max (𝑜𝑏𝑗), it means the autonomous 

vehicle will have to stay outside the intersection until other 
vehicles have moved through the intersection, no constraints are 
considered at this time. 

The simulation results show that the speed of the autonomous 
vehicle decreases when preparing to enter the intersection area and 
then returns to the original speed, while moving through the 
intersection after all other vehicles. For a comparative basis, we 
tried to change the position of the autonomous vehicle at the new 
positions (45.45). Observing the process we realized that the 
autonomous vehicle moved through the intersection behind 
vehicle 1 and 2, but in front of vehicle 3 and the speed of vehicle 
3 decreases when entering the intersection to make way for the 
autonomous vehicles to pass. 

4. Conclusions 

This paper proposes a solution to create the optimal trajectory 
with a model predictive control approach and the constraint set 
built from road traffic law. This approach is suitable for complex 
environmental conditions because these constraints can arise from 
various aspects of motion planning that must comply with traffic 
rules. 

The motion trajectory of the vehicle is created from this 
solution aiming to improve performance and enhance the ability to 
avoid obstacles but still ensure optimal global trajectory. 
Simulation results with situations such as avoiding obstacles, 
passing other vehicles, moving through intersections ... have 
shown that this solution achieves the set goal of improving 
calculation efficiency and handling of uncertainty in the perceptual 
data of the environment. However, with the use of a second-order 
linear vehicle model to create motion trajectories, this solution is 
only advantageous when applied in the case of the autonomous 
vehicle moving on a straight path. For large curves, the current 
model built may not be accurate. 

Evaluating of safety conditions, the proposed solution has been 
effective. This motion planning method has created an optimal 
trajectory that allows an autonomous vehicle to drive along the 
road and avoid obstacles safely. To improve the efficiency of 
calculations and consider the uncertainty of perceptual data and 
positioning on the general trajectory, the performance of this 
proposed solution depends on the probabilistic model of the system 
to create adaptive fields. Therefore, probabilistic analysis and the 
representation of a driving situation need to be more integrated into 
actual vehicle application. 

In the future, in order to increase the reliability of this solution, 

the settings that have been experimented by simulation will be 

transferred to the real environment with experimental vehicles 

equipped with sensors, and when experimenting on reality, a 

number of factors to analyze the stability of the system will be 

added so that the behavior of traffic participants is more accurately 

forecasted. Extensive implementation of this driver-assisted 

solution for semi-autonomous or fully autonomous vehicles in 

vehicle control systems will be able to minimize the amount of 

damage and create a safe movement plan for the future. 

References 

[1]  Bevan, Gollee and O’Reilly, Trajectory generation for road vehicle obstacle 

avoidance using convex optimization, Proc  IMechE Part D: J Automobile 

Engineering, pp.455–473, 2010. DOI: 10.1243/09544070JAUTO1204. 

[2]  Jo K, Kim J, Kim D et al, Development of autonomous car – Part I: 

distributed system architecture and development process, IEEE Trans Ind 

Electron, pp.7131–7140, 2014. DOI: 10.1109/TIE.2014.2321342 

[3]  Zhang D, Li K and Wang J, Radar-based target identification and tracking 

on a curved road, Proc IMechE Part D: J Automobile Engineering, pp.39–

47, 2012. DOI: 10.1177/0954407011414462 

[4]  A. Houenou, P. Bonnifait, V. Cherfaoui et al, “Vehicle trajectory prediction 

based on motion model and maneuver recognition.” in Proc of the IEEE 

Conference on Intelligent Robots and Systems, pp. 4363 – 4369, 2013. 

DOI: 10.1109/IROS.2013.6696982 

[5]  Fraichard and Howard, Iterative motion planning and safety issue, In: 

Eskandarian A  Handbook of intelligent vehicles. London: Springer, pp. 

1433–1458, 2012. DOI: 10.1007/978-0-85729-085-4_55 

[6]  M. Werling, S. Kammel, J. Ziegler et al, “Optimal trajectories for time-

critical street scenarios using discretized terminal manifolds.” The 

International Journal of Robotics Research, vol. 31, no. 3, pp. 346–359. 

2012. DOI: 10.1177/0278364911423042 

[7]  S. J. Anderson, S. C. Peters, T. E. Pilutti et al, “An optimal-control-based 

framework for trajectory planning, threat assessment, and semi-autonomous 

control of passenger vehicles in hazard avoidance scenarios.” Transactions 

on International Journal of Vehicle Autonomous Systems, vol. 8, no. 2/3/4, 

pp. 190 – 216, 2010. DOI: 10.1504/IJVAS.2010.035796 

[8]  M. Althoff and J. M. Dolan, “Online verification of automated road vehicles 

using reachability analysis”, IEEE Trans. on Robotics, vol. 30, no. 4, pp. 903 

– 918, 2014. DOI: 10.1109/TRO.2014.2312453 

[9]  M. Althoff, D. Heß, F. Gambert, “Road occupancy prediction of traffic 

participants.” in Proc. of IEEE Conference on Intelligent Transportation 

Systems, pp. 99–105, 2013. DOI: 10.1109/ITSC.2013.6728217 

[10] Richard W. Cottle, Mukund N. Thapa, Linear and Nonlinear 

Optimization (2nd ed.), International Series in Operations Research & 

15Management Science, 2017, DOI: 10.1007/978-1-4939-7055-1. 

 

http://www.astesj.com/
https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.1243%2F09544070JAUTO1204?_sg%5B0%5D=mk9Vc5JmXCeF09LP29DZbttbZCmaTGNGfyLfVUSjM9zz_q_oILpRNTqHSn24P9XBTqM04RBX-Mon97xTNmoAhNPr3g.Fn-EOUs-e6jv8GeMaeJUJy9DYNXqOa5HimzB0m54T7Gzgwlck7TLHf2NY61UGqAcQJKYwacDGndug1pWMnyHQQ
https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.1504%2FIJVAS.2010.035796?_sg%5B0%5D=_xdmId4dhLxkPPrNU1whjAOaImlCpCkeg_5A-Z6TKVJ_RZK6CnMoSG-3dhilsgyKxMuMIV2YzfTWhoShe0qcdGVMIg.kIPaQXDh0kf9zZV4m7q9IgkJNujE5mIRtUdlZq9XCFWeE0AyS19R2GI91okJ1TcIwZMDqjjM-Hy_OFtcS5RoNg
https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.1109%2FITSC.2013.6728217?_sg%5B0%5D=J5IluhHBM4bpEqd_fsBz64ZXYatDiSuEMTYR_ki2jVfiGHfbwwxfFkoYsEt2sy7NFKQwPXVoYkSjwNP5yn1oHa7Aow.F66gnrnNuXceB8TyA_zR-FHxmyAhduNO3iZZCPPN2URefiMFiNxCx8rhPHi-zzfen9PH9YqE_4A957V0iAzSJg


Advances in Science, Technology and Engineering Systems Journal
Vol. 5, No. 3, 457-468 (2020)

www.astesj.com
Special Issue on Advanced Electrical and Communication Technologies

ASTES Journal
ISSN: 2415-6698

Degradation Process in Pipeline and Remaining Useful Lifetime Estima-
tion Based on Extended Kalman Filtering
Med Hedi Moulahi*,1, Faycal Ben Hmida2

1Universit de Tunis, Institut Suprieur des Etudes Technologiques de Nabeul, 8000 Mrezka,Tunisia
2Universit de Tunis, Ecole Nationale Suprieure des Ingnieurs de Tunis, 2001 Tunisia

A R T I C L E I N F O A B S T R A C T

Article history:
Received: 20 February, 2020
Accepted: 30 May, 2020
Online: 23 June, 2020

Keywords:
Degradation modeling
Wiener process
RUL estimated by EKF

Degradation measurements are often treated and analyzed for improvement the reliability
of system. Our objective in this paper is to study a class of non linear systems, whose
dynamics and observations are non linear functions of the state. Obviously, we develop
an Extended Kalman Filtering (EKF) algorithm for detecting the additive failures in a two
tank system. However, the EKF algorithm is used to estimate the state vector of pipeline
system based on all collected measures history. Such as degradation process (clogging ,
partial blockage) is considered and can be described by a Wiener process. For reasons of
improvement reliability and security, it is necessary to predict the Remaining Useful Life
(RUL) of pipeline. It follows that a major preventive maintenance actions. Furthermore, we
can evaluate the RUL based on Monte Carlo simulation and compare the results.

1 Introduction
One of the most serious problems found in many chemical indus-
try and its components degrade over time (e.g. wear, corrosion,
erosion and fatigue). Among the components, we consider the
pipelines, which are widely used in industrial plants networks and
water distribution networks. The pipeline system are considered,
one of the components more susceptible to failure in many indus-
trial applications and that deteriorate over time. This deterioration
occurs as a result of the damaging effects of fluid mixture produced
from a reservoir or caused by the environment effects. Which is
called crud fluid and it contains a variety of substances of different
chemical structure that include hydrocarbon and non hydrocarbon
components. Furthermore, the surrounding environment may cause
a corrosion effect of pipe cross-section. As mentioned above the
wax layer will build up in layers and can block the pipeline. Which
can be reduce the pipeline reliability and safety level. This paper
is an extension of work originally presented in conference name
[1]. The aim of this paper is to present an approach to quantifying
the reduction in reliability and safety. However, we designed a new
technique for predict the remaining useful life time for clogging
pipelines at point in time and a specific distance. We will focus our
study mainly on cross section clogging pipelines. It may become
a serious problem as a pipeline ages. Based on literature, several
theories have been proposed to explain the reliability and the safety
of pipelines circumferential strength. It follows that a failure level

threshold is dened for stochastic deterioration process model, which
must not be exceeded for economical or security reasons. Obviously,
the accumulated deposit on the pipeline wall causes the growth of
a thickness of wax layer, leading to higher pressure drop and/or
decreased flow rate [2]. Through periodic inspection, the growth
of wax layer defect can be monitored, it follows that the reliability
of pipeline system can be improvement. The loss of efficiency of
the pipeline is then viewed as a change in the open loop system.
Improvement reliability and safety of pipeline can be studied based
on prognostic analysis. It can be defined as the prediction of future
characteristic of the system such the Remaining Useful Life. Cur-
rent research on diagnosis and prognostic are based on estimation
the non observable system state. One of the most technic used is the
stochastic filtering approaches, which gives an estimation of the sys-
tem state recursively. Therefore, we can benefit from these, which
give an estimation on-line with reliable performances for the pa-
rameters of a given model or a degradation path. However, Kalman
Filtering (KF) and Extended Kalman Filtering (EKF) have been
successfully applied to fault prognosis respectively in linear sys-
tem dynamics model and nonlinear system dynamics model [3, 4].
According to the literature,[5]-[8]about degradation modeling can
be mathematically described with a continuous process in terms of
time, Lu[9] use the convex degradation model for the growth rate of
fatigue cracks. Wang [10] studies a class of Wiener processes with
random effects for degradation data.
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The remainder of this paper is organized as follows: In section 2,
a two tank system modeling and it treats the stochastic deteriora-
tion in pipeline and explains why the Wiener process is the most
appropriate candidate for clogging evolution. Section 3 is devoted
to diagnosis and analysis the failure in pipeline system based on the
EKF algorithm. Section 4 discusses two methods for estimation of
the RUL, the first one is used to predict the RUL by EKF and the
second method used Monte Carlo simulation to estimate the RUL.
Finally, section 5 makes some concluding remarks.

2 Degradation Modeling in Pipeline Sys-
tem

Theoretically, in our case for modeling the movement of small
particles in uids, which can causes an additive accumulation of
wax overtime. Therefore, a characteristic feature of this process
in the context of structural reliability is that a pipelines resistance
alternately increases and decreases. For this reason, the Brown-
ian motion is adequate for this deterioration modeling which is no
monotone. We can assume that degradation increment increases in
time with random noise. In the literature, several theories have been
proposed to describe the phenomenon of degradation by a stochastic
model or a deterministic model [11, 12]. Several publications have
appeared in recent years documenting the degradation evolution
that can be described by Wiener process or gamma process [13].
In the following work, we consider the stochastic failure model.
To solve this problem, many researchers have proposed various
methods of modeling, mainly the stochastic model can be contin-
uous or discrete [14, 15]. Wiener processes are widely applied for
modeling the degradation process in engineering systems. Many
physical phenomena are described by the Wiener processes, when
the cumulative damage is non-monotonic. For example in our case,
clogging or partial blockage in cross area pipeline is then viewed as
a non-monotonic degradation processes. According to the literature
the Wiener process with a linear drift is frequently used to model
the non monotonic degradation process [16, 17]. Much research
on the non monotonic effect has been done about degradation pro-
cess based on the nonlinear model, which was proposed in many
literatures [10, 18, 19].

2.1 A Two Tank System Modeling

In our study, we consider a two tank system with pipeline. However,
the section area of the rst tank is noted by A1 and the second one is
noted by A2. The uid is assumed as incompressible (ρ is assumed
constant), which is pumped into the rst tank at the top by motor
pump . Through the pipeline, the outow from the rst tank fills the
second tank. The overall tank system is shown in Figure 1. We
assume the fluid level of tank1 and tank2 are measured by a level
measurement sensor and controlled by adjusting the pump motor
control input not shown in this case. The aim of this modeling is to
control the state of the pipeline and to intervene before having the
failure. In the following we assume an abrupt change at time and a
given distance in this cross-sectional area of the pipeline, which is
then viewed as a change in the tank fluid level. From this modeling
it can be given a mathematical model in engineering system. In

this way we can simulate the evolution of the clogging in pipeline,
obviously we can improving the pipeline reliability based on the
estimation of the RUL.

Figure 1: A double tank with pipeline

Table 1: Nomenclature

Parameter Description
Ai Tank cross-sectional area (i=1,2)
Hi Fluid level (i=1,2)
p0 Atmospheric pressure (Pa)
p1 Pressure at the bottom (Pa)
% Fluid density (Kg/m3)
g Acceleration of gravity (m2/s)
Z0 Level fluid in the upper tank (m)
Z1 Level fluid at the bottom tank (m)
V Fluid velocity (m/s)
h State level at time t in tank (m)

S s, S i Pipeline area (m2)
S c Pipeline area clogging(m2)
q flow rate (m3/s)

Let us describe the following failure mode encountered in petro-
chemical industrial applications these are:
1. clogging and partial blockage in pipeline cross section. Which are
caused by impurities and an additive accumulation of wax overtime,
see Figure 3.
2. Decreasing pump performance due to cavitations,
3. Dry running.

To control pressure losses, clogging, leaks, corrosion in the
pipeline. We assume that are two pressure sensors between the up-
stream and downstream tank. This is illustrated in Figure 2. We will
make the following assumptions: The logging is supposed located
at distance (d < L) and the pressure losses are neglected along the
pipeline.
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Figure 2: showing the deposit profile of wax

MUP: Measurement of upstream pressure.
MDP: Measurement of downstream pressure.

Figure 3: Clogging inside the pipeline

In order to describe the overall tank fluid level control system,
we have some assumptions: The fluid is incompressible (ρ is con-
stant), the temperature distribution of the incoming fluid is assumed
constant, the flow rate is considered permanent. Under all these
considerations, we use the mass balance equation, Torricelli rule
and Bernoulli rule it follows that the process can be described by
the following equations,

A
dh (t)

dt
=

∑
f low (1)

p1 − p0 = (ρgZ0 − ρgZ1) = ρgh1 (2)

V =
√

2gh (3)

Using the mass balance equation, we give the flow rate at each
pipeline outlet and the following equations,

q = V.S (4){ Adh1
dt = S iVi − qc,

Adh2
dt = qc − qS

(5) qc
S c

=
√

2gh1,
qs
S s

=
√

2gh2
(6)

Using(5) and(6), the mathematical model can be written as follow:

dh1

dt
=

S i

A
Vi −

S c

A

√
2g.

√
h1 (7)

dh2

dt
=

S c

A

√
2g.

√
h1 −

S 0

A

√
2g.

√
h2 (8)

The implementing of equation (7) and equation (8), we can be
rewritten the discredited model for a sampling period Te.

h1 (k + 1) = h1 (k) + Te
[
S i
A

Vi (k) −
S c (k)

A

√
2g.

√
h1

]
(9)

h2 (k + 1) = h2 (k)

+Te

 √
2gS c (k)

A
.
√

h1 (k) −

√
2gS s

A
.
√

h2

 (10)

The state equation has the nonlinear terms (a square term), it
follows that a nonlinear system. If we consider the process noise
v(k) and the measurement noisew(k), the state equation X(k + 1) and
measurement equation z(k) can be written as follow:

X (k + 1) = fk (Xk, uk, k) + v (k) (11)

z (k) = HX (k) + w (k) (12)

Where Xk =

[
h1 (k)
h2 (k)

]
, H = [1, 1] and qi (k) = ku.uk

ku amplification gain, uk Control voltage pump. From the above
expression, we deduce the state equations of pipeline system.:

X (k + 1) = X (k) +TeD (k)
√

X (k)+Tebu (k) +v (k) (13)

z (k) = HX (k) +w (k) (14)

Where D (k) =

 −S c(k)
√

2g
A 0

S c(k)
√

2g
A

−S s

√
2g

A

 , b =

[ 1
A
0

]

2.2 Wiener process for degradation modeling

For modeling the stochastic deterioration process, we can use Brow-
nian motion with drift, as far as the author knows, the Wiener
process was applied frequently in many works [14, 17]. In this
work, for more control the evolution of pipeline state, the moni-
toring pressure differential ∆p can be designed as a degradation
indicator in pipeline [15]. In the following, the Wiener process is
used to model the clogging damage in pipeline. Which is considered
a no monotonic degradation processes. However, we assumed that
the degradation increases linearly in time with random noise. In
practice, the degradation processes of pipeline systems are affected
by partial blockage or clogging formulated by the crud fluid and
external operating environments or loads. Let’s call again the prop-
erties of Wiener process to model the pipeline clogging evolution,
in order to lifetime and reliability analysis. 1. X (0) = 0;

2. The process {X(t)} has stationary and independent increment,
3. The process {X(t)} is assumed normally distributed with

µ = 0 and variance σ2t for any t > 0. Considering the time variables
t, u > 0, the random variable X (t + u) − X (u) and X (t) − X (u) for
t > u, have a normal density with mean 0, and variance σ2t and
σ2 (t − u) respectively, In this way we define the probability density
function as f (x, t) of Pr {X (t + u) − x(u) ≤ x} = Pr {X (t) ≤ x} is as
follows

f (x, t) =
1

√
2πt.σ

e−x2/(2σ2t) (15)
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and its Laplace transform is

+∞∫
−∞

f (x, t) e−sx = es2σ2/2 (16)

When σ = 1,B (t) ≡ X (t) /σ, is a standard Brownian motion
because V {X (t) /σ} = t. For any 0 ≤ t0 < t1 < ... < tn < t, using
the properties of independent and stationary increments, it is evident
to write the probability

Pr {X (t) ≤ x |X (t0) = x0, ..., X (tn) = xn }

= Pr {X (t) ≤ x |X (tn) = xn }

= Pr {X (t) − X (tn) ≤ x − xn}

(17)

In this way, we assume that the process has a Markov property.
Hence, its distribution function can be written as follows:

Pr {X (t) − X (tn) ≤ x − xn}

=
1

√
2π (t − tn)σ

+∞∫
−∞

e−u2/(2σ2(t−tn))du
(18)

Where the increment X (t) − X (tn) has a pdf with mean µ = 0
and variance σ2 (t − tn) for any t > tn, that does not depend on tn.

Z (t) = µt + σB (t) (19)

Where B (t) is a standard Brownian motion representing the
stochastic dynamics of the degradation process, then Z (t) is called
a Wiener process with drift parameter µ and variance σ2. The
pipelines failure is caused by the fluctuation of the fluid pressure-
depression along the time Pmin and Pmax, that are repeated within
an interval of time. Moreover, in [12]we deduce a minimum wax
removing pressure. Obviously these pipelines are unfortunately
usually designed for ultimate limits resistance. It is noted here
the evolution of the internal pressure can be caused a stochastic
stress in cylindrical pipeline. Moreover, in the work [5] and [19]
are used a nonlinear Wiener process with random effects to model
the degradation process in pipeline. A nonlinear Wiener process
aims to model the heaping and movement of small particles in flu-
ids with tiny fluctuations in pipeline. To assess the severity of the
clogging in pipeline system and its impact on the residual life, it is
required to analysis the degradation process characteristic. There-
fore, the pipelines degradation can increase or decrease gradually
under time. From now on we assume that the small increase or
decrease for degradation pipeline over a small time interval be have
similarly to the random walk of small particles heaping in cross
sectional pipeline. Furthermore, the random effects are widely used
in [10], [18] and [19] extended the degradation model in (19) to the
following form:

Z (t) = λ.Λ (t) + σB.B (Λ (t)) (20)

Where,
λ: is the drift parameter
Λ(t): is a positive non decreasing function, we can use the time-
scale transformation function Λ (t) = tθ and Λ (t) = eθt − 1

σB: is the diffusion parameter,
B(t): is the standard Brownian motion.
If Λ(t) = t is a positive function, the nonlinear model becomes a
linear model given by (19).
However, a fundamental problem related to this kind of degradation
models of nonlinear Wiener-process. Actually, nonlinearity and
stochastically are two important factors contributing to the degrada-
tion processes of complex systems. When the degradation process
Z(t), t > 0 hits a failure threshold value L of the item was considered.
The item’s lifetime T is defined as:

T = inf {t |Z (t) ≥ L} (21)

According to the concept of the First Hitting Time, it is evident,
when the Wiener process path reaching a threshold level L, it can
be obey an inverse Gaussian distribution. Obviously, when we con-
sider the nonlinear degradation process as shown in (20) and the
drift parameter λ is considered a random effect variable given by
λ ∼ N (µλ, σλ). Moreover, according to [18] the probability distri-
bution function (pdf) of the life time is given by (22) and similarly,
the cumulative distribution function (CDF) of the life time is given
by (23).

fT (t) =
L√

2π.Λ3 (t)
(
σ2
λΛ (t) + σ2

B

)×
exp

−
(
L − µλΛ2 (t)

)
2Λ (t)

(
σ2
λΛ (t) + σ2

B

) 
(22)

and

FT (t) = Φ

 µλΛ (t) − L(
σ2
λΛ

2 (t) + σ2
BΛ (t)

)  +

exp
2µλL
σ2

B

+
2σ2

λL2

σ4
B

×
Φ

−2σ2
λL2Λ (t) + σ2

B (L + µλΛ (t))

σ2
B

√
σ2

BΛ (t) + σ2
λΛ

2 (t)


(23)

when we consider the linear degradation process as shown in (19)
and the drift parameter λ is considered a random effect variable
given by λ ∼ N (µλ, σλ). Then, the probability distribution function
(pdf) and the cumulative distribution function (CDF) of the life time
are given by:

fT (t) =
L√

2π.t3
(
σ2
λt + σ2

B

)×
exp

− (L − µλt)2

2t
(
σ2
λ + σ2

B

) 
(24)

www.astesj.com 460

http://www.astesj.com


M. H. Moulahi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 457-468 (2020)

and

FT (t) = Φ

 µλt − L(
σ2
λt2 + σ2

Bt
)  +

exp
2µλL
σ2

B

+
2σ2

λL2

σ4
B

×
Φ

−2σ2
λL2t + σ2

B (L + µλt)

σ2
B

√
σ2

Bt + σ2
λt2


(25)

2.3 Parameters Estimation using MLE

The Maximum Likelihood Estimation (MLE) is the most widely
used. It is a method of estimating the parameters of a model. This
maximizes the agreement of the selected model with the observed
data. We assume that Zi, j is a degradation indicator measurement (In
this case the pressure differential see Figure 2) at the ith items (We
assume many pipelines are observed) at time j,where i = 1, 2, 3,N
and j = 1, 2, 3, r, r is the last observation time. The degradation
paths is based on linear Wiener process with parameters (µ, σ)
and that are assumed the same for all items. For each increment
∆Zi, j = Zi, j+1 − Zi, j of each item follows a normal distribution
N

(
µ∆ti, j, σ2∆ti, j

)
. We assume that increment ∆Zi, j is independent,

identically components. Similarly it is assumed normally distributed
for all. Now we can derive the density function of Brownian motion
process, which is given by:

f(µ∆ti, j,σ2∆ti, j)
(
∆Zi, j

)
=

1√
2πσ2∆ti, j

e
−

(∆Zi, j−µ∆ti, j)2

2σ2∆ti, j

(26)

Z is a Markovian process, then the maximum likelihood es-
timator can be used. The parameters vector θ = (µ, σ) can
be evaluated once we know the transition density function of Z.
According to the measurements of degradation for each item i,
∆Zi =

(
∆Zi,1,∆Zi,2,∆Zi,3, .......∆Zi,r

)
. For item i, the likelihood

function for item i is :

Li (θ) =

r∏
j=1

1√
2πσ2∆ti, j

e
−

(∆Zi, j−µ∆ti, j)2

2σ2∆ti, j (27)

For the ith item, the log likelihood can be written as follow:

li (θ) = ln Li (θ) =

ln

 r∏
j=1

1√
2πσ2∆ti, j

e
−

(∆Zi, j−µ∆ti, j)2

2σ2∆ti, j

 (28)

The degradation measurements vector are independent, then we can
write,

l (θ) = ln (∆Z1, ...∆ZN)

=

N∑
i=1

ln
(
fi
(
∆Zi,1, ...∆Zi,r

)) (29)

l (θ) =

N∑
i=1

ln

 r∏
j=1

1√
2πσ2∆ti, j

e
−

(∆Zi, j−µ∆ti, j)2

2σ2∆ti, j

 (30)

Where l (θ) =
N∑

i=1
li (θ), fi/li (θ) the pdf is divided by log likelihood

of increments, that is corresponding to each item, and f /l (θ) is the
pdf divided by log likelihood of increments corresponding to all
increments. In this way we obtain, we write the MLE θ̂ = (µ̂, σ̂) are
found by maximizing l (θ), and using the partial derivative of the log
likelihood function of (24), by respecting the derivation variables µ
and σ, from this we deduce these equations,

∂l (θ)
∂µ

=

N∑
i=1

r∑
j=1

∆Zi, j − µ∆ti, j
σ2 = 0 (31)

∂l (θ)
∂σ

= −
rN
σ

N∑
i=1

r∑
j=1

(
∆Zi, j − µ∆ti, j

)2

σ3∆ti, j
= 0 (32)

We can now apply the MLE method for θ = (µ, σ) is given by:

µ̂ =

N∑
i=1

r∑
j=1

∆Zi, j

N∑
i=1

r∑
j=1

∆ti, j

(33)

σ̂ =

√√√√√
1

rN

N∑
i=1

r∑
j=1

(
∆Zi, j − µ∆ti, j

)2

∆ti, j
(34)

2.4 First Hitting Time Concept and RUL Distribution

Based on the work presented in [20]-[22], the RUL of a system is
dened as the length from the current time to the failure time. If we
consider the random variable T as a stopping time for B (t), t ≥ 0,
and for any t, it follows that to decide whether T has occurred or
not by observing the path of B (s), 0 ≤ s ≤ t. For any t the sets
{T ≤ t} ∈ Ft and given a level threshold L, the time of reaching this
level could be more than once due to the random nature of Wiener
process Z (t). In the following, we provide the computation of a first
passage time hits level threshold TL and the RUL distribution of
Wiener process paths. Suppose TL the first passage time of Wiener
process Z (t) hits level L, if the maximum of Z (t) at time t is greater
than L, then the path of Wiener process took value L at some time
before t. Let consider TL the rst time when the degradation path
Z (t) reaches the threshold level, it follows that, we deduce the dis-
tribution of the maximum and the minimum of Wiener process on
[0, t]. M (t) = max

0≤s≤t
Z (s) and m (t) = min

0≤s≤t
Z (s). identically , the

distribution of the first hitting time of L, TL = inf {t > 0 : Z (t) = L}.
From Theorem [22], and for any L > 0 ,

P0 (M (t) ≥ L) = 2.P0 (Z (s) ≥ L) = 2
(
1 − Φ

(
L
√

t

))
(35)

Proof: For the events M (t) ≥ L and TL ≤ t are the same. When the
maximum of Wiener process at time t hits a failure threshold L. If
Wiener process took value L at some time before t, therefore the
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maximum will be at least L. Since {Z (t) ≥ L} ⊂ {TL ≤ t}, thus we
have also computed the probability as follows:

P (Z (t) ≥ L) = P (Z (t) ≥ L,TL ≤ t) (36)

As Z (TL) = L

P (Z (t) ≥ L)

= P (TL ≤ t, (Z (TL + (t − TL)) − Z (TL)) ≥ 0)
(37)

LetTL is a finite stopping time, and from the strong Markov
propriety in [22], from this the random variable Ẑ (s) = Z (TL + s)−
Z (TL) is assumed independent of FTL and has a normal distribution,
so we have

P (Z (t) ≥ L) = P
(
TL ≤ t, Ẑ (t − TL) ≥ 0

)
(38)

If we had s independent of TL, then

P
(
TL ≤ t, Ẑ (t) ≥ 0

)
= P (TL ≤ t) P

(
Ẑ (s) ≥ 0

)
= P (TL ≤ t)

1
2

= P (M (t) ≥ L)
1
2

(39)

That is to say for any L > 0

P (M (t) ≥ L) = 2P0 (Z (t) ≥ L)

= 2
(
1 − Φ

(
L − x − µt

σ
√

t

))
(40)

In reliability engineering , there are some researches involving
the degradation based failure time TL prediction for a component.
Which is defined as the time at which the degradation path first
reaches a threshold L. However, the distribution of the first passage
time TL plays an important role for predicting the remaining useful
lifetime. Furthermore, RUL is often used as a decision indicator in
the optimal maintenance strategies. According to [23], the inverse
Gaussian distribution can be used to calculate the probability density
function of the conditional rst passage time, when the degradation
path is modeled by a Wiener process with positive drift. Accord-
ing to what is said before, let TL can be the first passage time for
a fixed threshold L > 0 by Z (t) which is the linear degradation
process given in (19). Then TL can be considered as a random
variable described by the inverse Gaussian distribution as follow

TL ∼ IG
(

L
µ
,
(

L
σ

)2
)
. We should first mention inverse Gaussian distri-

bution (IG) is a two parameter continuous distribution given by its
density function as follow:

f (t, µ, λ) =

√
λ

2π
t−3/2 exp

(
−λ

2µ2t
(t − µ)2

)
, t > 0 (41)

The mean µ > 0 and the shape parameter λ > 0. If we consider
a random variable X which is governed by the inverse Gaussian
distribution and can be written as follow X ∼ IG (µ, λ). However,
the inverse Gaussian distribution describes the probability density
function of the conditional rst passage time, when the degradation

path reaches a level L. Then TL ∼ IG
(

L
µ
,
(

L
σ

)2
)

has inverse Gaussian

distribution, so put these parameters into(35). Therefore, we have
probability density function given by:

f (t, µ, σ) =
L

√
2πσ2t3

exp
(
−(L − µt)2

2σ2t

)
(42)

The first passage time TL satisfies the following function, can be
written as

F (x, µ, σ) = P (TL ≤ t)

=

t∫
0

L
√

2πσ2x3
exp

(
−(L − µx)2

2σ2x

)
dx

(43)

Given (36), it is possible to calculate the RUL distribution. If
we take the observing data from the degradation process at time t,
which is at position z(t), then the probability that RUL is less than a
predened period h can be written as follow:

P
(
RULz(t) ≤ h

)
=

h∫
0

L − z (t)
√

2πσ2x3
exp

(
−(L − z (t) − µx)2

2σ2t

)
dx

(44)

3 Diagnosis in pipeline using EKF
The suboptimal filter known as the Extended Kalman filter (EKF) is
frequently used for non-linear state estimation problems. Since (13)
and (14) that represent the model of pipeline system, that is non-
linear model. Before applied the EKF algorithm, we must linearize
the state equations around the actual value of state estimated for
each time step. A linear approximation process is done by using a
Taylor series approximation. According to (11) and (12), we carried
out the non-linear model of the pipeline system. From now on
we apply the Taylor series approximation, in order to linearize the
functions that given by equation (13) and equation (14)

f (Xk, uk)

≈ f
(
X̂k, uk

)
+ dFk

(
Xk − X̂k

)
+ dGk (uk − ūk)

(45)

Such as: dFk =
∂ f (Xk ,ūk)

∂X

∣∣∣Xk=X̂k
, dGk =

∂ f (X̂k ,uk)
∂u

∣∣∣uk=ūk ,

Ck = f
(
X̂k, ū

)
− dFkX̂k. The following derivation terms are found:

dFk =

 1−TeSc
2A

√
2g
√

h1
0

TeSc
2A

√
2g
√

h1
1−TeSs

2A

√
2g
√

h2

, dGk =
[
Te S i

A 0
]
.

In the work [24] and in related references it was defined the
EKF algorithm.
Obviously, the prediction step is defined by

X̂k|k−1 = fk
(
X̂k|k−1 , uk

)
+ vk (46)

Pk|k−1 = Qk|k−1 + dFkPk−1|k−1 dFk
T (47)

Moreover, the updating equation can be implemented recursively
as follow

X̂k|k = X̂k|k−1 + Kk [zk − (HkXk + wk)] (48)
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Pk|k = Pk|k−1 − KkHkPk|k−1 (49)

Kk = Pk|k−1 Hk
T
[
HkPk|k−1 HT

k + Rk

]−1
(50)

It is interesting to consider the error in the prediction of zk from
its past zk−1. This error is known as the prediction residual on the
innovation. This latter term comes from the fact that we can write:

r1 (k) = ep1 = h1 (k) − h1e (k) (51)

r2 (k) = ep2 = h2 (k) − h2e (k) (52)

The simulation data are taken from [25, 26] are given in Table 2.

Table 2: Nomenclature

Physical parameters Description
A1 = A12 = A = 16(m2) Identical sections

for the two tanks
S 0 = 1/32(m2) Tank outlet section N2
S i = 1/4(m2) Tank outlet section N2

g = 9, 81(m/s2) Acceleration of gravity
T = 5(s) Sampling period

S max = 1/4(m2) Section of the pipe
linking the two tanks

N = 100 Time (Year)
H1(1) = 0.5(m) Level of the fluid

in the first reservoir
H2(1) = 0.01(m) Level of the fluid

in the second reservoir
qi = 5(m3/s) Flow rate

The numerical value of state noise for simulation are v =

Q.rand(1, n) and Q = diag(0.002, 0.05, 0.0001) The numerical
value of measurement noise for simulation are w = R.rand(2, n) and
R = diag(0.01, 0.01).

4 System without Fault (No clogging)
According to the EKF algorithm given by (46) and (52), we illustrate
and show the simulation results through a two tank system without
degradation process. These simulation results are given by Figure 4
and Figure 5. According to the algorithm of EKF given by(46)-(52),
which contains the fluid level and flow rate we can generate the
statistical residual. According to the estimated value of level tank, it
is possible to quantify the influence of wax deposition action. The
simulation results as shown in Figure 4 and Figure 5. However, the
pressure and flow rate in pipeline system are commonly measured
in order to monitoring the characteristic pipeline system. These
equations in algorithm of EKF incorporate a measurement value
into a priori estimation to obtain an improved a posteriori estimation.
The simulations results were carried out in the absence of clogging
in pipeline system to show the fluid level evolution in two tank in
Figure 4.
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Figure 4: Fluid level in Two Tank system
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Figure 5: Residuals without faults(No clogging)

Consider Figure 5, which plots the residue observed from EKF
for diagnosis, that indicates the system is no faulty. Moreover, it
shows the filter performance measures in terms of the innovation
sequence. We know that if the filter is working correctly, then the
innovations have a zero mean Gaussian white noise with a covari-
ance (S r). However, we can verify that the filter is consistent by
applying the following two procedures. Check that the innovation
is consistent with its covariance by verifying that the magnitude of
the innovation is bounded by ±2

√
S r . Verify that the innovation is

unbiased and white.

The statistical characteristics of the residual without faults are
given in Table 3:

Table 3: The statistical characteristics of the residual

Residual Mean Standard deviation
r1 µ1 = −0.000242 σ1= 0.0087
r2 µ2 = 0.0000321 σ2= 0.0102
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Figure 6: Residuals statistical characteristics

4.1 System including clogging by Steps

In order to valid the EKF algorithm for dynamic failure estimation.
Consider Figure 2, which shows the deposit profile of wax. We
will be interested in clogging pipeline, that is assumed at distance
d projected on the longitudinal axis (d < L), where the clogging
can form a critical region of stress concentration and L is the length
of the pipeline. In practice, this type of defect is unobservable and
no measurable. For this reason, we consider two pressure sensors
to control the increase or decrease the pressure downstream and
upstream of the obstruction. Before use the degradation model by
Wiener process that can be assumed and described by (n) steps to
model the cumulative damage in pipeline. The model of degradation
by steps can be described by (53), this results in a decreasing of
cross sectional area and it model a clogging evolution in pipeline.

S c (t) =



λ1.S cmax, 0 < t < t1
λ2.S cmax, t1 < t < t2
...
λi.S cmax, ti−1 < ti < ti+1
...

λn.S cmax, tn > tn−1

(53)

where 0 < λi ≤ 1, is a ratio between S c(t)/S cmax, see Figure
2. Thus, ti−1 and ti denote the initiative and terminal time under
cumulative wax step respectively. However, in the following we
have n = 3 steps, then λ1 = 0.3, λ2 = 0.5 and λ3 = 0.7. Which, the
first clogging level is assumed to occur at time t = 30 unit of time.

S c (t) =


0.3.S cmax, 0 < t < t1
0.5.S cmax, t1 < t < t2
0.7.S cmax, t >t2

(54)

For a given form of evolution clogging level in cross-sectional
area in pipeline Figure 9 and according to the EKF algorithm, it
follows that the fluid level in tank1 and tank2 are affected by this
clogging. Furthermore, the quality of the state estimation of the
deposit profile of wax is accepted and well. The EKF algorithm

is used to estimate recursively the pipeline system state, when we
consider a deteriorating system with noisy measurement of h1 and
h2. Figure 7 shows the fluid level evolution in two tank system.
Moreover, Figure 8 depicts the prediction errors, which contains a
statistical information for diagnosis.
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Figure 7: Fluid level in two tank
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Consider Figure 9, which plots section degradation prole esti-
mated by EKF. If we compare these results with Figure 4 and Figure
5, we can show the effect of clogging pipeline in the characteristics
of pipeline system. One can notice that the performance of our pro-
posed methodology of estimation and failure diagnosis are perfectly
adopted. For a better lecture of Figure 9, we can conclude that the
EKF algorithm is applied very well in order to estimate the state of
the cross-sectional area in pipeline.

The problem consists to model the evolution of the wax in
pipeline and to determine the minimum cross-section area which
corresponds to a maximum pressure. That can cause a crack or an
explosion of the pipeline system. For more reality and improve the
clogging damage model, it is more appropriate to describe the type
of failure with a continuous process.
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Figure 9: Section profile estimated by EKF

From this Figure 10, it can be seen that random evolutions of the
internal section S c(t) of the pipeline for a given distance (d < L).
The time at which the prognosis is made it can be noted by tpro.
However, the remaining residual life of the pipeline system at tpro

will be noted RULtpro . It equals to the time elapsed between RULtpro

and the moment when the pipeline system is failed. Noted that T be
the date of failure, then the RUL prediction at the time of prognosis
is assumed as a random variable which can be defined for tpro < T
(see Figure 10).

RULtpro = T − tpro (55)

Figure 10: Remaining Useful Lifetime prediction

S lim : Minimum value of S c, when a lower value, there will be
an explosion in pipeline, which can dene the threshold level.
According to the literature [2, 27], who presented models for evalu-
ation of the wax appearance at given point. From the authors work
[28, 29], we can define the specific criterion for pipeline resistance
as follow.

Pmax = S y + 68.95 (MPa) (56)

where
S y : is the yield strength of the pipe material (MPa).
Pmax: flow strength of the pipe material (MPa)

5 RUL Predicted by EKF and Monte
Carlo simulation

The main objective in this section is to present an approach to evalu-
ate the reliability. However, the RUL for deteriorating pressurized
pipelines at any distance d and time t require to modeling this degra-
dation process and predicted its evolution on line. We will focus
mainly on cross-sectional area of pipeline, where the deposit profile
of wax is shown in Figure 2. Based on paragraph (2.2) the degrada-
tion process models can be applied easily. From (19),the evolution
of cross-sectional area of pipeline can be described by new form of
Wiener process.

S c (t) = S c (t − 1) + µ.t + σB (t) (57)

In order to assess clogging pipeline evolution, there are many tech-
niques for estimation, KF and EKF is the most widely used for
linear and non linear systems. Theoretically, we can estimate the
RUL of a pipeline containing wax defects using two techniques
EKF and Monte Carlo simulation.

5.1 RUL Predicted by EKF

In order to predicted the RUL by EKF that is computed using two
steps the first one requires to estimate the clogging level evolution
on cross-sectional area S c(t) of pipeline, trough using the EKF algo-
rithm for non linear system. The second require to use the estimated
path of the clogging level and using (44) it may be evaluated the
RUL cumulative distribution function. However, the prognostic
of degradation path estimated by EKF and illustrated in Figure 12
is used. For a predefined period h and given the current degrada-
tion status (Time, S c(t)), we can calculate the RUL distribution.
For example from Figure 12, we are taken three points of current
degradation path M1(20, 0.230), M2(30, 0.222) and M3(40, 0.215).
Figure 13 depicts the cumulative RUL distribution in each point Mi.
However, the red curve M1 is the RUL distribution when monitoring
time is 20 unit of time and 0.225 current level degradation. As we
can see, the later the observing time, the higher possibility that the
cumulative wax in cross-sectional area Sc of pipeline would within
the predened monitoring time period.

For evaluation of RUL distribution, a philosophy of RUL esti-
mation based on first passage time distribution, which is given by
(44) in paragraph(2.4). In order to analysis the impact of Wiener
parameters in degradation path, we demonstrate that with Matlab
simulation. However, when µ is small in comparison with σ , we
conclude that the drift has a greater impact on the Winer process.
Conversely, if σ is small in comparison with µ , then noise domi-
nates in the behavior of the Winer process. For more analysis, we
generate ten realizations of S c paths with µ and σ are estimated
before. From (27) and (28), we can estimate the parameters cor-
responding to the data set. Using the MLE method the estimated
parameters are given by:µ̂ = 0.1525 and σ̂ = 0.052. In the first
time, we apply the EKF algorithm in Section 3. In order to predict
the systems future state using (40-44), that enable to use the system
information, through the measurement value, measurement error
and system noise, it is possible to obtain a trend optimal estimation
of the pipeline system state. Therefore, EKF is a recursive algorithm
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used for estimation, which needs to save the system state value and
covariance matrix at the last time every step of estimation. For
level value of degradation process path at unit of time, it is possible
to predict the RUL of the pipeline system. The failure threshold
value is set to respect the criterion of reliability and safety given in
literature [28, 29].
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Use the criterion in (56) to prove the pipeline system reliability.
For example, for S clim = 0.2(m2) obviously, the simulation results
are shown in Figure(11) and Figure(12). That can give more in-
formation about prognostic. Consider Figure (11) which plots the
degradation path of Sc, which is predicted by EKF algorithm. Given
a threshold level S clim, we can make decision between two hypoth-
esis at time t = 50 unit of time, working zone and failure zone.
Figure (12) illustrates the RUL prediction by EKF algorithm. When
the path of S c exceed the failure threshold at t = 55 unit of time,
then we can compute the RUL from time of prognostictpro = 20 unit
of time until failure time. However, from (55) the RUL = 55(unit
of time).
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5.2 RUL Estimated by MC

The second method requires to generate many paths by Monte Carlo
simulation and according to paragraph (2.4) we can evaluate the
first hitting time and plot the RUL pdf. Using the Wiener model to
generate some paths describing the true degradation process with pa-
rameters estimated before µ̂ = 0.1525 and σ̂ = 0.052. After that, we
apply Monte Carlo simulation for a given threshold level to depict
the RUL distribution. For more analysis, we generate the degra-
dation paths of S c using the presented approach based on Wiener
model, we carried out several numerical simulations including the
procedures of initial parameters estimation. Moreover, assume that
S c is simulated randomly for N = 10 realizations independent and
identically tested and that are based on Wiener process with positif
drift. In order to analysis the degradation process evolution, we
simulate the testing data set using Matlab see Figure 14 and Figure
15. For simplicity and reasons of understanding the evolution of
the degradation process, we simulate the first path with mean and
variance parameters above and initial condition of S c = 0.25m2.
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In the following, we are taken N = 50 and N = 100 random
samples are generated and we want to gure out the time when the
degradation paths hits the failure threshold L = 0.2(m2). It follows
that the distributions of first hitting time computed by Monte Carlo
simulations, which are compared with analytical function of FHT in
(42) as can be seen from Figure 16 and Figure 17. We can say that
the analytical function of FHT based on Wiener process approxi-
mately pick up the true value in degradation process. However, it
is not very reasonable to make such deterministic conclusion only
according to gures results. An advanced evaluation need to be carry
out to judge the accuracy of the proposed method and the model of
degradation process. Nevertheless, there are some relevant problems
to be addressed.
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Figure 16: First Hitting Time and pdf RUL (N=50)

However, the choice of the initial parameters µ and σ of the
degradation process is important for evolution of the Wiener dy-
namic drift. For this reason, a simulation with Matlab demonstrate
that when µ is small in comparison with σ, then we conclude that
drift has a greater impact on the dynamic of Wiener process. Further-

more, if σ is small in comparison with µ, then the noise dominates
in the behavior of the Winer process. But it is very obvious from
these gures that the Wiener processes are more spread out when
its parameters are fluctuated. Moreover, it appears that the paths
has regions where motions looks like they have decreased trend
with random uctuations. It seems to me in this practical case, the
degradation does not follow a linear drift.
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Figure 17: Monte-Carlo Simulation and pdf RUL (N=100)

Figure 18 shows the actual pdfs RUL at different observation.
The first curve in the figure is the pdf RUL when monitoring time
is t = 0 unit of time and the last curve shows the pdf RUL when
monitoring time is t = 5 unit of time. It is clear that, the latter
observing time, the rather that pipeline would have clogging higher
possibility. Similarly, we can estimate the mean of the RUL as an
useful input for a preventive maintenance activity.
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6 Conclusion
In this paper, we have proposed a new idea that allows to model the
degradation process in two tank system. We have focused our mod-
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eling particular in pipeline clogging component. We only consider
a Wiener process without random effects has a linear drift. But in
practice, a nonlinear model may be more appropriate for complex
system. Based on the Wiener process model, the unknown parame-
ters in this model are estimated using the MLE approach. However,
at the beginning of modeling we have used a simple model to de-
scribe the cumulative damage which causes by the small particles
in crud fluid in pipeline system. In this context, we have assumed
the clogging of cross sectional area of pipeline by walk steps. By
using the Extended Kalman Filter algorithm, we have effectively es-
timated the state parameters system. There fore, the EKF algorithm
has been successfully applied to predict recursively the Remaining
Useful Life Time of the pipeline containing wax defect. Based on
the concept of the First Hitting Time, the Monte Carlo simulation
method is used to estimate the probability density function. The
effectiveness of these methods are valid though numerical simula-
tions. Moreover, the results show that the work is promising and
opens many perspectives for future research.
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 This project aims to demonstrate the importance that digital media can have to the 
development of loyalty programs, namely in creating empathy and proximity relationships 
between brands and their target audience: young people. This study consisted of the 
creation of a digital platform for Toyota Portugal, named Spot Toyota, to communicate 
actions promoted by the car brand, especially during music festivals. With the support of 
advertising agency Caetsu, this mobile application was developed to bring the brand closer 
to a younger audience – festival fans – with potential interest in two Toyota fleet car models: 
Aygo and C-HR. Through strategies typical of loyalty programs, such as the awarding of 
vouchers or coupons, the accumulation of points or winning prizes, a system was produced 
with the main focus on attracting users to the platform in a continuity perspective. The 
working process of this investigation resulted in the design of a smartphone application, 
based not only on the analysis of other examples present in the market but also on the 
understanding of crucial subjects such as loyalty programs, UX and UI design, application 
of personas models, creation of wireframes and workflows, and development of usability 
tests. 
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1. Introduction  

This project arose from a proposal, from the Portuguese 
advertising agency Caetsu, to develop a digital application (app) 
for the Toyota car brand.  

This app, entitled "Spot Toyota", was originally created in July 
2018, by an internal department of Toyota Portugal. The main 
purpose of the app was to create connections of proximity and 
empathy between the Toyota brand and the younger audience 
(often at music festivals). Thus, it was intended that this app 
worked as a loyalty product and not as a direct way of promoting 
or selling cars. 

The study initially focused on searching  mobile applications 
in the automotive sector. However, since no considerable supply 
was found in this sector, other platforms such as Cartão 
Continente, MB Way, McDonald’s and Galp EvoDrive, designed 
under the same assumptions as Spot Toyota, were taken into 
account. In addition to the consumer-perceived value, other key 

concepts for research were also analysed, such as loyalty 
programs, usability, UX and UI design. 

After understanding the problem, the work moved on to the 
platform design phase. In this sense, essential methods and 
guidelines were put into practice in the process of designing the 
mobile application. Realizing the value that this solution could 
provide to the market was one of the first steps. Then, the project 
advanced to the creation of persona models in order to understand 
the pattern of the platform users. 

Subsequently, the phase of developing information 
architecture began, which would be fundamental to the creation of 
the app wireframes and workflows. In this step, the screen sketches 
were conceived, distributing the graphic elements according to the 
importance and hierarchy of the selected information. To the 
design, were observed the user actions in the intended tasks 
accomplishment. 

The platform creation evolved to the interface design phase.  

Following the brand guidelines, the design of the screens began 
with a more considered and rigorous focus on visual issues, the 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Nuno Martins, nunomartins.com@gmail.com 
 

Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 469-477 (2020) 

www.astesj.com   

Special Issue on Multidisciplinary Innovation in Engineering Science & Technology 

https://dx.doi.org/10.25046/aj050358 

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj050358


N. Martins et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 469-477 (2020) 

www.astesj.com     470 

graphic elements distribution, the interface communication, the 
color selection, shape, and information. This process aimed to 
create a credible product and offer the best user experience. 
Finally, the phase of usability tests was initiated, the main purpose 
of which was to detect problems in the interface and develop 
alternatives to improve its performance. 
2. General and specific objectives  

The main objective of this project arose from a real need on the 
part of Toyota Portugal to create a digital platform that would help 
the brand get closer to one of its target segments, the young 
audience. In this sense, this platform was created for an audience 
potentially interested in two models of Toyota's fleet in the 
Portuguese market: Toyota Aygo and Toyota C-HR. 

Consideration was given to developing a mobile application 
(app) as a privileged channel to communicate for the brand's 
actions with the defined target, in order to capture a maximum of 
leads; to support lead conversions in effective customers; and to 
retain both customers (buyers) and fans of the brand (not 
necessarily buyers, but individuals capable of influencing their 
close circle). 

As a result of the introduction and implementation of RGPD 
(General Data Protection Regulations), Toyota was forced to 
efface the contact data the company used to communicate brand 
information and actions. The app to be developed, thereby, in 
addition to trying to regain lost contacts, would mainly serve to 
establish and consolidate a regular empathy with the public. 

The goal was not only to develop a conceptual study of a 
mobile app through good design practices, but also to build a 
tangible product, with added value, that could be implemented and 
be a reference in this automotive market [1]. 

To achieve the general objective (sustainable development of 
an app), a set of specific objectives was addressed: 

• Identifying, understanding and systematizing the goals 
proposed by Toyota for the app: Through the meetings held 
with Caetsu, the company responsible for monitoring the 
project, a detailed analysis of the work context was 
prepared. For the app development, it became necessary to 
understand and systematize all the raw information, 
transforming it into raw material to start the project. 

• Listing the added-value offers that Toyota can make 
through the app (discounts, points, coupons, among others): 
As the mobile app had well-defined objectives, it was 
essential to understand the type of functionalities and 
specific offers that it would have to contemplate. In order 
for the brand to be successful in approaching its target 
audience, the app would have to be perceived as an offering 
of added value to its users. From this point of view, the 
focus shifted to examining loyalty program techniques, 
such as discounts, points and coupons, and designing 
attractive means to encourage the use of the app. 

• Designing an app that contains relevant and useful 
information and functionalities for the user, with an 
appealing and intuitive interface, culminating in a high 
degree of usability satisfaction. 

3. Methodologies 
In an initial phase, an in-depth inquiry of the problem was 

carried out through relevant data collection and analysis. 

A firststage of information gathering was carried out in a 
meeting with the Caetsu team, the agency responsible for 
monitoring the Toyota project, in which the main objectives, needs 
and expectations concerning the app were discussed. 
Correspondingly, schemes and mental maps, which defined the 
essential factors to conceive the platform’s contents, were 
produced. It became crucial to understand the typology of mobile 
application offerings in the automotive sector, but above all, other 
applications built on the same assumptions as Spot Toyota. 
Analysing these examples, we were able to understand the range 
of features they offer as a reference for the work to be developed 
in the app under study. Having said that, it was essential to 
understand what is a loyalty program, how it works, and how the 
app could use these strategies to bring the user closer to the 
platform. 

In a second phase, and after this analysis of the state of the art, 
the work was developed with special focus on interface design, 
experience and usability heuristics. 

In the first stage of this second phase, the personas study 
began, which focused on the construction of profiles based on real 
users. Mirroring the target, the personas represented the various 
types of users that can use the developed app. Then, the project 
proceeded to the information architecture phase. The content 
present in the app was mapped, as well as the paths and links 
between the various stages of interaction within the platform. This 
work would lead to the construction of the app wireframes and 
workflows. The project sketches were drawn using basic 
representations to facilitate the perception and thinking of the 
interface division. In this follow-up, the workflows were 
fundamental to organize the wireframes, and to perceive step by 
step (in an illustrated way) the user's navigation intentions. 

Later, the project evolved to the graphical construction of the 
interface. Respecting the Toyota brand identity standards, the 
screens design began. The work focused on information hierarchy, 
readability, color and contrast. On this step, there was a rigorous 
focus on visual issues in order to create a credible product and offer 
the best possible user experience. 

Finally, based on user feedback, the usability testing phase was 
carried out. Through methods to test and observe user behavior, it 
was possible to detect interface problems and develop enhanced 
alternatives. These improvements meant a better user’s perception, 
and easier and faster navigation within the contents. 

After this process of app development, data collection, review 
and feedback from users, started the implementation of the 
programming language, a task that was assigned to the Caetsu 
team. Once finished, the app became available on the marketplaces 
to be installed and used according to the defined purposes. 

4. State of the Art  

4.1. Loyalty programs 

Loyalty programs, in general, are sales techniques that 
guarantee consumers benefits from their purchasing behavior, 
while allowing sellers and service providers to build a long-term 
relationship with the customer [2]. These consumer benefits can 
take the form of discounts, cash, bonuses or even access to special 
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services such as in the case of magazines and newspapers that offer 
exclusive content for loyal readers. 

With the development and investment of the technology 
industry in the smartphone and mobile applications market, a 
favorable environment was created for the growth and evolution of 
loyalty programs. Mobile applications provide a highly segmented 
channel for two-way communication, becoming powerful drivers 
of customer loyalty. 

“Mobile applications are the main channel for most, and it is 
clear that they present themselves to businesses as an 
unprecedented opportunity to interact directly with customers. 
They are easily accessible through an icon on the main screen; 
they do not require URL's and currently provide the best 
experience on mobile devices.” [3] 

Spot Toyota, despite not presenting itself as a service aimed at 
converting sales or with the objective of becoming exclusively a 
loyalty program, sought important guidelines and tools for creating 
empathy with its users in these marketing techniques. It was in this 
context that it became essential to leverage all the advantages of a 
mobile application (app) to boost and develop direct 
communication channels with the defined target audience. For 
instance, with a mobile application, the process of sending 
individual and segmented messages, known as "push 
notifications" 1   is simpler. With a great distance between the 
company and the user, this conversation mode can make a 
difference in terms of gaining customer loyalty.  

With people spending much of their time on smartphones and 
applications, companies have the opportunity to increase their 
customer loyalty by offering a personalized application experience 
and making the customer feel valued [3]. 

4.2. Apps in the automotive sector 

After an analysis focused on the offer of mobile applications in 
the automotive industry, especially in the Portuguese market and 
in Google Play (Android) and App Store (iOS), it was understood 
that mobile applications can be divided into three major 
typologies: Lifestyle; Remote Control; and Utilities. 

Some brands that can be considered in the Premium segment, 
such as Volvo, BMW and Mercedes, make a digital magazine 
available to their customers in a mobile application format. With a 
refined and high-quality graphic presentation, they approach a 
well-defined target, giving access to exclusive news about the 
brand, and offering a wide range of information about services and 
accessories, inspirational articles, films, photography and links to 
explore their vehicles universe. 

In the second typology, it is possible to include an entire range 
of applications aimed at controlling the car digital system itself. In 
these cases, after pairing the smartphone with the vehicle, certain 
levels of control access are given to the system: it is possible to 
access and monitor the GPS and select options on the music player, 
among some functionalities. An example in this regard is the 
Volkswagen Media Control app. 

 
1 “Push Notification” is a notification that the user receives through a smartphone 
application, tablet or browser without requesting it. 

At the last typology, we can inscribe the automotive industry 
applications with a great presence in stores, distributed by 
countries or markets. This is the class of applications for car daily 
control, in which it is possible to: monitor the vehicle condition; 
manage duration, distance and consumption of trips; and record the 
entire maintenance plan, miles and guarantees. 

Although applications with the purpose of increasing loyalty 
and offering value to attract new customers are recurrent in the 
digital market, we may declare can be in that the automotive sector 
has not yet adopted this strategy, addressing all its offer to existing 
vehicle owners. Given the potentially disruptive advantages 
granted by modern-day technology, such approach can be 
considered a misuse.  

4.3. Reference Apps in the area of loyalty 

In the universe of mobile applications, there is a wide range of 
examples to observe. However, this part of the research has not 
focused on the automotive sector because, as we have seen before, 
there has not been much supply in this area so far. Therefore, the 
approach focused on other business sectors in Portugal with 
models that could serve as guidance examples for Spot Toyota. 

The "Cartão Continente" app, belonging to one of the major 
Portuguese hypermarkets’ chains, has more than 500K 
installations in Google Play (Google Applications Store) and it is 
a reference app in consumer loyalty. In a clear graphic approach 
and adequately mirroring the brand identity, it offers a set of tools 
that capture the user's interest and promote its use. It makes 
available numerous discount coupons and offers when buying 
products and services. Similarly, the "Galp EvoDrive" app, from a 
fuel supplier, is identified by the constant providing of discount 
coupons to users in order to attract them to the shops. A relevant 
feature of this application is the possibility of sharing discount 
codes between users. This way, the brand benefits through P2P 
(person-to-person) advertising and invites further usage of the app. 

With a graphic interface based on a colorful chromatic palette, 
which can be assumed to be dedicated to the young audience, the 
McDonald’s app stands out. It also makes use of loyalty tools, such 
as discount coupons on certain products and the accumulation of 
points for purchases made. 

In the services context, “Via Verde”, from a company that 
provides an electronic toll collection system, presents another type 
of benefit to consumers. In this case, the attribution of points and 
discounts is not made through what the brand sells, but through 
advantages in its entire network of travel and hotel partners. 

As another example within this particular selection of reference 
mobile applications, is "MB Way", an app that offers a product 
with interesting tools for attracting users. Although it is designed 
mainly to facilitate money transfers, it uses playful interfaces 
(gamification), creating an environment for the users to engage 
with recreational features and game dynamics, both individually 
and in connection with other users. According to Cook [4], when 
customers are driven to participate, or to act in some way, they are 
more likely to feel that they will be rewarded for their action, 
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thereby reinforcing the interaction. The "MB Way" is 
comprehensive when it comes to loyalty techniques, however, 
certain usability issues are evident in terms of the clarity of 
perception regarding all possible interactions. 

Regarding the interfaces of the applications presented, it is 
possible to observe a careful and contained use of the most 
expressive and complex graphic elements, creating a simplified 
and intuitive language. Mostly designed on clear backgrounds, the 
interfaces show concern towards clarity in terms of 
comprehending all features and interactions. Due to the large 
volume of information and the fact that the success of these 
applications depends on guarantying a good user experience, it can 
be considered that all these platforms are designed with special 
focus on usability and accessibility issues. As Norman [5] states, 
"Good design requires good communication, especially from the 
machine to the person, indicating what are the possible actions, 
what is happening and what is about to happen". 

With these examples, we understood how the strategies and 
functionalities that these applications use to enhance the loyalty of 
their users are put into practice. We can consider that the 
component of discount coupons and accumulation of points 
became a common and transversal practice in almost all 
applications analysed, highlighting the importance of rewarding 
the user for using the app. In accordance, Spot Toyota used these 
proven models in the market as benchmarks to design its own 
features set. 

5. App development  

This project was developed from an already existing product 
that was still basic, with a strong need for development.  

After discussing with Caetsu and Toyota Portugal managers 
what was intended for the app, a first prototype was developed. 
The prototype contemplated all the functionalities and needs 
discussed in the first meeting between the research team and the 
Caetsu and Toyota Portugal managers. 

Although it was developed on a poorly sustained basis, with a 
lack of definition of workflows and critical paths, the first 
prototype was fundamental for the second meeting with Caetsu and 
Toyota. It was the basis for discussion towards defining the design 
and functionalities of the final project. 

The prototype presentation contributed to a more objective 
discussion about the app's problems and to the suggestion of new 
improvement ideas, namely: the design of a graphic interface with 
lesser red tone; the change of the typographic font to the official 
Toyota font (the Toyota Text Font); a greater presence of the 
Toyota Spot logo on the various screens; the redesign of some tab 
bar icons as well as some buttons. 

After this second meeting, the entire app structure design was 
started. After collecting all the first prototype inputs, the final 
workflows were designed, the personas created, the use cases 
studied and the functionalities to contain were listed. Then, the 
redesign phase of the wireframes has started, based on the 
corrections discussed.  

To improve and understand the interaction with the platform, 
usability tests using real users were developed. With the collection 
of their feedback, it was possible to apply the necessary 

adjustments and changes to evaluate and verify the user experience 
and interface design, thus solving most usability problems 
encountered [6-10].  

It is important to note that all changes and decisions made 
during this whole process were constantly communicated to those 
responsible for monitoring the project, with the final validation, as 
well as the definition of other necessary corrections or changes 
[11,12]. 

5.1. Personas 

When creating a digital product such as an app or a website, it 
is essential to know who will use it. In this sense, and to anticipate 
the problems that may arise from its use, it is necessary to 
understand the user and his needs [13].  

The Personas are fictional characters, created based on a 
market analysis. They represent the various types of users who can 
have a similar comportment when using the service or product 
developed. 

This process of idealization leads us to understand the needs, 
experiences, behaviors and goals of users [14]. Personas simplify 
the design process, in the perspective that all processes are 
developed on the basis of ensuring the best user experience for the 
identified target audience [15]. 

All this survey of the user’s characteristics, needs and 
objectives is translated into relevant information, which helps us 
to calculate the route the user takes on the platform.   

Through the development of the personas, we try to create 
empathy with the target users and correspond to their needs, which 
are tested in prototypes. The creation of these profiles is based on 
real users, i.e. all the conversion of needs into effective 
functionalities of the application derives from the real needs of 
users [16].  

The development of the personas for this project (Table 1) has 
gone through study and contact with different people who fit the 
target audience of Spot Toyota. The insights provided by Caetsu 
and Toyota Portugal, who had already gathered detailed 
information about the defined target market, along with a series of 
informal conversations with recurring festival attendees took by 
the researchers, made it possible to embody the personas portraits.    

Profiles were constructed based on the same interests and 
assumptions: a young, active audience, who had already 
participated in music festivals or had shown interest in them [13]. 

It was added some personal information that summarized what 
matters in the persona who relates to the product. 

To add a demographic profile describing the personal and 
professional background, the user environment, and the 
psychographics, like interests, motivations, and pain points, was 
also important. 

 The following step was to attribute the end goal, the motivation 
factor that inspires the action. This determines what the persona 
wants or needs to fulfil.  

 To conclude, it was created a scenario to describe how the 
persona interacts with the product in a particular context to achieve 
his end goals. 
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Table 1: Analysis grid of different personas. 

RAQUEL  
18 years old 

PEDRO 
25 years old 

JOANA 
32 years old 

TIAGO 
20 years old 

ABEL 
26 years old 

Fan of indie 
rock music; 
about to 
enter 
university 
education; 
loves cats. 

Addicted to 
live 
concerts; 
intern in a 
marketing 
studio; fan 
of 
promotions. 
 

Loves 
summer 
festivals; 
loves 
photography
; works in an 
architecture 
studio. 

Camping 
enthusiast; 
studying 
computer 
engineering; 
motorsports 
fan. 

Enjoys a 
good 
concert; 
Guitar 
teacher; 
Environmen
talist. 

Use case: 
Raquel, for 
financial 
reasons, 
participates 
in all 
competitions 
and 
activities in 
which she 
can win 
tickets to 
concerts and 
festivals. 
Uses apps 
and groups 
in social 
networks to 
be up to date 
with all the 
news. 
 

Use case: 
João adheres 
to all 
services that 
earn him 
points and 
gets 
rewarded for 
it. If there 
are no 
associated 
costs, he 
installs all 
the 
applications 
that may 
bring him 
advantages 
in the short 
or medium 
term. 

Use case: 
Joana is 
addicted to 
new 
technology 
and all that 
is practical 
and time 
efficient. 
She uses 
digital 
versions of 
tickets for 
concerts, 
trips, and 
offers. 

Use case: 
Tiago, as a 
fan of the 
automotive 
world, 
ardently 
follows 
brands and 
their 
activities, to 
have the 
possibility to 
see new car 
models first 
hand, and to 
be able to go 
for test-
drives. 

Use case: 
Ricardo, not 
a big fan of 
digital 
media, uses 
some 
applications 
that his 
friends 
impose upon 
him to 
validate 
codes that 
they 
forward. 
Since he is 
indifferent 
to them, he 
ends up 
helping 
them. 

Objectives: 
- Follow 
news and 
campaign 
releases; 
- to receive 
notifications 
to the 
second of all 
news. 
 

Objectives: 
- Earn points 
to be able to 
convert into 
Toyota 
prizes. 
- Be 
rewarded for 
daily use of 
the app. 

Objectives: 
- Use festival 
coupons to 
enjoy Toyota 
rides; 
- Participate 
in brand 
actions just 
for the 
pleasure of 
the 
challenge. 

Objectives: 
- Be 
informed of 
Toyota brand 
actions; 
- Know 
what actions 
will be 
undertaken 
where, and 
which 
campaigns 
will be 
associated 
with 
automobiles. 

Objectives: 
- Validate 
codes sent by 
friends; 
- Send codes 
for friends 
to validate. 

Frustrations
: 
- Being afraid 
of losing 
some 
important 
information 
or launching 
a hobby. 
- Having to 
look for 
information 
on scattered 
platforms. 
 

Frustrations
: 
- Having 
difficulty 
converting 
points into 
advantages; 
- Knowing 
that if would 
require a 
long time 
for any 
reward to be 
effectuated. 

Frustrations
: 
- No quick 
and intuitive 
access to 
coupons; 
- Not being 
able to 
access and 
utilize 
through 
smartphone. 

Frustrations
: 
- Access 
outdated 
information; 
- Unclear 
and 
disorganized 
information. 

Frustrations
: 
- Time-
consuming 
and 
complicated 
process; 
- Need to go 
through 
complex 
registration 
processes in 
order to 
access the 
app. 

 
5.2. Information architecture 

After studying the competitors and analysing the personas, we 
moved on to the project information architecture phase. This 
process became decisive for the final product development, since 
it was the main stage of content organization for the app. 

Based on the first conversations with Caetsu, and taking into 
account the existing product (Spot Toyota in browser version), the 
design and structuring of the flowchart began. 

In order to meet the brand's purposes, it was fundamental to set 
up reward methods and techniques. The intention was to encourage 
the use of the app and consequently connect the user to the 
environment that the brand had imagined for the project. This 
system was developed based on the good references in the market 
and the cases analysed in the state of the art section of this article.  

Thus, based on the research, it was defined that the points 
would be awarded as per the following: 

• For the daily use of the app: once a day, and after the user 
enters the app, points are automatically generated and 
added to the balance of the user presented in his/her 
personal area. 

• For the use of vouchers or coupons: upon the brand's 
interest in the actions where it made itself present, vouchers 
or coupons can be awarded to the user, which, after use and 
validation, turn into more points. 

• By invitation: in the personal area of the app, there is a 
section called "Invite friends". Here, and by sharing a code 
with other contacts, a user can add points after at least one 
of those contacts has validated the code sent. 

• By inserting a code: in precisely the same place mentioned 
in the previous point, there is another section entitled 
"Insert promotional code". If the user has received a sharing 
code from a contact or  by some promotional action of the 
brand, he/she gains points after the insertion and validation 
by the app of that same code. 

In addition to these point attribution methods, another specific 
system was developed for the project: through the interaction with 
the app, the user progresses on a scale of five levels. On reaching 
the last stage, he/she is rewarded and goes back to the initial step. 
With this process, the user is able to add points always with a 
concrete objective. 

 We concluded that flowchart had translated into an added value 
for the perception of the whole project hierarchy and organization, 
as well as a fundamental work base for the construction of the 
corresponding wireframes. 

5.3. Wireframes 

The next phase of the app construction was the wireframe 
design. We can define this concept as a low fidelity representation 
in the initial design phase of a certain visual product. It is the 
outline of the structure of a digital project, using basic 
representations, such as lines or circles, in order to facilitate the 
ideation of the interface division. Normally, wireframes are used 
to arrange the content and functionality of a page, reflecting the 
user needs and paths of interaction. Because it is a sketch, this type 
of work allows the solutions presented to be subjected to constant 
changes, until a suitable result of the app is obtained in the final 
interface design [17,18]. 

For this project, although the product would eventually be 
made available cross-platform (including Android), we chose to 
develop the app in iOS, the mobile operating system for iPhones 
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and iPads from Apple Inc. The choice was made in line with the 
convenience and experience of the researcher responsible, because 
it was the system with which he was best familiar. The knowledge 
of its usability standards, through the daily use of the platform, thus 
made the project construction process more conscious and reliable. 

5.4. Workflows 

Workflows are sequences of steps a user goes through to 
accomplish a certain task. In this type of project, workflows are 
fundamental for the wireframe’s organization, in order to 
understand, step by step, the user's navigation intentions. This is 
the flow that is established for the tasks’ realization. For the 
workflows development we use the Sketch software for aiding in 
the rapid prototyping of the various screens, and testing all the 
interaction between wireframes and workflows. 

In this sense, we highlighted some of the critical concerns of 
the personas created, in order to perceive the applicability of the 
designed flows and how these minimized the expected constraints. 
Based on the cases of Joana, Pedro and Ricardo (Table 1), we 
developed the workflows related to the tasks that could be most 
relevant to their concerns. 

For example, in Joana's case, one of her frustrations was the 
fear of not having access to the coupons quickly and intuitively. 
Since the beginning of the project, and being one of the main 
features of this app, the access to vouchers and coupons would 
have to be as upfront and evident as possible, creating a high 
degree of user satisfaction.  

To understand how this workflow works, we present the 
following example: "Toyota Rides" is one of the activities 
practiced by Toyota at summer festivals. Through the fleet of cars 
available at festivals, hitchhikers are given rides between points of 
interest and the concert venue. This app also appears to speed up 
all registration and validation processes at time of enjoying the 
ride. In this case, after getting into the Toyota car, Joana needs to 
access the mobile phone and show the travel coupon in order to get 
the ride. 

 
Figure 1: Workflow vouchers/coupons 01 

To increase the assertiveness in carrying out this task, we have 
created, for most of the cases, two possibilities to access vouchers 
and coupons. During a summer festival, such as the Vodafone 
Paredes de Coura, there are brand activities that matter to the target 
market, such as the “Toyota rides”. As illustrated in Fig 1, the user 

can access the details in the news concerning the hitchhiking, and 
from there is redirected to the coupon associated with the action. 
However, and as a faster and more direct way of accessing, the user 
always has a direct button to the vouchers and coupons section 
available in the lower tab bar (Fig. 2). From here, all available 
coupons are displayed, and the corresponding details can be 
accessed just by clicking on "Use Coupon".  

 
Figure 2: Workflow vouchers/coupons 02 

This is an app aimed at gaining and maintaining user loyalty. 
The associated system of validation and acquisition of points, 
management of vouchers, and the awarding of rewards provides 
the app with a strong playful aspect, and is intended to contribute 
further towards connecting present and potential future users with 
the Toyota brand. 

5.5. Interface design 

After the wireframes and workflows design, we moved on to 
the rigorous design phase of the interface. The screens were 
designed with a set of graphic and usability concerns, with the goal 
of creating a credible product that reflected the values of the 
Toyota brand, and which could provide a best user experience. 
According to Tidwell [8], users do not trust amateur platforms 
where there are no efforts taken to create a pleasant appearance. 

Since there was already a Spot Toyota version (but only a 
browser version), a number of aspects had to be taken into account 
for the restructuring of the entire platform, including the "Spot 
Toyota" logo (Fig. 3),  regarding which it was decided to be kept 
unchanged. 

 

 
Figure 3: Spot Toyota logo. 

The graphical approach was developed based on the standards 
and guidelines defined by Toyota. Although this is an independent 
product from the car sales business, we have endeavored from the 
outset to maintain visual consistency with Toyota's identity in 
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Portugal. To achieve this goal, we worked with the guidelines 
provided in the new Toyota brand visual identity manual [19,20]. 

For the color system, the work was based on the reference 
colors defined by Toyota's identity manual: "Primary Color" (grey 
"PMS Cool Grey 5") and "Highlight Colors" (white, red "PMS 
186", and dark grey "PMS CG 11"). In addition to the color, the 
icons (Fig. 4) adapted for the platform were also conceptualized. 
We selected those that we considered as having a greater relevance 
with the app environment. The icons were thus kept as simple line 
drawings, that were easy to read and carried a minimalist and 
youthful visual language. 

 
Figure 4: Application icons. 

For the Toyota Display and Toyota Text typefaces (original 
typefaces designed exclusively for Toyota), specific indications in 
the Toyota brand's visual identity manual were considered. 

The layouts design was shaped based on these visual elements, 
such as icons, color and text. It was a constantly evolving process, 
however, at each step, Caetsu's approvals were took into account, 
alongside with conclusions from user tests; and strategies that were 
considered appropriate for the target audience [21,22]. 

The first designed layouts had a higher incidence of the color 
red. With the work development, red was replaced with other 
colors of the pre-defined chromatic palette. With this change, it 
was possible to create greater harmony and clarity on the screens, 
particularly in those containing images, simplifying the interface 
graphic environment and minimizing the use of unnecessary 
contrasts. 

In this follow-up, and through constant articulation with 
Caetsu's perspectives, changes were implemented that would end 
up significantly altering the graphic aspect. Although the structure 
has been closed since the wireframe phase, it was necessary to 
optimize certain graphic aspects in order to achieve the best result. 

As we can see in figures 5 and 6, the tab bar was one of the 
elements in which the color was changed from red to light grey. 

As it was felt that the Spot Toyota logo needed further 
prominence, a bar in the same tone was also implemented, 
increasing the contrast considerably. This change ended up 
highlighting the menu titles in the nav bar in the same way. 

Regarding the homepage, it was concluded that the 
news/action cards needed to highlight more their button functions. 
With these elements redesign, an attempt was made to remove any 
doubt that these areas were clickable, pushing this action. 

Other changes focused mainly on the emphasis given to certain 
titles or text fields, the fonts weight on certain buttons, chromatic 
coherence in the "call to action" style, as well as certain 
improvements in content. 

 
Figure 5: Final version screens. 

In figure 6, we present through the example of the "home page" 
screen, the result of the changes made in the interface graphics. 

 
Figure 6: The first version (left) and the final version (right) of the “home page” 

screen. 

5.6. Prototyping 

The entire prototyping process proved essential for the 
communication between the entities involved in the project, Caetsu 
and Toyota. Since the first meeting, the prototype was an 
indispensable tool for the evaluation of the work developed and of 
what would be the real functioning of the mobile application (app). 

For the realization of the prototype, we used the Marvel web 
application. By mapping the clickable zones per screen, we assign 
the function, the type of interaction and the animation we want for 
the target screen. Once this process was concluded, based on the 
workflows developed, we had a prototype capable of transmitting 
what was intended for the final app, and therefore a fundamental 
tool for testing with users [23,12]. 

Besides this type of prototyping, some simple animations were 
created to illustrate the app dynamics. Using these dynamic 
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images, it became easier to present to the programming team what 
we wanted (Fig. 7). 

 
Figure 7: Marvel Platform. Connections between screens. 

5.7. Usability tests 

Usability tests were developed beginning from the first phase 
of interface designs. In conjunction with Caetsu, and as the project 
evolved, decisions were made based on constant user feedback. 
This process allowed the app to reach a final phase with 
considerable optimization of the user experience and interface, as 
well as a reduced number of errors and inconsistencies to be 
detected at a later stage. 

For concluding usability tests with greater accuracy in the 
analysis method, ten users with an approximate profile to the 
project's target audience were selected: young users, between the 
ages of 17 and 32, with some connection degree to the music 
festival environment. 

In this process, user reactions were observed throughout their 
interaction with the app. For this procedure, we used the last 
developed online prototype. 

For the tests, a set of different tasks to be performed by the test 
users was drawn up. 

Task list: 

1. Log in to the app until you find Toyota shares/news; 

2. Access the coupon "Hitchhiking on Vodafone 
Paredes de Coura 2019"; 

3. Exchange 400 points for a black Toyota T-shirt; 

4. Enter a promotional code; 

5. Access the news "Hitchhiking on Vodafone Paredes 
de Coura 2019"; 

6. Edit your data profile. 

After the presentation of these tasks, we asked users to indicate 
the difficulties encountered, suggestions for improvements, 
questions, and finally a personal evaluation of the app through a 
short inquiry form. 

According to the observation made to the participants, we 
concluded that everyone was able to accomplish the proposed 
tasks. It was also found that the time taken to perform the tasks was 

identical, with minor differences justifiable by the different levels 
of users’ digital literacy. As expected, we depict these results has 
the outcome of constant proximity to users during the project 
development. 

In order to assess the level of these same users’ satisfaction, we 
also used, as mentioned above, a short inquiry form. This was 
provided after completing the usability tests and enquired about 
the interaction quality and the information appearance, alongside 
the usefulness and the global appreciation. 

The usability tests were extremely important as they allowed 
us to analyse and evaluate the project with regard to navigation 
issues, understanding and interface involvement. It proved to be a 
fundamental process to improve the app usability. 

Based on the collected feedback, a high degree of overall 
satisfaction was obtained, both in terms of the app usage and 
perception of its added value. These assessments validated and 
helped to optimize content structuring, information organization, 
aesthetic and graphical approach, as well as the functionalities 
developed to capture the users’ interest. 

6. Conclusions  
The main objective of this research was to design a mobile 

application (app) capable of stimulating a closer relationship 
between the Toyota brand and its target audience, young people. 
Thus, through this app, it was intended to explore the potential of 
technology and digital communication for the loyalty programs 
development.  

Based on the identification and analysis of the state of the art, 
it was possible to establish objectives that led to the conception of 
a totally differentiating and pioneering product in the automotive 
sector. Developed on a real need, and already tested in a previous 
version, this app aims to create value for Toyota, with effective 
implementation capacity in the market. 

It became essential to understand all the needs, objectives and 
goals that Caetsu and Toyota Portugal had for the project. Only 
through this multidisciplinary work, reflected upon the objective 
articulation of ideas and communication between the entities 
involved, was it possible to successfully carry out this research 
project. 

The methodology, once properly systematized, made it 
possible to explore and understand the context of use and the user, 
as well as Toyota's intentions and expectations. We used several 
methods throughout the platform development process, including 
the understanding of UX and UI design, the application of the 
personas method, the design of information architecture and the 
creation of wireframes and workflows. 

The implementation of Spot Toyota is expected to contribute 
effectively to a targeted and closer communication between the 
brand and its audience. From a selective list of features, users will 
be given access to exclusive brand information; rewards will be 
given for the use of the app; unique features will be made available 
for participation in brand actions, and finally, access will be given 
to a set of tools for awarding points that can be exchanged for 
products or services.  

For Toyota, it will  provide the opportunity to regain contacts 
lost by the entry into force of RGPD; increase its contact database; 
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develop lead capture strategies; get to know better its target 
audience in terms of habits, behaviors and needs; and finally 
establish strong and lasting relationships with its target group. 
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 In this work, we completed a validation of the Varian Clinac IX equipped with the High 
Definition Multi-Leaf Collimator (HD 120 MLC) instead of the removable jaws, using 
GATE Monte Carlo Platform version 8.2. We validated the multileaf collimator (MLC) 
geometry by simulating two dosimetric functions (Percentage Depth Dose (PDD) and Dose 
Profile (DP)), for 6MV photon beam energy and different field sizes (3x3, 4x4, 6x6, 8x8, 
10x10, 12x12, 15x15, and 20x20 cm²). We then compared the results with measurements 
realized with two detectors, namely the cylindrical ionization chamber and the micro-diode 
PTW silicon. By applying the Relative Dose Difference method (RDD), we noted a less than 
2% and 1% agreement for the field sizes (10x10, 12x12, 15x15, 20x20 cm²) and (3x3, 4x4, 
6x6, 8x8 cm²) respectively. Moreover, to evaluate the relevance of Monte Carlo method in 
a heterogeneous media, particularly in small field sizes (1x1, 2x2, 3x3 cm²), we have 
simulated three clinical studies based on the Physical Test Objects (PTOs) that are the 
equivalent slabs of lung and bone included in a water phantom. We noticed that the 
simulated PDDs exhibit two significant irregularities in the interface between water and 
lung. To eliminate these phenomena, we have used the "setMaxStepSizeInRegion" 
parameter implemented in GATE. We also noticed an important difference of 5% 
corresponding to the small field sizes, between homogeneous and heterogeneous simulated 
PDDs. We used the RDD method in this case as well. Moreover, we observed a difference 
between 1-4% between the simulated PDDs and the calculated ones by ECLIPSE Treatment 
Planning System (TPS). These results indicate that GATE (8.2) is useful in dosimetry with 
heterogeneous situations as well such as bone and lung. 

Keywords:  
Monte Carlo 
MLC 
GATE 
Artefacts 
PTO 
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1. Introduction  

In clinical radiotherapy, most TPS are calibrated in a 
homogeneous media with densities equal to 1. However, some 
organs have strong heterogeneities such as bone and lung. Hence 
a better precision requires a corrective dose in conventional TPS. 
In this context, Monte Carlo simulations present a real alternative 
allowing enhanced precision related to the transport of high 
energy photons, particularly in heterogeneous media. However, 
complex MC simulations require a great amount of computing 
resources and are time-consuming. Consequently, the 
optimization of the computation time is necessary. In our study, 

we used lung and bone equivalent slabs included in a water 
phantom as Physical Test Objects (PTOs). 

Moreover, modern radiotherapy also uses complex beam 
shapes. For this purpose, we modeled a Varian Clinac IX 6MV 
photon beam energy with the High Definition Multi-Leaf 
Collimator (HD 120 MLC). This instrument can hold up to 120 
pairs of leaves that move independently to allow the output of a 
complex beam shape. In practice, there are three types of MLCs, 
namely type A (e.g. Scanditronix and Siemens) [1], type B (e.g. 
Elekta) [2] and type C (e.g. Varian) [3]. The three are 
distinguished by their leaf's size, speed of movement, and the 
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transmission factor related to their arrangement and their 
geometry. 

 In this study, we have used the PTOs to evaluate the relevance 
of the MC method in the case of small radiation fields used in the 
context of small tumors. We realized this objective in two parts. In 
the first part, we have modeled a Varian Clinac IX 6MV photon 
beam energy to take into account the MLC based on our previous 
work [4] and using the geometric data provided by the 
manufacturer [3]. Thus, we compared the simulated dosimetric 
functions (PDD and DP) for different field sizes (3x3, 4x4, 6x6, 
8x8, 10x10, 12x12, 15x15 and 20x20 cm²) to the measured ones 
using the RDD method [5]. In the second part, we have simulated 
three PTOs geometries (water+bone, water+lung, and 
water+bone+lung). Then we compared the PDDs of the 
heterogeneous media with the homogeneous ones. We also 
compared the simulated PDDs with the ones calculated by 
ECLIPSE TPS, based on the Anisotropic Analytic Algorithm 
(AAA). Finally, we’ve been interested in the optimization of the 
artefact phenomenon at the interfaces. 

2. Material and Methods 

2.1. Measurements including the HD 120 MLC 

 In this study, the Varian Clinac IX 6MV photon beam we used 
is equipped with the High-Definition Multi-Leaf Collimator (HD 
120 MLC). PDD measurements were made at 100 cm of the 
Source Surface Distance (SSD), with a pitch of 0.1 mm in a depth 
between 0 and 5 cm in water and 1 mm for depths greater than 5 
cm. In the case of DP, we chose 0.1 mm as a pitch in the penumbra 
region. In measurements with fields greater than or equal to 
4x4cm² a cylindrical ionization chamber (Exradin type A28), with 
a volume of 0.125 cm3 was used, while for fields less than 4x4cm2, 
measurements were carried out using a micro-diode silicon 
detector PTW with a volume of 0.03 cm3 placed in a Doseview 
standard 3D solid water phantom of Standard Imaging. 

2.2. HD 120 MLC modelling 

The geometry and components materials of the HD 120 MLC 
have been implemented in GATE (V8.2) code using the 
manufacturer's data [3]. It is formed by two blocks (A and B) that 
can hold 60 independent leaves oriented according to the Y-axis. 
Each block holds 28 external leaves «half leaves» (0.5 cm width) 
and 32 internal «quarter leaves» (0.25 cm width). They both are 
placed at 100 cm from the source [6,7]. Furthermore, the ends of 
the leaves are rounded with a 16 cm radius, their thickness is 6.9 
cm and they are spaced from each other with a distance of 0.0047 
cm. 

The 32 internal leaves are positioned according to an alternative 
pattern (Figure 2): a drop with its fine end oriented towards the 
source (or "Target leaf") then its neighbor whose fine end is 
oriented this time towards the isocenter of the accelerator (or 
«Isocenter leaf»), these two types of leaves differ by the distance 
tongue and groove which is worth 0.1 and 0.01 cm respectively to 
create a vertical play between the tongue of a leaf and the groove 
of the adjacent leaf [8]. 

Besides, in GATE (V8.2), we introduced four types of leaves 
(quarter isocenter, quarter target, half isocenter, and half target) 
(Figure 2). Which we located them at the origin of the marker 
placed in the entrance of the photon target. Then the leaves were 
repeated with the possibility of rotation and translation around 
their center and Y axis, and X, Y, and Z respectively. Figure 3 
shows the GATE model of the Varian Clinac IX, including the 
HD 120 MLC [8]. 

 
Figure 1: Varian Clinac MLC illustration 

 
Figure 2: Schematic presentation of the HD 120 MLC, with Target and Isocenter 

leaf for each type 

 
Figure 3: Varian Clinac IX accelerator head GATE modeled including the HD 

120 MLC 
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On the other hand, in GATE (V8.2), the dosimetric functions 
(PDD and DP) corresponding to the different field sizes (3x3, 4x4, 
6x6, 8x8, 10x10, 12x12, 15x15 and 20x20 cm²) were realized 
using the "DOSE ACTOR". PDD was normalized at depth (Dmax) 
where the deposited dose is maximal. We compared the 
simulation results with those measured using the RDD method [6]. 
The latter consists of evaluating the relative dose difference 
between an experimental value and a theoretical reference value 
using equation 1. The dose difference should be less than 3% in 
the build-up region and less than 1% for most depths ranging from 
maximum dose depth (Dmax) to 30 cm. In equation 1, Dc is the 
calculated absorbed dose, and Dm is the measured dose (reference). 
Indeed, to obtained good statistic 9.109 particles were generated 
from a phase space (Phs) previously used as a source [4] and 
directed into a water phantom of the same size used in 
measurements. 

𝑅𝑅𝑅𝑅𝑅𝑅 (%) = 100 ∗
𝑅𝑅𝑐𝑐 − 𝑅𝑅𝑚𝑚  
𝑅𝑅𝑚𝑚

                              (1) 

Table 1: Material characteristics for lung and bone equivalent slabs 

Materials Density 
(g/cm3) 

Width 
(cm) 

Composition (%) 

Lung slab 0.31 10 H (8.31), C 
(60.08), N (2.71), 
O (23.04), 
Mg(4.8), Cl(1.02) 

Bone slab 1.91 5 H (3.30), C 
(25.37), N (0.91), 
O (35.28), 
Mg(3.36), P 
(8.82), Cl(0.03), 
Ca(22.91) 

 
2.3. Heterogeneity Study 

In this work, we conducted a study of heterogeneity using the 
two PTOs (lung and bone equivalent slabs). The three 
heterogeneous geometries studied are illustrated in Figure 4. The 
Phantom 1 includes a lung equivalent slab with a size of (30 x 30 
x 10 cm3) placed at 5 cm from the entrance. The Phantom 2 
contains a slab bone with a size of (30 x 30 x 5 cm3) placed at 5 
cm. The Phantom 3 includes two slabs: bone and lung located at 
5 cm and 10 cm respectively.  

To evaluate the ability of GATE to predict the dose distribution 
in a heterogeneous media, we compared the simulated PDDs with 
the three phantoms with a homogenous one. This concern six 
different fields sizes (1x1, 2x2, 3x3, 10x10, 15x15 and 20x20 
cm²). In GATE, the composition and the density of lung and bone 
equivalent slabs were given by the manufacturer (Table 1). We 
compared GATE results with the ones obtained with the 
ECLIPSE TPS by applying the RDD method. We note that we 
used the same GATE geometry in ECLIPSE and that calculations 
were performed using the AAA algorithm [9,10]. 

 
Figure 4: Two PTOs geometries using for three different studies 

3. Results and Discussion 

3.1. Static validation of the HD 120 MLC 

Figures 5 and 6 show the simulated PDDs and DPs compared 
to those measured for the field sizes (3x3, 4x4, 6x6, 8x8, 10x10, 
12x12, 15x15, and 20x20 cm²). Table 2 illustrates the results of 
this comparison. We note that the PDD results exhibit an 
agreement of less than 2% for the most points, while with the DP 
results the differences are around 1% in the build-up region and 
2% outside. These simulations indicate that the accuracy with 
MLC is better than with the removable jaws used in our previous 
work [4]. 

 
Figure 5: PDDs defined by the 120 HD MLC for different field sizes 

 

Figure 6: DPs defined by the 120 HD MLC for different field sizes 

3.2. Heterogeneity study 

3.2.1. Artefact phenomenon 

In the literature, few studies were interested in the artefact 
phenomenon observed in MC simulations at the boundary 
between two biological matters [11], for example between water 
and lung. For this purpose, we simulated the PDD using phantom 
1. The results indicated two significant irregularities in the 
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interface between water and lung (Figure 7). The 
"setMaxStepSizeInRegion" is the key factor for this phenomenon 
provided in GATE. It is defined as the maximal step size of 
charged particles. Thus, we performed simulations by varying this 
parameter within the range of 10-50 μm. Table 3 shows the 
calculation time for each value corresponding to a step of 10 μm. 
Adjusting the "setMaxStepSizeInRegion" with the recommended 
cutoff value [4], the two artefacts are gone. 

Table 2: Average RDD between (PDD & DP) calculated and measured ones for 
different field sizes 

Field sizes (cm2) RDD (%) 

PDD DP 

3x3 0.1666 0.1952 

4x4 0.1836 0.1936 

6x6 0.258 0.4256 

8x8 0.3839 0.8934 

10x10 0.5289 0.9612 

12x12 0.7145 1.0142 

15x15 0.9236 1.0958 

20x20 1.0147 1.3541 

 

 
Figure 7: Artefact phenomenon in the boundaries between Water and Lung 

equivalent slab for 10x10 cm² field size 

Table 3: CPU timing for “"setMaxStepSizeInRegion" values 

“setMaxStepSizeInRegion” value 
(μm) 

CPU timing (h) 

10 30 

20 20 

30 48 

40 53 

50 59 

 

3.2.2. Heterogeneity study compared to homogenous one 

 In Figure 8, the fact that the lung has a weaker density, this 
doesn't lead to any change in the PDD in region 1 therefore, the 
two PDD curves (water and water-lung) are almost identical for all 
field sizes studied in this region. In region 2, the photon’s 
attenuation is weaker, and the fact that in small fields (1x1, 2x2, 
and 3x3 cm²) there is almost no lateral electron equilibrium, lung 
PDDs are lower than the one in water. This electronic 
disequilibrium is due to the Compton effect [12]. Indeed, when the 
electron range produced by the Compton Effect is half of the field 
size, the electrons produced will transfer their energies outside the 
radiation field from where the electronic balance is lost. However, 
for a large field sizes (10x10, 15x15 and 20x20 cm²) the photons’ 
attenuation and the lateral electron equilibrium becomes 
significant. This is due to the field sizes increase, consequently, 
lung PDDs become relatively higher than the ones in the water. 
Indeed, in region 3, the fact that for all field sizes, the PDDs in the 
lung are relatively higher than ones in the water, is mainly due to 
the lower density of lung in region 2. 
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Figure 8:  Comparison between the PDD in a homogenous phantom with 

phantom 1 for 1x1, 2x2, 3x3, 10x10, 15x15 and 20x20 cm² field sizes. 

Figure 9 shows that in region 1, for all field sizes the presence 
of bone seems to not affect the PDDs curves. In region 2, although 
bone has a higher attenuation coefficient, the related PDDs seem 
to be relatively weaker than the ones in the water. This is observed 
for all field sizes, owing to the Compton scattering effect [12]. 
Indeed, in region 3, the higher attenuation coefficient of bone in 
region 2, makes that PDDs in bone are still relatively weaker than 
the ones in water for all field sizes. 

 

 

 

 

 

 

Figure 9: Comparison between the PDD in a homogenous phantom with 
phantom 2 for 1x1, 2x2, 3x3, 10x10, 15x15 and 20x20 cm² field sizes. 

Figure 10 shows that in region 1 the two PDDs curves 
are almost identical, despite the presence of the two bone and lung 
slabs. In regions 2 and 3, the related PDDs seem to be relatively 
weaker than the ones in the water, owing to the Compton 
scattering effect and the low density of lung. This is observed for 
all field sizes. In region (4) the fact that for all field sizes, the 
PDDs in the presence of lung and bone are relatively higher than 
the ones in water alone, results primarily to the low density of lung 
in region 3. 
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Figure 10: Comparison between the PDD in a homogenous phantom with 
phantom 3 for 1x1, 2x2, 3x3, 10x10, 15x15 and 20x20 cm² field sizes. 

 

3.2.3. Heterogeneity comparison study between GATE and 
ECLIPSE (AAA) 

Figure 11 shows that the PDDs obtained by ECLIPSE and 
GATE from Phantom 1 are in general closely similar with a 
difference less than 1%, except for the 1x1 cm² field where 
ECLIPSE PDD exceeds GATE by 4.02%. This can be explained 
by the fact that ECLIPSE does not take into account the lateral 
electronic equilibrium in lung slab for very small fields. Table 4 
presents the average RDD of the PDDs calculated by ECLIPSE 
and simulated by GATE for Phantom 1. 
Table 4: Average RDD between GATE and ECLIPSE (AAA) PDDs for different 

field sizes in phantom 1 

Field sizes (cm²) RDD (%) 
1x1 4.02 
2x2 0.83 
3x3 1.27 
10x10 1.68 
15x15 0.53 
20x20 0.63 

 

 Figure 12 shows that in region 1, the PDDs obtained from 
Phantom 2, are in general closely similar for all field sizes. In 
region 2, we note a difference of 1 to 5% explained by the fact that 
ECLIPSE overestimates the energy deposited by secondary 
electrons in bone slab [13]. Table 5 presents the average RDD of 
the PDDs for Phantom 2. 
Table 5: Average RDD between GATE and ECLIPSE (AAA) PDDs for different 

field sizes in phantom 2 

Field sizes (cm²) RDD (%) 
1x1 0.26 
2x2 1.31 
3x3 2.31 
10x10 4.08 
15x15 4.03 
20x20 3.75 

 
 Figure 13 shows that in region 1, the PDDs obtained from 
Phantom 2, are in general closely similar for all field sizes. In 
region 2, for small field sizes, ECLIPSE PDDs exceed the GATE 
ones by more than 4%. This is because ECLIPSE overestimates 
the energy deposited by secondary electrons in bone slab [13]. On 
the other hand, for field sizes greater than or equal to (10x10 cm²) 
the deference is 2%, owing to the presence also of lung in region 
3. Table 6 presents the average difference for PDDs calculated and 
measured by applying the RDD method. 
Table 6: Average RDD between GATE and ECLIPSE (AAA) PDDs for different 

field sizes in phantom 3 

Field sizes (cm²) RDD (%) 
1x1 4.23 
2x2 4.59 
3x3 3.61 
10x10 2.00 
15x15 1.91 
20x20 1.74 
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Figure 11:  Comparison between GATE and ECLIPSE (AAA) PDDs in phantom 

1 for 1x1, 2x2, 3x3, 12x12, 15x15 and 20x20 cm² field sizes. 
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Figure 12: Comparison between GATE and ECLIPSE (AAA) PDDs in phantom 

2 for 1x1, 2x2, 3x3, 12x12, 15x15 and 20x20 cm² field sizes. 

 

 

 

 

 

 
Figure 13: Comparison between GATE and ECLIPSE (AAA) PDDs in phantom 

3 for 1x1, 2x2, 3x3, 12x12, 15x15 and 20x20 cm² field sizes. 

4. Conclusion 

In addition to our previous work, in this study, we 
successfully used the up-to-date version of GATE 8.2 to simulate 
the High Definition Multi-Leaf Collimator (HD 120 MLC) using 
the manufacturers’. We performed the MLC validation by 
comparing the dosimetric functions (PDD and DP) measured in a 
water phantom with those simulated for different field sizes using, 
the relative dose difference method (RDD). Results show an 
agreement of less than 2% between simulated and measured 
functions. On the other hand, we demonstrated by using three 
studies based on the Physical Test Object (PTOs), the capacity of 
GATE 8.2 code to reproduce the dosimetric function in 
heterogeneous media such as lung and bone. Moreover, we 
showed that GATE exceeds ECLIPSE in the assessment of dose 
in heterogeneous media, since the latter does not take into account 
the lateral electronic disequilibrium. Indeed, the optimization of 
the "setMaxStepSizeInRegion" parameter in GATE led to 
eliminate the phenomenon of artefact in the interface between 
lung and bone. In conclusion, the static validation of our MLC 
120 HD model, as well as the results of the dose distribution in 
heterogeneous media will lead us in future research for a dynamic 
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validation to test the feasibility of the clinical application of the 
Monte Carlo simulations. 

Conflict of Interest 

We declare that we have no conflict of interest. 

References 

[1] AAPM. Basic applications of multileaf collimators. report of the AAPM 
radiation therapy committee Task Group No 50 AAPM Report No 72 
(Madison, WI: American Institute of Physics by Medical Physics 
Publishing). 2001.  

[2] Heath, E, Seuntjens, J. Development and validation of a BEAMnrc 
component module for accurate Monte Carlo modelling of the Varian 
dynamic Millennium multileaf collimator. Phys Med Biol 
2003;48(24):4045-4063. https://doi.org/10.1088/0031-9155/48/24/004 

[3] Michael K. Fix, Werner Volken, Daniel Frei, Daniel Frauchiger, Ernst J. 
Born and Peter Manser, Monte Carlo implementation, validation, and 
characterization of a 120 leaf MLC. Med. Phys., 38(10) : 5311-5320, 2011. 
https://doi.org/10.1118/1.3626485 

[4] Z. Aitelcadi, A. Bannan, R. El baydaoui, MR. Mesradi, A. Halimi, S. 
Elmadani, Feasibility of external radiotherapy dose estimation in 
homogenous phantom using monte carlo modeling. JATIT, 98(8) :1151-
1162, 2020. 

[5] Cho S.H., Vassiliev O.N., Lee S., Liu H.H., Ibbott G.S., and Mohan R. 
Reference photon dosimetry data and reference phase space data for the 6 
mv photon beam from varian clinac 2100 serie linear accelerators. Med. 
Phys., 32(1) :137–148, 2005. https://doi.org/10.1118/1.1829172 

[6] Huq, MS, Das, IJ, Steinberg, T, Galvin, JM. A dosimetric comparison of 
various multileaf collimators. Phys Med Biol 2002;47(12):N159-170. 
https://doi.org/10.1088/0031-9155/47/12/401 

[7] J. V. Siebers, P. J. Keall, J. O. Kim, and R. Mohan, “A method for photon 
beam Monte Carlo multileaf collimator particle transport,” Phys. Med. Biol. 
47(17), 3225 (2002). https://doi.org/10.1088/0031-9155/47/17/312 

[8] C. Borges, M. Zarza-Moreno, E. Heath, N. Teixeira and P. Vaz, Monte Carlo 
modeling and simulations of the High Definition (HD120) micro MLC and 
validation against measurements for a 6MV beam. Med.Phys., 39(1), 2012. 
https://doi.org/10.1118/1.3671935 

[9] Fogliata, A, Vanetti, E, Albers, D, et al. On the dosimetric behaviour of photon 
dose calculation algorithms in the presence of simple geometric 
heterogeneities: comparison with Monte Carlo calculations. Phys Med Biol 
2007;52(5):1363-1385. https://doi.org/10.1088/0031-9155/52/5/011 

[10] Panettieri, V, Barsoum, P, Westermark, M, Brualla, L, Lax, I. AAA and PBC 
calculation accuracy in the surface build-up region in tangential beam 
treatments. Phantom and breast case study with the Monte Carlo code 
PENELOPE. Radiother Oncol 2009;93(1):94-101. 
https://doi.org/10.1016/j.radonc.2009.05.010 

[11] Poon, E., Verhaegen, F., 2005. Accuracy of the photon and electron 
physics in GEANT4 for radiotherapy applications. J. Med. Phys., 
2005, 32(6), 1696–1711. https://doi.org/10.1118/1.1895796 

[12] L.A.R. da Rosa, S.C. Cardoso, L.T. Campos, V.G.L. Alves, D.V.S. Batista, 
A.Facure, Percentage depth dose evaluation in heterogeneous media using 
thermolumiescent dosimetry. JOURNAL OF APPLIED CLINICAL 
MEDICAL PHYSICS, 11(1), 2010, 117-127. 
https://doi.org/10.1120/jacmp.v11i1.2947 

[13] Cardoso SC, Alves VGL, da Rosa LAR, Campos LT, Batista DVS, Facure 
A, Monte Carlo Simulation of Bony Heterogeneity Effects on Dose Profile 
for Small Irradiation Field in Radiotherapy. PLoS ONE. 2010; 5(5): e10466. 
https://doi.org/10.1371/journal.pone.0010466 

http://www.astesj.com/


 

www.astesj.com   487 

 

 

 
 

5G mm-wave Band pHEMT VCO with Ultralow PN 

Abdelhafid Es-Saqy*,1, Maryam Abata1, Mohammed Fattah2, Said Mazer1, Mahmoud Mehdi3, Moulhime El Bekkali1, Catherine 
Algani4 

1AIDSESL, Sidi Mohamed Ben Abdellah University, 30050, Morocco 

2EST, My Ismail University, 50050, Morocco 

3ML, Lebanese University, 6573/14, Lebanon 

4ESYCOM, Gustave Eiffel University, CNAM, 75003, France 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 21 May, 2020 
Accepted: 07 June, 2020 
Online: 20 June, 2020 

 Oscillator phase noise (PN) has a strong impact on the spectral purity of the RF signal in 
wireless systems and is, therefore, a main challenge when designing a local oscillator. In 
this paper, we propose a new approach for designing a low PN oscillator based on the 
Time-Invariant Linear Model of phase noise. It leads on voltage-controlled oscillator 
(VCO) simulated good performances: a low phase noise (PN) near -123.2 dBc/Hz@1MHz 
offset from the carrier, an output power of 3.26 dBm, and an output signal frequency 
ranging from 27.98 GHz to 29.67 GHz. Low power-consumption (51mW) and small size 
(0.237 mm2) benefit from MMIC UMS foundry (United Monolithic Semiconductors) and 
0.15 µm-pHEMT GaAs technology. 
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1. Introduction 

The development of fifth-generation mobile networks (5G) is 
currently of great interest for telecommunication firms. This new 
generation will be the gateway to self-driving cars, virtual and 
augmented reality, Internet of Things, and other future 
technologies [1], therefore, it requires large contiguous blocks of 
spectrum. 

The microwave frequency spectrum has become fully occupied 
with time. Therefore, in order to fulfill the explosive increase in 
broadband transmission requirements, new frequency allocation is 
needed for 5G applications. This new generation of mobile 
communications should allow download speeds up to    10Gbit/s, 
with a latency less than 1ms [2]. Fortunately, there are large 
frequency bands in the mmWave range that are not devoted to any 
other application [3]. Delegates at the World Radiocommunication 
Conference 2019 (WRC-19) identified five additional mm-Wave 
frequency bands for the deployment of 5G networks: [24.25-
27.5 GHz], [37-43.5 GHz], [45.5-47 GHz], [47.2-48.2] and [66-71 
GHz] [4]. 

In order to transpose the IF (Intermediate Frequency) signal to 
RF (Radio Frequency), or vice versa, wireless communication 
systems (Figure 1) require one or more local oscillators (LO). Thus, 
the local oscillator has strong impact on the spectral purity of the 
transmitted or received signal. Therefore, the design of LO with 
high purity is a major challenge. Many researchers have addressed 
the issue of phase noise in oscillators and have suggested several 
solutions to overcome this limitation [5-7], however, the impact of 
the proposed methods remains very limited, in term of phase noise 
performance, and does not meet the requirements of the new 
generation 5G. 

In reference [5], the authors proposed an innovating 
architecture using two coupled VCOs and exhibiting -121.4 
dBc/Hz @1MHz frequency offset Phase Noise for a chip area of 
1.55 mm2. In reference [6] a phase noise varying from -100 to -96 
dBc/Hz@100kHz has been achieved, while the VCO core equals 
to 1 mm2. And finally, the authors of reference [7] presented an 
architecture composed of four Colpitts VCOs and three millimeter-
wave selectors, the phase noise varies from -100.7 dBc/Hz to -95.3 
@ 1 MHz offset, while the chip size exceeds 3.7 mm2. 
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In this paper, we propose a new approach for designing a low 
PN oscillator presented previously in reference [8]. It is based on 
the Time-Invariant Linear Model (TILM) of PN [6, 8], and applied 
to design a MM-wave band VCO. Simulations show that the 
proposed architecture exhibits an extremely low phase noise level 
associated to a small size, compared to the ones published recently 
in the literature. 

This paper is organized as follows. In section 2, we introduce 
the device technology. In section 3, a phase noise analysis is 
presented in order to extract an electrical model. The fourth section 
is dedicated to the proposed VCO architecture, while the fifth 
section presents the simulation results. Then we conclude. 

2. GaAs pHEMT technology: PH15 UMS process 

In last years, the development of III-V semiconductor 
materials for microwave devices has been sustained. Among these 
III-V semiconductors, gallium arsenide (GaAs) is the precursor, 
with better electronic and physical properties than silicon such as 
a higher electron mobility. GaAs Pseudomorphic High Electron 
Mobility Transistors (pHEMT) (Figure 2) are currently base of 
MMIC (Monolithic microwave integrated circuit) circuits thanks 
to mature technologies.  

Due to the development of these transistors, local oscillators 
[9], power amplifiers [10, 11], mixers [12], and frequency 
multipliers [13] have shown improved performances. The 5G 
mm-wave VCO circuit, presented in this paper, is designed using 
the commercial UMS foundry (PH15 process). PH15 technology 
is based on a classical pseudomorphic AlGaAs/InGaAs/GaAs 
HEMT structure shown in Figure 2. This 5G mm-wave process 
features typically 110 GHz-fT cut-off frequency, 640mS/mm peak 
transconductance, 220 mA/mm maximum drain current, -0.7 V 

pinch-off voltage and beyond 4.5 V gate-drain breakdown voltage. 
As the gate length is 0.15 µm, we take 30 µm-gate width. The 
PH15 process includes two metal interconnect layers, TaN 
resistors of 30 Ω/square, SiN MIM capacitors of 330 pF/mm2, 
airbridge and via holes. Table 1 shows typical datas of the 
pHEMT transistor [14]. 

Table 1: Typical data of the pHEMT Transistor 

 
3. Voltage Controlled Oscillator Phase Noise 

In wireless communication systems, a pure sine wave at a 
single frequency is an ideal case, i.e., a Dirac delta function at a 
single frequency. However, additive noise from propagation 
environment and circuits modulates the oscillator, introducing 
frequency fluctuations. These fluctuations spread the signal 
power at adjacent frequencies of the carrier frequency resulting in 
noise sidebands (Figure 3), generally named phase noise since it 
can be, in the time domain, represented as a random variation of 
the phase. 

Recent wireless communication systems require radio 
frequency carriers of very high spectral purity. The quality of the 
VCO becomes a determining factor in the quality of the entire 
system. It would be very difficult to transmit a signal at very high 
frequencies and with complex modulations without a very low PN 
VCO. 

The up-converted amplitude noise is a critical source to phase 
noise, but there are other contributors of phase noise in a LO [15], 
we cite for example: flicker noise, 1/f noise, thermal noise and 
shot noise. In order to design a LO that combines both low PN 
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and small size, it is mandatory to find the relationship between PN 
and the circuit parameters. This relationship is given by the 
equation (1) [6]: 

𝐿𝐿(𝑓𝑓0,𝛥𝛥𝑓𝑓) = 2𝑘𝑘𝑘𝑘
𝐶𝐶

 . 𝑓𝑓0
𝑄𝑄

 . 1+𝐹𝐹
𝐴𝐴0
2  . 1

𝛥𝛥𝑓𝑓2
        (1) 

where 𝐿𝐿(𝑓𝑓0,𝛥𝛥𝑓𝑓) is the single sideband phase noise (SSPN) at Δf 
offset frequency from the carrier f0, k is Boltzmann constant, T is 
the absolute temperature, C is the resonator capacitance value, Q 
is the resonator quality factor, F is noise factor and A0 is the output 
signal amplitude. 

From equation 1, PN of the LO is reduced when increasing the 
quality factor of the resonator circuit, in order to improve the 
amplitude of the output signal [6] or increasing the value of the 
capacitance of the circuit. In this work, we focused on a 
capacitance increase. Therefore, a capacity C1 has been added, in 
order to enhance the capacitance value of the resonator circuit and 
thus improve the PN. However, as the oscillation frequency 
depends on the circuit capacitance, the inductance value L1 must 
be reduced to keep the oscillation frequency value (figure 5). 

 

Figure 4: Synoptic diagram of a VCO 

4. Voltage Controlled Oscillator Design 

4.1. Colpitts Architecture 

An oscillator (Figure 4) can be modeled by an amplifier to 
compensate for the energy losses, and a resonator to select the 
oscillation frequency [13]. The tank circuit of the Colpitts 
Oscillator contains a capacitive divider (two capacitors in series) 
and an inductance L1, while the amplifier circuit is composed of 
transistors with their bias elements. In [16], two varactors Cv1 and 
Cv2 replace fixed capacitors for purpose of tune the oscillation 
frequency with Vtune (figure 5). The simulation results of this 
VCO Colpitts show a varying oscillation frequency between 26.6 
and 28.85 GHz, a PN near -96.07 and -113.07dBc/Hz@100kHz 
and @1MHz offset frequency respectively, and a fundamental 
output power of 9 dBm @ Vtune= 6 V.  Although the VCO has 

an acceptable FoM of -172.82dBc/Hz, the PN must be improved 
to fulfill the 5G requirements.  

4.2. Low PN VCO Architecture 

In order to design a best performing VCO, an innovative 
architecture is proposed, studied and designed in this work. This 
circuit is based on the back-to-back structure of the varactors 
presented in [5] and on the Colpitts structure studied in [13] and 
[16]. Therefore, we maintained the same active part used in [13] 
and [16] and a capacity C1 has been added to the resonator circuit 
in order to enhance the capacitance value of the resonator circuit 
(Figure 6).  

Graphs in Figure 7 show the variation of the capacitance of 
the resonator versus the control voltage Vtune with and without 
C1. From the two graphs, we can observe that the capacitance 
value of the circuit is clearly increased. 

(b) 

(a) 

0.2 0.4 0.6 0.8 1.0 1.2 1.40.0 1.6

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.55

0.95

Vtune (V)

C
 (p

F)

0.2 0.4 0.6 0.8 1.0 1.2 1.40.0 1.6

1.55

1.60

1.65

1.70

1.75

1.80

1.50

1.85

Vtune (V)

C
 (p

F)

http://www.astesj.com/


A. Es-Saqy et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 487-492 (2020) 

www.astesj.com   490 

4.3. pHEMT VCO Layout 

At mm-wave frequencies, parasitic capacitances and 
inductances can have a strong impact on the final Voltage 
Controlled Oscillator circuit performance. For this reason, a 
number of optimization steps were carried out before the final 
VCO layout presented in Figure 8.  

The GaAs technology is multilayered. The chip dimensions 
are 0.56 x 0.423 mm2, for a surface area of 0.237 mm2. We can 
note that it is an extremely compact circuit compared to the 
architectures recently published in the literature [7, 13, 17-19].   

5. Voltage Controlled Oscillator Simulation 

The first step when designing an oscillator is to check the 
convergence of the circuit. Figure 9 shows that at 28 GHz the loop 
gain is 1.122 and the phase is 0.048 so both oscillation conditions 
in amplitude and phase are satisfied. 

Simulation results on an electrical simulator software, show 
that the delivered signal is a sine wave (Figure 10) varying 
between 27.98 GHz and 29.67 GHz (Figure 11). Therefore, the 
tuning range (TR) is 1.69 GHz (about 6% of central frequency).  

At the frequency 28.97 GHz (Vtune = 2.00 V), phase noise 
equals to -113.073, -133.078 and -153.07 dBc/Hz @ 100kHz, 
1MHz and  10MHz offset frequency respectively (Figure 12). We 
can deduce that is an ultra-low PN level. Nevertheless, this 
architecture has an ultra-low PN only in a small tuning range part 
(around 28.95 GHz) (Figure 13), outside, the PN level is increased 
by 15 dB, i.e. the PN increases until it reaches the value -133.3 
dBc/Hz @10MHz offset. Anyway, the PN of this architecture 
remains low compared to the other architectures recently 
published.  

The fundamental output power is 3.26 dBm, on the other hand, 
at the first and second harmonics, it is equals to -18.8 dBm -14.2 
dBm, respectively. Thus, the first and second harmonic rejections 

are 22.05 dB and 17.45 dB respectively (Figure 14). The DC 
power consumption is about 51 mW. 

-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0-1.2 1.2

freq (25.00GHz to 35.00GHz)

S
(1

,1
)

m3

m3
freq=
S(1,1)=1.122 / 0.048

28.29GHz

17.60 17.65 17.70 17.7517.55 17.80

-500

-300

-100

100

300

500

-700

700

time, nsec

, 

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.50.0 7.0

28.1

28.3

28.5

28.7

28.9

29.1

29.3

29.5

27.9

29.7

Vtune (V)

 
q

y 
(

)

http://www.astesj.com/


A. Es-Saqy et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 487-492 (2020) 

www.astesj.com   491 

 

Figure 12: Single Sideband Phase Noise for Vtune=2 V 

6. Analysis of the simulation results 

Table 2 presents the performance of the designed LO 
architecture compared to other architectures recently published in 
the literature. The PN of our architecture is 21.2 dB lower than the 
architecture proposed in [17] and beyond 22.5 dB, 22.1 dB and 14 
dB lower than the architecture designed in [7], [13] and [18] 
respectively. Our VCO also has a relatively a wide tuning 
frequency range of about 1.67 GHz and a high fundamental output 
power of 3.26 dBm. The circuit consumption is quite low, less 
than half the DC power consumed by the VCO circuits studied in 
[7] and [19]. Finally, our LO has a good FoM of -195.3 dBc/Hz 
and is very small chip size compared to other architectures [7, 17-
19].  

 

Figure 13: Single Sideband Phase Noise versus Vtune 

Table 2: Performance of different VCOs recently published in the literature 

Ref. 
Oscillation 
frequency 

(GHz) 

DC power 
consumption 

(mW) 

Fundamental 
output power 

(dBm) 

PN 
(dBc/Hz) 
@1MHz 

FoM** 

(dBc/Hz) 
Chip area 

(mm2) Technologie 

[17] 28.3 - 11.8 -102 - 0.5 0.15 µm pHEMT 

[7] 29.4 124.6 4.5 -100.7 -169.11 3.75 0.13 µm 
SiGeBiCMOS 

[13] 28.02 96 5 -100.9 -180.37 0.25 0.15 µm GaAs 
pHEMT 

[19] 27.7 122 9.75 -113.16 -181.06 0.515 0.15 µm GaAs 
pHEMT 

[18] 28.1 20 - -109.2 -184.2 0.24 22 nm CMOS 
This 
work 28.8 51 3.26 -123.2* -195.3 0.237 0.15 µm GaAs 

pHEMT 

(*) The average value of PN 

(∗∗)     FoM = 𝐿𝐿(𝑓𝑓0,𝛥𝛥𝑓𝑓) + 10 log�𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑� − 20 log (
𝑓𝑓0
𝛥𝛥𝑓𝑓

) 

Where 𝐿𝐿(𝑓𝑓0,𝛥𝛥𝑓𝑓) is the PN @𝛥𝛥𝑓𝑓  offset from the  𝑓𝑓0 and 𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 is the DC power consumption of the circuit in mW. 
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7. Conclusion 

A new design approach for a low PN VCO is proposed, 
studied, and validated in this paper. This approach has enabled the 
design of a LO for the 5G mm-Wave band of low PN of -123.2 
dBc/Hz @1MHz offset frequency from carrier, with a TR of 1.69 
GHz, a fundamental output power of about 3.26 dBm associated 
to low DC power consumption. 
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 The paper presents sharing several of experiences and practices on smart robotic 
application for overhead transmission line maintenance and inspection. First, the pilot-line 
pulling robot is an invention used to pull a pilot line which is an important step for 
additional high voltage conductor installation. The puller robot can traverse the overhead 
ground wire, OHGW, and pulls a lead line via a set of cradle blocks at intervals, carrying 
the line above the ground. The robotic puller passes over barriers below the power line, 
such as the road with traffic, power distribution lines, river, or vegetation making tasks 
achieved conveniently, safely, and rapidly without impact on nearby communities. The 
robot was further utilized to pull a lead line/conductor crossing over the electrical 
substation without interrupting energy and pull a lead line for the improvement of 
transmission line ground clearances. The developed pilot-line pulling robot has been 
accredited as the corporate best practice; the standards for innovation, operation, and 
maintenance are archived for works at all EGAT transmission line operation & 
maintenance units nationally. Moreover, EGAT was now jointly investigating with 
universities on a new robotic device for aerial transmission line inspection. The target of 
the research is to create a mobile robot prototype for inspection of overhead power lines. 
The inspection robot shall crawl along the ground wire and transpose autonomously across 
installed equipment on the ground wire, such as vibration dampers, suspension clamps, 
compression dead ends, etc. In addition, the inspection robot is able to take photos and 
videos during a transmission line inspection in both offline and online features. Using the 
robot, transmission line inspection’s labor cost can be reduced, and the new method helps 
improve patrol and inspection efficiency, comparing to the conventional manpower method. 
Trough utilization of the new maintenance and inspection robots, utilities can minimize 
transmission line operation & maintenance budget. 
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1. Introduction 

Electricity Generating Authority of Thailand (EGAT) is 
Thailand’s leading state enterprise about electric energy under the 
supervision of the department of energy that has its main business 
in generation, transmission, and energy sales to other power 

distribution utilities. In order to promote the development of the 
national economic and industrial field in conjunction with the 
"Power for Thai Happiness" corporate agenda, the electricity 
utility's mission is to preserve the efficiency of the transmission 
network for the entire country. In the view of electrical providers, 
the primary purpose of high voltage transmission systems is the 
provision of services. EGAT also has a long tradition of 
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developments in the service and management of the energy supply 
sector utilizing the robotic technology, as demonstrated in Figure 
1. Northern Region Operation Division developted an Optical 
Ground Wire (OPGW) inspection with the robot for examining a 
damage spot on OPGW’s strands in 2008 [1]. The OPGW 
inspection robot was upgraded to a better version, 2 years later, 
such that phase conductors can be inspected also. In 2014, 
Electrical Maintenance Division and a domestic university co- 
invented a robot prototype used to inspect boiler water-wall tubes 
[2]. Utilizing magnetic adhesion, the NDT inspection robot can 
examine the thickness and the external properties of boiler water-
wall tubes. Furthermore, Electrical Maintenance Division funded 
the national technology center on the same year a project on a tiny 
robot prototype with 2-cm size or less for internal generator 
examination [3]. Similar to other robots on the same sector, owing 
to their smaller form, the robot may analyze inside the generator a 
distance of less than 3.5 cm. This saves generator testing period 
and expensive oversea testing robots. In addition, EGAT funded 
the national metal and materials technology center an R&D work 
in 2013 about a robotic system development for welding [4]. Main 
findings include a welding device with applications for welding 
process monitoring and torch motion creation for overlay welding 
of parts used in power plants. Afterwards, in 2017, another 
development for robotic welding system to be used in the repair 
phase for high-value power plant components was performed [5]. 
Recently developed [6], new transmission line maintenance and 
inspection robots are proposed in this paper. 

 
Figure 1: Examples of EGAT innovation on robots [1-5] 

A summarized literature review is performed on transmission 
line maintenance and inspection robotics developed by many 
researchers. LineScout is a mobile robot developed by the Hydro-
Quebec Research Institute to perform live line inspection and 
maintenance [7-15]. Expliner is an inspection robot developed by 
the HiBot Corporation, Kansai Electric Power Corporation, and 
Tokyo Institute of Technology for commercialization [16-17]. 
Also, TI is an inspection robot developed, evaluated, and 
demonstrated by Electric Power Research Institute under EHV 
condition [18]. Moreover, various robot prototypes focusing on 

220-500 kV transmission lines are developed by Chinese academy 
of sciences and many Chinese universities [19-22]. Three types of 
high voltage transmission line robots are developed by Wuhan 
University for single and bundled conductors [23-30]. 

According to presented relevant works, many robots were 
designed with some limitations for actual field working, e.g. their 
weight and dimension, specific configuration of conductors, 
limitation for some tower junction, difficulty for actual field 
works, and etc. Therefore, two transmission line maintenance and 
inspection robots with light weight, small size, and ease of use are 
designed and developed in order to be a new realistic solution for 
power utilities expecting more efficient O&M system. 

The paper sections are arranged as the following. We present 
in section 2 a developed transmission line maintenance robot. We 
firstly summarizes problems and constraints of the existing pilot-
line pulling method for additional stringing of conductor projects. 
Then, the development of the new maintenance robot and actual 
success implementations in transmission lines are presented. The 
next part, section 3, deals with a novel inspection robot for 
transmission lines. The background, design, Lab test, and field test 
of the inspection robot are presented. Working results of both 
developed robots are discussed in the next section. Evaluation and 
future improvement are finally concluded in section 5.     

2. Transmission Line Maintenance Robot 

 According to the corporate social responsibility policy, 
transmission system division desires to improve a better approach 
for stringing additional power lines while communities suffer no 
public impacts. Thus, the team of inventors decides to evolve a 
research project on an advanced approach of pilot-line pulling for 
the power line installation that conventionally requires manpower 
and land/water vehicles to pull out a pilot line dragged over the 
field beneath the power line above, shown as Figure 2-3. The 
consequence is that it damages farmlands beneath the power line 
and causes an effect on communities, Figure 3. 

 
Figure 2: Conductor stringing for the circuit no. 2 to be executed on the blank 

crossarms of towers 
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Figure 3: Conventional steps for pilot-line pulling 

 
Figure 4: Constraints and challenges on pilot-line pulling 

Constraints and challenges for pulling the pilot line with the 
existing working approach are concluded as the following:  

• Interrupted traffic and vegetation damages to landowner 
(damage compensation to be paid) 

• A great amount of workers needed co-working on 
different places 

• Risks of injury by incidents during line pulling 
operations over the roads, railways, communication lines, 
power distribution lines, and etc. 

• Scaffolds needed above the street and electric 
distribution line 

• Electricity de-energization required when crossing over 
high voltage switchyards  

Therefore, the researchers utilize the robotic technology to 
diagnose and evolve the new creative approach for better pilot-
line pulling operation above all obstructions with the robot 
developed as a tool to pull out a pilot line through a number of 
cradle blocks. The complete description of the specially designed 
puller robot together with a series of cradle blocks is shown in 
Figure 5. Whilst pulling, the running line is carried on the OHGW 
at structures and lifts at the height more than 13 m. over the 
ground, in Figure 6. Thereby, communities suffer no more 
problems from our jobs, and damage compensation for properties 
does not need to be paid anymore. Moreover, construction 
workers can work on stringing a lead line above the highway, river, 
and live power line with safety, efficiency, and reliability. 
Additionally, the robot has been utilized further for a lead-line 
pulling over the live substation in the absence of service outage 
and also a lead-line pulling for the ground-clearance upgrading of 
an overhead power line.  

 
Figure 5: The composition of robot for line pulling work 

 
Figure 6: The complete description of the new pilot-line pulling method 

 
Figure 7: Actual implementations of the transmission line maintenance robot 
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With success implementation, EGAT has innovated a special 
robot for pilot-line pulling over all obstructions, and it passed the 
pulling-force test with 60-kilogram load and 35-degree 
inclination. The consequences have proved the accomplishment. 

3. Transmission Line Inspection Robot 

3.1. Background 

Throughout the world, inspection of transmission lines 
usually consumes workforces to achieve the routine tasks by 
ground patrolling along the transmission line paths.΅Minimization 
of man-hour is necessary in order to improve capability while the 
precision of data is still needed to be conserved. For this reason, 
partially/completely utilizing robotic technology into the standard 
line- inspection working method is of great essential. Existing 
means of routine power line inspection in the past have been 
dealing with both helicopters and UAVs to minimize cost of 
manpower. However, the former demands costly capital and 
operation budget whilst the latter suffers with many constraints, 
such as short battery lifetime, relevant laws, dependability in 
operation, and so forth. Therefore, application of an innovative 
inspection robot rolling along an OHGW can play a significant 
role in smart transmission line inspection improvement for 
electric utilities.   

The maintenance robot in the earlier section that travels along 
an OHGW can be practically upgraded to an inspection robot. 
Nevertheless, the service robot is unable to cross through 
sequences of obstacles, e.g. vibration dampers, suspension clamps, 
compression dead ends, and other hardware. That is, the robot has 
ability to travel just one single span between towers only. To 
significantly improve inspection efficiency, a new autonomous 
robot negotiating and crossing successive obstacles automatically 
must be developed. 

Crossing through each tower top is the key challenge for the 
robotic transmission line inspection. When the robot encounters a 
tower, personnel needs to climb to each tower and then manually 
transpose the robot to another side of span. It will be very much 
more efficient to use if the inspection robot can automatically 
navigate through tower tops. Nevertheless, autonomous crossing 
of obstacles repetitively requires huge efforts on advanced 
technology because equipment installed on the transmission 
structures have a lot of variety. Regarding mentioned constraints, 
the research team has designed an approach by developing a new 
mobile robot which can travel through a series of obstacles and 
earth wire crossarms with automatic navigation as well as feature 
of gathering high-quality visual information, e.g., damaged 
equipment and right-of-way vegetation data [31]. 

The aim of this research project is to create a novel 
transmission line section robot that can roll along an OHGW with 
autonomous crossing of obstacles. This working approach 
improves more efficiency than the existing approaches, such as 
ground patrols or helicopters. Photo and VDO via both offline and 
online (real time) modes can be recorded by the robot; it is a new 
mean to improve more accurate inspection than the conventional 
mean. In addition, for an outage event, the robot can be sent out 
quickly to search for an outage cause in mountainous regions, 
minimizing the customer’s service interruption. 

3.2. Conceptual design of transmission line inspection robot 
We designed an overhead power line inspection robot to work 

with autonomous feature and use a communication network for 
teleoperation. Figure 8 presents the conceptual design of the 
inspection robot. One can observe that the control portion is 
divided into 3 key portions systematically connected inside: 
moving control, communication control, and remote control parts. 
Those three units link altogether operations for the entire system 
and link with operators through an App on a handheld equipment 
in the field that will track data of the robot transmitted via the 
cloud network system, which is illustrated in Figure 8. 

• Robot motion-control part  
Robot movement is controlled by a microprocessor 

inside, which is the core duty for moving towards a desired 
location precisely. The inner subsystem includes a system of 
battery power supply which will energize power to all parts and a 
feedback-control part that can work with a communication-
control part closely for sensing the state of the robot such that the 
microprocessor can make a judgement to receiving information to 
command motion of each movement. 

• Communication control part  
This part includes an embedded microprocessor which 

has a role about communicating to each equipment, e.g. sensors 
which transmit feedback information to the movement part that 
identify the movement state or a camera that record images during 
the robot roll along each path. 
 
• Tele-monitoring control part 

The robot has a communication unit with a network for 
transmitting states back to the cloud system via a mobile cellular 
system for a tele-monitoring control part. M2M (machine to 
machine), which is a protocol commonly for the IoT world, is 
used as a format of Data streaming. It can work with reliability 
although the restriction of system bandwidth, i.e. sending data in 
the field to the cloud system via the App for observing. 

 

 
Figure 8: The conceptual design of the transmission line inspection robot 

3.3. Purposed design 

Figure 9 illustrates a design concept of an efficient robotic 
prototype for transmission line inspection with governing 
mechanism to transpose through obstacles on transmission lines. 
The model is designed and simulated using a special computer 
software. The robot consists   of   6   linear   actuators   with   the  
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Figure 9: Design concept of the inspection robot 

   

  

  

   

   

   
Figure 10: Transposition steps of the robot 

maximum extension of 20 cm. They are used to control the front 
or back wheel towards the desired position. By connect 3 linear 
actuators together to from a parallel mechanism, the resulted 
actuator has very high stiffness and compact while the end-
effector is still able to reach in required envelop.  Moreover, there 
are 3 wheels for the driving of the robot. Each of wheel is installed 
with a driving motor which is a 200W BLDC hub motor installed 
inside the driving wheel set. 

3.4. Motion of the robot and obstacles mitigation 

The robot can shift its center of gravity to the front and rear 
by extending its arm to the desired direction. This enables the 
robot to lift the other arm out of the OHGW without losing 
stability.   

The motion process is that the robot usually run along the 
OHGW and can transpose through obstacles, e.g. equipment and 
hardware on the structure with steps as the following: 

 
Figure 11: Laboratory test for the prototype with the line model 

3.5. Kinematic model 

The robot front and back arms are symmetric and identical. 
Each arm has three linear actuators arranged in the form of a 
tripod. The motion of the end effector can be described using 
coordinate system in the Figure 12. 

 
Figure 12: Coordinate system for each actuator and arm’s center and also the 

end-effector position. 
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The inverse kinematic model of each actuator is an actuator 
length (𝑙𝑙) as a function of the end-effector position in arm’s center 
frame (𝑥𝑥, 𝑦𝑦, 𝑧𝑧). There is a restriction in designing the end joint of 
the actuator which results in offsets between y and z rotation axis 
(𝑙𝑙1). Since all actuators are identical, we can derive the model for 
all actuator in each actuator’s coordinate frame in the following: 

 
a) Side view 

 
b) Top view 

 
Figure 13: a) Side view and b) Top view of the mechanical model of a single 

linear actuator assembly 

𝜃𝜃 =    tan−1 �z−z0
x
�    (1) 

lxy
2 = (y − y0)2 + (x − l1 cos θ)2  (2) 

𝑙𝑙𝑥𝑥𝑥𝑥
2 = (𝑧𝑧 − 𝑧𝑧0 − 𝑙𝑙1 𝑠𝑠𝑠𝑠𝑠𝑠 θ)2 + (𝑥𝑥 − 𝑙𝑙1 𝑐𝑐𝑐𝑐𝑠𝑠 θ)2 (3) 

𝑙𝑙2 = 𝑙𝑙𝑥𝑥𝑥𝑥2 + 𝑙𝑙𝑥𝑥𝑥𝑥2     (4) 

To verify the derived model, we commanded the end-
effector to move in the form of geometric paths. We then recorded 
the movement using long-exposure snapshot which enables us to 
see the actual path taken. As a result, we found that the maximum 
available speed of the end-effector is 2 cm/sec. The speed beyond 
this number would result in linear actuator saturation and 
distortion in end-effector path. 

3.6. Electronics 

 The control system for operation of robotic arms is for the front 
arm and the back arm. Each side consists of 3 linear actuators with 
DC motors and optical quadrature encoder to measure the position 
of the extended core. For the control system of motion, motors are 

grouped with 2 motors of each set. They are controlled via a 
Teensy 3.2 microcontroller which is a STM32 microcontroller 
with 96 MHz speed and with 2 quadrature encoder counters. 

 Operation and control board for the control system consists of 
Teensy 3.2 microcontroller and 2 motor driver boards VNH5019 
assembled onto the circuit board, as shown in the Figure 15. 

       
Figure 14: Actual path of the end-effector when tracing a 20mm radius circle at 

the speed of 2cm/s (left) and 4cm/s (right) 

 
Figure 15: Operation and control board for the system 

 The control is commanded through the USB port to command 
the motor positon control program with PID control that is 
processed by microcontroller. The diagram for the operation of the 
motor control set is presented in the Figure 16. 

 
Figure 16: The diagram for the operation of the motor control set 

 All 3 motor control set are assembled altogether to control all 
6 motors, and USB signal lines are connected through 4-port USB 
hub. 
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Figure 17: All motor control set are assembled altogether 

 Moreover, there is the fourth controller board. This board is 
used to control 3 BLDC motors. It is also equipped with inertial 
measurement module and load cells analog to digital converter to 
measure weight on each wheel for center of gravity calculation.  

3.7. Software and control system 

The main processor for this robot is an Industrial PC with Intel 
Core I5 processor running Ubuntu 18.04 as the operating system. 

 Operation and control program for the motion of the robot is 
constructed on the basis of Robotics Operating System (ROS) with 
the control structure in the Figure 18 below. 

 
Figure 18: Operation and control program for the robot motion control 

 
Figure 19: The developed inspection robot during set-up before the field test 

 
Figure 20: Actual field test on a 115 kV transmission line 

4. Results 

The invented pilot-line pulling robot was utilized to line 
pulling operations at many 115-kV transmission lines for different 
of maintenance jobs during 2016-2019. The results showed its 
capability on pulling the lead line/conductor along the OHGW 
effectively and was accredited for real workings with no more 
harm to landowner and can operate with safety and reliability. 
Examined results after achieving the tasks have proved about the 
robot’s performance on a pilot line pulling over the field with 
success. The robot can cut the personnel cost up to 34 less people 
and save the payment for damage’s properties.   For a direct output, 
the development of the robotic pilot-line pulling on the power line 
above the field can be achieved with no public concerns. For an 
indirect output, the electrical transmission network is safer and 
more dependable. Figure 7 demonstrates real implementation for 
inventive robot utilizations that pass the street, river, farmland, 
mountains, live switchyard, and electric power line. Also, the 
novel pilot line pulling robot was accredited as best practice by 
EGAT. The standards for invention, working, and maintenance 
were archived as references for transmission line operation and 
maintenance units nationally. 

The inspection robot for transmission lines was specially 
designed for inspecting overhead power lines, running via the 
OHGW. Autonomous feature is a key challenge for developing 
the robot. Movement test was performed well on the simulated 
tower top for suspension type in the laboratory. After that, an 
actual field test was performed on July 2019 on suspension type 
and tension type towers of the real 115-kV power line. The 
observed results showed that the prototype of robot can run and 
transpose through actual obstacles like tested in the laboratory.  

5. Conclusions 

There is already evidence of different types of advanced 
robots designed and built by EGAT for the maintenance and 
inspection of high voltage transmission lines. The smart approach 
of work presently proposes the essential implementation of 
deploying innovative robots for approaches towards the smarter 
energy utility industry. The developed robots were successfully 
utilized to the actual transmission line in Thailand, causing tasks 
achieved with safety and reliability and without customer’s 
service interruption. In addition, it helps improve effectiveness by 
saving manpower and be an effective approach rectifying 
inspection precision while comparing to the convention one, such 
as ground patrolling. By utilization with the smart robots, power 
companies will save on routine line maintenance and inspection 
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expenditure. Future development with highly advanced 
technology could be performed on the next generation of robot 
that can automatically climb the tower by itself. 
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 The Center for Analysis and Information Services (Palinfo) at the Judicial Commission 
closely related to the management of information systems which are used to process 
organizational internal data and information systems on public services. Data processing 
and network management have an information system security risk. The Judicial 
Commission seeks to reduce risk and improve the quality of information security. This study 
aims to measure employee awareness of information security at the Center of Analysis and 
Information Services at the Judicial Commission, which also includes the Data/IT 
department. The study was conducted through an arranged interview with three experts and 
the dissemination of information security awareness questionnaires to all Palinfo 
employees, amounting to 25 persons. The results of the questionnaire were evaluated using 
The Human Aspects of Information Security Questionnaire (HAIS-Q) and the Analytic 
Hierarchy Process (AHP) method. The results showed that the level of information security 
awareness in Palinfo and the Data/IT section was at the “average” level. There is one 
focus area that shows a “good” level. While in the Data/IT department, several sections 
that show a “good” level. Based on these results, we recommend being used in maintaining 
information security, namely seven policies, ten information technology approaches, and 
socialization/training conducted in various ways. 
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1. Introduction  

Information is a valuable asset for an organization because 
information is a strategic resource in increasing business value. 
Therefore, the protection of information security is an absolute 
matter that must be taken seriously by all highest ranks of leaders 
to employee concerned. With the overall safety of the 
environment where the information is located, the integrity, 
availability, and confidentiality of information in the company 
will be guaranteed. To maintain the continuity of an 
organization’s business, the organization needs the availability of 
data and information as one of the influential factors [1]. 

Information system security threats are actions taken both from 
within the system and from outside systems that can consider the 
balance of the information system. Threats to information security 

arise from individuals, organizations, connections, and events that 
can cause damage to information sources. Security threats to 
information systems not only related from outside the company 
such as business opponents or other individuals and groups but can 
also be used from within the company [2]. 

According to data reports on information security incidents 
based on reports in 2017 showed that at the Judicial Commission 
there was a hacker attack that crippled several application systems 
and ransomware virus attacks that attacked several computers 
connected to the Internet network. The report shows that the role 
of human error is a contributing factor to information security 
incidents. Human error involved in information security can be in 
the form of opening insecure websites, opening attachments/links 
carelessly, downloading files without scanning, using passwords 
easy to guess, sharing passwords with others, losing devices or 
losing access to mobile devices, often connecting devices to public 
networks [3]. The occurrence of the security incident shows that 
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employees are not expected to have an awareness of information 
security. Therefore, research needed to measure the level of 
employee awareness of information security. 

According to the January-December 2018 Annual Report ID-
SIRTII/CC found that in 2018 there were 16,939 website 
incidents/defacement and the .go.id domain ranked first with 30, 
75% more often affected by defacement. Based on the monitoring 
results, there are 4,499 phishing links, of which 1,654 Indonesian 
domain websites have been affected or indicated for phishing. Data 
leak monitoring in 2018 obtained data leakage of 785,967 from 
domains and records. The number comprises 785,906 records / 
lines from 61 various .id domains. One of the domains obtained 
from data leakage is the domain go.id [4]. 

The Judicial Commission of the Republic of Indonesia is 
vested with two constitutional authorities, namely to conduct a 
selection of candidates for Supreme Court Justices and other 
authorities to maintain and uphold the dignity and behavior of 
judges [5]. With these two authorities, the Judicial Commission 
must be able to utilize the use of Information Technology (IT). 
Utilization of IT aims to make public services easily and cheaply 
accessible to the public. With the increasing use of ITs in carrying 
out their authority functions, making information security issues 
an important aspect. 

The Center of Analysis and Information Services (Palinfo) is a 
center with three functions, namely the Analysis section, the 
Information Services section, and the Data/IT section. The 
Analysis section manages the analysis of decisions. Information 
Services section implements management and control of 
information relating to the internal use of the government and the 
general public. The Data/IT section manages and controls the 
information and communication technology sector. The Center of 
Analysis and Information Services closely related to the 
management of information systems that are used to process 
organizational data internally and information systems relating to 
public services. For this reason, information security awareness is 
very important to be carried out within the Center for Information 
Services and Analysis.  

The background of this research stems from information 
security issues in the Judicial Commission that were not as 
expected. We divide the problem into 3 aspects, namely 
organization, inadequacy, and people. From the organizational 
aspect, the problem that occurs is that not yet implemented a 
comprehensive information security management system policy 
and not yet implemented ISO 27001 regarding information 
security in all sections. From the aspect of inadequacy, the 
problems that occur are lack of training on information security, 
lack of security of access to information in each room, and lack of 
knowledge regarding the importance of information security. And 
from the aspect of people, the problem that occurs is that there has 
not been much socialization to improve employee information 
security understanding, and Measuring the level of employee 
information security awareness has never been carried out. From 
the background of this problem, the thing that most concerns the 
researcher is the problem in the aspect of people, namely the 
measurement of employee awareness of information security has 
never been carried out. We need measurement of information 

security awareness level to be carried out to determine the level of 
awareness of Judicial Commission employees, especially Palinfo, 
which level they are at. We can see the background of the problem 
in the fishbone diagram in Figure 1. 

Therefore, the research needed to measure the level of 
information security awareness to identify the focus area of 
information security which still needs to be improved to develop a 
strategy for information security awareness methods. Many 
frameworks are used to measure information security awareness. 
We finally chose The Knowledge Attitude Behavior (KAB) theory 
developed by Kruger and Kearney (2006) and AHP (Analytic 
Hierarchy Process). KAB theory has often been used as a model 
for measuring information security [3]. We chose AHP in this 
research because of its superiority in terms of decision making and 
accommodation over attributes both qualitative and quantitative. 
Besides, AHP decision making able to provide more consistent 
results, easy to understand and use [6].  

The purpose of this research is to measure the level of 
information security awareness among employees at the Center of 
Analysis and Information Services (Palinfo) of the Judicial 
Commission Republic of Indonesia. The author would like to 
measure the level of information security awareness of employees 
and recommend increasing information security awareness in the 
Center of Information and Analysis Services (Palinfo) of the 
Judicial Commission Republic of Indonesia. 

The systematic writing of this paper consists of Introduction 
that contains background topic selection in the paper, Literature 
Review that contains theories related to selected topics, Research 
Methodology which contains the methodology used and the 
results, recommendations and conclusions of the research. 

2. Related Works 

Various studies related to the measurement of information 
security awareness have been carried out by several researchers, 
especially in Indonesia. Sari et al. (2014) conduct an information 
security awareness study for smartphone users. In this study, they 
developed the KAB framework. The KAB model that they use 
only takes on the dimensions of knowledge and behavior. Then the 
data they have obtained from the dimensions analyzed using the 
CFA model [7].  

In the following year, Sari et al. (2015) conducted a similar 
study of smartphone users. However, there are differences with 
previous research. They use the KAB framework with dimensions 
of knowledge, attitude, and behavior. Then they do the analysis 
using AHP calculations [8]. 

Sari et al. conducted research using the same method as the 
researchers, the KAB and AHP methods. The difference with 
researchers, Sari et al. studies smartphone users while researchers 
study government employees in Indonesia.  

Other research has been conducted by Kusumawati (2018) who 
researched government agency employees in Indonesia. This 
research uses the KAB model and MCDA calculation method. 
This study uses 5 focus areas [9]. The difference in research 
conducted by Kusumawati (2018) with researchers is that 
researchers used 7 focus areas and AHP calculation methods. 
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Figure 1: Fishbone Diagram Analysis

Subsequent studies have been conducted by Puspitaningrum et 
al. (2018) which used as the main reference for researchers. 
Puspitaningrum et al. (2018) conducted a study of SDPPI 
employees under the Ministry of Communications and 
Information of the Republic of Indonesia. They use the HAIS-Q 
framework and AHP calculations [3]. The difference from the 
research conducted by the researchers is that the researchers do not 
use the KAMI Index framework and the researchers research 
employees within the Judicial Commission of the Republic of 
Indonesia. The researcher also made a comparison among 
information security awareness between non-Data/IT employees 
and Data/IT employees. 

For the framework used in this study, researchers used research 
written by Lund (2018) for the use of the HAIS-Q Questionnaire 
which contained 63 questions divided between knowledge, 
attitude, and behavior, and 7 focus areas [10]. Examples of 
questionnaires can be seen in Table 3. 

3. Literature Review 

3.1. Information Security 

Information security is the protection of data, information, and 
equipment from unauthorized parties so that the information 
resources remain safe from all types of threats and risks. 
Information is an important resource in an organization, used as a 
material for decision making. Because of this, information must 
be quality. The quality of information is determined by three 
factors namely relevance, timeliness, and accuracy [11]. 

It may also be interpreted that Information is a description, 
statement, concept, and sign that contain values, meanings, and 
messages, whether data, facts or explanations that can be read, 
heard and seen in various forms in according to the times [12]. 

Information security means protecting data or information 
systems from prohibited use or access, and also focuses on 
maintaining the integrity, confidentiality, and availability of 
various information related to where information is stored on 
electronic media, paper, or other forms [12]. 

3.2. Information Security Awareness 

According to NIST (2011) Information Security Awareness is 
a condition where the concern focused on information security 
problems. It can also be interpreted as using Information Security 
Awareness as a bulwark of a company in the face of current 
information security threats [13]. 

Information Security Awareness also defined as a situation in 
which people have a responsibility to use information derived 
from knowledge about information security that has been 
obtained. The person must also be aware of the importance of 
information security goals, threats, and risks. [14]. 

Information Security Awareness can be measured using the 
Human Aspect of Information Security (HAIS-Q) instrument. 
HAIS-Q can measure information security behavior and its 
validity has been recognized by many studies [15]. 

3.3. HAIS-Q (Human Aspects of Information Security 
Questionnaire) 

HAIS-Q (Parsons et al., 2013) is a tool that could be used to 
measure employee knowledge, attitude and behavior, namely 
KAB Component. KAB is a benchmark for organizations that can 
solve various problems. For example, the use of KAB to 
determine the condition of an organization’s information security 
and the use of KAB for making an organization’s information 
technology strategy. HAIS-Q has seven focus areas including 
Password Management (PM), Email Use (EU), Internet Use (IU), 
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Social Media Use (SMU), Mobile Devices (MD), Information 
Handling (IH), and Incident Reporting (IR). These focus areas 
have their sub-focus areas [16] as can be seen in Figure 2. 

3.4. AHP (Analytic Hierarchy Process) 

AHP is a model that uses human subjects who are experts in 
their fields to make decisions. The human subject is the only input 
in the AHP model. Expert criteria refer to people who understand 
the problem posed correctly. Because it uses qualitative inputs 
(human perception), this model can process qualitative things 
besides quantitative things. Make AHP as a comprehensive 
decision-making model, taking into account quantitative and 
qualitative matters immediately [17].  

 Based on Thomas L. Saaty (1990), AHP is a framework for 
making effective decisions on complex issues. AHP helps 
simplify issues and speed up the decision-making process [18]. 
AHP is a global framework that arranges variables into 
hierarchies, provides relationships and values for these variables 
so that decision-makers can consider them and provide alternative 
solutions [19].  

Based on Taylor (2004), AHP is used globally in a variety of 
problem conditions in the private and government fields. AHP is 
a method used to facilitate the selection of criteria and provide 
ratings so it can facilitate decision making [20]. 

4. Research Methodology 
To achive the objectives of this study, we first conduct a 

literature review on theories related to the topic of this research. 
We then compare the various measurement models to find suitable 

models for measuring information security awareness. Next, we 
finally selected the model that will be used in this study based on 
previous studies is the HAIS-Q model by Parsons et al. for a table 
of questions. HAIS-Q model has a detailed focus compare to the 
others. HAIS-Q measures 7 focus areas related to measuring of 
employee awareness levels for information security in the 
organization. HAIS-Q provides a questionnaire to identify the 
level of information security awareness [16]. The flowchart 
showing the research process can be seen in Figure 3. 

4.1. Questionnaire Method 

The questionnaire methodology contains 3 lists of issues. The 
first set of questions tests the knowledge factors, the second about 
the attitude factors, and the third about the behavior factors. These 
3 factors questions were developed by Parsons et al. and 
compared to 7 focus areas in the HAIS-Q model. Research 
questions are answered in sequential order, with a clear 
declaration for each question in the questionnaire using a Likert 
scale, from 1 shows strongly disagree until 5 shows strongly 
agree. 

4.2. Data Collection Method 

Data collection was conducted from October 2019 to 
December 2019 at the Center for Analysis and Information 
Services of the Judicial Commission of the Republic of Indonesia. 
In data collection activities, researchers will conduct research on 
information security reporting data at the Center for Information 
Analysis and Services by providing questionnaires to 25 
companies related to their security awareness. 

Information Security 
Awareness

Knowledge

Attitude

Behavior

Dimension

Password 
Management

Email Use

Internet Use

Social Media Use

Mobile Devices

Information Handling

Focus Area

Incident Reporting

Using the same password

Sharing passwords

Using a strong password

Clicking on links in emails from known senders

Clicking on links in emails from unknown senders

Opening attachments in emails from unknows senders

Downloading files

Accessing dubious websites

Entering Information online

SM privacy settings

Considering consequences

Posting about work

Physically securing mobile devices

Sending sensitive information via Wi-Fi

Shoulder surfing

Disposing of sensitive print-outs

Inserting removable media

Leaving sensitive material

Ignoring poor security behavior by colleagues

Reporting all incidents

Leaving sensitive material

Sub Area

 
Figure 2: HAIS-Q Focus Area (Parson et al)

http://www.astesj.com/


M.S. Mahardika et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 501-509 (2020) 

www.astesj.com     505 

1. Structured interview with 3 
expert to find out the weighting 

dimensions

3. Distributed HAIS-Q 
questionnaires about information 

security to 25 Palinfo Employee

2. Weighting dimensions using 
AHP

4. Calculate measure of 
information security awareness 

by Kruger & Kearney (2006) scale

 
Figure 3: Research Process Flowchart 

4.3. Measurement of Weight 

At the first event, we asked people (experts) with have 
knowledge in the information security sector to fill the paired 
focus area matrix. In selecting most matrices, experts compare the 
important certain focus areas with other people. The level scale 
using scale 1 indicates the lowest level important, for 3 shows 
moderate important, for 5 shows strong important, for 7 shows 
very strong or demonstrated important and for scale 9 indicates 
the highest level important. The AHP process is used to gain 
information security awareness about the weight of each focus 
[19]. Experts fill the paired comparison focus area. The weight 
will then be ranked to find which focus areas have the highest 
information security awareness. 

Next, at the second event, we calculated the scale of 
information security awareness after collecting questionnaires 
from employees. We determined the priority scale of 7 factors in 
HAIS-Q. While the preference scale used in each question in the 
questionnaire is a scale 5 which indicates the highest level (very 
aware) to scale 1 which indicates the lowest level (not aware) for 
each question in 7 HAIS-Q factors. Then we calculate the scale of 
7 factors with percent of knowledge, attitude, and behavior factors. 
The scale obtained will be matched with a scale by Kruger & 
Kenney (2006) which divided into 3 levels: poor, average, and 
good [21] as can be seen in Figure 5. 

5. Result, Discussion, and Recommendation 

5.1. Result of Weighting Focus Area Dimensions 

The research first, we create an AHP Hierarchy to determine 
the criteria used. AHP hierarchy can be seen in Figure 4. After 
determining the criteria, we conducted the study in an arranged 
interview with three experts to discover out the weighting results 
from seven focus area dimensions. The format of the pairwise 
criteria can be seen in Table 1. We then calculate the focus area 
that has been weighted by the expert using the AHP weighting 
with a comparison matrix formula. The results of the study show 

that the focus area “Incident Reporting” was at first place with the 
highest weighting of 0,233278921, the focus area “Social Media 
Use” was ranked next with 0.229004904, the focus area 
“Information Handling” was in third place weighing 0,15646, the 
focus area was “Internet Use” was in fourth place weighing 
0,131023552, the focus area “Email Use” was in fifth place 
weighing 0,115031643, the focus area “Password Management” 
was in sixth place weighing 0,0876223, and the focus area 
“Mobile Devices” was ranked the last with a total weight of 
0,047578679 can be seen in Table 2. The focus areas for Incident 
Reporting, Social Media Use, and Information Handling are the 
highest. This is because the Center for Analysis and Information 
Services is closely linked to the management of information 
systems, which are used to process organizational data internally 
and information systems relating to public services, so that the 
three focus areas must be well managed so that all-important data 
are maintained. 

Information 
Security 

Awareness

PM EU IU SME MD IH IR

Goal

Criteria
 

Figure 4: AHP Hierarchy 

Table 1: Example AHP Pairwise Criteria 
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E
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5.2. Result of Measuring Information Security Awareness 

Questionnaires on information security were distributed after 
expert weighting of focus area dimensions. The research 
questionnaire was distributed to all 25 employees of the Center 
for Analysis and Information Services. Example questionnaire 
can be found in Table 3. The sample questionnaire was then 
collected for analysis of the data obtained. Respondent data show 
that the respondent’s work units are divided into sections on 
analysis, Information Services and Data/IT, each consisting of 8 
persons. While the Administration Section consisted of only 1 
person. More than half of the respondents held non-functional or 
general functional positions. The complete demographic of 
respondents can be seen in Table 4. 

Table 2: Focus Area Weight Ranking 

Focus Area Weight Ranking 

Incident Reporting 0,233278921 1 
Social Media Use 0,229004904 2 
Information Handling 0,15646 3 
Internet Use 0,131023552 4 
Email Use 0,115031643 5 
Password Management 0,0876223 6 
Mobile Devices 0,047578679 7 
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Table 3: Example HAIS-Q Questionnaire 

Internet Use 
Attitude Knowledge Behavior SD D N A SA 
While I am 
at work, I 
shouldn’t 

access 
certain 

websites 

Just because I 
can access a 
website at 

work, doesn’t 
mean it’s safe 

When 
accessing 

the internet 
at work, I 
visit any 

website that 
I want to 

     

Table 4: Respondent Demography 

Variable List Total Percent 
Work Unit Analysis 8 32% 
 Information Service 8 32% 
 Data/IT 8 32% 
 Administration 1 4% 
Gender Male 15 60% 
 Female 10 40% 
Age 21 – 30 years 6 24% 
 31 – 40 years 16 64% 
 41 – 50 years 3 12% 
 51 – 60 years 0 0% 
Position Structural 2 8% 
 Functional 6 24% 
 Non-Functional 17 68% 
Work Period ≤ 5 years 6 24% 
 6 – 10 years 11 44% 
 11 – 15 years 7 28% 
 16 – 20 years 0 0% 
 21 – 25 years 1 4% 
 ≥ 26 years 0 0% 
Education ≤ SLTA/Equivalent 0 0% 

 D-I – D-III  4 16% 
 D-IV / S-1 16 64% 
 S-2 / S-3 5 20% 

 
To calculate the final measurements, weights and scales are 

used in Table 5. As explained by Kruger & Kearney (2006), the 
percentage of 30%, 20%, and 50% determined the weight and 
scale of information security awareness in this research for each 
dimension of knowledge, attitudes, and behavior [21]. 

Table 5: Weight and Awareness Scale (Kruger & Kearney, 2006) 

Dimensions Weightings 
Knowledge 30% 

Attitude 20% 
Behavior 50% 

 
The color map by Kruger & Kearney (2006) in Figure 5 is used 

to show in detail the level of awareness of information security in 
each focus area. The red color represents the level of 
"Unsatisfactory", the yellow color represents the level of 
"Monitor" which has potential needs to be repaired. Green 
represents the level of "Satisfaction". 

Good (80% - 100%)  Satisfactory – no need for action 
Average (60% - 79%)  Monitor – action potentially required 
Poor (59% and less)  Unsatisfactory – action required 

Figure 5: Scale of Information Security Awareness Colour (Kruger & Kearney, 
2006) 

The results of measuring the level of information security 
awareness in the Center of Analysis and Information Services are 
amount to 78.10 and included in the "average" level, which can 
be seen in Table 6. These findings indicate that the information 
security awareness of employees at the Center of Analysis and 
Information Services needs to be monitored regularly and action 
taken if needed. 
Table 6: Level of Information Security Awareness of The Center of Analysis and 

Information Services 

Focus Area Knowledge 
(30%) 

Attitude 
(20%) 

Behavior 
(50%) 

Total 
(%) 

Password 
Management 82,08 79,04 79,04 79,95 

Email Use 77,01 76,25 76,25 76,48 
Internet Use 80,81 72,71 68,91 73,24 
Social Media 
Use 78,03 78,28 78,79 78,46 

Mobile devices 81,83 77,01 78,53 79,22 
Information 
Handling 82,84 80,31 80,81 81,32 

Incident 
Reporting 80,05 76,76 77,27 78,00 

Total 80,38 77,19 77,09 78,10 
 

The Center of Analysis and Information Services, as can 
be seen in Table 6, mostly indicates the level of “average” in 
terms of information security awareness. But there is an area that 
shows a “good” level of information security awareness, namely 
the “information handling” area. The area of “internet use" has the 
lowest weight, so it needs to be monitored more intensely. 
Therefore, this area requires attention monitoring to increase 
employee awareness. Internet use gets a low value on the 
behavioral dimension. Because maybe employees have the idea to 
open a website at working hours can become entertainment for 
them without considering work computers. They can contaminate 
with viruses through access to certain websites. What they don’t 
know is that certain websites can carry viruses/malware that can 
turn off their work computers. For this reason, socialization is 
necessary where each employee must know the importance of 
maintaining information security. The Center for Information 
Services and Analysis also needs to develop a policy on 
Information Security. Not only made, the policy must be 
implemented effectively and must be understood by all 
employees. Policies must be easily accessible or available to 
employees to ensure that they will not ignore the policy. It should 
also be clear to all employees what their actual roles and 
responsibilities with regards to information security. 

A study was also conducted to compare information security 
awareness among Data/IT employees. The results of measuring 
the level of employee awareness of information security of 
Data/IT are equal to 83,51 or categorized as a “good” level as can 
be seen in Table 7. For employees in the Data/IT section, out of a 
total of 8 people, 6 areas indicate the level of “good” information 
security namely “password management”, “e-mail use”, “social 
media use”, “mobile devices”, “information handling”, and 
“incident reporting”. Whereas there is only one area shows the 
“average” level of information security, namely “internet use”. 
This result shows the level of information awareness among 
Data/IT employees is higher than that of all employees in the 
Center of Analysis and Information Services, the graph can be 
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seen in Figure 6. A better level of information awareness among 
Data/IT employees is possible because starting last year the 
Data/IT sector is implementing ISO 27001:2013 concerning 
information security. 

Table 7: Level of Information Security Awareness of Data/IT Unit 

Focus Area Knowledge 
(30%) 

Attitude 
(20%) 

Behavior 
(50%) 

Total 
(%) 

Password 
Management 87,88 86,29 87,88 87,56 

Email Use 82,33 81,54 83,13 82,57 
Internet Use 84,71 79,17 76,00 79,25 
Social Media 
Use 79,96 81,54 81,54 81,07 

Mobile devices 88,67 83,92 85,50 86,13 
Information 
Handling 86,29 84,71 84,71 85,18 

Incident 
Reporting 86,29 80,75 81,54 82,81 

Total 85,16 82,56 82,90 83,51 
 
5.3. Discussion 

5.3.1 Mapping Level of Security Awareness 

Based on the results of the study, Data/IT employees received 
higher scores than employees of the Center for Analysis and 
Information Services (Palinfo) of the Judicial Commission of the 
Republic of Indonesia. These results can be compared to previous 
research conducted by Puspitaningrum et al. (2018) of SDPPI 
employees under the Ministry of Communications and 
Information of the Republic of Indonesia who receive  an 
awareness value of 78,33. From the two research results it can be 
seen that Palinfo employees have  lower information security than 
SDPPI employees. But the awareness of Data/IT employees are 
more aware than SDPPI employees. These results can help to map 
the level of information security awareness among government 
employees in Indonesia. 

 
Figure 6: Level Comparison between IT Person and All Employee 

5.3.2 Lesson Learned 

Lesson learned is knowledge or understanding gained from 
experience that can be both success and failure. A lesson learned 
must be significant (or important, a dominant factor, the main 
cause) and have a real impact or be concluded that it is worthy of 
learning from an activity. The learning must be valid, factual, 

technically correct and can be applied in the design, process, 
subsequent decisions to reduce or eliminate the potential causes 
of failure, problems whether predicted or not, setbacks, 
difficulties, bad luck and reinforcing results positive for example 
in terms of efficiency and effectiveness going forward. 

In this research, lesson learned can be taken in the form of 
successful implementation of information security awareness. 
Lesson learned can be drawn from the results of information 
security awareness of employees in the unit of Data/IT that have 
shown a “good” level. Employees in the unit of Data/IT get a good 
result, certainly due to several factors. For this reason, researchers 
conducted additional interviews with the head of the Data/IT unit 
and Data/IT staff to find out the factors that led to the success of 
information security awareness in the Data/IT unit. Factors that 
led to the success of information security awareness in the unit of 
Data/IT can be seen in Table 8. These factors can be lesson 
learned for the Center of Analysis and Information Services 
(Palinfo) who still shows an “average” level awareness or lesson 
learned for other sections of the Judicial Commission that will 
implement information security awareness of employees and 
other organizations in order to successfully implement 
information security awareness as well. 

5.4. Recommendations 

The recommendation to increase information security 
awareness for employees at the Center of Analysis and 
Information Services is to create policies that can be applied to all 
focus areas, including:  

• Policies about governing password security that include 
procedures that require employees to apply a password. 
Passwords must be at least 8 characters in length and a 
password must consist of numbers, symbols, capital letters, 
and lower-case letters. Employees are also required to keep 
their passwords confidential to anyone;  

• Policies about governing the use of e-mail, including 
procedures requiring employees to be aware that not all 
emails they receive are safe;  

• Policies about governing the use of the internet which 
include procedures for not providing access to employees 
to be able to download files freely. Also, policies 
governing employee access rights to certain websites and 
sanctions that must be applied if employees carelessly enter 
information about work on certain websites;  

• Policies governing the use of mobile devices, including 
procedures that prevent the use of public networks for work 
purposes;  

• Policies about governing the use of social media, including 
procedures for employees who cannot freely open social 
media accounts using office networks and there are 
sanctions that must be applied if employees carelessly enter 
information about work on their social media;  

• Policies governing the handling of information, including 
procedures requiring employees to protect all forms of 
confidential work documents;  

• Policies about governing incident reporting which include 
procedures requiring employees to report all forms of 
information security incidents that occurring at the 
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workplace and sanctions that must be applied if employees 
do things that jeopardize information security. 

Table 8: Success Factors Data/IT Unit in Implementing Information Security 
Awareness 

Dimension Success Factors Data/IT Unit Source 
Knowledge • Data/IT employees have gained 

knowledge about information 
security based on ISO 27001 

• Data/IT employees already have 
knowledge of the rules for 
sharing passwords and the rules 
for using quality passwords 

• Data/IT employees already have 
knowledge of the user's 
responsibility regarding email 

• Data/IT employees already have 
knowledge of websites that 
should not be accessed and the 
consequences of using these 
prohibited websites. 

• Data/IT employees already have 
knowledge of risks when using 
public networks 

• Data/IT employees already have 
knowledge of USB that can store 
viruses/malware 

Interviews 
with 

Heads of 
Data/IT 

and 
Data/IT 

staff 

Attitude • Data/IT employees already have 
responsibilities regarding the use 
of quality passwords 

• Data/IT employees already have 
responsibilities regarding email 
security in the organization 

• Data/IT employees already have 
a policy regarding the use of 
licensed software 

• Data/IT employees already have 
responsibilities regarding the 
risks of using public networks 

• Data/IT employees already have 
responsibilities towards outsiders 
visiting the office for interests in 
the Data/IT unit 

Interviews 
with 

Heads of 
Data/IT 

and 
Data/IT 

staff 

Behavior • Data/IT employees have 
implemented information 
security procedures based on 
ISO 27001 

• Data/IT employees are already 
using passwords for personal use 
and using quality passwords 

• Data/IT employees can 
distinguish safe and non-secure 
e-mail, and not open any link in 
the e-mail 

• Data/IT employees are already 
using licensed software 

• Data/IT employees are already 
using a VPN to work remotely 

• Data/IT employees accustomed 
to doing regular backups of 
important data 

Interviews 
with 

Heads of 
Data/IT 

and 
Data/IT 

staff 

 

Meanwhile, in terms of the information technology approach, 
we recommend raising awareness in focus areas that are still in 
the "average" area, especially in Palinfo. Our recommendations 
are:  

• Encrypt sensitive documents/data, emails, and passwords. 
The recommendation is to increase the level of focus area 
level on e-mail use and password management;  

• Routinely updating software, operating systems, 
applications, anti-virus, and firewalls. The 
recommendation is to increase the level of focus areas on 
internet use, e-mail use, mobile devices, and social media 
use;  

• Use of VPN if the employee wants to access work e-mail 
from an outside place. This recommendation is to increase 
the level of focus areas on mobile devices and email use;  

• Develop software that can assist employees in reporting 
information security incidents that occur. This 
recommendation is to increase the level of focus areas on 
incident reporting;  

• Use spam filters on emails so that spam emails can be 
blocked. The recommendation is to increase the level of 
focus areas on e-mail use;  

• Perform regular backups of sensitive documents/data using 
the correct backup procedures. The recommendation is to 
increase the level of focus areas on information handling;  

• Access control over the use of the internet so that 
employees can only open websites that relate to work 
needs. The recommendation is to increase the level of focus 
areas on internet use;  

• Creating a multi-layered room security using RFID 
technology. This recommendation is to increase the level 
of focus areas on information handling;  

• Provides knowledge about downloading files and installing 
programs. The recommendation is to increase the level of 
focus areas on internet use and information handling; and  

• Provides knowledge about information security standards 
that refer to ISO 27001. The recommendation is to increase 
the level of the entire focus area. 

Strengthening information security awareness also requires 
socialization and training of employees about information 
security awareness, which is very important in organizations. 
Socialization can be done by various means, such as  

• Socialization by sending e-mails to all employees;  

• Socialization using media brochures distributed to all 
employees;  

• Socialization by using banner media placed in strategic 
places which can be seen by all employees;  

• Socialization by holding an open seminar attended by all 
employees;  

• Socialization by placing advertisements on the Judicial 
Commission website so that employees are always 
reminded to continue to maintain information security. 
Training on information security also needs to be done, so 
that information security knowledge among employees 
increases and can be directly applied in the organization. 
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Several businesses, such as implementing policies, 
information technology, socialization and training, do need to be 
done. But apart from that, many other things need to be done. But 
apart from that, much more needs to be done so that the relevant 
preventive and corrective actions can be effectively applied. 
Learning and reflecting from the experience of organizations that 
have successfully developed the habit of obtaining information, 
the following examples are a variety of approaches that can be 
taken as preventive and corrective action: (1) Implement a system 
of rewards with a penalty (reward-punishment) for all staff and 
employees; (2) Top-down approach, where each leader will give 
instructions to his subordinates periodically to care for and 
implement information security procedures [22]. 

6. Conclusion 

The results of calculating the level of information security 
awareness in the Center for Analysis and Information Services are 
at the “average/monitoring” level. This means that there are still 
many employees at the Center for Analysis and Information 
Services who do not understand the importance of information 
security. While the results of calculating the level of information 
awareness in the Data/IT section are at the level of 
“good/satisfactory”. Information security awareness in the field of 
Data/IT is better because employees in the Data / IT section have 
been certified ISO 27001: 2013 on information security. So they 
understand the importance of maintaining information security. 
We suggest several solutions for the Center of Analysis and 
Information Services to increase the level of employee awareness 
of information security, namely by making 7 policies, by using 7 
technology approaches, by conducting socialization using 5 means 
of approach and by conducting training related to information 
security for employees. In addition, 2 approaches are also needed 
which can be done so that preventive and corrective actions can be 
applied effectively. 

For future research, it is a necessary to organize research to 
measure information awareness among all employees at the 
Judicial Commission of the Republic of Indonesia, considering 
that information security is important not only for the Center of 
Analysis and Information Services (Palinfo) but also important 
for all employees at  the Judicial Commission of the Republic of 
Indonesia. 
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 21st century learning focuses on the flow of information, media, and technology. In 
Malaysia, many university students face problems in English writing. Thus, students should 
be exposed to the technology training in innovative ways to produce students with a 
dynamic in this ever-changing world. Recently, the transformation and the evolution of 
mobile have created a huge impact on mobile users, as it is the current trend. Due to this 
matter, university students are now experiencing innovative learning development through 
mobile application and this can certainly improve their learning performance. The purpose 
of the study is to examine the application of mobile learning technologies through mind 
mapping applications for augmenting writing performance at Malaysian universities. The 
study was based on three different research theories -Flower and Hayes Writing Process 
Model, Radiant Thinking Theory, and Unified Theory of Acceptance and Use of Technology 
(UTAUT). The results of the study show that the students had positive responses towards 
English writing skills background, mobile technologies application background and mind 
mapping applications background. The proposed conceptual framework, Mobile-assisted 
Mind Mapping Technique Model (MMMTM) supports the need for Malaysian university 
students to augment their writing performance. It is hoped that this study will benefit the 
policymakers, tertiary educators and university students in teaching and learning 
specifically in writing courses.  

Keywords:  
Mind mapping applications 
Mobile learning technologies 
Mobile-assisted Mind Mapping 
Technique Model (MMTM) 
Writing performance 

 

 

1. Introduction  

The Industry 4.0 era offers another impetus for improvements 
in instruction and learning programs with momentous impacts, 
currently being a number one in ICT-related specialized training. 
The noteworthy impact of ICT-related advances on instruction and 
learning programs has gained the interests of teaching and learning 
experts. For them, these interesting developments will have a 
strong influence on the Education 4.0 initiative and learners should 
be readied to face opportunities and challenges that come with 
these developments. Though specialization, Education 4.0 needs 
to create future-oriented students with higher abilities in thinking 

and reasoning. When the students complete their formal education, 
they need to be driven and ready to adapt to any kinds of 
disruptions in an authentic manner. Some of them would co-work 
with human as well as with machines. Considerably more basic 
than at any other time is the requirement for improved cooperation 
and coordinated efforts. To be relevant in a period of rapid 
disruptions, students and graduates must also develop aptitude that 
are related to self-directed improvements. that, students also need 
to master several soft skills. The skills, such as critical thinking, 
creativity, context problem solving, and cognitive flexibility are 
needed to thrive in the Industry 4.0. Mobile technologies have also 
become one of the smarter talents that ride through the wave of this 
era. Moreover, the thriving of this era has produced the accessible 
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various devices, applications, and apps which assisted the 
educators for instructional practices.  

Thus, effective teaching and learning methods are very 
important in enhancing student’s achievement in each course. As 
the technology advances today, various teaching and learning 
techniques and methods are introduced and applied in the field of 
education. The mobile convention is gaining more attention and is 
often applied in instructional methods especially in the higher 
education institutions. This paper presents the study on the mobile 
learning technologies through mind mapping applications for 
augmenting writing performance. Hence, it is critical to determine 
the relationship between the Mobile-assisted Mind Mapping 
Technique (MAMMAT) and students’ writing performance. In 
this study, the MAMMAT is defined as a designed technique with 
Mobile-Assisted Language Learning (MALL) and mind mapping 
applications to employ students in learning and increase their 
motivation and performance in writing. Whilst, writing 
performance is a variable measured using the writing test and the 
scores are evaluated by the marking guidelines rubric.  

1.1. Purpose 

 This purpose of the study was to examine the application of 
mobile learning technologies through mind mapping applications 
for augmenting writing performance among Malaysian 
universities. Specifically, the objectives of the study were: 

• To investigate university students’ English writing skills 
background. 

• To investigate university students’ mobile learning 
technologies application background. 

• To investigate university students’ mind mapping 
applications background. 

• To propose a new conceptual framework for augmenting 
writing performance among Malaysian university students.  

       
This paper presents the concept of mobile technologies 

application with the integration of mind map applications for 
developing the soft skills specifically in critical thinking, 
creativity, problem solving in addition to augmenting writing 
performance among university students.  

2. Related Research Work 

This section presents an overview of the related works within 
this study. Writing is a multiple task and process [1]. 
Brainstorming is a method to generate ideas. For example, students 
can brainstorm the ideas for thinking about a topic, to understand 
a topic and to decide the solutions. The brainstorming method 
offers numerous advantages for teaching and learning writing 
skills. This method can be used for assisting students to solve 
problems in learning. As related to the present research, students 
may use this method for solving problems in their essays. Before 
the actual writing stage is a pre-stage activity which often use the 
mind mapping application to brainstorm ideas. This stage refers to 
an action that urges students to compose as it animates their 
contemplations for beginning and moves them away from 
confronting a clear page for creating thoughts and gathering data 
for composing [2].  

Brainstorming and mind mapping activities are common 
among students to help them in the planning stages of writing [3].  
128 students were investigated using a mixed method approach 

based on the outcome of students’ writing performance through 
mind mapping strategy [4]. He found that the students’ 
performance in writing had improved due to the association of 
mind mapping and organizational pattern. This strategy was found 
to help students in developing positive attitudes for essay writing. 
In addition, another benefit of using mind maps for writing. They 
found that visual learners had a 40% higher memory rate compared 
to the verbal learners in writing tasks [5]. Evidently, this strategy 
provides several benefits for students and teachers in writing 
lessons.  

Mobile and gadgets have the prospective to be featured as a 
medium of instruction in higher learning institutions. Therefore, 
various initiatives have been taken to diversify mobile assisted 
teaching approaches. A study revealed that 85 students that used 
the CASE tools improved their achievements in the classroom 
(Performance Expectancy). The tools also affected their 
behavioural intentions (Social Influence) to employ CASE tools in 
the place of effort expectancy [6]. This shows that students’ 
performance can be enhanced by using technological tools in 
learning. The impact of technological advancement on education 
is enormous which advances the knowledge and the development 
of the teaching and learning environment. The effects of the 
teaching method using mind map sharing with digital archive data 
showed that this method improved the students’ knowledge [7].  In 
addition, the utilization of mobile technology with mind mapping 
applications have improved the undergraduates’ writing 
assignments [8]. In the case of this study, the paper focuses on the 
application of mobile technologies through mind mapping 
applications specifically. In this sense, some theoretical studies on 
writing and mobile technology were also discussed in the next 
section.  

3. Theoretical Background 

3.1. Flower and Hayes’ Writing Process Model 

In general, students find writing to be extremely difficult. This 
process involves several stages for instance, thinking, planning, 
drafting, and editing ideas [9]. The activities include cognitive and 
metacognitive dimensions of language learners. Additionally, 
many educators feel positive towards the process approach and 
think that students will greatly benefit from this approach [10]. 
The model by Flower and Hayes is really a reasoning-based 
procedural model of writing, which designates the complex nature 
of producing high quality written text. This model is built upon 
the basic premise of planning, writing, and revising, with a 
hierarchical progression, and goals developed and modified 
throughout the process.  

Flower and Hayes then proposed another important cognitive 
model of the creative phase and [11] who reviewed and explained 
that there are three main features in this model of the process. The 
elements proposed are task environment, long-term memory, and 
writing developments. 

Consequently, they state that the task environment can be 
described as writing assignments. Then, the assignments will be 
assessed, and they will contribute to the writer’s achievement in 
writing. The second element, the long-term memory, refers to the 
background information which applies in the writing process such 
as topic, audience, and several ideas. Finally, the writing processes 
elements include organizing, decoding, and revising evaluated by 
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a monitor. The monitor will control the process of creating ideas, 
planning information, and setting objectives.  

3.2. Radiant Thinking Theory 

Mind maps have been considered as an all-inclusive yet widely 
spread field of study. Understanding the nature of the mind map 
concept is significant for this thesis’ aim to contextualize the 
writing of undergraduates. Developed from Buzan’s theory [12], 
the mind map is recognized as a learning instrument that can help 
learners to use their radiant thinking. The concept of mind map 
covers more brain potential. This delimitation appears to derive 
from the comprehensiveness defining the usage of mind maps such 
as the category of radiant thinking, colours, numbers images, 
exploiting lines and pictures or keywords. Thus, this theory 
emphasizes how to exploit radiant thinking in using the mind map 
for learning as in Figure 1.  

 

 
 

Figure 1: The Mind Map (Buzan & Buzan, 1996) 

Radiant Thinking was introduced as the underlying theory and 
philosophy behind mind mapping [13]. This theory is called 
Branching Association Machine (BAM), which describes the mind 
as always radiating from a central image. In addition, every image 
has a never-ending chain of branching patterns or images away 
from this central image. Buzan also highlighted some of purposes 
of mind maps in his study such as, to form an idea on a broader 
topic, to help learners to plan and decide ideas, and to help learners 
to collect and organize data. By so doing, learners will develop 
their efficiency in writing. They will be able to engage in reflective 
reflection and stimulate their thinking and memory in reflective 
reflection and stimulate their thinking and memory. Mind map as 
literally a map of the mind [14]. 

3.3. Unified Theory of Acceptance and Use of Technology  
      (UTAUT) 

Several researchers have addressed users’ applications of new 
advances. They presented three constructs to the Unified Theory 
of Acceptance and Use of Technology (UTAUT) [15]. His team of 
researchers listed the constructs as hedonic drive, price value and 
habit which are suitable to be used for technology users. This study 
proposes to add context-specific constructs to this theory. 
Similarly, another study by [16] who added another construct for 
this theory which is an Information Technology (IT) as a 

component to distinguish work, especially for the organizational 
work setting. This theory has a potential to be explored further in 
future research. In other words, there are several alternatives for 
additional constructs to be explored and added to this theory. Other 
researchers then explored further on this theory in academic 
settings. The investigations are to determine the different results 
from this theory when they focus on students in different academic 
settings. These research efforts suggest that other detailed 
constructs should be added to the model.  

From that point onwards, seven new constructs should be the 
direct determiners for this model based on the review of the 
models. Conversely, the researchers found that the other three 
constructs did not contribute directly to the use of technology. 
However, they accepted another four constructs, and these were 
retained in the model. 

3.4. Conceptual Framework 

For this study, a conceptual model framework called the 
‘Mobile-assisted Mind Mapping Technique Model (MMMTM)’ 
was developed and proposed for augmenting Malaysian university 
students’ writing performance. This designed and proposed 
framework was based on three different research theories; (1) the 
Flower and Hayes Writing Process Model (1981), (2) Unified 
Theory of Acceptance and Use of Technology (UTAUT) model 
(2003) and (3) the Radiant Thinking Theory (1996). The 
conceptual framework of this study investigates the students’ 
English writing skills background, the mobile technologies 
application background and mind mapping applications 
background. Within this context, it shows the learners’ background 
knowledge and their attitudes influence their writing performance 
using the mobile technologies application and mind mapping 
application. 

In Figure 2, the framework describes the association of three 
main variables. Within this context, it shows the MAMMAT as an 
independent variable, the writing performance as a dependent 
variable, and the learners’ background knowledge and learners’ 
attitude as moderator variables.  

Within this framework, learners’ attitudes comprise of the 
students’ attitudes towards the use of mobile-assisted mind 
mapping technique that can influence their writing performance. 
Whilst, learners’ background knowledge comprises of the 
knowledge of writing skills, the knowledge of mobile learning 
application and the knowledge of mind mapping applications. 
Venkatesh proposed four core and fundamental paradigms: 
Performance expectancy, facilitating conditions, effort expectancy 
together with social effect. These constructs be the direct 
determinants of behavioural intentions and ultimately behaviour 
[17]. 

Besides, learners’ background knowledge which is the 
knowledge of writing, knowledge of mobile learning and 
knowledge of mind mapping can also give positive effect to the 
learners’ writing performance. Research by [18] suggest that long 
term memory is a part that stores author's information. The 
information rotates on the subject, composing process, target 
group, and general objectives and plans for carrying out the 
composing job which needed to be done. To augment students’ 
writing performance, these learners must be given access to 
application of the proposed framework. Hopefully, this framework 
will be able to augment their writing performance. 
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Figure 2: Conceptual Framework for Augmenting Writing Performance 

4. Research Methods Adopted 

This study utilizes a quantitative method which examine 
Malaysian university students’ application of mobile learning 
technologies through mind mapping applications for augmenting 
writing performance. A questionnaire was designed to investigate 
the students’ English writing skills background, mobile learning 
technologies application background and mind mapping 
applications background. They were asked to answer 10 items of 
the questionnaire. The questionnaire was divided into three 
sections. The first section includes four items on English writing 
skills background to find about the students’ background on 
English writing skills. The second section contains three items to 
find about the students’ application of mobile technologies for 
learning. The final section includes three items to find about the 
students’ application of mind mapping for learning. The 
questionnaire items for all sections were developed using Likert 
scale, multiple choice questions and rating scale. The 
questionnaire was piloted, and the reliability was at 0.78. 

The questionnaire was disseminated to forty-four (N=44) 
university students in Malaysia. 7 of university students are male 
and the other are 37 females. The data were collected and analysed 
for about one semester. Based on the study, the following research 
question (RQ) was formulated for the purpose of the study. After 
the data from the questionnaire was gathered, they were analysed 
by determining the descriptive statistics and percentages for each 
of the questionnaire’s items. The data was analysed using 
Statistical Package for the Social Science (SPSS) software version 
23.  At the end, the results were presented in the form of table and 
charts. 

The following research question (RQ) was formulated for the 
purpose of the study. 

 

RQ 1:  What are the university students’ English writing skills 
            skills background? 
 
RQ 2:  What are the university students’ mobile learning  
            technologies application background? 
 
RQ 3: What are the university students mind mapping  
           applications background? 
 
RQ 4: What is the proposed framework for Malaysian university  
           students to augment their writing performance? 
 
5. Results and Discussion  

 Tables and charts represent the results of the questionnaire’s 
items. The frequency and percentage analysis demonstrated about 
the university students of English writing skills background, 
mobile learning technologies application background and mind 
mapping applications background. 
 
5.1. English Writing Skills Background 

In the first section, the questionnaire measured the 
respondents’ English writing skills background. The respondents 
were asked to answer four items in this section; (1) enjoy writing 
in English, (2) level of English writing proficiency, (3) writing 
stage difficulty and (4) reasons from stop writing. The data then 
were analysed for investigating the university students’ English 
writing skills background as shown in Table 1. The responses were 
given based on a four-point scale. 

Based on Figure 3, most of the respondents had answered 
‘Somewhat agree’ to Item 1. The data gathered from the 
respondents showed that 24 respondents or 54.5% had a positive 
attitude in English writing. There were also 12 respondents or 27.3% 
who had responded that they enjoyed very much writing in 
English. Meanwhile, only 7 respondents or 15.9% and 1 
respondent or 2.3% had answered that they somewhat did not 
enjoy and that they did not enjoy at all writing in English. This 
result shows that the students mostly enjoyed English writing 
because English is an international language which is important 
for them to acquire the language. 

Table 1: English Writing Skills Background  

Item Frequency  Percentage 

1. Do you enjoy writing in English? 

Strongly disagree 1 2.3 

Somewhat disagree 7 15.9 

Somewhat agree 24 54.5 

Strongly agree 12 27.3 

2. How good do you think you are at writing in English? 

Average  17 38.6 

Good 23 52.3 

Excellent 4 9.1 

Not good at all 0 0 

• Learners’ background knowledge 
• Learners’ attitude 

 

Mobile-assisted 
Mind Mapping 

Technique 
(MAMMAT) 

 

 

Writing 
Performance 
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3. Which activity of the writing process do you find it most      
difficult to carry out? 

Pre-writing 
(Brainstorming/Getting ideas) 

26 59.5 

Writing (When 
writing/Drafting) 

15 34.1 

Revising (After writing) 1 2.3 

Editing (When revising) 2 4.5 

4. What usually stops you when you are writing an essay? 

I have no ideas/ points for my 
essay 

26 59.1 

I cannot find the right word/ 
expression in English 

14 31.8 

I do not know how to spell the 
word in English 

0 0 

I cannot find the right linking 
words and sentence connectors 
to connect my points/ideas 

4 9.1 

 

 
Figure 3: Enjoy writing in English 

 
Figure 4: Level of English writing proficiency 

 In Figure 4, the majority of the respondents answered ‘Good’ 
to Item 2. The data gathered showed that 23 respondents or 52.3% 
thought that they were good at writing in English. Whilst, 17 
respondents or 38.6% felt that they were average in English 

writing. None of students said that they are excellent in writing 
English. 4 respondents (9.1%) answered that they were ‘Excellent’ 
in writing English. None of students said they are not good at all 
in writing English, showing that there was a need for instructors 
to find other effective strategies in augmenting English writing 
abilities.  

 As shown in Figure 5, most of the respondents had answered 
‘Pre-writing’ for Item 3. Pre-writing is the stage for brainstorming 
or getting ideas before we start writing. The data showed that 26 
respondents or 59.5% said that ‘Pre-writing’ was the most 
difficult activity of the writing process to carry out. While for 
actual writing stage, a writer needs to write or draft their essay. 
The chart shows that about 15 respondents or 34.1% had 
responded that actual ‘Writing’ was the most difficult activity for 
the writing process. The next stage of the writing process is called 
revising stage or after writing stage. For this stage, the writer 
needs to revise their essay after the writing stage. For this stage, 
only 1 respondent or 2.3% had answered ‘Revising’ as the most 
challenging activity to carry out. Another activity that the writer 
will experience after their writing stage is the editing stage or 
when revising stage. 2 respondents or 4.5% had responded that 
the ‘Editing’ process was the most difficult activity of the writing 
process. This finding highlighted that most of the respondents 
(59.5%) said that ‘Pre-writing’ was the most challenging activity 
within within the writing process. 

Thus, it aligns with the study which is to discover the feasibility 
of the framework which incorporate the use of mobile technologies 
and mind map applications as a brainstorming strategy in pre-
writing for augmenting university students’ writing skills. 

 
Figure 5: Writing stage difficulty 

Figure 6 below shows that 26 of the respondents (59.1%) 
answered that ‘I have no ideas/ points for my essay’. There were 
also 14 respondents or 31.8% who had responded that they cannot 
find the right word or correct expression in English that usually 
stops them when they are writing an essay. Only 4 respondents or 
9.1 % said that ‘I cannot find the right linking words and sentence 
connectors to connect my points/ideas’. None of students said they 
do not know how to spell the right word. From this finding, it can 
be inferred that most respondents need more creative teaching 
techniques to help them to brainstorm ideas to start their essays. 
Therefore, this proposed framework is in the right path to provide 
students with a new technique that might be able to assist them in 
getting ideas to start their English language essays. 

2.3%
15.9%

54.5%

27.3%

Strongly disagree

Somewhat
disagree

Somewhat agree

Strongly agree

38.6%

52.3%

9.1%

0%

Average

Good

Excellent

Not good at all

59.5%
34.1%

2.3%

4.5%

Pre-writing

Writing

Revising

Editing

http://www.astesj.com/


R.A. Karim et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 510-517 (2020) 

www.astesj.com     515 

 
Figure 6: Reasons for stop writing 

5.2. Mobile Learning Technologies Application Background 

In this section, the information collected was about the 
respondents’ mobile learning technologies application background 
as shown in Table 2. The respondents were asked to answer three 
items from this section; (1) use mobile devices for learning, (2) 
categories of mobile learning device, (3) hours per day usage. The 
data then were analysed for investigating the university students’ 
mobile technologies application background. 

Table 2: Mobile Learning Technologies Application Background  

Item Frequency  Percentage  

5. Do you use your mobile devices for learning? 

Yes  43 97.7 

No 1 2.3 

6. What mobile device do you usually use for learning? 

Mobile phone 9 20.5 

Smart phone 35 79.5 

Tablet 0 0 

Personal Digital Assistant 
(PDA) 

0 0 

Other 0 0 

7. On average, how many hours per day do you spend 
using the mobile devices for learning? 

None at all 1 2.3 

An hour or lesser 8 18.2 

One to three hours 23 52.3 

Three to seven hours 12 27.3 

 
In Figure 7, 43 respondents or 97.7% said that they experienced 

mobile learning. Only 1 respondent or 2.3% answered ‘No’ for 
Item 5. This remarkably showed that mobile devices were indeed 
very popular among the respondents and they commonly used 
these gadgets for learning purposes. This trend is becoming 
widespread most likely due to an increase in the number of mobile 

applications or ‘apps’ in the market that provide a lot of learning 
activities and opportunities. 

 
Figure 7: Use mobile devices for learning 

Figure 8 below describes the categories of mobile learning 
devices that the respondents used frequently. Based on the chart, 
the majority of the respondents (35 respondents) or 79.5% used 
‘smart phones’ as the mobile device for their learning. 9 
respondents or 20.5% said that they relied on ‘mobile phones. No 
respondents state for ‘tablet’, ‘personal digital assistant (PDA)’ 
and ‘other’ type. Thus, the finding showed that the smart phone 
was chosen as the most common device amongst the respondents. 
The reason behind this current trend is possibly due to the function 
of smart phones not only as a telephone but it provides some 
functions like a miniature computer, internet access and GPS, and 
it generally uses touchscreen technology. 

 

Figure 8: Categories of mobile learning device 

 

Figure 9: Hours per day of usage 
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From Figure 9, most of the respondents had responded ‘Three 
to seven hours to Item 7. The data gathered showed that 23 
respondents or 52.3% said that they spent ‘Three to seven hours’ 
on average per day in using mobile devices for learning. Whilst, 
the data showed that 12 respondents or 27.3% used mobile devices 
for ‘One to three hours’ on average per day. Only 8 respondents or 
18.2% utilised their mobile gadgets for ‘An hour or lesser’ on 
average per day for learning. Only 1 respondent or 2.3% of 
students answered, ‘None at all’. 

Based on this finding, it can be concluded that most of 
respondents spent their time with their mobile device for learning 
or studies. The reason for this was likely to be that the respondents 
found that it was much more convenient and portable to exploit 
mobile devices for knowledge compared to their laptops or 
notebook computers.   

5.3. Mind Mapping Applications Background 

For this section, the respondents were required to answer a total 
of three items from this section. The information collected from 
this section; (1) like to use mind mapping applications, (2) mind 
mapping for learning, (3) level of mind mapping skills as shown in 
Table 3. The data then were analysed for investigating the 
university students’ mind mapping applications background. 

Table 3: Mind Mapping Application Background  

Item Frequency  Percentage  

8. Do you like to use mind mapping? 

Strongly disagree 0 0 

Somewhat disagree 5 11.4 

Somewhat agree 20 45.5 

Strongly agree 19 43.2 

9. Do you use mind mapping for learning? 

Yes 33 75.0 

No 11 25.0 

10. How good do you think you are at using mind map? 

Average  17 38.6 

Good 23 52.3 

Excellent 4 9.1 

Not good at all 0 0 
 

 As Figure 10 illustrates, 20 respondents or 45.5% indicated 
that they ‘Somewhat agree’ to use mind mapping. The remaining 
19 respondents or 43.2% claimed that they ‘Strongly agree’ to use 
mind mapping, whereas only 5 respondents or 11.4% said that 
they did not like to use mind mapping. Nobody answered 
‘Strongly disagree’ for this item. This meant that many 
respondents liked to use mind mapping but perhaps they were not 
being encouraged much to use this technique for their learning, 
especially in essay writing. 

 

 
Figure 10: Like to use mind mapping applications 

The results in Figure 11 clearly indicated that the majority of 
the respondents (33 respondents) said ‘Yes’ for Item 8. Only 11 
respondents or 25% responded that they did not use mind maps for 
learning. This result indicated that the majority of respondents 
(75%) used mind mapping for learning, and this was essentially a 
common technique among the respondents.  

 
Figure 11: Mind mapping for learning 

As shown in Figure 12, most of the respondents                                          
(23 respondents) or 52.3% believed that they were good at using 
mind mapping. About 38.6% of the respondents responded 
‘Average’ to Item 9. Only 4 respondents or 9.1% had answered 
‘Excellent’ at using mind mapping. This finding displayed that not 
many students were experts in using mind map for their learning. 
Therefore, most respondents still need some assistance from their 
instructors in guiding them to create mind maps.  

 
Figure 12: Level of mind mapping skills 
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6. Conclusion  

Changing curriculum policies and solutions in accordance to 
the current trends to meet the growth of expertise in the sector is 
needed in moving towards Industry 4.0. This study shows that the 
utilization of mobile devices is best apt together with the use of 
mind maps because the mobile usage is very easy and flexible, 
accessible everywhere and students can learn effectively [19] , 
[20]. Based on the empirical data, new mobile apps to augment 
writing skills could be developed by focusing on positive 
responses from the students’ English writing skills background, 
mobile technologies applications background and mind mapping 
application background. Moreover, using gadgets could cultivate 
their skills and develop their writing performance. Therefore, the 
framework designed is optimised to serve a guideline for 
improving achievement in writing as Education 4.0 progresses. 

Authorities and stakeholders within the education system 
together with educators on the ground should support and provide 
platforms and facilities to assist in the implementation of this 
framework such as advanced ICT and smart technology in 
institutions of higher learning. This framework has the potential 
to go a long way in helping students to become graduates who are 
well-versed in the era of Industry 4.0. To upgrade the 
appropriation of 21st century learning aptitudes by means of 
versatile innovation, analysts and educators must attempt to 
utilize portable learning innovation to improve students 
composing abilities [21], [22]. The utilization of mobile 
innovations ought to be supported for advanced Education 4.0 as 
it brings real possibility for the advancement of our instruction 
delivery systems [23]. Last but not the very least, further research 
ought to be done to churn out more knowledge with respect to the 
propagation of the current investigation to quickly propel 
university students’ learning behaviours towards Industrial 
Revolution 4.0 preparedness. 
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 It was analyzed the reference information on Cybersecurity architectures, models, 
standards, evaluations, mechanisms, and procedures applied to IoT domains, and public 
and private health area. The problem is the lack of proposals for IoT Cybersecurity in 
public and private hospitals to minimize random failures, ensure the privacy of personal 
data of patients, avoid the paralysis of the IoT medical network and minimize attacks on 
information assets. The objective is to perform a survey and an IoT Cybersecurity 
recommendation for public and private hospitals in Ecuador. The exploratory research was 
used to review references and specific analytical reasoning to end in a known scoop with a 
trusted solution. A survey of cybersecurity vs. competitiveness of hospitals in Ecuador 
resulted, a Model conceptual prototype of IoT Cybersecurity for a public or private 
hospital, an Architecture prototype of IoT Cybersecurity for a public or private hospital, 
and an Algorithm prototype of cybersecurity for IoT architecture. It was concluded that the 
cybersecurity standards applied to the design of IoT for a public or private hospital 
generates trust on information assets, preserves the confidentiality, integrity and 
availability of the information at the operational, tactical and strategic levels; the 
architecture prototype is between 59.38% and 99.71% of acceptable workload. This 
proposal is scalable and applicable to a public or private hospital regardless of the 
dimensions of areas, devices, floors, workers or other characteristics; the architecture only 
considers the hospital's own IoT devices and information; the devices of doctors or patients 
are not considered. 

Keywords:  
IoT Cybersecurity 
Health 
Public Hospital and Private 
IoT Architecture 
Information Assets 
 

 

 

1. Introduction 

Internet of Things (IoT) has significant popularity and growth 
in many areas and organizations, it is estimated that by 2030 there 
will be 125 billion connected devices [1]. 

On IoT network devices generate, deliver, monitor and process 
data; this data is sent and stored on private or public clouds; IoT is 
used in various areas such as sports, education, commerce, 
infrastructure, transportation and health [2]; other areas are factory, 
buildings, city, electrical networks, infrastructure and home [3] 

In the health area, the integrity and availability of information 
for the care of patients have priority [2], while confidentiality 
guarantees the protection of information [4]; data encryption from 
device data delivery is required in this area.. 

Other research advises adopting standards, frameworks and 
best procedures to increase information security [5]; according to  
[6] to apply cybersecurity the following standards are used: 

International Organization for Standardization (ISO) 27001, 
National Institute of Standards and Technology (NIST), 
International Organization for Standardization 27032, 
International Information System Security Certification 
Consortium (ISC), Control Objectives for Information and Related 
Technologies (COBIT), Payment Card Industry Data Security 
Standard (PCI DSS), Health Insurance Portability and 
Accountability Act (HIPAA), Health Information Trust Alliance 
(HITRUST), North American Electric Reliability Corporation 
(NERC); this standards made it easier to apply an audit. 

Cyberscurity includes the security of cyberspace and applies 
Confidentiality, Integrity and Availability to information assets, in 
addition to guaranteeing the privacy of the participants [4];; it is to 
protect the information assets to minimize the threats of the 
information processed, collected and transported by 
interconnected applications; is an element in information security 
[6]; cybersecurity is established on convergence of computing, 
engineering, information systems, networks, human and political 
elements [7]. 
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IoT Cybersecurity is a strategic mechanism for improvement 
and changes in IoT and increases the environment security; it also 
ensures that an infrastructure has connected devices in a safe 
environment and with appropriate use by users [8]. 

eHealth is an area coming from the intersection between 
medical informatics, public health and companies, here health and 
information services are collected, processed, delivered and 
improved through the Internet [4]; with the use of ICT, medical 
care is improved at the local, regional and global level [9]. 

Basic characteristics of IoT are: comprehensive information 
collection, reliable transmission of information, information 
processing and data transformation of medical system [8]. 

According to  [10] medical knowledge doubles every 73 days, 
this makes health data valuable; in addition, there are more efforts 
to ensure the integrity and access to patient records; among the 
main attacks on IoT infrastructure are: Denial of Services (DoS), 
remote brute force attacks, man-in-the-middle, password tracking, 
trojans and data manipulation. 

The problem is the lack of proposals for IoT Cybersecurity in 
public and private hospitals to minimize random failures, ensure 
the privacy of personal data of patients, avoid the paralysis of the 
IoT medical network and minimize attacks on information assets. 

The health sector must maintain the historical information of 
the data generators; this data must be stored, processed and 
visualized through the infrastructure with efficiency and security 
for the hospital and service providers. 

Why is an IoT cybersecurity analysis and recommendation 
necessary for public and private hospitals in Ecuador? 

To determine the appropriate models or standards that provide 
security to an IoT environment, it is necessary to understand the 
security requirements in the design of IoT on health area. 

The objective is to perform a survey and an IoT Cybersecurity 
recommendation for public and private hospitals in Ecuador. 

References about IoT cybersecurity, IoT domains and health 
are: Anomaly detection of IoT cyberattacks [1], Cybersecurity of 
healthcare IoT-based systems [2], IoT Security Mechanisms for e-
Health [3], Cybersecurity education and training in hospitals [4], 
A Novel Model for Cybersecurity Economics and Analysis [5], A 
comprehensive cybersecurity audit model [6], Identifying Core 
Concepts of Cybersecurity [7], IoT cybersecurity research [8], 
Evaluating EHR and health care in Jordan [9], Blockchain Secured 
Electronic Health Records [10], Campus IoT collaboration and 
governance [11], CyberSecurity: A Review of IoT [12], IoT 
solutions for health monitoring [13], Security and Privacy-
Preserving Challenges of e-Health Solutions [14], Self-Service 
Cybersecurity Monitoring [15], Standardising a moving target 
[16], Cybersecurity Vulnerabilities, Attacks and Solutions in the 
Medical Domain [17], The governance of safety and security risks 
in connected healthcare [18], Framework for improving critical 
infrastructure cybersecurity [19]. 

The exploratory research is used for reference review and 
specific analytical reasoning to end in a known scoop with trusted 
solution. 

The results are: Cybersecurity and competitiveness survey of 
hospitals in Ecuador, Model conceptual prototype of IoT 

Cybersecurity for a public or private hospital, Architecture 
prototype of IoT Cybersecurity for a public or private hospital, and 
Algorithm prototype of cybersecurity  for IoT architecture. 

It is concluded that the cybersecurity standards applied to the 
design of IoT for a public or private hospital generates trust on 
information assets, preserves the confidentiality, integrity and 
availability of the information at the operational, tactical and 
strategic levels; the architecture prototype is between 59.38% and 
99.71% of acceptable workload. 

2. Materials and Methods 

2.1. Materials 

The researchers designed a system to detect and alert unusual 
attacks or activities on IoT network or distributed network over 
smart city by using two types of intrusion; the first one is installed 
on software to detect abnormal activities or behavior, the second 
one is installed on network to detect attacks, through monitoring it 
reduces the probability of assaults on the network [1]. The 
researchers proposed a 4-layer IoT architecture for the health area; 
the layers are sensors, network, services and, applications; they 
analyzed international standards and applied them to each layer 
according to the function, responsibility and scope of the 
architecture [2]. The researchers highlighted the security 
requirements in confidentiality, integrity and availability, for this 
they recommended using an ISO standard; they named open IoT 
architectures, here they focused on a 7-layer architecture, each 
called: things, acquisition, network, aggregation, centralization, 
warehouse and application; among its advantages it has 
authorizations, encryption and identification [3]. For minimize 
human errors, avoid data breaches and reduce vulnerabilities on 
health services; the researchers proposed a governance framework 
to adopt cybersecurity on health, the areas it covers are platforms, 
storage, software, data and people; cybersecurity approach in a 
hospital is based on laws, availability of services, recovery and 
adaptation for staff [4]. The authors made guidelines to obtain the 
cost and benefits of processes applied in cybersecurity; this model 
reviews the practices, standards and quantitative risk analysis, 
presents the impact on hardware and software assets [5]. To 
guarantee cybersecurity in organizations, the authors proposed an 
audit model; it serves to verify the strategy adopted to minimize 
risks, it also evaluates the security policy [6]. The interviewed 
experts affirmed that Confidentiality, Integrity and Availability are 
important and transversal concepts on cybersecurity [7]. It was 
reviewed 3, 4 and 5 layer IoT architectures; the most used layers 
are sensors or perception, network, services or middleware, 
application or business; they described the applications on health, 
transportation and smart domains; they also described the 
standards that are used on IoT cybersecurity [8]. The authors' 
recommendations were to update the health system, educate staff, 
connect the public health sector with the private, attach importance 
to the security and privacy of health data [9]. The benefits of hybrid 
blockchain were used on health data proposal, under the standard 
of protection and regulations with notification rights, access to 
information, transparency and data portability for patients [10]. 
The University of Texas produced a list of requirements to apply 
cybersecurity on IoT network; they applied it on a farm and in the 
parking area of the university campus; they affirm the need for 
time to identify connected devices, work on a governance model, 
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the development of a standard architecture for the organization, the 
use of NIST as a framework for cybersecurity [11]. IoT 
Cybersecurity in IoT domain was proposed; for this they used a 3-
layer IoT architecture; the first perception layer captures the 
sensors, Gateway, guest computers; the second network layer 
includes Wireless Fidelity (WiFi), Global System for Mobile 
Communications (GSM), 2G, 3G and, other access connections; 
the third application layer comprises smart environments [12].  

 
Figure 1: Architecture IoT for a patient 

The researchers created an electrocardiography device for the 
service and monitoring of the patient's health in the IoT 
environment (Figure 1); the data is stored in the cloud of a 
provider, in addition the provider applies HIPAA for health data 
security [13].  

 
Figure 2: Architecture IoT for hospital 

The researchers reviewed the privacy and security of various 
works, described various recording models for health data; the 
study presented a health architecture that has hospitals, patients 
and doctors, and also deposits its data in a cloud (Figure 2); they 
stated the challenges in the cloud are interoperability standards, 
expensive models, performance, privacy and, security [14]. In a 
process of construction, execution and monitoring on IoT domain, 
cybersecurity was applied to supervise and generate early alarms; 
the objective was to anticipate problems or attacks in the 
implementation through metrics [15]. The researchers analyzed 
cybersecurity standards applied to IoT, the standards are ISO 
27000 series, GSM Association, Open Web Application Security 
Project (OWASP), Publicly Available Specification (PAS), 
machine to machine (M2M); several organizations applied IoT 
Cybersecurity based on law, consulting, technology companies, 
research centers, commercial organizations [16]. The researchers 
proposed a medical IoT architecture to safeguard information with 
characteristics such as: scalable, confidentiality keeping, general 
and efficient transmission; these characteristics are in areas such 
as: health files, medical systems, imaging systems, sensors, and 
information systems, and several medical systems have been 
tabulated [17]. The author analyzed the security correlation of 
medical devices that are used and interconnected in medical 
centers; she disclosed incidents, threats and vulnerabilities in 
medical devices, and analyzed the ISO, International 

Electrotechnical Commission (IEC), Medical Device Regulation 
(MDR), NIST standards [18]. 

Table 1: Measurement of proposals on cybersecurity 

Ref. Proposal Process Model metrics 

 [1] Detection 
method in IoT 

Detect cyberattacks on Smart 
city nodes through learning 
algorithms to detect attack 
behavior 

Performance 
98% 

 [2] Health system 
in IoT 

 

Protects information with 
international NIST, ISO, PHI 
and HIPAA standards, uses 4-
layer architecture 

There are no 
metrics 

 [3] Health system 
in IoT 

It is used 7-layer architecture, 
security mechanisms and big 
data for data analysis 

There are no 
metrics 

 [4] Governance 
framework 

Cybersecurity approach in a 
hospital is based on laws, 
availability of services, 
recovery and adaptation for 
staff 

There are no 
metrics 

 [5] Socio 
economic 
model 

Measure the cost and benefit 
of cybersecurity, quantitative 
analysis, audits and standards. 

There are no 
metrics 

 [6] Audit model Contains 18 domains, ranking 
formats 

There are no 
metrics 

 [8] Layered IoT 
models 

Descriptions and types of 
attacks at each layer, types of 
cybersecurity standards by 
layer 

There are no 
metrics 

 [10] Hybrid 
blockchain  

Data string with permissions 
to update information, use 
HIPAA 

There are no 
metrics 

 [11] Security 
framework on 
IoT domains 

Uses NIST for governance 
and control of wireless and 
mobile communications 

There are no 
metrics 

 [12] Analysis of 
IoT 3-Layer 
Architecture  

Cybersecurity application to 
protect authentication, 
information privacy 

There are no 
metrics 

 [13] Health IoT 
device 

Generate and send data to the 
cloud, use data sending 
protocols and HIPAA 

There are no 
metrics 

 [15] Monitoring 
code 

Processes for instantiating a 
cybersecurity infrastructure 

There are no 
metrics 

 [17] Architectures 

 

Analysis of cybersecurity 
architectures in health 
domains 

There are no 
metrics 

 

The references with their models, processes and measurement 
are summarized for better understanding (Table 1), only one 
proposal presents the performance of the model, they carried out 
tests and others only present the models, other proposals use 
HIPAA and NIST to secure the information. 

2.2. Methods 
 

2.2.1. Scope of proposal 

Applying the NIST Framework Core are cybersecurity 
activities, results, standards and best practices that are frequent in 
critical sections of the infrastructure; these activities pay off across 
the organization from the operational, middle and executive levels; 
the framework has five simultaneous functions: Identify, Protect, 
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Detect, Respond and Recover; these activities facilitate a high-
level strategic approach to managing cybersecurity risks in an 
organization [19]. 

• Adopt NIST Cybersecurity Framework applied in  [2] and  
[11];  

• Adopt HIPAA used in  [2] and the framework described in  
[19];  

• The architecture oriented to strong Confidentiality, Integrity 
and Availability properties through ISO / IEC 27001 applied 
in  [12];  

• Adopt cybersecurity standards for layers [8]; 
• Establish a 6-layer architecture;  
• The generated data is saved, processed and retrieved on cloud;  
• Establish three user profiles: patients, medical professionals 

and hospital administration; 
• Only hospital medical devices are considered. 

2.2.2. Cybersecurity attacks 

The types of security attacks were summarized from references 
(Table 2): 

Table 2: Cybersecurity attacks 

Ref. Information 
collection 
attacks 

Database 
attacks 

Website attacks, 
Middleware or 
Application 

Operation 
device attacks, 
sensing or 
network 

 [8] Information 
damage 
level 

Malicious 
scripts, un-
authorized 

Malicious 
insider, under 
infrastructure, 
virtualization 
threat, phishing, 
virus, trojan 

Replay attacks, 
timing attacks, 
node capture, 
routing 
information, 

 
[12] 

Not 
considered 

Not 
considered 

Physical attacks,  
Malicious code 
injection, Spear-
Phishing attack, 
Sniffing Attack. 

Routing attacks, 
DoS, Data 
transit attacks 

 
[17] 

Operating 
System 
vulnerability
, Open SHH 
vulnerability 

Password 
intrusion, 
Vulnerability 
intrusion, 
SQL 
Injection 

Cross-site 
scripting, cross-
site request 
forgery, Cross-
heterogeneous 
network attacks 

Dropbear SSH 
Server, DoS 

 
[18] 

Un-
authorized 
access 

Uncontrolled 
distribution 
of passwords 

Malware on 
systems 

Malware on 
devices, DoS, 
software update 

 

Attacks are independent of an organization, they are internal or 
external, they occur on devices, network, user access, software, 
any hardware, protocols, physical, logical; Attacks can deny or 
interrupt service. 

2.2.3. Cybersecurity IoT elements 

There is a relationship between health, IoT and cybersecurity; 
between IoT and Health the relationship is the application of 
security standards for devices and communication; between health 
and cybersecurity the relationship is the laws for the protection of 
patient information; between cybersecurity and IoT the 
relationship is the application of data protection standards. 

 

Figure 3: Elements to adapt IoT cybersecurity to health 

As show in Figure 3 the connection between health, IoT and 
cybersecurity; in health we have the personal data of the patients; 
IoT includes medical devices that capture data over a network, in 
cybersecurity are the data protection standards. 

2.2.4. Ecuador data 

According to National Institute of Statistics and Censuses of 
Ecuador [20]: There were 175 public hospitals and 490 private 
hospitals in 2016; in 2017 there were 179 public hospitals and 466 
private hospitals; in 2018 there were 183 public hospitals and 451 
private hospitals. 

In public hospitals: Attention to people in 2016, 2017 and 2018 
was 752000, 780208 and 807245 respectively; in availability of 
spaces or beds in the years 2016, 2017 and 2018 was 12300, 13400 
and 14144 respectively. 

In private hospitals: Attention to people in 2016, 2017 and 
2018 was 376000, 364000 and 357000 respectively; in availability 
of spaces or beds in the years 2016, 2017 and 2018 was 10600, 
10100 and 9700 respectively. 

In 2018, the provision of spaces or beds in the Ministry of 
Public Health is 40.47%; Ministry of National Defense is 2.30%; 
Social Security is 15.86%, other public is 1.97%, private non-profit 
is 10.6% and private for-profit is 29.03%; at the country level, the 
main areas of care in descending statistical order are: general 
services, medicine, gynecology, surgery, pediatrics, neonatology, 
traumatology, psychiatry, cardiology, urology, infectology, 
gastroenterology, otorhinolaryngology, ophthalmology  and other 
services. 

 
Figure 4: Attentions and public / private availability 
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In 2018 (Figure 4), public hospitals attended 69.31% of cases 
and a capacity of available beds of 59.42%; private hospitals 
attended 30.69% of cases and a capacity of available beds of 
40.58%; the public sector each year has the greatest burden on 
medical care and spaces. 

3. Results 

The following results were obtained:  

• Cybersecurity and competitiveness survey of hospitals in 
Ecuador 

• Model conceptual prototype of IoT Cybersecurity for a 
public or private hospital 

• Architecture prototype of IoT Cybersecurity  for a public 
or private hospital 

• Algorithm prototype of cybersecurity  for IoT architecture 

3.1. Cybersecurity and competitiveness survey of hospitals in 
Ecuador 

The Latin American cybersecurity indices for 2017  [21], the 
cybersecurity indices for 2018  [22] and the competitiveness 
indices for 2017-2018  [23] were tabulated; to understand the 
impact and connection between these indices (Figure 5). 

 
Figure 5: Cybersecurity Index vs. Competitiveness 

2017 and 2018 of the Global Cybersecurity Index (CGI) and 
Global Competitiveness Report were considered; the first are the 
indicators of responsibility of the countries in the matter of 
cybersecurity, it was issued by the United Nations; the second is 
the set of institutions, policies and factors that establish the level 
of productivity, it was issued by the Economic Forum. 

Cybersecurity values are between 0.01 and 0.99 on the 
secondary Y axis; the CGI of Ecuador in 2017 was 0.47 and in 
2018 the CGI was 0.37; Ecuador is below 0.50; the CGI of 
Uruguay in 2017 was 0.65 and in 2018 the CGI was 0.68; Uruguay 
is highly committed to implementing cybersecurity.  

Competitiveness values are between 0 and 5 on the main Y 
axis; Ecuador’s competitiveness in 2017 was 3.96 and in 2018 it 
was 3.91; Chile’s competitiveness in 2017 was 4.64 and in 2018 it 
was 4.71; Chile, Costa Rica and Panama are the first countries with 
the best productivity in 2018; Uruguay, Paraguay and Brazil are 
the first countries with the best cybersecurity application in 2018.  

It is evident that the levels of competitiveness are not directly 
linked to the levels of cybersecurity. 

Data from the World Health Organization (WHO) observatory 
were tabulated in the category of health information systems, 
among Latin American countries from 2008 to 2016; from each 
country (Figure 6) were obtained the score for the application of 
international health guidelines (HR), the average percentages of: 
reliability of the information systems in the Civil Registry for 
cause of death (CRCD), Civil Registry for births (CRBI) and data 
integrity due to death (INCD). 

 
Figure 6: Health Regulations vs. Computer Registry 

Colombia has 100 points in HR, in CRCD it has 98.06%, in 
INCD it has 80% and in CRBI it has 96.97, it follows that this 
country applies ICTs at an excellent level; Costa Rica has 96.88 
points in HR, in CRCD it has 90.87%, in INCD it has 87% and in 
CRBI it has 99.66%, it follows that this country applies ICTs at an 
excellent level; Ecuador has 56.25 points in HR, in CRCD it has 
81.77%, in INCD it has 82% and in CRBI it has 91.59%, it follows 
that this country applies ICTs at a good level. 

In descending order by CRCD, Ecuador is in eleventh place; in 
descending order by INCD, Ecuador is in twelfth place; in 
descending order by CRBI, Ecuador is in thirteenth place; in 
descending order by HR, Colombia and Costa Rica are the first 
countries to apply health guidelines, Ecuador is in fourteenth place. 

 

 
Figure 7: ICT in public hospitals of Ecuador 
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Review of infrastructure and hospital deficiencies in Ecuador 

The web pages of 129 public hospitals were reviewed (Figure 
7); it was found that 22 hospitals have a newsletter in pdf format 
on the website of the Ministry of Public Health of Ecuador (MSP), 
in addition it was considered that 50 hospitals have the same 
newsletter, 11 hospitals have their own intranet with institutional 
mail and their own website; 26 hospitals have institutional mail; 
28 hospitals have their own website; 42 hospitals have their 
information attached to the MSP website; it follows that in 11 
hospitals it is possible to implement a Cybersecurity IoT in the 
short term due to their existing intranet infrastructure. 

 

 
 

Figure 8: ICT in private hospitals of Ecuador 

The web pages of 186 private hospitals were reviewed (Figure 
8); here 106 hospitals have their own intranet; 121 hospitals use 
institutional mail; 106 hospitals have their own web page and 66 
use social networks or third party pages for their communications; 
here it is possible to implement an IoT Cybersecurity to the 106 
hospitals in the short term. 

In the public sector only 8% of hospitals can apply IoT 
Cybersecurity to existing networks; 57% of hospitals can apply 
IoT Cybersecurity in the private sector; in the other hospitals, they 
must start from the design of the IoT infrastructure for the hospital; 
each IoT infrastructure depends on the physical infrastructure of 
the hospital; therefore we do not propose standard IoT network 
design; in Ecuador, the time and cost of applying IoT cybersecurity 
to hospitals depends on political, economic, cultural or social 
factors. 

Critical review of existing IoT and cybersecurity measures 

The MSP controls and regulates the implementation of the 
Ecuador National Health System of public and private entities; the 
public sector is made up of ministry hospitals, hospital of the 
armed forces, police hospital, social security, municipal care 
centers; the private sector is made up of a cancer society and 
private medicine; at the country level, hospitals are classified into 
3 levels of hospitals; among the users are: the population without 
the ability to pay, the population with the ability to pay, members 
of the armed forces, members of the police, workers affiliated with 
social security and the population without social insurance [24]. 

Since 2014, the Public Administration has among its actions 
the implementation of a technological architecture and information 
security framework [25], according to references, there is no 
application of Cybersecurity to IoT in public or private hospitals. 

The proposal  [26] presented an IT Governance Model between 
Cobit and ISO 27002 to provide Information Security in Public 
Hospitals; aligns with IT and Hospital objectives in health data 
security; Ecuador's investment in Health is $ 11 billion based on 
health law; It should be emphasized that Ecuador does not have a 
standard to safeguard the confidentiality, integrity and availability 
of health data. 

3.2. Model conceptual prototype of IoT Cybersecurity for a 
public or private hospital  

The NIST Framework is applied in organizations of any size 
and helps to understand cybersecurity risks, risk management and 
protect information assets; this framework has good practices for 
managing resources on cybersecurity protection issues. 

The ISO 27001 standard has the information security 
guidelines to maintain the reliability, integrity and availability of 
the information, allowing the hospital to assess and mitigate risks; 
it also allows improving the competitiveness and image of the 
hospital.  

HIPAA is used to protect the patient's private medical 
information and data, which is legislation that provides privacy 
and security provisions; this law is widely accepted due to the 
increase in violations of health information. 

An IoT performs activities such as: Collecting patient data is 
done through the medical devices that generate the data and have 
access to the hospital's IoT; the collection is wired or wireless; 
storing patient data in a repository that has their access validated, 
may be their own space or a provider's space; process the data that 
was collected by the devices, the medical result is useful 
information for the health professional; improving information 
through correct management supports the health professional in 
the quality of the service; visualize the information through the 
applications and personalized systems on health area, indicators 
and reports are generally presented. 

eHealth has components and medical software to manage the 
knowledge towards health professionals, the objective is to 
maintain the health care of the population; this care is carried out 
in a hospital that the government provides care to citizens. 

The general information processes in a hospital occur from the 
patient arrival when taking and saving their personal and medical 
data; data collection is through the devices connected to IoT; 
storage guarantees the integrity of information and is presented in 
personal and medical applications or information systems. 

As show in Figure 9 the cybersecurity components that apply 
to IoT of a public or private hospital, among its components are 
NIST, ISO 27001 and HIPAA standards; the other IoT, eHealth 
and hospital components manage the data and convert it into 
information and valid knowledge for health professionals. 

The model assists in the management of medical results such 
as: diagnosis, prevention, follow-up, prediction, prognosis, 
treatment or relief of the disease, relief of an injury or disability, 
updating of physiological or pathological data, results of sample 
examinations, organ or blood donations. 
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3.3. Architecture prototype of IoT Cybersecurity for a public or 
private hospital 

Cybersecurity was proposed at the time of designing an IoT for 
a public or private hospital, that is, not applying late security; each 
layer with its elements and functions to apply security management 
from the beginning and continuously; the hardware and software 
of the hospital and providers must operate and integrate in a 
reliable way. The architecture adopts standards to apply IoT 
hardware, software, sensors, control, storage, services and users; 
reduces implementation costs, reduces delivery times, and 
increases security levels. A NIST framework is used because it is 
a common language for dealing with security risks and ISO 
standard good practices are used.  

The following layers were proposed: 

3.3.1. First Layer: Medical Devices 

This level gathers all the data from the devices through medical 
equipment, sensors and other equipment, captures the physical 
world and uploads it to the digital world; at this layer DoS attacks 
are very likely; according to  [18] there are four groups of devices 
in the health area: 

• Implantable medical devices, such as pacemakers, skin 
sensors and other implantable cardiac devices.   

• Portable medical devices, such as portable insulin pumps.  

• Mobile devices, such as glucose measuring devices or 
insulin pumps.  

• Stationary medical devices, such as tomography scanners 

Security requirements: raise the level of data confidentiality 
transferred between devices, for integrity devices must use 
encryption and device authentication to prevent the entry of 
strangers.  

3.3.2. Second Layer: Network 

The routing and exchange of data between devices must be in 
a reliable transmission from the first layer, to transmit data 
wireless, wired and communication protocols are used; this layer 
has wireless sensors, access points, and a gateway to transfer data 
to storage with high reliability; here the data is added, filtered and 
transmitted between the sensors. Security requirements: Sensors 
and nodes must be authenticated to avoid strange nodes, 
confidentiality and integrity are significant in the data. 

3.3.3. Third Layer: Services 

In this layer the confidentiality, integrity and authenticity of the 
transferred data are managed through the IoT architecture, the 
services are called from devices, sensors, servers and systems; it 
could be vulnerable to internal or underlying attacks; developed 
services must keep the application safe and transparent of the IoT 
network. 

3.3.4. Fourth Layer: Interface 

This layer presents custom applications according to the 
hospital and patients; it applies protocols and standards with 
functional systems for users; doctors, patients, administrators and 
providers access information through interfaces or indicators. 
Security requirements: User authentication for access, protection 
of user privacy, defining profiles, data processing and checking 
software vulnerabilities. 

3.3.5. Fifth Layer: Cloud 

Cloud Computing provides capabilities to create, store and 
retrieve patient information, here the hospital, medical care points, 
doctors and laboratories view / update patient data. The cloud 
provider provides analytics, access management, data protection, 
and service integration. It is recommended to use AWS to process, 
store and transmit health information; this cloud  
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Figure 10: Architecture prototype of IoT Cybersecurity  for a public or private hospital 

allows HIPAA to be applied in a secure environment; the main 
characteristics of this cloud are: assignment of individual policies, 
roles and profiles; encrypted web content, registration and backup 
data; security groups to limit access to services; management of 
systems or web applications; encrypted MySQL database, 
registration, monitoring and alerts.  

3.3.6.  Sixth Layer: Users 

Only three participants were considered in this layer: the 
patients that generated the data through medical devices, health 
professionals and the hospital; patients leave control of their health 
information on cloud servers, this is perceived by the patient as a 
threat to their privacy; as a requirement of this layer is the data 
integrity it stored; access to users can be by web, mobile or desktop 
application because the service layer allows delivery of 
information to any type of application. 

As show in Figure 10 the importance of maintaining the 
confidentiality, integrity, availability, reliability and authenticity 
of user data on a public or private or hybrid environment; in 
addition, there may be people or groups interested in the health 
information such as laboratories, health providers and others. 

Another component of the architecture is NIST Framework 
Core with its activities in infrastructure design; these activities are 
detailed below: 

Identify: For identification, inventories of physical devices, 
systems and platforms are taken; data flow, business 
communication, external information systems also enter in the 
inventory, all organization resources are given a priority value, in 
addition third-party roles and responsibilities are identified; in 
addition to the organization, the mission, vision and objectives are 
identified, that is, the role of the organization in the health sector, 
the functions and critical services; in the evaluation, vulnerabilities 
are identified, information threats are reviewed, internal and 
external threats are identified. 

Protect: The authentication and access category manages the 
credentials of devices, users and processes; in the training 

category, hospital staff, providers, and patients receive 
cybersecurity education, roles, and responsibilities according to 
policies; in the data security category, it is managed to protect the 
confidentiality, integrity and availability of the information; the 
information assets in any state or transaction are protected; in the 
protection of information management, security policies are 
implemented to defend information systems and assets. 

Detect: In the anomalies category, the data flow for users and 
systems is managed, determine impacts and collect data on the 
attack, in addition to establishing alert guidelines; in the 
monitoring category, the physical network, people activities, 
unauthorized codes, providers activities, and unauthorized devices 
are reviewed to minimize activities against cybersecurity. 

Respond: Response procedures are planned for possible 
cybersecurity incidents; in the communication category, the staff 
knows the response activities to an event, incident information, 
passing information according to the plans; others activities are: 
investigation of the notifications, the impact of the incident, 
forensic analysis, classification of incidents and vulnerability 
management are carried out, mitigating incidents, lessons learned. 

Recover: Recovery procedures are defined and executed to 
ensure the replacement of information assets in the event of an 
incident; these procedures should be improved with the lessons 
learned; in the communication category, the hospital's 
relationships and reputation are managed, and recovery activities 
are also communicated. 

The ISO 27001 standard maintains the confidentiality, integrity 
and availability of information on phases of NIST framework. 

Architecture features: 

• Interoperability to avoid interruption of operations, 

• Scalability to connect with smart devices, 

• Storage to support data delivered by devices, 

• Communication overload to support communication 
between nodes, 
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• Processing overhead to perform algorithms on data and 
deliver it as information, 

• Resistance to failures affecting the network, 

• An IoT network solves the limits of growth, access, space, 
data transfer and data transformation; with the features the 
health system / environment improves the category of 
information and services. 

IoT cybersegurity applied to the health area supports services 
such as: medical information, individualization, hospital 
emergency, monitoring, delivery and supervision of medicines, 
medical equipment, medical waste tracking, blood management, 
infection review and others. 

Formula to measure the architecture workload 

A formula was proposed to evaluate the architecture based on 
the layers, quantities were established according to the components 
for each layer, the Equation (1) is: 

( * ) ( * )sin
*

Qd Qn Qs QiOcc ABS
Qp Qu

  +
=         

            (1) 

Here: 

Occ = Occupation or workload of architecture; Qd = Quantity 
of medical devices; Qn = Quantity of receiving nodes; Qs = 
Quantity of services available; Qi = Quantity of interfaces; Qp = 
Quantity of processes in the cloud; Qu = Quantity of final users. 

Ten scenarios were simulated with the six parameters of the 
formula (Figure 11). 

These were grouped in pairs as follows: medical devices with 
receiving nodes at Hardware Level, available services with 
interfaces at Software Level and cloud processes with final users 
at Process Level; in the first scenario the hardware level is 80, the 
software level is 108, the process level is 36 and the workload is 
59.38%; in the fifth scenario the hardware level is 135, software 
level is 128, process level is 9 and the efficiency is 76.78%; in the 
tenth scenario the hardware level is 80, software level is 110, 
process level is 195 and the efficiency is 83.44%. 

 

Figure 11: Workload of architecture prototype IoT Cybersecurity 

As shown in Figure 11 the cross-line the workload of IoT 
cybersecurity in ten scenarios, in this simulation the minimum 

value was 59.38% and the maximum value was 99.71%; the 
average workload of this simulation was 80.06%. 

We can deduce that the increase in the number of medical 
devices and data receiving nodes together with the low number of 
processes influence of the architecture. 

An algorithm that applies cybersecurity on design of IoT 
architecture for a public or private hospital was proposed. 

Flowchart techniques (Figure 12) were used to express and 
apply cybersecurity in the IoT architecture, it consists of two 
phases called Determine and Apply; the first phase Determine 
begins with taking inventories at the hospital such as mission, 
mission, needs, information assets, devices, and network 
parameters; having the complete record of inventories and 
parameters, the second phase Apply can be executed; here, the 
security standards specified in each layer are adopted and applied; 
otherwise, the inventory and parameters of the hospital must be 
reviewed again and the algorithm must be run again. 

It is necessary to clarify that in case of massive patient 
assistance to the hospital, the IoT architecture is scalable in terms 
of the number of devices and storage, in addition this proposal 
considers the hospital's own devices; regardless of pandemic times 
or infections such as HIV, Ebola, H1N1, swine flu or COVID-19. 

4. Discussion 

Principles of Results: The architecture consists of continuous 
improvement by the functions of the NIST Framework Core in IoT 
design and adoption of standards.  

Relationships of results: the conceptual model has elements 
that are used on architecture; the architecture has the layers and 
standards that the algorithm implements through activities. 

Exceptions: the architecture only considers smart hospital 
devices, they are not considered patient-specific devices, BYOD 
does not apply; it does not consider the carbon footprint produced 
by the use of devices in the hospital, nor the costs of devices, nor 
the number of devices in the network, nor the payment values for 
the cloud.  

The results of this research agree with: applying cybersecurity  
[4],  [7],  [8]; use HIPAA for health standard   [2],  [10],  [13] and  
[14]; use NIST for cybersecurity standard  [2] and  [11]; the 
benefits of cloud computing are high considering the low cost, 
storage, access, processing, updating of information and supports 
the growth of data  [14] and  [15]; apply IoT cybersecurity to 
protect information assets  [2],  [3],  [12],  [15] and  [16]; it use 
ISO / IEC 27000 series standard  [2],   [12], and  [16].  

Theoretical consequence of the research: The modular design 
of the IoT cybersecurity architecture allows the interconnection of 
devices, network, services, applications, cloud and users to support 
growth and adjustment of critical areas of the hospital; the 
architecture is adapted to the hospital that safeguards the 
information assets through layers and adopted standards in phases 
determined by the algorithm. 

Possible practical applications: In 2018 Ecuador had 183 
public hospitals and 451 private hospitals; the design and 
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implementation of IoT Cybersecurity in a hospital can be 
replicated regardless of the dimensions of areas, devices, floors, 
workers and other characteristics. 

IoT recommendations with security measures 

We present standard IoT security measures for any public or 
private health hospital in Ecuador; we emphasize that this proposal 
is for architecture in hospitals, here IoT devices and hospital 
information are secured; devices belonging to doctors or patients 
are not included or considered; the recommendations are in 3 
blocks: 

In design phase: 

• Select upgradeable devices with standard protocols 
• Apply network segmentation for connected IoT devices 
• Identification and authentication of devices against the IoT 

network 
• Perform device installation and configuration procedures 
• Analysis planning and efficiency verification on devices In 

implementation phase: 
• Device management not accessible from the internet 
• Configure connection ports only for access to hospital devices 
• Verify privacy and confidentiality of data on devices 
• Physical and logical evaluation of the devices before their 

integration into the IoT network 
• Restrict or secure access to the cloud interface In Operation 

phase: 
• Continuous change of default credentials of IoT devices 
• Continuous app updates on IoT devices 
• Disable inactive connectivities 
• Network connectivity and device integration 
• Use Big Data to monitor the behavior of devices 
• Delete of data from unused devices 
5. Future work and Conclusions 

As future work we proposed an cybersecurity analysis of 
internet medical things for care centers in Ecuador. 

It was concluded that the cybersecurity standards applied to the 
design of IoT for a public or private hospital generates trust on 
information assets, preserves the confidentiality, integrity and 
availability of the information at the operational, tactical and 
strategic levels; the architecture prototype is between 59.38% and 
99.71% of acceptable workload. With the continued growth of 
health data, there is a market for clinical data validated and verified 
by health professionals. 

Security is adopted from the design of the infrastructure 
through standards, framework and good practices to minimize 
risks, ensure each layer and connectivity; the architecture 
simplifies the distribution and the relationship between the 
components. 

Critical analysis: 

Proper understanding of security requirements are important to 
this IoT cybersecurity recommendation for public and private 
hospitals in Ecuador; because health information is sensitive, 
indispensable for the early evaluation and diagnosis of human 
beings; that referring to the term cybersecurity, the following 
concepts converge: protection, security and legislation; here the 
first two terms (protection and security) are covered by Ecuador as 

evidence by Figure 6; but the legislative dimension is not very well 
implemented, so the proposed model covers this deficiency. 
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 Every institution nowadays relies on their online system and framework to do businesses. 
Such procedures need more attention due to the massive amount of attacks that occurs. 
These procedures have to go first through the management team of the institution, in order 
to prevent exploits of the attackers. Thus, the risk management can easily control and 
identify the risk that occurs. One of these risks is an intrusion, which is an action or an act 
that the attacker invades someone’s privacy to steal or damage their information. Various 
techniques have been proposed to prevent these actions in the literature. This research 
proposed an intrusion detection model to distinguish the most recent attacks using data 
mining techniques. Three machine learning classification models have been applied 
namely, J48, Random Forst and REPTree to improve the detection rate. Furthermore, a 
Feature Selection method has been applied in order to improve the effectiveness of the 
classifier and also overcome the high dimensionality which presents one of the main 
technical problems facing the intrusion detection systems and come up with the most 
important intrusion features affecting the system. These features can be very useful in 
protecting the systems from attackers. The results identify the top 11 effective features. The 
best results achieved by the J48 with a 76.271% accuracy rate. 
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1. Introduction 

In the recent years, people all around the world become more 
depending on the information technology in all kinds, notably, 
with the expansion of the internet and automated businesses, and 
procedures from different fields [1]. People utilized computers and 
applications in order to acquire information about several things; 
such as stock costs, news, and online trade. On the other hand, 
others save the information of patient’s medical records, credit 
card, and other personal data on their systems, either offline or 
online. Many organizations, for example, have a web presence as 
a fundamental structure of their businesses. Controlling and secure 
these critical assets and information that come from the decision 
of the management team [2, 3]. 

Consequently, without a good plan and scheme, risk can occur 
regularly. This kind of risk can harm the company for example, in 
a severe way, especially controlling the intrusion and detect each 
attack that happens [2]. The availability and integrity of the 
systems must be ensured against various threats, such as hacking 
or damaging, in which eventually can hurt the image of the 
institution. Hence, the secure information and the communication 

turned out to be indispensably vital. Furthermore, the need to 
detect privacy breaches and information security demands of a 
robust intrusion detection and prevention systems (IDPSs) are 
more necessity [2-5]. 

Several techniques have been proposed to prevent such 
vulnerability. The most recent and effective one is “Data Mining”, 
which is a method of understanding and finding the pattern of the 
data [6, 7]. This data usually collected from different sources, each 
one of them portrays a case that occurs on different scenarios. In 
real life, data can portray as stones and sand, and mining these 
gravels to extract the jewelry (useful information). Therefore, 
extracting such benefit information can lead us to prevent attacks 
and leaking information in a more effective way. In our case, the 
dataset of these logs is collected, where the instances of each attack 
and non-attack portrayed as a row, while the columns are the 
characteristics of each instance. These characteristics called 
features. Another critical process can be used to help us knowing 
and understanding the pattern, and hidden information is called 
Feature Selection. It is a way to remove redundancy and not 
important features from the dataset and keep the most important 
ones without affecting the essential information of the data, it relies 
on identifying the features which are independent of each other but 
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highly relevant to the output at the same time using the goodness 
metrics. This technique can increase the accuracy of the classifier, 
utilize time and resources, reduce complexity, and support 
generalization [5, 8, 9].  

This research presented a model using Data Mining techniques 
to identify these intrusion attacks. We used a public-online dataset 
that depicts these attacks. Then examined the data on different 
classifiers for evaluation and improving the detection rate of the 
Intrusion Detection System (IDS), which are; Decision Tree, 
RepTree, and Random Forest. And since IDS deals with massive 
amount of data [8], we then applied features selection to see the 
most important features that can help detect each attack. Feature 
selection method presents one of the most useful and commonly 
used techniques in data preprocessing step for the Intrusion 
Detection System (IDS). This technique is essential in our case 
here since the number of features in any Intrusion Detection 
System (IDS) is very huge whatever size of networks you work 
with and we need to reduce it. In addition, applying the feature 
selection technique can optimize the classifiers results and increase 
detection rate by removing unimportant features and help 
identifying the most relevant features affecting the system which 
present valuable information for the security teams as well.  

The rest of this paper is organized as follows: section 2 presents 
the background of the intrusion detection history. The 
methodology produced in Section 3. Finally, section 4 and 5 
introduces the experiments and results, and the conclusion, 
respectively. 

2. Background 

In order to define Intrusion Detection and Prevention Systems 
(IDPSs), it’s important to know the events prior the detection 
procedures. The term attack is an action that exploits the 
vulnerability of a system to cause a loss of an information or access. 
Therefore, intrusion is considered a kind of attack, in which the 
intruder tries to obtain access or damage the system. In short, it is 
a process of observation, detecting and analyzing the performance 
that known as a violation of the information security policies. [10] 
Illustrates the intrusion detection as a way of detecting the cyber-
attacks that take place on the computer networks using a certain 
framework known as Intrusion Detection System (IDS). This 
framework usually detects any abnormal patterns of the system. 

There are two types of an attack, outsider attack, which is an 
attack that comes from the previous external origins. The other one 
is the Insider attack, an unauthorized/authorized inner user 
attempts to gain and abuse the non-authorized/ authorized entrance 
privileges to the system. Thus, we need to prevent such acts.  

Intrusion Detection is one of these acts and known as a process 
of observing of the computer or networks for any unauthorized 
access, activity or modification [11, 12]. Intrusion Detection 
System helps to detect any intrusions on systems. Also, it helps to 
catch any unusual behaviors in different ways that covers and 
displays warnings when logging into a system. Another important 
procedure is that Intrusion Prevention System (IPS) detects system 
warnings in real time and prevents unauthorized access to the 
system by using specific software. Moreover, it can help to prevent 
any potential harmful events [11]. Intrusion Prevention System can 
detect threats in various ways; it can work with combination of 

access control (firewall/router) or any other security controls in the 
systems to prevent planned attacks. It can block the malicious 
network activity and configure or reconfigure privacy controls in 
browser settings to block these attacks [2].  

However, shutdown the prevention characteristics in IPS cause 
them to operate as ID systems. Although IPS and IDS both monitor 
and analyze the network flow, IPS is recognized to be an expansion 
of IDS. IPS and IDS both are implemented to find unionize 
movement. The major duty of the IDS is to alert the unauthorized 
movements that are taking place. On the other hand, IPS is used 
for more effective protection by improving IDS and other common 
security solutions more. A powerful risk management process is 
essential part of security. Risk management has to determine the 
necessary security controls to decrease the danger to a suitable 
level by organizations. For effective IDPS design, it is necessary 
to obtain appropriate risk management-based requirements [2, 13]. 

2.1. Risk Management 

Application, and network service of any computer and 
communication systems, usually behave normally and expected to 
be guarded against misuse, through a combination of privacy and 
safety and so on to be available and accessible. Similarly, these 
functions should provide a secure and trusted data transmission 
services to the end-users. Risk management means to control the 
risk and find a way to reduce the risk to an acceptable level. [14] 
determined the risk management as the procedure enables the 
mangers of IT to adjust the financial as well as operational 
expenses of protection and to satisfy the mission capacity by 
securing the Information Technology frameworks and information 
that eventually help their associations' missions [13, 14]. 

Security concerns can rapidly disintegrate client certainty and 
conceivably diminish the appropriation rate and rate of a degree of 
profitability for strategically critical items or administrations. Risk 
management procedure is a critical part of a successful security 
system. Main objective of an organization’s risk management 
procedure must take into consideration the organization and its 
capacity to accomplish its central goal and missions, instead of 
essentially its IT resources and assets. Risk management shouldn’t 
be treated as only a technical issue, but as a fundamental critical 
management issue inside organizations. Risk protection plans are 
described by understanding, identifying and accepting the leftover 
risks related to the use of information systems. In order to improve 
protection of the organizations from serious and increasingly 
threats of information systems, organizations should utilize a risk 
strategy alongside IDPSs, as a whole system of protection to secure 
the CIA triangle (Confidentiality, Integrity, Availability) of 
information systems [15, 16]. 

2.2. Intrusion Detection and Prevention Systems 

Intrusion Detection System is used to observe any usual 
movements on a computer system or network. Moreover, it shows 
alerts on any possible violations, threats or attacks on computer 
system or network. Intrusion Detection System is both hardware 
and software application that work together to monitor and control 
computer system as well as computer network for any security 
policy abuse, furthermore, it reacts to any unusual activities by 
sending a message or alerts to the admin of the system in different 
ways [16]. Intrusion Prevention means to operate intrusion 
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detection and try to stop any potential harmful events. Moreover, 
Intrusion Prevention System has the same capabilities of IDS of 
stopping potential accidents; it is designed to secure systems from 
any abuses or troubles. However, the main difference between IPS 
and IDS is that IDS warns in case of any attack attempt while IPS 
tries to block the attack from happening [17].  

2.3. Important of the Intrusion Detection 

Each organization utilizing computer systems must take into 
consideration the important of security. The fact that Information 
Security is an area which depends on specialists to enhance the 
safety of the enterprise most valuable resource can't be 
underestimated. The majority of businesses exclusively carry out 
high standard security policy arrangements, despite the fact that 
the largest threats are from inner sources. Furthermore, 
organizations perform network security arrangements which are 
intended to keep network assets safe. IDPSs improve the safety of 
InfoSec and network with denying the any unauthorized access of 
discovered attacks. Moreover, it can provide valuable clues on the 
best defense for the attack [8]. Unfortunately, there is nothing 
called “absolutely secure system”, any system is vulnerable toward 
violation by insiders who misuse they system for their own 
benefits. In order to understand the requirements on focus and 
improve advanced IDPSs, an overlook into the numbers of 
incidents and data breaches must be studied [18, 19]. 

In the last decade, statistics record shows that the technological 
progress becomes more complex and security concerns grow more 
and more as shown in Figure 1 [20]. The incidents are limited for 
the danger and risk of privacy violations, security breaches, and 
malicious intrusions. Concurrently, with the increasing number of 
the computer systems as well as the huge expansion in the total 
number of threats, it has become even more aggressive than ever 
before, especially with the continuous increasing in size and speed 
of the networks. It is obvious that enterprises require intelligent 
InfoSec techniques such as IDPSs which can detect the recent 
formed attacks to limit the loss of data and keep up the privacy of 
data with a quick response.  

 

Figure 1: Numbers of data breaches 

3. Related Work 

Some researchers such as [21] introduced a framework which 
works with actual Intrusion Detection issues in classifying network 
data analysis into abnormal and typical behaviors. His paper 
suggests a “multi-level hybrid intrusion detection model” which 

uses learning machine as well as support vector machine to 
enhance efficiency of recognizing unknown and known attacks. 
Also, he added an updates K-means algorithm in order to develop 
a strong training dataset in order to improve the classifiers 
performance. The modified K-means is utilized to make new short 
training datasets to the whole original training dataset, essentially 
decrease the training time of classifiers, and enhance the 
performance of IDS. Analysis of the different techniques based on 
the similar dataset, the proposed model reveals and show high 
efficiency in accuracy and attack detection. 

Furthermore, [6] proposed an “Internal Intrusion Detection and 
Protection System (IIDPS)”, he suggested that in order to discover 
attacks, we need to utilize a forensic and data mining techniques. 
IIDPS generate users’ individual profiles to remain track of users 
using their behavior as a forensic feature and decides if a user is 
the account owner or is not, by examining through user present PC 
usage practices with the patterns gathered in the account owner's 
personal profile. The results show that the user identification 
accuracy rate was 94.29%, while the reaction time is under 0.45 s, 
suggesting that it can manage to secure the system from insider 
attacks efficiently and effectively. 

In addition, [22] presented a system to defeat menaces each 
time a detection arrangement was demanded because of highly 
spread in networks. Within the development of the arrangement, 
attackers have become stronger and each one damage network 
protection. Therefore, a need of the Intrusion Detection 
arrangement appeared to be a vital and necessary instrument in 
network security. Detection of such attacks loud intrusions 
normally rely upon the strength of Intrusion Detection 
Arrangement (IDS). In his approach, a number of elements have 
been coordinated for utilizing the methods; these systems have 
their very own advantages and disadvantages. In his paper, he 
focuses on various classification methods. 

A detailed analysis and investigation of different machine 
learning methods have been developed, for locating the cause or 
problems related to different machine learning strategies in 
detecting the intrusive actions [23]. The results identified with low-
frequency attacks utilizing network attack logs and dataset are as 
well discussed and viable techniques are recommended for 
development. Machine learning methods have been compared and 
analyzed in terms of their exposure ability for detecting the 
different classification of attacks. Limitations related to every 
classification of them are as well discussed. Different data mining 
devices for machine learning have as well been carried in his paper.  

As can be seen in the mentioned works, many researchers 
focused on machine learning methods side to improve the 
detection rate of IDS but few had tried to investigate the impact of 
the features of the datasets. However, in this work, we study the 
impact of these features and what the implication of them, 
especially, the most important ones using feature selection method. 
Thus, improve the Detection performance. 

4. Methodology 

In this section, a description of the proposed approach 
processes is presented. As shown in Figure 2, five main processes 
are defined, namely, Data Mining, Classification Models, Data 
Description, Feature Selection methods and Evaluation. 
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Figure 2. Methodology Steps 

4.1. Data Mining 

Data Mining reveals an important pattern, connection and 
directions through studying and analyzing each data using 
different machine learning techniques, data visualization methods, 
statistics, and artificial intelligence. This procedure effectively 
referred implicit, previously unknown, and possibly helpful 
information found in the data, therefore empowering the detection 
of patterns, the generation, and examination of hypotheses, and the 
creation of visualizations [24]. 

4.2. Decision Trees C4.5 (J48) 

C4.5 is one of the algorithms related to decision tree which 
create trees from preparing data utilizing information gain and 
entropy. It is considered as an extension of the “ID3 algorithm” 
that overcomes most of its weakness. At every node, the algorithm 
checks the information gain and selects the attribute with the 
highest gain as splitting node, dividing the samples into subsets 
collection, the most significant characteristic value will settle on 
the choice then the procedure is taking place again upon smaller 
size of subsets [25].  

4.3. Random Forest (RF) 

This technique is based on the shell of a lot of decision trees, 
utilizing a stochastic procedure over the base of C4.5 algorithms. 
It was suggested by [26] and intends to make independent and 
uncorrelated trees dependent on the various and random input 
vectors attached by similar distribution. The outcome is the mean 
of the created trees through the process. RF is easy to implement, 
robust and able to handle large amount of data.   

4.4. Reduced Error Pruning Tree (REPTree) 

This algorithm is used to deal with decision tree noise. 
REPTree applies regression tree logic. It was presented in the post-
pruning method founded on the concepts of [27, 28]. [29] defined 
the logarithmic procedure as: the initial step, where the data is 
separated into two groups. The first is the developing set, generated 
or created into a realization of learning algorithms, while the 
second is the pruning set that is generated through removing the 
subtree rooted at that node, until the outcomes in a predictive 
accuracy drop measured through the pruning set. 

4.5. Data Description  

In this work, the experiments applied on the intrusion-detection 
dataset that publicly available on the Kaggle repository/website 
[30]. The dataset consists of 20000 instances and 42 features. 
These features have different characteristics and methods in order 
to extract them, to name a few, duration, protocol-type, num-
failed-logins, service, num-compromised, and so on. All features 
have numeric values except the protocol-type feature where it is a 
category-based. 

4.6. Feature Selection methods 

Feature selection (FS) is a method to choose the best group of 
features in order to use them in the developed model development. 
Overall, FS is designed by separating the redundant or irrelevant 
features without maintaining any loss of information while 
concentrating on the only relevant ones. It is one of the most vital 
goodness metrics to select features; generally, we say that a model 
is good if it is relevant to the output but not redundant with the 
other relevant features at the same time. The objective of the 
procedure is to reduce the time of training period of the 
classification models. Moreover, this procedure helps in 
developing the capacity of the model by decreasing the overfitting 
and to encourage researchers to facilitation their models and make 
them simpler to understand [31]. 

 Feature selection techniques is an essential and effective step 
in data mining and has been adopted by many researchers in 
different data mining fields such as pattern recognition, network 
security and IDS. There are two types of feature selection approach; 
a Wrapper feature selection and Filter based feature selection. 
Wrapper method employs the performance of the machine learning 
algorithm to evaluate the usefulness of features, while Filtering 
approach relies on the characteristics of the training data itself to 
identify the redundant or irrelevant data [32].In this research we 
use one of the most common filter based feature selection method; 
which is Correlation-based Feature Selection.   

4.7. Correlation-based Feature Selection 

Correlation-based Feature Selection (CFS) is a heuristic type 
feature selection method that uses a search algorithm and 
evaluation criteria to select a subset of features. It is the most 
popular measure for the dependency between two variables. CFS 
measures each feature’s goodness by predicting the usefulness of 
individual features to predict the class label and their 
intercorrelation level, and then come up with the optimal subset of 
features relevant to the class with no redundancy. In short, the 
explanation can be summarized: "Good feature subsets contain 
features highly correlated with the class, yet uncorrelated with each 
other" [32]. Therefore, the selection criteria in CFS select the best 
subset of features automatically. The following equation computes 
the merit of feature subset S with k number of features.     

                               𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑠𝑠 = 𝑘𝑘𝑟𝑟𝑐𝑐𝑐𝑐�����

�𝑘𝑘+𝑘𝑘(𝑘𝑘−1)𝑟𝑟𝑐𝑐𝑐𝑐�����
                          (1) 

5. Evaluation 
The Confusion matrix is a table that contains a summary of the 

prediction results for the classification system. Table 1 presents a 
confusion matrix for a binary classifier. It is used in order to assess 
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the intrusion detection models of the current research and will be 
pointed out to as a primary source for the evaluation.  

Table 1: Confusion Matrix 

 
Predicted Class 

Positive Negative 

 
 

Actual Class 

Positive True Positive 
(TP) 

False Negative 
(FN) 

Negative False Positive 
(FP) 

True Negative 
(TN) 

 

Accuracy: determined by ratio of correctly classified instances of 
the two classes divided by the total number of instances. 
 

                                𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇+𝐹𝐹𝑇𝑇

                          (2) 

Precision: the ratio of classes classified as attackers that actually 
are attackers 

                                       𝑃𝑃𝑀𝑀𝑀𝑀𝐴𝐴𝑀𝑀𝑃𝑃𝑀𝑀𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

              (3) 

Recall: the ratio of correctly classified intrusion attack divided by 
the total number of instances classifies as attackers. 

                        𝑅𝑅𝑀𝑀𝐴𝐴𝐴𝐴𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝑇𝑇

                                   (4) 

F-measure is determined as a weighted mean of the recall and 
precision. 

            𝐹𝐹 −𝑚𝑚𝑀𝑀𝐴𝐴𝑃𝑃𝐴𝐴𝑀𝑀𝑀𝑀 = 2×𝑇𝑇𝑟𝑟𝑃𝑃𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃𝑃𝑃𝑃𝑃×𝑇𝑇𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅
𝑇𝑇𝑟𝑟𝑃𝑃𝑃𝑃𝑃𝑃𝑠𝑠𝑃𝑃𝑃𝑃𝑃𝑃+𝑇𝑇𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅

                        (5) 

6. Experiments and Results 

In this section, we examined the data on several classification 
models. Named; Decision Tree, RepTree, and Random Forest 
Then we applied a feature selection technique to select the best 
subset of features for the classifiers and improve the accuracy of 
the results. In sum, first, we examine the data without applying the 
feature selection method. Then, we apply the feature selection 
before the examination on the classification model. 

As shown in Table 2, the best accuracy obtained by J48 with 
75.424%, whiles the second and third achieved by RepTree and 
RF, with 71.186% and 70.339%, respectively. For the recall 
measure, the highest results demonstrated by RepTree and RF at 
the same rate, 0.960%, and the J48 come third with 0.940. In 
precision and F-measure, J48 classifier has the best results with 
0.671% and 0.783%, followed by RepTree with 0.623% and 0.756. 
The last classifier was RF with 0.600% for precision and 0.738% 
for the F-measure. 

Table 2:  Results of J48, RepTree and RF without Feature selection. 

Data 
Without FS 

All features 

Acc Recall Precision F-Measure 

J48 75.424 0.940 0.671 0.783 

RepTree 71.186 0.960 0.623 0.756 

RF 70.339 0.960 0.600 0.738 

 
The original data had 41 features and decreased to 11 features 

after applying the feature selection method as shown in Table 3. 
Table 3 contains the top11 features relevant to the attacks with a 
brief description about each feature taken from the Kaggle 
repository website. These data can be very useful in identifying 
important intrusion features and protecting the system from 
attackers. After finding the optimal subset of features we examine 
the classifiers again against these 11 features. As shown in Table 
4, most of the results shows a brief increase, where the best 
classifier in the original data has a nearly 0.847 increase in 
accuracy with 76.271% rate — the second best results achieved by 
RF with 74.576%, unlike the original data where the second rank 
obtained by RepTree. The RF shows a notable increase with 4.237% 
which is more improved than the previous experiments, the least 
accurate of all classifier demonstrated by the RepTree with 
72.034%. For the F-measure and precision, again the J48 had the 
highest results with 0.734% and 0.825%, the second and third 
classifier were RF and RepTree for both measures, respectively. 

Table 3: Top selected features. 

# Features Description 

1 Service Network service on the destination, 
e.g., http, telnet, etc. 

2 Flag Normal or error status of the 
connection 

3 src_bytes Number of data bytes from source to 
destination 

4 dst_bytes Number of data bytes from 
destination to source 

5 Urgent Number of urgent packets 

6 logged_in 1 If successfully logged-in; 0 
otherwise 

7 srv_serror_rate % Of connections that have ‘‘SYN’’ 
errors (same-service connections) 

8 same_srv_rate % Of connections to the same service 
(same-host connections) 

9 diff_srv_rate % Of connections to different services 
(same-host connections) 

10 dst_host_srv_diff_host_rate Diff_host_rate for destination host 

11 dst_host_serror_rate Serror_rate for destination host 
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Table 4:  Results of J48, RepTree and RF with Feature selection. 

Data 
WithFS 

Selected features 

Acc Recall Precision F-Measure 

J48 76.271 0.940 0.734 0.825 

RepTree 72.034 0.940 0.644 0.764 

RF 74.576 0.940 0.653 0.770 

 

In sum, the feature selection method increases the results for 
all measures expect the recall measure. Decreasing the features 
from 41 to 11, not only shows a notable increase on the results but 
also, help us to know the best-selected features that can identify 
the intrusion detection attack form the non-attack class. As a result, 
we can conclude that the experimental results and the selected 
features show that the data mining techniques as classifiers and 
feature selection method can play an important role in improving 
risk management, helping the security teams to build their security 
strategies and prevent exploits of the attackers, which keeps their 
networks safe and secured. Finally, the risk factors can be further 
analyzed to study how they affect the intrusion detection as a case 
study of risk management. 

7. Conclusion and Future Work 

The current computer network is a risky domain, packed up 
with attackers that have millions of hours available to operate 
against the most grounded of security strategies. The best way to 
control them is to know when they are trying an attack and counter 
their efforts. Choosing the right intrusion detection system is the 
key to ensuring that an enterprise’s networks and systems stay 
secure. While security cases turn out to be more numerous, 
network intrusions become a significant threat, as a result IDPS is 
becoming increasingly important and necessary. These intelligent 
IDPSs should utilize several intelligent methods from the matter 
fields of data mining, machine learning, and artificial intelligence 
to support them to figure out what qualifies as an intrusion. This 
paper proposed an intrusion detection model to prevent and 
decrease the intrusion attacks. Three machine learning classifiers 
were applied; which are J48, RepTree and RF to check the 
detection rate. Moreover, as the network traffic is becoming very 
huge with massive amount of data, leading to increased number of 
redundant and irrelevant features which decrease the IDS detection 
rate, consuming more resources, slowdown the detection process 
and increase complexity. Consequently, a feature selection method 
has been applied using the Correlation-based Feature Selection in 
order to find out the most relevant features to the detection process 
and remove unnecessary or redundant one. This approach is not 
only able to reduce the time consuming of the experiments but also 
increase the results and lead to higher accuracy. The best obtain 
accuracy achieved by the J48 with 76.271% using the top 11 
features identified by the feature selection method. For future work, 
it is aimed to increase the number of the classifiers and uses 
different data to help us study the features in detail using a different 
technique of the features selection. 
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 This study aims to design business processes or school management solutions that are right 
for the school. Widuri Indah School is private school that has not been integrated with the 
school management system. Qualitative method such as observation and interview are 
conducted to gain insights about main activities and support activities in Widuri Indah 
school business process. Furthermore, designing the use case diagram to construct the 
business process. The design will be able to produce business process that can integrating 
between users at school and school management systems in a cloud-based process It can 
be used as a guide in the procurement of school management system based on clout 
computing. The design is believed to bring improvement such as interoperability, flexibility, 
data management, and efficiency as a result. 
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1. Introduction  

The world of Education has not yet fully raised all its problems in 
Indonesia. Various efforts and activities are always carried out to 
improve the innovation and quality of the system that carries the 
name of education has been carried out by the government, until 
now. The world of education should mean the availability of 
various solutions to support educational programs to create an 
education system that can support and enhance the activities of 
users at school. However, the use of IT in Indonesia has just 
entered the stage of studying various possibilities for the 
development and application of IT for education. When examined 
in detail in this regard, the government has sought to improve the 
quality of Indonesia's education, what exactly is at the core of the 
problem in the world of education, may be far more difficult. 
Schools in Indonesia are not yet connected with technology in the 
process, have not yet reached the mind power and adequate 
sources of information. The solution to all the problems above is 
an academic information system that is used to monitor all 
educational activities and is able to produce information that is 
needed by the school, government, students, guardians and the 
public at large and up to date. The system must be accessible 
whenever and wherever and be able to generate information 
automatically without the need for manual calculations that are 
error prone and result in incorrect information, and certainly can 

support quick decision making. Widuri Indah School’s system has 
not utilized technology as the main base for automation. All things 
especially administration for payment of school fees is still 
manually by queuing making payments in school administration. 
Information such as report card grades, student absences and 
attendance and submission of teacher and employee leave are still 
manual, and student assignment information has not been 
connected to any technological media. This study aims to produce 
design needs in terms of technological infrastructure in Indonesia 
in the form of catalogs, diagrams, and matrices that will be needed 
by Widuri Indah Schools in developing their school management. 

2. Literature Review 

A good education in the world should have a good business 
system and process, where the ultimate goal itself is not only to 
support teaching and learning in schools, but also that an 
integrated system can support the internal operational 
performance of schools. A well-integrated system will be able to 
make decisions faster than using a manual or traditional system.  

2.1 Business Process 

According to [1], in his book "Business Process Change" (2003), 
the definition of a business process is a series of activities carried 
out by a business which includes the initiation of input, 
transformation of information, and producing output. The output 
can be valuable for business or market customers, it can also be 
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valuable for other processes (within the organization). A business 
process can be broken down into several processes, each of which 
has its own role to achieve its goals. Sub-processes can be broken 
down into activities, which are the smallest processes that can 
consist of one or more steps that must be included in a business 
process [2] [3]. 

Business process development is needed by an educational 
institution with the aim of improving internal quality management 
[4]. Therefore, the business processes that run on educational 
institutions are needed to be analyzed in accordance with the 
needs of management and institutions [5]. Use case is one of the 
approaches used to design business processes [6]. 

2.2 School Management System 

School Management system is an information system used by 
educational institution for specific purposes. For example, the 
Smart School Management System (SSMS) which is used to 
assist learning activities and Information systems management of 
schools in Malaysia [7]. While Smart school management in 
Indonesia, one of them is edConnect as an information system that 
simplifies administrative work, improves information 
accessibility, facilitates intensive communication, and provides 
data visibility for all aspects of the school. 

For its own definition, School Management Information System 
is a design that adjusts the structure, task management, learning 
processes and the special needs of schools by utilizing 
information systems management [8]. The purpose of the 
existence of a school management information system is to 
support management and educational activities by school 
managers by utilizing information [9]. It can be concluded that the 
school management information system is a structural design, task 
management and special needs of schools that are both direct and 
indirect learning processes that are used by school managers by 
utilizing information systems management. 

 
Figure 1: Cloud Computing 

2.3 Cloud Computing  

Figure 1 shows the three main components used to support cloud 
computing, namely Infrastructure, Platforms and Applications 
[10]. There are several infrastructures from clout computing such 
as server, network, storage, and digital technology that are 
needed. 

Cloud Computing (Cloud computing) is a combination of 
computer technology and internet networks [11]. Cloud (Cloud) 
is part of the internet, as the cloud is in the picture of an 
organization's internet network pattern. Apart from being like a 
cloud in a computer network diagram, the cloud (cloud) in cloud 
computing is also an integrated network infrastructure [10].  

The term cloud has been widely used in the development of the 
Internet world, because the Internet can be said to be a large cloud. 
Cloud computing itself is a computing model, where its resources 
such as processor / computing power, storage, network, and 
software become abstract and are provided as services on the 
network / internet using remote access patterns. 

There are many issues that can be solved by cloud. For instance, 
If the company not sure where to store information, a cloud server 
is a perfect way to reduce confusion. Cloud infrastructure has 
evolved tremendously and is now safer and more robust than 
conventional on-site technologies. Therefore, cloud can also be 
the answer in solving security issues. Cloud computing decreases 
or removes the requirement for businesses to buy hardware and 
develop and run data centers, hence will lead to cost efficiency. 

Analytics, AI, and the prospect of safe communication beyond the 
corporate area give an incentive to implement a cloud 
infrastructure. Also, one of the benefits of cloud infrastructure for 
companies is how convenient it is for team leaders to operate from 
anywhere. Businesses have traditionally been connected to 
wherever their hardware is based, as that is where they need to get 
access to all their records. The cloud, though, allows users to carry 
their data with them everywhere they go. 

 
Figure 2: Research Design Stages 
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3. Methodology 

The method used is a qualitative method that is observation and 
interview. Figure 2 shows research design stages. The design 
begins by explaining the main activity and supporting processes 
that exist in the management of the Widuri Indah school’s 
business process. Modeling that will be used is value chain which 
is a tool to describe main activities and support activities.  

Then defining the parts of the business process, determine the 
relationship of information systems with business processes from 
Widuri Indah School’s management, and detailed the specific 
business process by using use case diagram to make a clear related 
part to the system. The final design is making the infrastructure 
architecture-based cloud computing for the steps internal structure 
for the school. 

4. Result and Discussion 

This section presents the result of study for design business 
process bases on cloud computing to support Widuri Indah School 
Management System. The following value chain explains the 
process of main activities and supporting activities (see Figure 3). 

 
Figure 3: The Value Chain of main activities and support activities 

Based on figure 3, the main activities are attendance, grade 
reports, homework and assignments, and Teaching. The 
Attendance is a data collection of the presence of students every 
morning at school and attendance data of teachers, and employees 
at the school. Grade reports are the grades given from the teacher 
to the students in the form such as; PH (Daily assessment), PTS 
(Middle semester assessment), PAS (End of semester assessment) 
and PAT (End of year assessment).  

Then, homework and assignments are given to students every day 
to provide exercises to keep in mind the lessons given on that day, 
and train students to be able to think independently in doing 
assignments. The final main activity is Teaching, that provided by 
the teachers every day at school, providing daily teaching material 
for students, where the material taught is in accordance with the 
curriculum applied at school. 

While for the supporting activities are finance and accounting, 
human resources, and admission & enrollment. For finance and 
accounting, work to record the financial statements of students, 
especially for reports income from school fees every month, 
uniform and book sales reports, and annual school budget data 

collection for various needs such as school operational costs, 
budget for providing school equipment, and others. 

Then, human resource is recording the recap of teacher attendance 
data, along with the application for leave or permit and record the 
data of teachers in schools that relate to official data in 
Dapodikdasmen. While admission & enrollment is tasked to 
accept the registration of new students at the school along with all 
the completeness documents that must be fulfilled by parents of 
prospective students. 

The next design is to define the business process parts which are 
the details of each business process that can be seen in the use 
case diagram below (see Figure 4). 

 
  Figure 4: Use Case Diagram business process 

From the Use Case Diagram above consist of five actors, they are 
student, teacher, parent, principle, and admin. They all have the 
access to the school system management. This use case diagram 
covers all main activities and support activities in Figure 3. 

The principle only has the access to look after student and teacher 
overall performance as information. To maintain students’ grades 
and keep the teacher on track and achieving their key performance 
indicator is the main principle’s work to be done. 

The admin has the access to manage teachers, students, and 
classes scheduling. Schedule management is crucial to ensure the 
student and the teachers neatly and precisely assigned to the same 
class with the subject. The admin also manages the any fees might 
needed for school operational such as monthly school fees, 
administration fees, etc. Any kind school activities will be 
updated by the admin and can directly inspected by the student. 

The students and the teachers have interrelation process. The 
teachers will give assignments and the test to the students. The 
students will also complete their assignments or test’s answer in 
reply. The teacher generates the report which can be viewed by 
the students. The teacher specifically has the authority of 
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attendance checking. 

 The parents usually only accomplish their duty in terms of 
payment and checking the report created by the teacher according 
to students’ learning outcomes, especially homework and 
examination results. 

 
Figure 5: Infrastructure Architecture-Based Cloud Computing 

Figure 5 shows a cloud-based architecture. Cloud architecture was 
chosen over architecture on premise because schools are public 
places, and it is feared that there will be physical damage or loss. 
With cloud-based architecture, it can scale their computing 
solutions as they need. When on the holiday, the student very rare 
to open the school management system, so the school can 
decrease the computing resources to make it more efficient. This 
solution also enables a flexible workplace. Because all 
information is stored in the cloud, the student and teacher can 
continue their activity from anywhere, especially when they 
cannot come to school. With all this advantage, cloud-based 
architecture can increase productivity. 

5. Conclusion 

Based on the results of the design that has been done and 
explained, it can be concluded that by using business processes 
and cloud technology, teaching and learning processes and other 
supporting processes can run more optimally. Improvements can 
be seen in interoperability, flexibility, data management, and 
efficiency. Apart from that, using cloud was chosen compared to 
on premise because of physical security reasons from cloud 
architecture far better than architecture on premise. 
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 A high efficiency InAs/GaAs quantum wire solar cell is modelled embedding periodic array 
of InAs quantum wires (QW) in the intrinsic layer. The promising low dimensional 
heterostructure such as Quantum Wells, Quantum Wires, Quantum Dots or Dashed 
(elongated Dots) based intermediate-band-gap solar cells are recently being grasped the 
attention for ongoing third generation solar cell studies. In this particular work, we 
contrive, design and thereby simulate the solar cell incorporating QWs with a view to 
magnify the efficiency. After implementation of 15 layers of InAs QWs conjugated within 
the intrinsic layer and with the adaptation of AM1.5 solar irradiance, the proposed cell 
structure ensued a Voc of 1.26 V, Jsc of 32.83 mAcm-2 and a fill factor of 89.4%, which 
eventuates an overall cell efficiency of 37%. We achieved an efficiency of 26.98% with the 
same materials and dimensions without QWs in intrinsic layer. Therefore, it may be 
optimistically appealed that the insertion of QWs in the intrinsic layer has an affirmative 
impact on the efficiency of the cell. 
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1. Introduction 

It cannot be over-emphasized that the want for the development 
of sustainable energy sources are becoming paramount as the 
ubiquitous demand for energy supply is ever increasing with the 
constraint or the limitation of fossil fuel reserves which is indeed 
exhaustible. Our fixation for fossil fuels date back to industrial 
revolution and the unbridled consumption of these fuels, have been 
deliberately forgoing the earth toward climatological cataclysm. In 
many ways, we ceaselessly pushing our planet’s terrestrial in 
catastrophic debacle and whacking the earth's eco-system by these 
fuel’s burning. Eventually, we ended up making an ozone 
contraction, causing our climate an ever-hotter with ever-rising sea 
levels, a toxic muddle of nature, recurrent droughts, and alarming 
global crisis all owing to the gushing of lethal greenhouse gases 
(GHG) and air pollutants ensued from combustion of fossil fuels 
[1]. Therefore, there is no gainsaying the fact that we instead must 
start switching to non-pollutant sustainable sources of renewable 
energy and the scientists from all over the world are reiterating the 
world-leaders to patronize the technologies of non-polluting green-
energy harness. Corollary, for combating this staggering climate 
crisis, solar photovoltaic (PV) cells have been prevalently 

considered as one of the most promising sustainable green-energy 
technologies. Depending on the underlying technology, PV cells 
can be categorized into three generations. The first-generation PV 
is based on single or multi-crystalline silicon p-n junction cells. 
Second-generation solar cells are called thin-film solar cells as the 
semiconductor materials are only a few micrometers thick. 
However, for single junction solar cells either first- or second-
generation, the thermodynamic efficiency limit of sunlight to 
electric power conversion efficiency (η) is 32.9% [2]. This 
limitation is well known as the Shockley-Queisser limit [3] which 
states that the photons with energies less than the bandgap energy 
are not absorbed and also the photons with energies greater than 
the bandgap energy release the additional energy in the form of 
heat which eventuates into thermalization loss. Therefore, the aim 
of third-generation solar cells is to achieve conversion efficiency 
which will surpass the Shockley-Queisser limit [4]. In this context, 
low dimensional hetero-structures (nano-structures), such as 
Quantum Wells (QWL), Quantum wires (QW), Quantum dots 
(QD), and elongated Quantum dots (Quantum dash) based solar 
cells have shown very promising prospect to achieve this 
expectation. It is worth stating that the QWL assures confinement 
of excitons in 1-dimension, whereas the QW assures s confinement 
of exciton in 2-dimension and QDs/dashes establish confinement 
in all 3-dimensions. Theses nano-structures, specially QW, and 
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QDs exhibit outstanding opto-electronic properties owing to their 
ability to create veritable confinement with discrete and disparate 
energy states above the energy gaps of the bulk constituents [5-7]. 

 They possess a unique property that is by changing the 
diameter of the QDs one can actually modulate their bandgap (the 
exciton energy-gap) which provides tunability of absorption 
spectrum [8]. It is seen that as the quantum diameter decreases, the 
breach or separation between the energy level increases. In line 
with this, it has been observed that as the separation between 
adjacent QDs or Quantum dashes is reduced, it results in the 
formation of coupled confined exciton states among these nano 
hetero-structures and thereby acts as a channel of charge-carriers 
transfer from high exciton-energy QDs to low exciton-energy QDs 
[9, 10].  All these phenomena establish that the exciton-bandgap 
and the dynamics of charge carriers are the function of size, 
proximity and positioning for all these QWL, QW, and QDs. 
Because of these properties, fabricating or positioning of QWL, 
QW, and QDs inside a semiconductor renders these structures as 
one of the potential candidates for realizing intermediate band 
solar cells (IBSCs) [11] as their discrete energy states act exactly 
like intermediate band (IB). IB utilizes sub-bandgap absorption 
which can thereby generate additional photocurrent from low-
energy photons of the solar spectrum [4,12]. Convinced by this 
suitability of QDs, the p-i-n InAs/GaAs quantum dot embedded 
solar cell model was first modelled and proposed by [13]. In his 
model, by inserting QDs in intrinsic region the cell efficiency was 
increased from 19.5% (without QDs) to 25%. Since then quite a 
lot of studies have been done on InAs/GaAs QD solar cells to 
improve its efficiency compared to GaAs solar cells using the same 
structure [14-19]. Those reports demonstrate the achievement of 
circa 17% conversion efficiency in InAs/GaAs QD solar cell 
containing five stacks of QDs in intrinsic (i)-region by doping the 
InAs QDs with Si during the fabrication process.  

In this work, we particularly intended to study the effect of 
Quantum Wire (QW) on the performance of intermediate band 
solar cell (IBSC). We investigated the plausible chance of 
increasing the efficiency of InAs/GaAs QW embedded 
intermediate band solar cell (IBSC) by stacking multiple InAs QW 
layers within the intrinsic layer. The modelling and simulation was 
performed using Silvaco TCAD software. Initially, the simulation 
was conducted without QWs in the intrinsic layer with an intention 
to compare this structure with the structure of similitude including 
QWs in intrinsic layer (InAs QWs buried in intrinsic-layer). 
Thereafter, secondly we carried out the simulation of InAs/GaAs 
QWs embedded p-i-n solar cell in the same software and adopting 
similar dimensions of the cell as above.  

Here, we will depict our analysis and comparison between the 
results that upholds our insinuation and expectancy of efficiency 
enhancement for the structure having QWs inside. The associated 
design-calculation of band structure by determining exciton-
confinement energies of InAs/GaAs QW is quantitatively 
performed and thereby included to corroborate our interpretation 
of the results. We, therefore, present an approach and deliver the 
proof to state that solar cell with Quantum Wires in the intrinsic 
region indeed improves the cell efficiency conceivably by 
capturing multiple photons through multiple discrete excitons 
states encompassing wider range of solar spectrum. 

2. Structure and Modeling of p-i-n InAs/GaAs QW Solar 
Cell 

2.1. Schematic Elucidation of the Proposed p-i-n InAs/GaAs QW 
Solar Cell 

The schematic structure of proposed p-i-n InAs/GaAs solar 
cell is depicted precisely in Figure 1. In this structure of QW 
embedded p-i-n solar cell, we used GaAs as n-type (3.1 µm thick) 
and p-type (540 nm thick) layers at the top and bottom of the 
intrinsic region (112 nm thick) respectively and multiple layers of 
InAs QWs are buried or sandwiched within the GaAs barriers in 
the intrinsic region. Figure. 1 is an exemplar of 7-layers of QWs. 
The dimension of the InAs QW has a height of 5 nm with a width 
of 10 nm and the spacing between adjacent QWs are kept 10 nm 
throughout. The barrier height of GaAs beneath the InAs QW is 
chosen as 6.5 nm and the barrier height of GaAs as capping above 
the QW is chosen as 4.5 nm. The total thickness of each InAs QW 
embedded inside the GaAs-barriers (InAs QWs/GaAs-Barriers) 
becomes 16 nm (6.5 nm + 5 nm + 4.5 nm). The collective 
thickness of intrinsic layers becomes 112 nm (16 x 7 nm) for 7-
layers of InAs QWs/GaAs-Barriers. The Aluminum and 
Molybdenum are used as anode and cathode, respectively, where 
the length of Aluminum is specified as 20 nm.  Owing to the 
opacity of Aluminum, the active solar insolation region is 
quantified as 80 nm as seen in the Figure. 1. Therefore, each 
embedded layer of InAs QWs is comprised of four periodic QWs 
alongside.  Furthermore, a highly doped p+ layer of 200 nm thick 
InGaP is introduced amid the back contact and the 540 nm thick 
p-type GaAs which is called the back-surface field (BSF) layer. 
BSF layer is commonly introduced to reduce the loss due to 
recombination and thus enhancing the conversion efficiency. At 
the very top of the solar cell, 498 nm thick ZnO is used as a 
transparent conductive oxide (TCO) layer to reduce the series 
resistance of the cell that mostly results from our thick n-type 
window layer, thereby increasing the open circuit voltage. 
Eventually, the net thickness of the semiconductor (p-i-n) 
becomes 3.852 µm, whereas including TCO-layer the net 
thickness becomes 4.35 µm.  It is worth noting that, in the window 
layer a wider band-gap of 50 nm thick n-type InGaP (1.8 eV at 
300 K) is inserted with a plausible chance of achieving meteoric 
rise in the absorption of higher energy photons even above the 
GaAs energy-gap (1.43 eV at 300 K) limit. For simplicity, during 
simulation, the top and bottom contacts are assumed to be Ohmic 
rather than Schottky. 

The energy band diagram of the proposed p-i-n InAs/GaAs 
QW solar cell is illustrated in Figure 2 from which a 
comprehensive understanding of the operation of the proposed p-
i-n InAs/GaAs QW solar cell is possible. Although practically the 
conduction and valance band offsets between barrier and QWs are 
not equal, however, for simplicity we sketched the band diagram 
considering the band offsets same for both conduction and 
valance band region. The effects of strain on the valance band has 
been neglected for this consideration. The engineering of energy 
band diagram at the intrinsic region due to the incorporation of 
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QWs as low dimensional structure will ensure more effective 
utilization of solar spectrum, wherein photons matched with 
multiple confinement energies of different sized QWs will be 
effectively absorbed. In this way it will be possible to utilize the 
wider range of solar spectrum for efficient conversion in 
comparison with typical single junction solar cells. Thereby this 
proposed structure is credibly suitable to overcome the Shockley-
Queisser limit. The calculation of 1-dimensional (1-D), 2-
dimensional (2-D) exciton energies and band-diagram for 1-D 
confinement of InAs/GaAs QW hetero-structure is represented in 
the next sub-section. 

  
Figure 1. Structure of the proposed p-i-n InAs/GaAs QW solar cell 

 
Figure 2. Energy band diagram of proposed p-i-n InAs/GaAs QW solar cell 

Figure 3 (a) shows the proposed structure of InAs/GaAs QWs 
embedded solar cell generated in Silvaco environment. The 
zoomed-in view of InAs QW layers inside the intrinsic region 
produced in Silavaco is also shown in Figure 3 (b). The 
information regarding the dimension of QWs and buffer layers is 
illustrated in Figure 3 (c). In this structure we considered 15 layers 
of similar sized QWs. For all of our simulated structures including 
QWs, the dimension of each QW is consistently kept 10 nm×5 nm. 
The doping concentrations of n+ , n, p, and p+ regions have been 
assumed as 2.5×1020 cm-3,  1×1018 cm-3, 1×1017 cm-3, and 2×1018 
cm-3 respectively. 

 

(c) 

Figure 3. (a) Structure of InAs/GaAs QW solar cell (x-axis and y-axis dimension 
are in microns) generated in Silvaco, (b) The zoomed-in view of 15 layers of QDs 
in intrinsic region generated in Silvaco, and (c) The extended zoomed-in view for 
observing the size of InAs QWs in intrinsic region (x-axis and y-axis dimension 
are in microns)   

2.2. Calculation of Exciton Energies and Construction of Band-
Diagram for 1-D Confinement of InAs/GaAs QW Hetero-
Structure 

For comprehensive understanding of the formation of 
intermediate energy bands, confinement energies of excitons 
(electrons and hole pair) in InAs QW have been calculated by 
solving the Schrödinger equation for finite-potential barriers 
(GaAs-barriers on both side of QW). Our calculated exciton 
energies (for one dimensional confinement) are illustrated in 
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Figure 4 and summarized in Table: 1 for different thickness of 
QWs.  Relied on the accessible evidence, the QW confinement-
energies calculation have been performed from the solution of the 
empirical Schrödinger equation by assuming the conduction band 
offset as 70% (or valence band offset of 30%) [20].  

 
Figure 4. Calculated ground state and excited states confinement energies of 
excitons (Electron-hole pairs) and construction of energy-band-diagram for 1-
dimensional confinement of InAs/GaAs QW hetero-structure 

The physical pertinent parameters, e.g., energy bandgap, 
electron and heavy hole effective masses, the lattice constant, the 
magnitudes of stiffness constants, and deformation potentials for 
strain calculation were all adopted from the established values for 
InAs and GaAs [21]. The associated equations and details of this 
calculation can be found in our previous work performed for 
InGaSb/AlGaSb Quantum Well [22]. For most of the cases III-V 
hetero-structures such as for InAs/GaAs, the band offset is nearly 
localized to the conduction band.  In this case, for confinement 
energies calculation and band structure development, we assumed 
the valence band offset as 30%. This lesser valance band offset is 
analogous to the formerly published standards [20]. It is to be 

noted that for the case of InAs/InP hetero-structures, the band 
offset is nearly equally distributed to the both bands (conduction 
and valence), whereas the band offset is found mostly contained 
to the conduction band (87%) in our previous study of antimony 
based Quantum Well [22].  

As we can see that for a QW of height 5 nm, the ground-state 
exciton energy at 0 K is achieved as— Eexciton-1 = Ee1 + Eg(QW) 
+Ehh1= 774 meV.  At 300 K the ground-state exciton energy will 
be reduced to Eexciton-1 = 704 meV, because of the temperature 
dependent bulk Eg of InAs (360 meV at 300 K). Whereas for a 
QW of 10 nm thick, the ground-state exciton energy at 0 K is 
determined as— Eexciton-1 = Ee1 + Eg(QW) +Ehh1= 552 meV, and at 
300 K this exciton energy will be reduced to Eexciton-1 = 482 meV. 
Alongside the calculation ensued the excited-state exciton energy 
as— Eexcited-exciton-2 = Ee2 + Eg(QW) +Ehh2= 1026 meV at 0 K, and 
956 meV at 300 K. Where, Ee1 is the energy of ground-state 
electron confinement, Ehh1 is the energy of ground-state heavy-
hole confinement, Ee2 is the energy of excited-state electron 
confinement, Ehh2 is the energy of excited-state heavy-hole 
confinement, and Eg (QW) is the energy gap of InAs. (Since the 
strain contribution for InAs/GaAs is not more than a few meV, it 
has been neglected).  

In our proposed structure, the dimension of our QW is 
selected as 10 nm × 5 nm (width in y × thickness in z). Therefore, 
the confinement is assured in 2-dimensional, i.e. the exciton is 
confined in both y and z direction while along the x-direction is 
free. Thus the total ground-state exciton energy will be — Eexciton-

1 (2-D confinement) = Ee1(z) + Ee1(y) + Eg(QW) + Ehh1(z) + Ehh1(y) 

=(307 + 112 + 360 + 37 + 10) = 826 meV. If we subtract the 
exciton binding  energy of InAs   (1.8 to 2 eV [23],  the  resultant

Table 1:  Electron and heavy-hole confinement of InAs/GaAs 

Thickness of QW, 
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2 598  164  430 360 1192 1122   
2.5 541  122  430 360 1093 1023   
3 486  92  430 360 1008 938   
3.5 434  71  430 360 935 865   
4 387  56  430 360 873 803   
4.5 345  45  430 360 820 750   
5 307  37  430 360 774 704   
5.5 274  31  430 360 735 665   
6 245  27  430 360 702 632   
6.5 220 763 23 118 430 360 673 603 1311 1241 
7 198 753 20 103 430 360 648 578 1286 1216 
7.5 179 727 17 91 430 360 626 556 1248 1178 
8 162 694 15 81 430 360 607 537 1205 1135 
8.5 147 660 14 72 430 360 591 521 1162 1092 
9 135 624 13 63 430 360 578 508 1117 1047 
9.5 124 586 12 54 430 360 566 496 1070 1000 
10 112 550 10 46 430 360 552 482 1026 956 
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Eexciton-1 (2-D confinement) becomes 824 meV which is equivalent 
to 1500 nm of wavelength. Similarly the total excited-state 
exciton energy will be — Eexcited-exciton-2 (2-D confinement) = Ee2(z) 
+ Ee2(y) + Eg(QW) + Ehh2(z) + Ehh2(y) =(0 + 550 + 360 + 45 + 0) = 
953 meV. Subtraction of exciton binding energy for excited states 
can be eliminated, because exciton in ground state are more 
confined than that of the excited states. From the aforementioned 
analysis it can be inferred that the proposed structure of QW 
provides an intermediate band (IB) of energies from 826 to 956 
meV in the i-layer of p-i-n diagram, which corresponds to a 
wavelength range of 1290 to 1500 nm. Therefore, our QW-based 
IBSC can afford multiple lower-energy photons absorption 
covering this wavelength range (1290-1500 nm) of insolation 
together with the absorption of higher-energy photons in p and n-
GaAs/InGaP of window and base layers. Typically, the maximum 
photons that can be absorbed by GaAs is around 875 nm [24] and 
by InGaP is around 688 nm. 

3. Results and Discussion 

In this work, we considered a one-sun solar irradiance of AM 
1.5 for simulation. At first the simulation was carried out for p-i-n 
solar cell without QWs and achieved an efficiency of 26.9%. Then, 
simulation was further carried out to investigate the effects of 
stacking multiple layers of InAs quantum wires in the intrinsic 
region and to find out how it impacts the conversion efficiency for 
this proposed cell. For this purpose, the simulation is conducted 
particularly for three distinct cases; structure’s having 7, 10 and 
15-layers of QWs in the intrinsic layers.  Table 2 shows the 
simulation results which include the density of short circuit current 
(JSC), open circuit voltage (VOC), fill factor (FF), and conversion 
efficiency (η). 
Table 2: Characteristic parameters of InAs/GaAs solar cell for various number of 
QW layers 

Number of QD layers 
𝐽𝐽𝑆𝑆𝑆𝑆 

(mA/cm2) 

𝑉𝑉𝑂𝑂𝑆𝑆 

(Volts) 

FF 

      (%) 

   
η 

(%) 

0 28.2 1.08 88.4 26.9 

7 32.2 1.26 89.4 36.3 

10 32.5 1.26 89.5 36.6 

15 32.9 ≅33 1.26 89.4 37 

 
Now if we compare and analyse the simulation results 

presented in Table 2, it can be realized that with the increasing 
number of embedded QW layers inside the intrinsic region the 
short circuit current density increases, which ultimately indicates 
the generation of additional excitons (electron-hole pairs). 
However, with the increasing number of QW layers the open 
circuit voltage remains completely constant. This is very likely and 
expected because the upper limit of open circuit voltage 
predominantly depends on the energy gap, band offsets of the 
QWs/barriers and the confinement energies of QWs, not on the 
surplus creation of excitons.  Figure 5 shows the current density vs 
voltage curve of InAs/GaAs quantum dot solar cell exemplarily for 
0 and 15 layers of QWs. When comparing the short circuit current 
densities of InAs/GaAs solar cells without QWs and with 15 layers 

of QWs, it is found that there is a relative augmentation of about 
16.2%.   

Figure 5. Current density vs voltage characteristics of InAs/GaAs QWSC (QWs 
layers = 0, 15) 

 The conversion efficiency of a solar cell indicates the 
probability that an incident photon would generate an exciton 
(electron-hole pair). With the increasing number of quantum dot 
layers in the intrinsic region, the conversion efficiency 
significantly increases as shown in Figure 6. For InAs/GaAs QW 
solar cell, 37% conversion efficiency is achieved for 15 layers of 
QWs whereas for InAs/GaAs solar cell without QWs it is only 
26.9%. As we quantitatively calculated the exciton energies and 
band-diagram for 1-D confinement of InAs/GaAs QW hetero-
structure in our previous section (b. sub-section of section 2), we 
observed that the proposed structure of QW can afford an 
intermediate band (IB) of energies from 826 to 956 meV in the i-
layer, which corresponds to a range of wavelength 1290 to 1500 
nm. Thereby it can absorb multiple lower-energy photons covering 
this wavelength range (1290-1500 nm) of light together with the 
absorption of higher-energy photons by the window and base 
layers (GaAs and InGaP). As previously discussed, low 
dimensional hetero-structure-based solar cells are considered to be 
a promising candidate in mimicking the characteristics of 
intermediate band solar cells. The advantage of using QW in the 
intrinsic region is the absorption of lower energy photons having 
longer wavelengths which eventually leads to greater conversion 
efficiency. For a typical GaAs solar cell, the maximum photons 
that can be absorbed is around 875 nm [24]. Also owing to the 
inclusion of InGaP in both n and p-regions ensures photons 
absorption in around 688 nm. Compared to a typical GaAs solar 
cell the absorption range would be much wider for this QW solar 
cell due their ability to absorb even lower energy photons. From 
our analysis, it can be inferred that, our proposed quantum dot 
embedded structure is indeed helpful for the realization of solar 
cells to absorb photons with lower energy having wavelengths 
from 1290 nm to 1500 nm. 

 The simulation is also conducted to study the effects of 
thickness of n-type window layer on the cell efficiency while the 
thickness of all the other layers remained unchanged as shown in 
Figure 1. It is evident from Figure 7 that there is an almost linear 
increase in conversion efficiency with the increase in thickness of 
n-type window layer. This phenomenon can be understood by the 
fact that larger the n-layer thickness smaller the series resistance of 
the cell. However, it is noticed that when the thickness of n-type 
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window layer is increased from 2 µm to 4 µm, the conversion 
efficiency increases insignificantly. Moreover, the effect of 
concentration of n-type window layer on efficiency is also studied. 
Figure 8 depicts the effects of dopant concentrations in the n-type 
window layer and it is observed that there is a very negligible 
increase in conversion efficiency with an increase in dopant 
concentration. 

Figure 6. Evolution of cell efficiency with the number of QW layers 

 
Figure 7. The dependence of Cell efficiency on the thickness of n-type window 

layer 

Figure 8. Evolution of cell efficiency with the dopant concentration of n-type 
window layer 

4. Conclusion 

InAs/GaAs solar cell is a distinctive example of III-V hetero-
structure to achieve higher conversion efficiency thereby can be 
considered as one of the prospective candidates for the realization 
of solar cell having greater performance. By embedding QWs in 
the intrinsic region, higher conversion efficiency for third 
generation solar cell can be realized. In this work, the impacts on 
the characteristic parameters of a solar cell due to the insertion of 
stacked QW layers in the intrinsic region are studied. We proposed 
7 to 15-layers of QWs based solar cell structure that reveals the 
highest reachable conversion efficiency of 37% whereas p-i-n 
solar cell without QWs shows a conversion efficiency of only 
26.9%. The insertion of QWs in the intrinsic region improves the 
photon absorption range by absorbing lower energy photons in the 
IB having longer wavelength from 1290 nm to 1500 nm. However, 
the technical limitation of this work is that the achieved conversion 
efficiency is exclusively based on computer simulation, we could 
not able to fabricate the cell to verify the achieved conversion 
efficiency. 
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The human gut environment can contain hundreds to thousands bacterial species which
are proven that they are associated with various diseases. Although Machine learning has
been supporting and developing metagenomic researches to obtain great achievements in
personalized medicine approaches to improve human health, we still face overfitting issues
in Bioinformatics tasks related to metagenomic data classification where the performance in
the training phase is rather high while we get low performance in testing. In this study, we
present discretization methods on metagenomic data which include Microbial Compositions
to obtain better results in disease prediction tasks. Data types used in the experiments consist
of species abundance and read counts on various taxonomic ranks such as Genus, Family,
Order, etc. The proposed data discretization approaches for metagenomic data in this work
are unsupervised binning approaches including binning with equal width bins, considering
the frequency of values and data distribution. The prediction results with the proposed
methods on eight datasets with more than 2000 samples related to different diseases such
as liver cirrhosis, colorectal cancer, Inflammatory bowel disease, obesity, type 2 diabetes
and HIV reveal potential improvements on classification performances of classic machine
learning as well as deep learning algorithms. These binning approaches are expected to be
promising pre-processing techniques on various data domains to improve the performance
of prediction tasks in metagenomics.

1 Introduction
This paper is an extension of work originally presented in The
11th IEEE International Conference on Knowledge and Systems
Engineering (KSE) 2019 in Da Nang, Vietnam [1].

Recent years, the field of health care has been receiving great
attention from the world. Many services and high-tech applied
equipment are manufactured for medical use. Medical results re-
quire high accuracy and meet a wide range of diseases, so it is
necessary to deploy diagnostic methods and treatments with new
technologies. Also, dangerous diseases such as Liver Cirrhosis,
Colorectal, HIV, etc. have an increasing rate due to lifestyle, way
of life, diet. Liver Cirrhosis is a disease of concern due to the in-
creasing trend each year. The main cause of cirrhosis is the living
environment, using a lot of alcohol, toxic chemicals. The level
and duration of consumption is an important determinant of the

development of liver pathology. In 2015, cirrhosis was the 12th
leading cause of death in the United States, with a total of 42,443
deaths 2,494 compared to 2014 [2]. Colorectal cancer is the third
most common disease in the United States. The main object of
the disease is elderly but the proportion of young people with the
disease tends to increase. According to statistics in early 2020, an
estimated 53,200 deaths (28,630 males and 24,570 females) are due
to the disease, but there is an increased incidence in young people.
Although the incidence decreases by 3.6% per year from 2007 to
2016 in adults 55 years and older, they increase 2% per year in
adults under 55 years. This year, colorectal cancer is estimated to
be the fourth most commonly diagnosed cancer in the United States
for men and women aged 30 to 39 [3]. Heart failure is a common
complication of Cardiometabolic diseases (CMD). When the pump-
ing action of the heart weakens, the amount of blood pumped out
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is insufficient for the body to make it difficult for the person to feel
short of breath, or chest pain, which is called heart failure. Genetic
diversity has not been considered in the diagnosis and prognosis of
the disease. We apply a single method of treatment to all patients
with a similar diagnosis. The results showed that some patients’
health did not improve, and the rest gradually recovered. This shows
that many methods need to be applied for an effective treatment
for each patient. Advances in data processing technology make us
understand the importance of metagenomic to human health and
explore the diversity of genetics. Deep learning has provided many
algorithms to help scientists propose models, methods of diagnosis
and treatment.

Modern techniques in healthcare are still developing at a great
speed. One of them is Personalized Medicine which defines the
impact goals that will work for a patient based on the patient’s en-
vironmental factors, genes, etc. and is used on a group of patients.
Today, scientists have studied numerous methods for Personalized
Medicine and metagenomic is one of them. As we have known,
metagenomics is a method of sequencing and analyzing the DNA of
microorganisms collected from the environment without culturing
them. We are looking at the human gut environment. Bacteria
are often very diverse, they are classified into seven basic types:
domain, kingdom, phylum, class, order, family, genus, and species.
This diversity helps to provide more information about diseases to
support more effective diagnosis and prognosis. The diseases under
consideration are complex and we only have a limited number of
observation data samples, so the prediction tasks are produced in
inconsistent results with comparable diseases.

To test and propose models for healthcare services, Machine
learning algorithms have been strongly researched and developed
to solve metagenomics-related problems , mainly prediction genes
[4, 5], Operational Taxonomic Unit clustering [6–9], comparative
metagenomics [10–13], binning, taxonomic profiling and assign-
ment [14]. All of the issues mentioned are given in [14].

The authors presented the basic principles of machine learning
in [15] and a typical pipeline was introduced [16, 17]. This model
is clustered or classified based on pre-processed results and feature
extraction. A machine learning program consists of three basic
components, such as data (or experience), task (formed by the out-
put of the algorithm) and target (possibly in the form of measuring
the efficiency of the output). MetAML was introduced in [17] by
Edoardo et al. which is a computational framework that learns about
the presence of specific species signs and the relative abundance of
species, these two collectively called are quantitative microbiome
configurations. Using machine learning to independently evaluate
the accuracy of models on large metagenomic datasets, thereby
analyzing and comparing the practical microbiome usage strate-
gies that were recommended in [18]. With the task of classifying
metagenomics, Ph-CNN [19] was introduced to the OTU hierar-
chical structure and it was also compared to other technologies
in machine learning such as random forests. PopPhy-CNN [20]
is introduced by D. Reiman et al. PopPhy-CNN is deep learning
framework, using embedded information based on a phylogenetic
tree to predict diseases from metagenomic data. PopPhy-CNN has
superior performance compared to random forests, support vector
machines, LASSO and the basic 1D-CNN model built with bacte-
rial vectors. In addition to retrieving information microbiological

classifications from trained CNN models, PopPhy-CNN also vi-
sualizes phylogenetic tree classifications. Several deep learning
algorithms have been evaluated as a feasible approach to speed
up DNA sequencing [21]. To identify viruses by deep learning
with metagenomic data, J. Ren et al. [22] proposed using DeepVir
Downloader (a reference-free and alignment-free machine learn-
ing method) to improve accuracy and support virus research. We
will present 1D representations through packaging and expansion
methods, and demonstrate the effectiveness of applying Multi-layer
Perceptron (MLP), traditional artificial neural networks to perform
predictive tasks.

In the study [23], the authors presented the MSC algorithm with
the goal of classification to detect the circulating rate and estimate
their relative level. MSC is a metagenomic sequence classification
algorithm that has accuracy, memory and runtime and gives an
approximate estimate of abundance over other algorithms. Jolanta
Kawulok [24] presented research on the environmental classification
of metagenomic data to build a microbiome fingerprint. Another
study by Lo Chieh et al. [25] proposed the MetaNN model, this is
a model of host phenotypes classification from metagenomic data
using neural networks. The results show that MetaNN is superior
to the exact classification team for synthetic and real metagenomic
data compared to other models, contributing to the development of
microbiome-related disease treatments.

In this research, we have investigated and implemented a va-
riety of binning methods to improve predictive performance. We
have proposed different binning methods including binning based
on frequency, width, the proposed breaks and combination between
scaler and binning. After applying binning approaches, the data are
fetched into machine learning algorithms including both classical
machine learning and deep learning. We present the results which
are produced with more running times in [1] for deeper comparison
and include p-values for finding significant results. Additionally,
we include another dataset, Crohn disease, in the experiments, for
a complete comparison with the state-of-the-art. The results of [1]
run by only MultiLayer Perceptron, we extend to run with a variety
of machine learning algorithms including classical algorithms such
as Random Forest, Linear Regression and deep learning (Convolu-
tional Neural Network (CNN)) technique. The number of bins also
carried out to consider in this work for choosing the number of bins
for metagenomic data binning approaches. The work is expected to
provide robust pre-processing methods to enhance the performance
of machine learning algorithms applying to metagenomic data. Re-
sults, datasets and scripts for the experiments are uploaded to the
public GitHub repository. To sum up, the contributions of this work
include:

• The study presents various binning methods. The width of
all bins can be equal or the width of each bin is conducted
from the frequency of values. We also consider binary bins to
determine whether the feature exists in the considered sample
or not. The proposed methods as shown results can improve
the performance comparing the original data.

• A combination of scaler algorithms and binning methods is
also introduced for the comparison. Some scalers such as log-
arithm calculations and quantile transformation reveal good
performance on some datasets.
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• Methods are evaluated by disease prediction tasks on a variety
of diseases including liver cirrhosis, colorectal cancer, IBD,
obesity, HIV, Type 2 diabetes. Considered data types include
species abundance and counts at other taxonomic ranks such
as genus, family, etc.

• Several machine learning techniques including both classic
machine learning and deep learning are investigated with
Classification tasks on metagenomic data.

• The proposed framework, namely Metagenomic-To-Bins
(Met2Bin), including scripts, results and datasets is published
at https://github.com/thnguyencit/met2bin.

In the next sections of the paper, we describe 8 metagenomic
datasets used in the experiments including the total number of fea-
tures, the total number of samples, both the number of disease and
non-disease (Section 2). In Section 3, we introduce the metagenomic
data binning with various approaches along with scaler algorithms.
Section 4 describes the empirical results and Section 5 provides
insightful remarks of the study.

2 Metagenomic data benchmarks
To evaluate the performance of classifiers, we run the prediction
tasks on a variety of datasets (8 metagenomic datasets) including
species abundance datasets and read counts related to different
specific diseases, such as Liver cirrhosis (CIR), colorectal cancer
(COL), Crohn’s disease, Human Immunodeficiency Virus (HIV)
infection, Inflammatory Bowel Disease (IBD), Obesity (OBE), Type
2 Diabetes (T2D and T2W). Each dataset consists of 4 main param-
eters: (1) the number of features, (2) the number of samples, (3)
the number of samples affected by the disease, (4) the number of
healthy samples.

CIR dataset comprises 542 features with 232 samples including
118 patients and 114 healthy individuals. COL dataset consists of
121 individuals with 48 patients. The number of patients affected by
Crohn’s disease is 663 out of 975 people were considered. For HIV
dataset, the number of positive cases is 129 out of 155. IBD dataset
includes 253 samples of which 164 are affected by the disease, OBE
dataset consists of 174 non-obese and 170 obese individuals. T2D
and WT2 datasets include 344 samples and 96 samples, respectively.

The HIV, Crohn’s datasets contain 155 and 975 samples, re-
spectively, which have values greater than 1, evaluated using the
recommended method [26] with the number of reads for microbial
taxa at the levels which are higher than species. Crohn’s disease
is a type of inflammatory bowel disease (IBD). This disease can
affect any segment of the gastrointestinal tract from the mouth to
the anus. The features in two these datasets can be genus counts,
family counts, or order counts. We bring read counts datasets from
the analysis in [27] to compare to our method.

For species abundance datasets, each sample, species abundance
is a relative proportion and it is revealed as a real number that has
the total abundance of all species summing to 1 (The details are
shown in Table 1).

Let D be the set of considered datasets, D =

{d1, d2, d3, d4, d5, d6, d7, d8}, with d1 = CIR, d2 = COL, d3 = Crohn,
d4 = HIV, d5 = IBD, d6 = OBE, d7 = T2D, d8 = WT2, d = 1..8

Fi = { f1, f2, ..., fm} includes m features corresponding to di

S i = {s1, s2, ..., sn} includes n samples corresponding to di

Pi = {p1, p2, ..., pk} includes k patients who affected by diseases
corresponds to di

Ci = {c1, c2, ..., ck} includes x controls / healthy individuals that
correspond to di

Matrix(C) =



d1 F1 S 1 P1 C1
d2 F2 S 2 P2 C2
d3 F3 S 3 P3 C3
d4 F4 S 4 P4 C4
d5 F5 S 5 P5 C5
d6 F6 S 6 P6 C6
d7 F7 S 7 P7 C7
d8 F8 S 8 P8 C8



=



CIR 542 232 118 114
COL 503 121 48 73

Crohn 48 975 663 312
HIV 60 155 129 26
IBD 465 253 164 89
OBE 572 344 170 174
T2D 381 96 53 43
WT2 443 110 25 85


The read counts of each feature in HIV and Crohn datasets can

be greater than 1 while total species abundance of all features in one
sample of other species abundance datasets is sum up to 1:

k∑
i=1

fi = 1

with:

• k is the number of features for a sample.

• fi is the value of the i-th feature.

The next section, we will introduce pre-processing methods
based on binning approaches on these metagenomic datasets.

3 Metagenomic data binning
Data binning or Data Discretization is a data processing method
which transforms continuous value into discrete value. To discretize
continuous values into “bins”, we need to determine “breaks” where
indicates which bin these values belong to. “Breaks” are real values
which can be 0.1, 0.35, etc. that are considered as “boundaries”
of bins. Let say, we have an array of values including 0.000012,
0.02, 0.56, 0.92. We would like to divide 10 bins which own an
equal width for each bin on a considered value range from 0 to 1.
The width of each bin or interval width, in this case, is 1−0

10 = 0.1.
The value range of the first bin is from 0 to 0.1, the second bin is
from 0.1 to 0.2, etc. In our study, we do not consider the values
of 0 (zeros), so values which are greater than 0 and lower than 0.1
(such as values of 0.000012, 0.02) will belong to the first bin while
the second bin contains values which are greater than or equal to
0.1 and lower than 0.2. For other values with the computation as
above, 0.56 will belong to the 6th bin while the last bin (10th bin)
contains 0.92. The breaks as the example mentioned consist of 0.1,
0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. We also add 0 to the breaks to
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Table 1: Information on eight considered datasets.

CIR COL Crohn HIV OBE T2D WT2 IBD
#Features 542 503 48 60 465 572 381 443
#Samples 232 121 975 155 253 344 96 110
#Patients 118 48 663 129 164 170 53 25
#Controls 114 73 312 26 89 174 43 85

Figure 1: Data density with various binning methods on Liver Cirrhosis bacterial species abundance dataset using the same 10 bins. X-axis shows a value range of
abundance.

compare whether the values are greater than 0 to distribute values
to bins. Metagenomic data can exist outliers that cause many wrong
many prediction results by learning machine algorithms. Binning
approaches are expected to improve the performance by reducing
the effects of minor observation errors and to get rid of noise in the
data.

This section will present various binning approaches which
can be binning with equal width or equal frequency of values or
basing on species abundance distribution of several considered
species abundance datasets or simply only considering whether the
feature exists in the sample or not (value > 0), namely Binary
Binning. Some methods combining between binning approach and
transformation with scaler algorithms are also presented.

3.1 Equal Width binning

EQual Width binning (EQW) divides and delivers continuous val-
ues to bins which have equal width. Each bin has the equal width
which is computed by Max value−Min value

numbero f bin in the range of [Min, Max]
of the data. For instance, we would like to deliver original values to
5 equal width bins (k = 5) using a range of [Min=0,Max=1], then
width of each bin is 0.1 (w = 0.1). The interval boundaries include
Min + w,Min + 2 × w, ...,Min + (k − 1) × w. The idea is simple but
this method show improvements in prediction tasks.

3.2 EQual Frequency binning (EQF)

Equal frequency binning method cuts the data into n parts (bins)
which each part contains approximately the same number of values.

The breaks are identified using the training set so the performance
in the testing phase will be poor if the training set cannot reflect
exact general data distribution of the considered disease. Breaks
depend totally on data distribution so the width of each bin can vary
significantly.

3.3 Binning based on species abundance distribution

SPecies Bins (SPB) is extended from EQW combining
species abundance distribution conducted from 6 species abun-
dance datasets in [1]. Authors in [1] presented breaks
including 0, 10−7, 4 ∗ 10−7, 1.6 ∗ 10−6, 6.4 ∗ 10−06, 2.56 ∗
10−05, 0.0001024, 0.0004096, 0.0016384, 0.0065536 for Species
Bins. The first break ranges from 0 to 10−7 which is the small-
est value of species abundance known in six species abundance
datasets of CIR, COL, IBD, OBE, T2D, and WT2 [1]. The width of
each bin is equivalent to a 4-fold increase from the previous bin.

3.4 Equal Width binning combining scaler algorithms

Some transformation algorithms applying to original data can be use-
ful for binning. Standardization method is a widely-used technique
for numerous machine learning algorithms to resolve the problem
of different data distributions. Quantile Transformation (QTF),
MinMaxScaler (MMS), and logarithmic computations scalers are
considered to convert data before binning.

Quantile Transformation is implemented to combine with EQW
in these experiments. QTF is considered as a robust pre-processing
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technique because it can reduce the effect of the outliers. Samples
in test and validation sets which are smaller or larger than the fitted
range then will be assigned to the bounds of the output distribu-
tion. Another algorithm illustrated in this study is MinMaxScaler,
to make a comparison with QTF and logarithmic computations.
MinMaxScaler converts each feature to a given range by (1) and (2)
formulas:

Xstd =
X − X.min

X.max − X.min
(1)

Xscaled = Xstd ∗ (max − min) + min (2)

Functions which perform the transformation as above are now avail-
able in scikit-learn library.

As described in [1], metagenomic data usually follow the zero-
inflated distribution. Data scaled with the methods of transformation
based logarithm calculation reveal more normally-distributed. In
this study, we use logarithm computation base 4 and base 100 for
comparison.

3.5 Binary Bin

Binary Bin (B2) which can be considered as the one-hot encoding
method, also is brought to compare. B2 indicates whether a feature
is present or absent in a sample. If values are greater than 0, Bin
1 contains them. Otherwise, they are delivered to Bin 0 (with all
values=0).

3.6 Data distribution Visualization of binning methods
and scalers

Figure 1 shows various binning approaches on CIR dataset.
The breaks of EQF include 0, 4 ∗ 10−07, 2.47 ∗ 10−05, 6.2 ∗
10−05, 1.27∗10−04, 2.466∗10−04, 4.788∗10−04, 9.783∗10−04, 2.1484∗
10−03, 5.5149 ∗ 10−03. These breaks are approximate to SPB. We
note that some first bins (with EQF) own high density with the width
of these are rather small (4 ∗ 10−07 for the first bin) while the width
of the 9th bin is about 3.4 ∗ 10−03. Similar results are exhibited for
SPB. Width of each bin with EQW is equal, so we can see that the
first bin contains most of the data.

Figure 2: Data density on Crohn Read Counts dataset. X-axis shows a value range of
counts with breaks using EQF and EQW on Min-Max range of training set.

For data type of counts, the values in features can be greater
than 1, so SPB and EQW considering in a value range from 0 to

1 are not efficient for this type. EQW with a range between Min
and Max values in the training set and EQF can work in this situa-
tion (Figure 2). Observed and conducted from Figure 2 for EQW
method, we see that data distribution of metagenomic is the zero-
inflated distribution, no matter what data is abundance or counts.
However, a transformation with logarithm enables data to be more
normally-distributed (Figure 3).

Figure 3: Data density on Crohn Read Counts dataset after transformation with
logarithm base 4 and 100. The X-axis shows a transformed value range

The performance of the proposed binning methods will be eval-
uated in the next section (Section 4).

4 Experimental Results on Metagenomic
data binning Approaches

To exhibit the efficiency of binning approaches on various machine
learning algorithms, we present the results with a classic machine
learning algorithm (Random Forest), Linear Regression and a fa-
mous deep learning technique that is Convolutional Neural Network
on 1D data (CNN1D).

Figure 4: CNN1D architecture.

The algorithms of CNN1D, Linear Regression are both imple-
mented using Adam optimization function, a learning rate of 0.001,
and using an overall epoch of 500 along with a batch size of 16 and
binary cross-entropy loss function. To reduce overfitting issue, we
use ”Early Stopping” with the number of epoch patience of 5. The
learning will stop if the Loss is not improved after 5 consecutive
epochs. As conducted from [1], we should use a shallow deep learn-
ing architecture instead of deeper architectures, so the proposed
CNN1D architecture includes a convolutional layer consisting of 64
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filters of the size of 3, following by a max-pooling of size 2, and
an activation function of ReLU [28]. The details of CNN1D are
visualized in Figure 4.

Random Forests algorithm is a robust learning algorithm and
widely-used in numerous studies related to bioinformatics tasks. In
this study, Random Forest algorithm is deployed with 500 trees,
nodes are expanded until all leaves are pure or until all leaves con-
tain less than min samples split = 2 where min samples split is the
minimum number of samples required to split an internal node.

The performance of each classifier is measured by an average of
Area Under the Curve (AUC) and an average Accuracy (ACC) on
10-stratified-fold-cross validation repeated 5 times. The same folds
are used for all classifiers, i.e. training and test sets were identical
for each classifier. Besides, results are visualized by Boxplot to
exhibit graphically depicting groups of numerical data through their
quartiles. Our results are compared to state-of-the-arts including
MetAML [18] on 6 species abundance datasets and Selbal [27] on
2 read counts datasets. MetAML [18] is a framework for metage-
nomic data analysis running on species abundance with classic
machine learning algorithms such as SVM and Random Forest.
MetAML performed the best with Random Forest; hence in com-
parison with our methods, we also run the classification tasks using
Random Forest with the same parameters with MetAML. Selbal
uses balance score to find good features, then fetching the features
into Linear Regression algorithms for the prediction tasks.

We need to specify the value range to divide bins for binning
approaches. In this study, the considered value range can be either
[0,1] or [Min,Max] to divide bins for data. [Min,Max] means we
consider the range covered by the minimum value and the maximum
value of all features in the training set to bin the data.

We present the experimental results as followings. First, we
show the disease prediction performance of all considered binning
approaches (Section 4.1). Next, we evaluate and compare the differ-
ences in performance when we change the number of bins. Then,
promising methods are compared with the state-of-the-art including
MetAML [18] and Selbal [27].

4.1 Evaluation on different data pre-processing meth-
ods for metagenomic data

We compare the performance of various pre-processing methods
based on binning approaches with three different widely-used ma-
chine learning algorithms including Random Forests (Figure 5),
Convolutional Neural Network (Figure 6) and Linear Regression
(Figure 7).

Figure 5 shows the prediction performance of the considered
binning methods performed by Random Forests on 8 considered
datasets. We compare the efficiency of different binning approaches
(B2, EQF, EQW, SPB) and various scalers (Logarithms, Min-Max
Scaler, Quantile Transformation). Except for Crohn dataset, there
are not too significant differences in the performances of Random
Forests algorithm with different approaches. In the chart, NA (“Not
Available”) means the model running on the original data without
using binning, so the value range for binning is also NA (for exam-
ple, NA log4 NA, NA none NA, etc.). For CIR and OBE datasets,
EQF without using scaler achieves the best performance. The av-
erage AUC for predicting CIR, OBE datasets using EQF none are

0.95582, 0.68238, respectively. For samples from COL dataset, the
highest result is with QTF scaler. The datasets of Crohn’s disease,
HIV, IDB achieve the best results with EQW binning combined
with QTF scaler on the value range of [Min,Max]. The best AUC
for Crohn’s disease dataset is 0.86976 and IBD obtains the best
value at 0.88888 while HIV dataset obtains the best at 0.72438. The
remaining 2 datasets including T2D and T2W using the binning
method of EQW on the range of [Min,Max] without using scaler,
reach the AUC best at 0.76286 and 0.80868, respectively. Crohn
dataset shows worse results on the value range of [0,1]. It seems
more appropriate because this dataset uses read count where the
values are either equal 0 or greater than 1.

Figure 6 exhibits the results of CNN model on the considered
datasets. As seen from the figure, binning approaches can outper-
form other methods. CIR dataset has the highest AUC value of
0.95986 while IBD dataset owns the best AUC value of 0.90894.
Both two those results are evaluated with EQF without using any
scalers. COL dataset obtains the best results with using the EQW
combined Min-Max scaler on the value range of [Min,Max] of the
training sets with AUC of 0.83732. Crohn’s gets the best result
using QTF scaler with AUC of 0.85698. The prediction results
on HIV disease using EQF without scaler on the value range of
[Min,Max] peak at the best AUC value of 0.72788. OBE dataset has
the highest AUC when we use the SPB approach. Two datasets of
T2D, T2W running with EQW binning on the range of [0, 1] exhibit
the best AUCs of 0.75746, 0.80238, respectively.

We also present performances of Linear Regression algorithm in
Figure 7. As exhibited, the results are rather similar to mentioned
previous two algorithms. CIR dataset obtains the best AUC value
of 0.95870 with using EQF binning on the range of [0,1] while
we achieve the best AUC of 0.83990 on COL with EQW. Original
data of Crohn dataset being run by QTF scaler reaches the highest
AUC value of 0.86884. Some results on other datasets are similar to
CNN’s results.

From the shown experimental results, we notice that CNN, in
general, achieves better results than using Random Forest and Lin-
ear Regression. Binning approaches appear to be more efficient
to enhance significantly the performance with CNN and Linear
Regression.

The methods of EQW on the value range [min, max] of training
sets, EQF binning and scalers algorithms appear to be appropriate
methods for the prediction tasks of HIV and Crohn’s disease where
the values of features can be greater than 1. Comparing to the per-
formance of the original data (NA none NA), these methods can
give significant improvements.

4.2 Number of bins for Metagenomic binning

A comparison among the numbers of bins for binning EQW ap-
proach is presented in Figure 8. Average AUCs on each number
of bins applying to 8 considered datasets are calculated to compare.
The numbers bins of 5, 10 give average AUCs (on 8 datasets) of
0.8022450, 0.8011900, respectively while using 100 and 255 bins
reveal AUCs of 0.7621925, 0.7471600, respectively. The binary
bin approach reaches the average AUC of 0.7958750. As observed,
the numbers bins of 5 and 10 obtain significantly better results
compared to 100 and 255 bins. As shown from the average perfor-
mance on the all considered datasets, data discretization with 5 bins
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Figure 5: Different Methods Comparison using Random Forest. ”*” reflects significant differences compared to the best result on each dataset. ”X” reveals average
performance on 10-fold cross-validation repeated 5 times. Methods names denote The binning method combining Scaler and data range for binning. For example,
EQW Min Max scaler range min max denotes that we performed MinMax scaler and binning by EQW on the range of [Min,Max] of values in training set while

NA none NA means no binning method or scaler is applied. Black Dots exhibit outliers in results.

Figure 6: Different Methods Comparison using CNN. All symbols and stickers in the chart are the same as Figure 5.

achieves the best.

We see that CIR dataset obtains the best AUC value is 0.9522
while IBD dataset achieves the AUC value of 0.88162 with 2 bins.

Additionally, The Crohn dataset reaches the best AUC of 0.77488
with 100 bins. Three datasets of COL, OBE and T2W reveal the best
AUC values with 5 bins with AUCs of 0.83670, 0.69594, 0.80238,
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Figure 7: Different Methods Comparison using Linear Regression. All annotations in the chart are the same as Figure 5.

Figure 8: Performance of the various number of EQW bins using the CNN model. “*” reflects significant differences compared to the best result on each dataset. “X”
reveals average performance on 10-fold cross-validation repeated 5 times.

respectively. Otherwise, prediction tasks on the diseases of HIV and
T2D with 10 bins give the best results.

4.3 State-of-the-art comparison

To reflect the efficiency of binning approaches on metagenomic data,
we compare the proposed binning approaches to some state-of-the-

art including MetAML [18] and selbal [27].

In Table 2, we display the results using binning approaches of
EQW, EQF, SPB with a total of 5 bins and comparing state-of-the-
art in average ACC and average AUC on 10-fold cross-validation
repeated 5 times. Three datasets including CIR, OBE and T2W all
had better results than state-of-the-art. COL disease has only better
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Table 2: Results Comparison of robust binning methods (the number of bins is 5 for EQW, EQF and SPB) and state-of-the-art (Selbal on HIV, Crohn’s disease and MetAML
on other datasets) in average ACC and average AUC on 10-fold cross-validation repeated 5 times. The results formatted in bold text are better compared to the

state-of-the-art.

Datasets CIR COL Crohn HIV IBD OBE T2D T2W AVG
State-of-the-art val acc 0.877 0.805 NA NA 0.809 0.644 0.664 0.703 0.750

EQF CNN val acc 0.906 0.792 0.783 0.833 0.829 0.680 0.655 0.722 0.775
EQF RF val acc 0.887 0.808 0.813 0.816 0.810 0.657 0.675 0.720 0.773
EQW CNN val acc 0.883 0.785 0.739 0.827 0.851 0.668 0.667 0.707 0.766
EQW RF val acc 0.886 0.791 0.745 0.809 0.807 0.645 0.680 0.708 0.759
SPB CNN val acc 0.903 0.790 0.737 0.828 0.830 0.672 0.650 0.727 0.767
SPB RF val acc 0.883 0.785 0.739 0.827 0.851 0.668 0.667 0.707 0.766

State-of-the-art val auc 0.945 0.873 0.820 0.674 0.890 0.655 0.744 0.762 0.795
EQF CNN val auc 0.960 0.833 0.830 0.725 0.909 0.689 0.750 0.792 0.811
EQF RF val auc 0.956 0.866 0.868 0.703 0.872 0.682 0.754 0.781 0.810
EQW CNN val auc 0.952 0.837 0.775 0.718 0.881 0.696 0.757 0.802 0.802
EQW RF val auc 0.946 0.863 0.790 0.703 0.875 0.680 0.757 0.797 0.801
SPB CNN val auc 0.955 0.832 0.775 0.718 0.896 0.699 0.742 0.801 0.802
SPB RF val auc 0.952 0.837 0.775 0.718 0.881 0.696 0.757 0.802 0.802

ACC value when binning with EQF combined with Random Forest
model (ACC value is 0.868). In Crohn’s disease, when performing
the binning method with EQF combined with 2 models CNN (ACC
value is 0.830) and Random Forest (ACC value is 0.868) both give
better results than state-of-the-art. AUC values for HIV disease are
better than state-of-the-art in all models and methods, but there is
no ACC result in this disease higher than state-of-the-art. IBD has 5
good results when done with ACC values but only 2 good results
for AUC. T2D has most of the results better than state-of-the-art,
only when doing SPB method with CNN model (both ACC and
AUC values) and when binning with SPB, CNN model with ACC
measurements are lower than state-of-the-art.

5 Conclusion

In this study, we presented Met2Bin with various binning ap-
proaches using Equal with binning, Equal frequency binning,
Species bins and binary bins to reduce the effects of minor ob-
servation errors and to get rid of noise in the metagenomic data.
Scaler with QTF and logarithm transformation also show potential
improvements in the data type of reading counts. In most cases,
binning approaches and scaler algorithms can improve performance
for machine learning algorithms.

The binning and scaler approaches are examined on a vast of
datasets including different diseases and various data types (species
abundance and read counts at genus or family or order levels). We
can see that the proposed method can work on any value ranges.
This research only takes into account unsupervised binning methods.
Considerations on the labels of samples should be carried out in
further studies.

As revealed from the performance of disease prediction, we can
predict Liver cirrhosis, IBD with high accuracy while Obesity, HIV
and T2D diagnosis are still challenges. Further research should
investigate to improve those diseases.

In general, CNN produces better results than classic machine
learning. However, the considered CNN architecture in this work

is rather small and modest but its performance exhibits promising
results. Further investigations on the CNN architectures should be
considered to improve the performance. We also do not consider the
labels of samples when we build the breaks for data binning. In the
future, the research should consider and investigate the supervised
binning approaches to evaluate whether those can be efficient or not
on metagenomic data.

The binning methods are potential methods so that we can use
such bins for converting numeric data and showing them in 2D im-
ages. A bin which represents the magnitude of value can be shown
in the image with a specific colour. Binning techniques enable us to
visualize bio-markers in images as well as to leverage advancements
in deep learning algorithms for images to do prediction tasks.

The results and other materials of this work can be downloaded
from https://github.com/thnguyencit/met2bin.
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 4-DOF car motion simulator helps to simulate real-life experiences that drivers do not have 
the opportunity to access the real environment. The dynamics equation of 4-DOF car 
motion simulator is a very complex problem with many uncertain parameters, so it requires 
intelligent control algorithms. Sliding mode controller (SMC) can achieve good tracking 
performance and robustness to the disturbances, but SMC has worse stability and reliability 
than PID controller. As a most widely used controller, PID controller has many obvious 
advantages, but it has poorer tracking performance than SMC. In this paper, a control 
method of sliding mode type PID controllers is proposed to fully combine the advantages 
of the two controllers. In this study, based on the dynamics equation of 4-DOF car motion 
simulators the author develop two algorithms to control sliding mode control type PID 
(SMC-type-PID) and sliding mode controller type PID with GA optimization for 4-DOF 
car motion simulator. Firstly, the authors used Lyapunop theory to prove the stability of 
the system, next presenting the simulation results of two control algorithms with different 
uncertain components and comparing them to find and demonstrate the effectiveness of the 
new control method applied to the 4-DOF car motion simulator. 

Keywords:  
SMC-type-PID 
SMC 
GA Optimization 
Lyapunov 
4DOF 
Motion simulator 

 

 

1. Introduction  

Parallel mechanisms have been researched and applied in many 
areas such as motion simulators, which simulate the experience of 
being in a car, plane, tank, and in a virtual reality environment or 
create motions to serve different goals. Parallel mechanisms have 
outstanding advantages compared to serial machines such as: high 
rigidity, high load bearing capacity, ability to change position and 
spiritual orientation, activation accuracy, high stability, high 
loading capability. The simulation model has 6-DOF [1] based on 
Stewart-Gough structure, this structure has good load capacity, 
however it needs to use 6 driving mechanisms leading to complex 
control.  

For motion simulation model for devices such as cars, tanks 
moto bike...in fact we only need 4-DOF is enough. These car 
motion simulators consist rotating and translating along the 
vertical OZ axis, rotating around the OX axis and OY axis. In this 
research the authors focus on the hybrid mechanism including 
parallel and serial mechanism, which generate 4 motions (4-DOF) 
in the space. The control problem for 4-DOF car motion simulators 
is difficult because of many non-linear parameters. Currently, a 

number of control methods have been developed and applied to 
control problems for a defined model or a model with constant 
parameter uncertainty in [2-7]. However, the control problem for 
a driving practice model with indefinite parameters has always 
paid much attention to further improving the kinetic quality and 
dynamics of the driving platform [8]. Sliding mode controller is 
used in nonlinear systems. It is robust and efficient in maintaining 
stability for nonlinear dynamic systems. Later this method was 
more interested by scientists because of its stability and stability 
even when there is the impact of noise as well as changes of model 
parameters. However, the chattering phenomenon remains the 
main  disadvantage of this robust control. As solution to this 
problem,  a  PID  sliding  mode  approach  is  exposed  and  tested  
in  this  paper. Sliding mode controller with type PID is used to 
eliminate the oscillation around the sliding surface when the 
amplitude of the slider control law changes greatly. The gain 
before the sign function in the sliding mode control law is 
calculated according to the Lyapunov stability criterion introduce 
in [9], [10] [11]. This gain, unless properly selected, is likely to 
cause oscillation. In this study, the authors  presented the 4-DOF 
car motion simulators with the serial and parallel mechanism, 
kinematics and dynamic equations. Base on dynamics equations 
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authors focused on building intelligent control algorithms for the 
4-DOF car motion simulators model. Specifically, the author will 
develop an SMC-type-PID and compared the results with the 
SMC-type-PID with GA Optimization with uncertain parameters. 

2. Kinematics and dynamics model 

In this section, the model of the 4-DOF car motion simulator 
shown in fig 1 would be constructed. The car motion simulators 
mechanism model with the global axis is chosen. The motion of 
the upper plate is due to the movement of three vertical linear 
actuator and the rotation of the revolute joint attached below the 
lower plate. The piston’s movement makes changes in vertical 
movement, rotate around the OX axis and OY axis of the mobile 
platform. The revolute joint rotates the moving parts around the 
OZ axis. Therefore, the car motion simulators has 4-DOF. The 
systems variables need to control to track the desired trajectory are 
the length of three robot’s legs and the rotation angle around the 
OZ axis of the revolute joint. Fig.1 illustrates the car motion 
simulator model with the movements that are translation along the 
OZ axis, rotation along the OZ, rotation along OX axis, and 
rotation along the OY axis and they are defined by zP , γ , α , and 
β . 
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Figure 1: 3D model of the 4DOF car motion simulator 

2.1. Inverse Kinematics of 4-DOF car motion simulators 

In this part author briefly present the kinematics of 4-DOF car 
motion simulator [12],  from the trajectory of the center point of 
upper plate we need to find the limb lengths il ( 1, 2,3)i =  and the 
angle of rotation about OZ axis γ . The kinematic parameters are 
demonstrated in the vector diagram in Fig. 2 with a  is the radius 
of an upper plate, b is the radius of a lower plate, in this research 
assumption as a b= . 

The vector loop equation for each limb of 4-DOF car motion 
simulator [12], [13] can be written as: 

 i i i A i AA B OP PB O A OO= + − −    ( )1,2,3i =  (1) 

P iB

bAO
Z

Y

X

iA

p
il 11u

iYiZ

i1θ


c

a

iX
O

 
Figure 2: Vector diagram of the 4DOF car motion simulator 

where positions of 1A , 2A , 3A , 1B , 2B , 3B  are given by: 

 1 sin( ) cos( ) 0
6 6

T

A a aπ π = × ×  
, [ ]2 0 0 TA a= − , 

 [ ]3 0 0 TA a= − ; 1 sin( ) cos( ) 0
6 6

T

B a aπ π = × ×  
, 

 [ ]2 0 0 TB a= − , 3 sin( ) cos( ) 0 .
6 6

T

B a aπ π = × − ×  
 

The positions of center of the lower plate and upper plate can 
be written as: 

 [ ]0 0 T
A zO a=  and  [ ]0 0 T

zP p=  

The coordinate of iA  and iB  are obtained as: 

 0 0
i A i AA R A O= × +  and 0 0

i P iB R B P= × +  

 with 0
AR  and 0

PR  are transfer matrices. 

Solving the vector equations the length of limbs of the 4DOF 
car motion simulators are computed as 

 T
i i i i il A B A B= ×    (2) 

 

where 0 0
i i i iA B B A= − and we obtain the vector q . 
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2.2. Dynamic Model of 4-DOF car motion simulators 

In the section, the author using Euler-Lagrange to establish the 
dynamic model of the car motion simulator, the equation is 
described by [13], 

 ( , ) ( )Mq C q q G q F+ + =   (3) 

where [ ], T
iq l γ= (for 1,2,3)i = ; 
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with ( )1m kg , ( )2m kg , ( )dcm kg and ( )pm kg are the mass of the 
cover of pistons, the mass of pistons, the mass of motors and the 
mass of the upper plate, respectively. 

 [ ]1 2 3 0 TC C C C=  (5) 

( )( )

( )
( ) ( )

2
1 11 11 11 1 11

3 2
1 13 1 11222

1 11
11 11 11

11 1 11 11 12 2 12 11

13 3 13 11

2 sin cos cos
1 cos cos

cos 2 sin cos

cos sin cos sin2
9 cos sin

px

py

py

p

I l a l

C I a l l
a a l I

l l
m

l

θ θ θ θ

θ θ
θ θ θ θ

θ θ θ θ θ θ

θ θ θ

 −
 
 = − −
 − −  − 

 +
+   + 







  



 

( )( )

( )

( ) ( )

2 12 12 12 1 12

2 12 12 12224 2
3 22 12

12 2 12 2

11 1 11 12 12 2 12 12

13 3 13 12

2 sin cos cos
1 2 sin cos

cos
cos cos

cos sin cos sin2
9 cos sin

px

py

py

p

I l a l

C I
a a a l

I a l l

l l
m

l

θ θ θ θ

θ θ θ
θ

θ θ

θ θ θ θ θ θ

θ θ θ

 −
 
 = −
 − −  − − 

 +
+   + 







  



11 1 11 13 12 2 12 13
3

13 3 13 13

cos sin cos sin2
9 cos sin

p

l l
C m

l

θ θ θ θ θ θ

θ θ θ

 +
=   + 

  


 

 [ ]2 1 2 3 0 TD m g D D D=  (6) 

( )( )
( )

( )

2 2 2
11 3 13 13 2 12 12 1 11 11

1
1 11 11 2 12 12 3 13 13

2
11

2
1 11 11 1 121 11 11

222 11 11 111 11

sin sin sin sin
9 cos cos cos

sin
2 3

sin coscos

cos sincos

p

p

py

m l l l
D

l l l

mmg

l a lI l

a a l

θ θ θ θ θ θ θ

θ θ θ θ θ θ

θ

θ θ θθ θ

θ θ θθ

 − − −
=   + + + 

 
+ + 

 

−
−

+ +− −

  

  





 
 
 
 

 

( )( )
( )

( )

2 2 2
12 3 13 13 2 12 12 1 11 11

2
1 11 11 2 12 12 3 13 13

2 12

2 2 2
1 12 11 2 1212

2 222
2 12 12 12 122 12

sin sin sin sin
9 cos cos cos

sin( )
2

sin coscos
cos sin( cos

p

px

py

m l l l
D

l l l
m g

I l a l

I la a l

θ θ θ θ θ θ θ

θ θ θ θ θ θ
θ

θ θ θθ
θ θ θ θθ

 − − −
=   + + + 

+

 −
−

+ +− − 

  

  



 




 


 

2 2 2
13 3 13 13 2 12 12 1 11 11

3
1 11 11 2 12 12 3 13 13

2
13

sin sin sin sin
9 cos cos cos

sin
3 2

p

p

m l l l
D

l l l

m m gg

θ θ θ θ θ θ θ

θ θ θ θ θ θ

θ

 − − −
=   + + + 

 
+ + 

 

  

  
 

with 29.8( / )g m s=  is the gravity coefficient. 

 1 2 3

T
F F F F γτ =    (7) 

is defined as a control signal vector. 
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3. Design controller for 4dof car motion simulator 

3.1. Sliding mode controller with PID 

The sliding mode control (SMC) is strongly requested due to 
its robustness against the disturbances. To ensure the convergence 
of the system to the wished state, a high level switching control is 
requested which generates the chattering phenomenon. In this way, 
a PID sliding surface with a saturation function will be proposed 
in this paper to solve this problem. Slide control law are designed 
based on the sliding function. In this case, the author has chosen 
the sliding function of the following form to eliminate the 
oscillation around the sliding surface when the amplitude of the 
slider control law changes greatly. 

 
0

( ) ( )
t

P IS e K e K e t d t= + + ∫  (8) 

where ,P IK K are PID parameters 

The trajectory deviation is defined by de q q= − with dq is 
the desire trajectory of q . The goal of the controller design is to 

control q  following the desire trajectory dq  with the small e . 
Select the sliding surface of controller as: 

 1 2
0

( ) ( )
t

S e e e t d tλ λ= + + ∫  (9) 

Sliding derivative S can be obtained as: 

 
( )
1 2

1 ( , ) ( )
d P I

d P I

S e e e q q K e K e

M F C q q G q q K e K e

λ λ
−

= + + = − + +

= − − − + +

     

  
 (10) 

The control signal in SMC design consisting of equivalent 
control and switching control where the control action is 
corresponding with the sliding phase and reaching phase .The 
equivalent control is determined when s(t)=0, while the switch 
control is described when ( ) 0s t ≠ . With 0S = , equivalent 
control can be defined as: 

 ( )( )1 2 ( , ) ( )eq dF M q e e C q q G qλ λ= − − + + − −    (11) 

We use the condition of the slider controller, 0SS < , swF  is 
written in form: 

 ( )( )w 1 2sF M k S k sign S= − +  (12) 

From there we have the control signal of the system like this: 

 eq swF F F= +  (13) 

Select the Lyapunov function: 
1
2

TV S S= , and the derivative 

of the function V : 

 ( )( )1
1 2( , ) ( )T T

dV S S S M F C q q G q q e eλ λ−= = − − − + +    (14) 

 1 2 ( )T TV S k S S k sign S= − −  (15) 

with control signal F is calculated in eq.7 above, and 1k , 2k  is 
selected as positive definite diagonal matrices, so we have the 
system of stability and 0e → lead to dq q→ . 

3.2. Design of Sliding Mode Controller type PID with GA 
Optimization 

In this controller, 1 2, , ,P IK K k k are the constant parameters 
existing in sliding surfaces and control laws determine the overall 
performance. Hence, it is necessary to find the optimal values of 
them using optimization algorithm. Genetic algorithm (GA) is one 
of the fundamental evolutionary stochastic optimization 
algorithms. It mimics the process of natural selection and uses 
biological evolution to develop a series of search space points 
toward an optimal solution. 

The goal of SMC-type-PID is to achieve accuracy trajectory 
tracking for 4-DOF car motion simulators; that is, the smaller the 
trajectory errors are, the more effective the controller is. Those 
parameters to be optimized are relevant to trajectory error; hence 
the fitness function is defined as follows: 

 
2

1 2 1 2
0

( , , , ) ( )
i

f k k e iλ λ
∞

=

= ∑  (16) 

with the fitness function, those parameters can be found with the 
minimization of tracking errors by using the designed control law 
with the minimization of tracking errors. The flowchart of GA 
Optimization is shown in figure 3 and figure 4. 

After 15 generations, we have the following results: 1 25k = − ; 

1 36λ = ; and 2 64.1k = ; 2 751.9λ = ; 

3.3. Numerical simulate and compare the results of two designed 
control algorithm. 

The simulation parameters of 4-DOF car motion simulator are 
shown in Table 1. At the initial time, the position of the robot is 
denoted by =0.7(m), zp = 0( ),radα β γ= =  1 2 3 0.65( )l l l m= = = .  

The control results of the proposed controller are evaluated 
through numerical simulation using Matlab/Simulink tool. 
Reference trajectory equations are described by a ternary function 
[13]: 

 2 3
1 2 3( ) oq t a a t a t a t= + + +  (17) 
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Figure 3: Genetic algorithm flowchart 
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Figure 4: Flowchart of SMC-type-PD controller with a genetic algorithm 

optimisition  

Table 1: 4-DOF Car Motion Simulator Specifications 

Items Value 
Base radius 500 [mm] 

Moving radius 500[mm] 
Leg strust 300[mm] 

c 50[mm] 
mp 15(kg) 
m1 0.5(kg) 
m2 10(kg) 
mdc 3(kg) 

1k (SMC-PID) 14.79 

2k (SMC-PID) 14.79 

1λ (SMC-PID) 15.1 

2λ (SMC-PID) 14.79 
 

From the motion of the center point of upper plate we can 
calculate the length of legs ( 1,2,3)il i =  using inverse kinematic 
equation of 4-DOF car motion simulator, the length of each limb 
shown in figure 5. 

 

 
Figure 5: The trajectory responses of 3legs ( 1, 2,3)il i =  

 
Figure 6: The trajectory responses of trajectory angle gama 
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Figure 7: The trajectory error of the 3legs ( 1, 2,3)il i =  

 
Figure 8: The tracking error of the angle trajectory 

The simulation results show that the adaptive controller 
constructed by combining the SMC-type-PID with the GA 
optimization is able to ensure the stability for the car driving 
simulator system and the tracking error converge to zero rapidly. 
In general, the SMC-type-PID control with the GA Optimization 
is achieved accuracy trajectory tracking; that is, the smaller the 
trajectory errors are, the more effective the controller is. 

4. Conclusions 

This paper presented an adaptive control method for the 4DOF 
car motion simulator. The control method design is based on the 
sliding mode controller type PID structure combined with the 
sliding mode controller type PID with GA optimization for the 
system. In the simulation results we can see that the SMC-type-
PID with the saturation functions give us good results, stability and 
accuracy of the process output and control evolution. The 
parameters selected by the genetic algorithm give good results and 
smaller errors. The stability of the system is proven by using 
Lyapunov theory, the simulation results show the proposed 
controller can be ensure the stability and tracking performance for 
the system. Through the simulation results, the author found that 
the sliding mode controller type PID with GA optimization gives 
better results because the deviation of the set value with the actual 
value is very small, approximately 0. Therefore, the sliding mode 

controller type PID with GA optimization can find the optimal 
values using optimization algorithm and it be recommended for 
nonlinear systems request for high accuracy as 4-DOF car motion 
simulators. Further and conduct experiments on real models in the 
near future. 
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 In Peru, approximately since 2013, a necessary change has begun in the importance given 
to research, science, technology, and technological innovation. Likewise, in 2014, a new 
University Law was approved that among other aspects also promotes research production 
in universities. Against this context, the universities begin to improve with more emphasis 
activities related to research. The Universidad de Ciencias y Humanidades creates different 
research centers, one of them being the Image Processing Research Laboratory (INTI-Lab). 
Through INTI-Lab research projects are generated both with own resources and through 
external financing sources. INTI-Lab helps to increase the number of papers published and 
indexed in SCOPUS, increase the score in Researchgate platform, improve the position on 
the Webometrics ranking, and brings students closer to the research activity. In this context, 
a Knowledge Management strategy is essential. In the present work, an analysis of the 
different strategies and results will be presented. The analysis shows that the knowledge 
management strategies adopted by INTI-Lab contribute to increase the scientific 
production of the UCH. 
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1. Introduction  

The Peruvian government, through the National Council of 
Science, Technology and Technological Innovation (CONCYTEC 
for its acronym in Spanish) since about 2013 have begun the 
implementation of some policies that encourage the research 
activities oriented to solve real problems of society. These actions 
include contest funds for the development of postgraduate studies, 
conducting research stays, financing for research projects, 
financing for scientific equipment, funding for the organization of 
technological events, incentives for the publication of scientific 
articles, tax incentives for companies that invest in science and 
technology [1].  

On the other hand, the Ministry of Education of Peru, through 
the National Superintendency of Higher Education (SUNEDU for 
its acronym in Spanish) has been performing the licensing of the 
universities that meet the Basic Conditions of Quality (CBC for its 
acronym in Spanish) [2].  

Faced with this promising context for research, fostered by the 
policies described above, universities have increased the 
recruitment of researchers to increase scientific production.  

The Universidad de Ciencias y Humanidades (UCH), in this 
context, could not be left behind. The UCH began its academic 
activities in 2008, its headquarters are located in Los Olivos district, 
Lima, Peru. UCH currently has ten professional schools and 
provides service to more than 3000 students. The UCH obtained 
the SUNEDU license in November 2017.  

The UCH on the subject of research has made a substantial 
investment to promote the development of research projects and 
increase scientific production [3]. This investment includes the 
creation of 3 research centers: e-Health (created in 2014), a 
research center that focuses on the subject of health sciences and 
is related to the professional school of nursing. CIICS (created in 
May 2016), an interdisciplinary research center focused on social 
and economic issues, related to professional schools of initial 
education, primary education, accounting, psychology, marketing, 
and administration. INTI-Lab (created in June 2016), a research 
center focused on the application of engineering to solve real 
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problems of society, related to the professional schools of Systems 
Engineering, Electronic Engineering, and Industrial Engineering.  

Likewise, the UCH promotes formative research in its 
undergraduate students through 3 programs that are developed 
throughout the five years of study of each professional school [4]. 

All these mentioned actions have allowed the UCH to improve 
positions in different rankings based on research such as those 
presented in [5, 6]. Taking the described situation into account, a 
good knowledge management strategy is necessary to maintain 
achievements and continue to improve. 

  Different authors know knowledge management (KM) as a 
fundamental strategy for companies in this contemporary situation 
[7, 8]. The KM plays a pivotal role in the competitiveness of large 
firms and small and medium enterprises [9] due to different 
strategies for conserving, passing, and continuing the organization 
strategy regardless if there are changes in the personal resources. 

The present work continues as follows: Section II presents the 
Image Processing Research Laboratory (INTI-Lab), its creation 
and its research topics, as well as its members. Section III shows 
the different achievements obtained by INTI-Lab since its 
establishment and the Knowledge Management strategy applied in 
INTI-Lab. Finally, Section IV presents the analysis and 
conclusions of the results. 

2. Image Processing Research Laboratory (INTI-Lab) 

The Image Processing Research Laboratory (INTI-Lab for its 
acronym in Spanish) is one of the three research centers of the 
UCH. The acronym was chosen due to INTI means Sun in 
Quechua, Quechua is the mother language of INCAS (pre-Spanish 
culture in Peru), and Sun was considered a God in the INCAS 
culture. INTI-Lab was created on June 23, 2016, through 
Resolution No. 090-2016-CU-UCH. INTI-Lab is a research center 
dedicated mainly to the development of projects related to the 
signal and image processing, aerospace technology, rehabilitation 
engineering, smart cities, ICT, biotechnology, development of 
electronic systems, computer systems and artificial intelligence.  

The main objective of INTI-Lab is to contribute to the 
generation and growth of research production at the Universidad 
de Ciencias y Humanidades, both at the professor level and at the 
student level, developing research projects that can help to solve 
real problems of our society.  

INTI-Lab has principally six research topics that are:  

 Electronic Circuits and Communication Systems.  

• Computing Systems and Computer Science.  

• Industrial Applications  

• Engineering in Medicine and Biology  

• Aerospace systems  

• ICT Management 

 At its beginning, INTI-Lab was created with only one member, 
in 2017 INTI-Lab go to 12 members, in 2018, 11 members, and 
currently, INTI-Lab has 15 members.  

In Figure 1, one can see de logo of the INTI-Lab. 

 
Figure 1: INTI-Lab Logo 

3. Achievements and Knowledge Management Strategy of 
INTI-Lab in the Research Field 

Since its creation in June 2016, INTI-Lab has had several 
achievements among which we can mention:  

• First place in the COPROING 2016.  

• First and second place in the 1st Conference of Sciences and 
Humanities (2016).  

• Third place in the Science and Humanities Fair 2017.  

• First Place in the II Conference of Sciences and Humanities 
(2017).  

• 5 United Nations grants.  

• First place in the II Creaton UCH 2018.  

• One of our members won a scholarship to pursue a master's 
degree in Russia.  

• One member won the OHB SE Competition (2018).  

• Best paper award in ETCM 2018.  

• Five grants for research project development.  

• Emerging Space Leader - ESL 2019 

• Young Space Leader - YSL 2019 

• 8 research grants (international and national) 

3.1. Invited Lectures 
Part of the research work is to be able to publicize the results 

of research, not only at the technical level through the publication 
of scientific articles, but also doing scientific dissemination tasks 
for the general public through talks. In that sense, in Figure 2, one 
can observe the evolution of lectures given by the members of 
INTI-Lab in different years. 

 
Figure 2: Lectures given by INTI-Lab members (collected data at 20/06/2020) 
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3.2. Presss 

The works developed in INTI-Lab not only reach the public 
through published scientific articles, or through the given talks, but 
also attract the attention of the press, could be written, radio, and/or 
television. In this sense, since 2016, different members of INTI-
Lab have had press appearances giving the results of the developed 
projects. INTI-Lab projects had press coverages in 2016, 2017, 
2018, 2019 and so far in 2020. 

In Figure 3, one can see a sample of the different press 
coverages made to the INTI-Lab projects in 2016, 2017, 2018, and 
so far in 2019. 

 
Figure 3: INTI-Lab in press 

3.3. Publications 

The publication of scientific articles is one of the final tasks of 
researchers. The idea is to be able to share the results of the 
research with the scientific community of the whole world. 
Whatever the topic one is investigating, let's be sure that other 
research groups are working on similar topics. The publication of 
articles allows us to share results; it can open the possibility of 
working in groups, sign agreements, make academic exchanges, 
among other benefits.  

Likewise, there are many rankings of universities that take into 
account the number of published articles. One of these rankings is 
the one developed by the Scimago group [10].  

 
Figure 4 : Scientifique articles published by INTI-Lab members (collected data 

at 20/06/2020) 

Figure 4 shows the evolution in terms of the number of 
published papers  by INTI-Lab; these data include indexed and 
non-indexed documents. 

3.4. Agreements 

An essential part of the work carried out in INTI-Lab are the 
agreements signed with other national and international 
institutions. These agreements allow us to develop projects 
together, the use of technological tools, the ability to carry out 
academic exchanges, research stays, among other benefits.  

The institutions with which INTI-Lab currently has an 
agreement are the following:  

• INICTEL-UNI (Peru)  
• Universidad Peruana Cayetano Heredia (Peru)  
• Universidad de Malaga (Spain)  
• Beihang University (China)  
• Universitatea Tehnica Gheorghe Asachi (Romania)  
• Peruvian Space Agency (Peru)  
• Open Cosmos (United Kingdom)  

In Figure 5 one can see the logos of the institutions with 
which INTI-Lab has an agreement. 

 
Figure 5: Logos of the institutions with which INTI-Lab has an agreement 

(collected data at 20/06/2020) 

3.5. Scientific production of the UCH 

The UCH, thanks to its investment in research, has increased 
its scientific production, which can be seen in Figure 6. 

 
Figure 6: The number of UCH scientific articles indexed in SCOPUS over the 

years (collected data at 20/06/2020) 

This increase has achieved a better positioning of the UCH in 
different rankings since different rankings are depending on the 
research. One ranking using metrics based on the web is 
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Webometrics [11]; the performance of the UCH in the 
Webometrics ranking can be seen in Figure 7. 

 
Figure 7: Progress of the position of the UCH in the ranking developed by 
Webometrics. In the gray curve and the left vertical axis, one can see the place 
worldwide. In the curve in blue and the right vertical axis, the position at the 
national level is observed. (collected data at 20/06/2020) 

 
Figure 8: Evolution of the UCH concerning the ResearchGate Score. (collected 

data at 20/06/2020) 

But the benefits are not only reflected in the ranking but also in 
the ResearchGate scores as can be seen in Figure 8. ResearchGate 
is a kind of social network for researchers in which what is shared 
are scientific articles, thesis, dissertations, posters, books, etc. [12]. 

3.6. Contribution of INTI-Lab to the scientific production of the 
UCH 

The UCH has different dependencies among which one can 
mention three research centers (e-Health, CIICS, and INTI-Lab), 
ten professional schools (electronic engineering, systems 
engineering, industrial engineering, nursing, psychology, 
accounting, administration, marketing, primary education, and 
initial education), and the general studies department. Each of 
these dependencies, organizing in faculties (Science and 
Engineering Faculty - SEF, Health Science Faculty - HSF, 
Accounting, Economics, and Financial Faculty - AEFF, 
Humanities and Social Sciences Faculty - HSSF, and General 
Studies), contributes to the total scientific production of the UCH. 

In Figure 9, one can see the contribution in the number of papers 
of each unit. It can be seen that the number of documents of INTI-
Lab varies concerning what is shown in Figure 2 since, in the case 
of Figure 9, only the papers indexed in SCOPUS are shown. For 
the scientific production of the UCH, the analysis is done only 
taking into account the documents indexed in SCOPUS since they 
are the ones that count to elaborate the Scimago ranking.  

 
Figure 9 Scientific productions in SCOPUS of the different dependencies of the 

UCH.  (collected data at 20/06/2020) 

INTI-Lab being the newest of the three research centers of the 
UCH presents an essential contribution to the number of papers of 
the UCH  

3.7. INTI-Lab Scientific Tuesday 

Knowledge management is essential in any institution to 
transmit knowledge. In INTI-Lab, knowledge management is vital 
to continue growing in the indicators mentioned above, regardless 
of the change of members. At INTI-Lab, as a knowledge 
management strategy, "INTI-Lab Scientific Tuesdays" have been 
implemented. These scientific events are days in which the 
members of the research team (in turn, according to a pre-
established schedule) share their progress on the projects that they 
are developing. These sessions take place once a month. Thanks to 
this strategy, each member knows and can contribute to the work 
of others. In Figure 10, one can observe a session of the “INTI-Lab 
Scientific Tuesday”. 

 

Figure 10: INTI-Lab Scientific Tuesday. 

4. Discussion and Conclusion 

According to what is presented in Section 3, it can be observed 
that the contribution of INTI-Lab to the scientific production of the 

http://www.astesj.com/


A. Roman-Gonzalez et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 563-567 (2020) 

www.astesj.com     567 

UCH is essential. One can see in Figure 11 that this contribution 
represents 27.96% of the total scientific output of the UCH 
throughout the different years. 

The contribution of INTI-Lab is only below e-Health, which is 
the oldest research center of the university. INTI-Lab since its 
creation has occupied the second place and has been shortening 
distances with e-Health. For 2019, INTI-Lab go to the first place. 

In each of the aspects measured, whether publications, invited 
lectures, agreements, contests, and grant; the growth of INTI-Lab 
has been exponential. 

 
Figure 11: Contribution of the different dependencies to the scientific production 

of the UCH. 

INTI-Lab has always tried to work hand in hand with students. 
So it is the UCH research center with the most significant number 
of papers whose first author is a student, reaching 17.14% of the 
total number of articles published by INTI-Lab.  

Unlike other places where publication with students is done 
mainly with postgraduate students, INTI-Lab works with 
undergraduate students, since the UCH does not yet have a post-
grade school. The fact of achieving a good cup of publications with 
undergraduate students is another aspect to highlight.  

In addition to the statistics already mentioned, one can suggest 
other achievements of INTI-Lab that highlight the promotion of 
research at the UCH. For example, one of the members of INTI-
Lab won a scholarship to do postgraduate studies in Russia. 
Another INTI-Lab member was recognized as a researcher by 
CONCYTEC, becoming the first CONCYTEC researcher entirely 
UCH (UCH student, UCH internship, and currently working at 
UCH).  

On the other hand, the Knowledge Management (KM) must be 
fundamental in every company, also in startups where the learning 
curve must be shorter. KM is a differentiating factor. Universities 
have the main focus of generating knowledge, and one has to 
design the model or strategy that is needed from what KM means 

for the university. Patents, scientific articles, as indicators or 
metrics, can be used. In companies with high capital investments 
and with significant operational risks (such as companies related 
to space missions), the KM is essential because an error can cause 
considerable losses. These losses could be in infrastructure or lives.  

The INTI-Lab strategies described in this work contribute to 
the objective on the research activities at university 
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 The paper presents a novel control strategy applying the particle swarm optimization (PSO) 
algorithm to optimize the scaling weights coefficients of the fuzzy-PID controller for the 
resistance furnace temperature control system, called PSO-based fuzzy-PID controller/ 
algorithm. The proposed PSO-based fuzzy-PID controller in this paper consist of the fuzzy-
PID controller and the PSO algorithm. The proposed fuzzy-PID controller is combination 
of the advantage of PID control and fuzzy logic control. Firstly, the paper presents the 
mathematical model of the resistance furnace by identification method, based on the 
experimental data. Then, the design of the fuzzy-PID controller is given in this study. And 
then, the paper presents the design of the temperature control board using PIC16f with the 
installed PSO-based fuzzy-PID algorithm. Finally, the simulation and experimental results 
proved the stability of the proposed PSO-based fuzzy-PID controller with the disturbance, 
improved the furnace temperature control quality, through obtained major control criteria, 
such as overshoot, steady-state error, settling time, rising time.   
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Resistance furnace 
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1. Introduction  

In industry and transportation, the resistance furnace is a very 
commonly device. Its temperature control has the characteristics 
of the one-direction temperature rise, large inertia, time delay and 
time-varying parameters. In the temperature control system, it is 
difficult to establish accurate models and determine parameters by 
mathematical methods, especially when it is disturbed.  

The traditional control methods based on the exact object 
mathematical model, such as feedback control, PID control [1-3] 
can meet the system performance requirements, and has the 
advantage of eliminating the steady-state error, but its performance 
depends on the tuning of the parameters.  

Fuzzy logic controller (FLC) has the advantage of inaccurate 
object model, rapidity and small overshoot, but the control process 
will have steady-state error. The research works [4-7] used only 
fuzzy logic for controlling temperature of the resistance furnace 
and achieved limited results. The quality of the temperature fuzzy 
logic control system depends on expert experiment and FLC’s 
parameters These works only stopped at the computer simulation, 
did not solve the effects of disturbance.  

The research works [8-16] were combined the advantages of 
the PID controller with fuzzy logic to design the intelligent 
controller for the resistance furnace. However, all most of them are 
still stopped in simulation on computer, but have not given the 
hardware control board with the intelligent control algorithm on 
microprocessor. 

The research work [17] introduced the fuzzy PID based on 
genetic algorithm for the resistance furnace. This work [17] 
indicated that the temperature control system dynamic quality and 
stable precision is improved, but has not been conducted 
experimentally on physical equipment and has not assessed the 
impact of disturbance. 

 This paper presents a novel fuzzy-PID controller combined 
with PSO algorithm to control temperature of the resistance 
furnace with disturbance: from theory to practical experiments. 
The fuzzy-PID is designed based on the combination of PID 
control and fuzzy logic control, in which the basic parameters of 
PID are calculated by fuzzy logic control, and the parameters of 
fuzzy-PID are determined by multiplying the basic parameters of 
PID with the scaling weights. These multiplied scaling weights of 
the fuzzy-PID controller are calculated based on PSO algorithm, 
so that the dynamic response of the control system is better and the 
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steady-state error is eliminated. The part 2 of the paper presents the 
resistance furnace identification, determining the PID basic 
parameters. In part 3, a new PSO-based fuzzy-PID controller is 
given, here PSO algorithm is used to optimized the scaling weights 
of the fuzzy-PID controller. And then the simulation model of the 
resistance furnace temperature control system is built on Matlab in 
part 4 in order to verify the feasibility of the proposed PSO-based 
fuzzy-PID controller. Then, the design of the temperature control 
board using PIC16f microcontroller with PSO-based fuzzy-PID 
algorithms is introduced in part 5. Finally, part 6 is conclusions. 
The simulation and experimental results show that the proposed 
PSO-based fuzzy-PID controller improve the resistance furnace 
temperature control system quality. 

2. The resistance furnace mathematical model by 
identification method 

The resistance furnace, the studied object in this paper, has 
dimensions L375xW255xH345mm. The furnace uses resistance 
wire, powered by 220VAC/50Hz, maximum power of 1000W, 
maximum temperature of 100oC. In this system, a 2-wire K-type 
thermocouple sensor with the setting temperature range 0-100oC 
corresponding to the electrical signal 0-5VDC is adopted. 
Controlling the AC power supply capacity for the thermistor wire 
changes the furnace temperature here, the authors use the TRIAC 
BTA10-800B 10A 600V [18]. 

For resistance furnace identification, the control board here 
only plays the role of opening 100% the TRIAC to supply 
220VAC power to the resistance wire. When the TRIAC was 
active with 100% capacity of the resistance furnace, at the time of 
measurement the authors realized that the furnace temperature 
was not changed immediately, it took a certain amount of time to 
convert electricity into heat energy, heat transfer in the furnace - 
delay time of the furnace. The temperature in the furnace will 
gradually increase to the maximum value, corresponding to the 
maximum power of the furnace.  

 
Figure 1. The resistance furnace identification process  

Based on this experimental method, the resistance furnace 
mathematical model can be identified. The identification process 
was carried out at the ambient temperature about 27.8oC. The 
measured steady temperature was about 91.4oC. The time to reach 
the steady output temperature of the furnace was about 30 minutes. 

Table 1. The experimental temperature values of the furnace 

No. Time 
[minute] 

Temperature 
[oC] Note 

1 1 27.8 ambient 
temperature 

2 2 29.1  
3 3 30.5  
4 4 32.0  
5 5 33.5  
6 6 35.9  
7 7 38.5  
8 8 41.3  
9 9 44.7  
10 10 47.8  
11 11 51.2  
12 12 54.9  
13 13 58.2  
14 14 61.6  
15 15 65.0  
16 16 68.2  
17 17 71.1  
18 18 74.2  
19 19 76.8  
20 20 79.4  
21 21 81.7  
22 22 84.0  
23 23 86.0  
24 24 87.7  
25 25 88.9  
26 26 89.9  
27 27 90.5  
28 28 91.0  
29 29 91.4  
30 30 91.4  

The measured temperature curve of the resistance furnace as 
shown in Fig.2. 

 
Figure 2. Measured furnace temperature curve 

The measured furnace temperature curve has the S-shape, so 
the furnace mathematical model is describled as below [1]: 

( )
1

LsKP s e
sT

−=
+

 (1) 
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where L is the time delay, period time that the output signal does 
not respond immediately; K is the transfer coefficient, is the limit 
output value as t→∞; T is the inertial time. 

Based on the furnace temperature characteristic curve, the 
authors draw the tangent line with the inflection point of this curve, 
the parameters of the furnace as follows: 

91.4 27.8 0.64
100

K −
= =  (2) 

It is easy to identify L=225 second and T=1230 second. 

Therefore, we obtain the transfer function of the furnace as: 
2250.64( )

1230 1

s

obj
eG s
s

−

=
+

 (3) 

It is easy to see that the mathematical model of the resistance 
furnace is nonlinear, large time delay. 

 According to Ziegler Nichols-1 (ZN1) [1], the PID controller 
parameters for the furnace, are determined as equations (5). 

1( ) (1 ) I
PID P D P D

I

KG s K T s K K s
T s s

= + + = + +  (4) 

0 0 0
1.2 , 2 , 0.5P I D

TK T L T L
KL

= = =
 

(5) 

Therefore, the initial PID parameters are chosen as below: 

KP0=10.256; TI0=450, TD0=112.5  

 
3. Design of PSO-based Fuzzy-PID controller 

3.1. Proposed PSO-based Fuzzy-PID controller 

To improve the performance efficiency of the fuzzy-PID 
controller for the resistance furnace, this work proposed a novel 
control approach applying the PSO algorithm to tune the scaling 
weights of the fuzzy-PID controller. The structure diagram 
describing the incorporate between the fuzzy-PID controller and 
PSO algorithms is presented in Figure 3. 

The fuzzy-PID controller is synthesized based on the structure 
of the PID with KP, TI and TD parameters, determined according 
to the fuzzy logic calculated blocks P, I, D corresponding to 
defuzzied output values KPf or TIf or TDf  and then multiply with 
the corresponding scaling weights, i.e. Ka, Kb, Kc, following 
formula as below:   

 ;   ;   P Pf a I If b D Df cK K K T T K T T K= = =  (6) 

The PSO algorithm is used to optimize three scaling weights, 
i.e. Ka → Ka

*, Kb → Kb
*, Kc→ Kc

*. So that after applying the PSO 
algorithms, the parameters’ Fuzzy-PID is optimized as below: 

 * * * * * *;   ;   P Pf a I If b D Df cK K K T T K K T K= = =  (7) 

For this proposed PSO-based fuzzy-PID controller, the 
parameters of the fuzzy-PID are continuously adjusted in a 
specified range. However, the scaling weights’ fuzzy-PID is 
optimized by PSO algorithm. Therefore, the furnace temperature 
control quality will be greatly improved 

 
Figure 3. Structure diagram of a PSO-based Fuzzy-PID 

3.2. Design of the fuzzy logic calculated blocks 

Each fuzzy logic calculated block has two inputs and one 
output: first input as temperature error (e=Td

o-To), in which Td
o- 

setpint temperature, To- measured temperature, and second input 
as temperature error derivation (de/dt), the output corresponding 
to P-fuzzy, I-fuzzy, D-fuzzy are the KPf, TIf, TDf. 

The P, I, D - fuzzy logic calculated blocks, corresponding to 
KPf, TIf, TDf, are presented in Fig.4.  

 
Figure 4. Structure diagram of the fuzzy calculated blocks 

Two input fuzzy variables of each P-fuzzy, I-fuzzy, D-fuzzy 
are ET and DET, corresponding to e and de/dt. The output fuzzy 
variables of the P-fuzzy, I-fuzzy, D-fuzzy blocks are P, I, D, 
corresponding to parameters KPf, TIf, TDf. 

The physical value range of the input variables and the output 
variables are as follows: ET∈[-20.0,20.0], DET∈[-2.0,2.0], 
P∈[0,20], I∈[0,0.05], D∈[0,2000]. For D-fuzzy calculated block,          
ET∈[-100.0,100.0], DET∈[-10.0,10.0] 

In these fuzzy blocks, membership functions are selected 
triangles, and setting the input variables by 5 fuzzy sets: ET= {HQ, 
HD, HI, HV, HL}; DET= {TA, TZ, TI, TV, TL}, and output 
variables are equal to 5 fuzzy sets, corresponding to the language 
variables P, I, D we have P= {VD, VG, VI, VV, VL}; I= {VD, 
VG, VI, VV, VL}; D= {VD, VG, VI, VV, VL}. 

With the number of fuzzy sets of five inputs and two fuzzy 
inputs for each fuzzy calculated block KPf, TIf, TDf,  so we have the 
total of 5 x 5 = 25 fuzzy rules for each fuzzy calculated block. 
Based on the resistance furnace specification and the principle of 
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PID parameters adjustment, the authors built the fuzzy rules table 
for the fuzzy block of calculated KPf, TIf, TDf,  as Table 2. 

Table 2. Fuzzy rules of the P,I,D-fuzzy calculated blocks 

P 
I 
D 

ET 

HQ HD HI HV HL 

 
 
DET 

TA VD VD VD VD VD 
TZ VD VG VD VD VD 
TI VD VD VI VI VV 
TV VD VD VI VV VL 
TL VD VD VV VL VL 

These P-fuzzy, I-fuzzy, D-fuzzy calculated blocks in this 
study use Max-Min inferential law and defuzzification according 
to the centroid point method, the output clear values of the P-fuzzy, 
I-fuzzy, D-fuzzy calculated blocks, corresponding to KPf, TIf, TDf,  
are defined. 

3.3. Building the PSO algorithm 

The particle swarm optimization is one of the best effective 
optimization techniques. Firstly, all particles are assigned initial 
position and velocity values. Based on optimal value of fitness 
function, new position and velocity of the particles are updated. 
There are two fitness value are required in the update process of 
particles, that are pbest (personal best) and gbest (global best). The 
pbest value is trace in every iteration of particles and gbest value is 
computed among the best solution in pbest value [19]. In the PSO 
algorithm, the velocity value and position values of particles are 
continuously updated by following formulas. 

1
, , 1 1 , 2 2 ,( ) ( )j j

i d i d best i d best i dv v C r p x C r g xα+ = + − + −  (8) 

1 1
, , ,
j j j

i d i d i dx x v+ += +  (9) 

where 1
,
j

i dv + - new updated velocity of i-particle in (j+1) iteration. 

,
j

i dv  -the velocity of i-particle in j-iteration; 1
,
j

i dx + - new updated 

position of i-particle in (j+1) iteration. ,
j

i dx  -last position of i-
particle in j-iteration; C1 and C2 are the acceleration factors for 
updating the particle velocity; r1 and r2 are initially random 
positive values which should be less than one; α is the assigned 
inertial weight coefficient to maintain the particles last velocity 
while the accelerations factors drive the flow of particles towards 
optimum solutions.  

It is easy to see that the particles position is mainly depended 
upon the update velocity, and this update velocity is handled by 
the acceleration factors and assigned inertial weight coefficient.  
During the update process, the velocity and position of particles 
must satisfy the constraints, as shown below. 

1
_ , _

j
d min i d d maxV v V+≤ ≤    (10) 

  1
_ , _

j
d min i d d maxX x X+≤ ≤  (11) 

In this study, PSO algorithm is used to determine three the 
scaling weights of the Fuzzy-PID controller, i.e. Ka, Kb, Kc, And 

the fitness function can be selcted based on the combination of 
three goals, i.e. settling time – TSTL, quality index of integral of the 
absolute magnitude of the error - EIAE, and peak overshoot - MPOT. 

1 2 3( ) IAE POT STLJ E M T minθ γ γ γ= + + →    (12) 

0

( )
T

IAEE e t dt= ∫    (13) 

where [ , , ]a b cK K Kθ = are parameters to optimized. T denotes 
the simulation time. γ1, γ2, γ3 are the assigned weights, here γ1 = 1, 
γ2 =1, γ3 =0.5. 

The sear ch boundar y f or  t he scal i ng wei ght s  of  t he 
Fuzzy- PI D cont r ol l er  i s  as s i gned as  f ol l ows:  

0 30;0 0.1;0 10a b cK K K≤ ≤ ≤ ≤ ≤ ≤    (14) 
The PSO algorithm continuously varies the values of Fuzzy-

PID controller parameters, following equation (6), until the 
objective function J is minimized to 𝐽𝐽min. The implementation of 
PSO algorithm involves the following steps: 

Step 1. Initialize size of particles N=10, dimension search-
space D=3 corresponding to Ka, Kb, Kc, maximum iteration 
M=30, inertial weight α=0.5, acceleration factors C1=2, C2=2,  

Step2. Initialize two velocity and position values vectors, and 
then compute the initial fitness pbest values vector for each 
particle. 

Step 3. Minimize gbest value from the pbest values vector, 
following the formulas (12), (13), (14). 

Step 4. Update new velocity and position values into the 
velocity and position vectors of particles in step 3, following 
the formulas (8), (9). 

Step 5. Compute the values of fitness pbest and then pbest for 
new update position if these fitness values are improved the 
replaced last values with these new values (less than the 
previous fitness values).   

Step 6. Repeat the step 3, 4, 5 until the last iteration or the 
desired value of the fitness function is satisfied.  

4. Simulating the furnace temperature control system using 
the proposed PSO-based Fuzzy-PID controller 

4.1. Modeling fuzzy-PID controller on Matlab 

Based on Mamdani fuzzy method, the proposed fuzzy-PID in 
this study, was built on Matlab as show in Figure 5. 
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Figure 5. Modeling the new-type fuzzy-PID on Matlab 

The triangle membership functions were selected. The fuzzy 
rules were built based on Table 2. The fuzzy inference mechanism 
was chosen Max-Min method and the defuzzification according 
to the centroid point method were adopted. The relational surface 
of the P-fuzzy, I-fuzzy, D-fuzzy blocks are described in Figure 6. 

 
Figure 6. The relational surface of the P, I, D-fuzzy blocks 

The simulation diagram of the heater temperature control 
system is built on Matlab, as shown Fig.7. We conducted the 
quality assessment of the control system with three designed 
controllers above: PID-ZN1, PID-CHR and new-type fuzzy-PID. 

4.2. Determining the optimal parameters of the fuzzy-PID by the 
PSO algorithm   

The initial scaling weights of the Fuzzy-PID controller, i.e. 
Ka, Kb, Kc, in simulation are selected randomly based on the initial 
parameters of PID, following the formular (5), so as to improve 
the quality of the furnace temperature control system. Here, the 
initial values Ka, Kb, Kc are as follows Ka=10, Kb=0.02, Kc=5.5 

When applying the proposed PSO algorithm in part 3.3 to 
determine optimal parameters of fuzzy-PID controller, at this 
point, the optiaml values Ka, Kb, Kc are as follows Ka=22.2, 
Kb=0.021, Kc=5.1 

4.3. Simulation results on Matlab 

The simulation scenarios are carried out with 3 controllers: 
PID controller with the parameters determined by Ziegler-Nichols 
1, denoted PID-ZN1; Fuzzy-PID controller with the unoptimized 
parameters, denoted FPID; and Fuzzy-PID controller with the 
optimal parameters, denoted PSO-FPID. 

When there is not disturbance, the response of the system 
corresponding to three controllers as shown Figure 7.  

 
Figure 7. Response of the control system without disturbance 

The overshoot of the control system with the proposed 
fuzzy-PID controller (FPID and PSO-FPID) is better than 
conventional PID controller (PID-ZN1). Specifically, when 

applying the PSO-based fuzzy-PID and the fuzzy-PID controller 
then the control system is not overshoot, meanwhile with PID-
ZN1 controller then the control system is an overshoot of about 
10%. The settling time of the system (included the time delay, 225 
seconds) at the desired temperature value, Td=50oC, for the 
proposed PSO-based fuzzy-PID controller is so rapid, about 278 
seconds, and for the proposed fuzzy-PID controller is about 401 
seconds. The rising time of the system with the proposed fuzzy-
PID controller is faster than PID controller. The steady-state error 
of the system with the proposed fuzzy-PID controller is almost 
eliminated. 

Table 3. The system quality indexes without disturbance 

Quality indexes PID Fuzzy-PID 
PSO-based 
fuzzy-PID 

Rising time (sec) 117.6 71.8 38.8 
Settling time (sec) 1243.6 401.5 278.4 

Overshoot (%) <10 0 0 
Steady-state error (%) <1 ~0 ~0 

Therefore, the two controllers proposed in this study (FPID, 
PSO-FPID) can bring improved quality of the furnace 
temperature control system. 

When the sine disturbance impacts on the system: In fact, 
the operation environment is not ideal. The system operation is 
always affected by external disturbance, so that it makes to change 
the actual signals. Assume that the sine disturbance has the mixed 
frequency in range of 0.01-50Hz, and maximum amplitude of 50. 
At this time, the response of the furnace temperature control 
system corresponding to three controllers PID-ZN1, FPID, PSO-
FPID, are shown in Figure 8. 

 
Figure 8. Response of the control system with sine disturbance 

Figure 8 indicated the traditional PID controller (PID-ZN1) 
causes the system to oscillate around the set-point temperature 
value. This oscillated amplitude depends on the disturbance 
amplitude. Meanwhile, applying the proposed fuzzy-PID or PSO-
based fuzzy-PID, the system quality is quite good, ensuring the 
system stability. 

If the disturbance amplitude is so large, the furnace 
temperature control system may be unstable with the traditional 
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PID controller, but still ensure stability of the system with the 
proposed PSO-based fuzzy-PID. 

Table 4. The system quality indexes with disturbance 

Quality indexes PID Fuzzy-PID 
PSO-based 
fuzzy-PID 

Rising time (sec) 110.5 65.5 36.4 
Settling time (sec) 1255 380.1 265.1 

Overshoot (%) <15 <1 ~0 
Steady-state error (%) -2 ÷ 2 -0.5 ÷ 0.5  ~0 

Oscillated response Yes Small  No 

5. Design of the temperature control board 

5.1. Block diagram of temperature control board 

In this section, the authors present the design of the PIC16F 
control board for controlling temperature of the resistance furnace. 
This temperature control board is designed by using PIC16F877A 
microcontroller [20], as shown in Figure 9. 

 
Figure 9. Block diagram of the temperature control board 

The power supply block is responsible for supplying power 
to the entire system. The control object here is the resistance wire, 
wrapped around the copper pipe, causing the heat in the copper 
pipe to rise temperature in the furnace, it is controlled via the 
voltage signal of the power control unit. The temperature in the 
heater is measured by a temperature sensor. The display unit is 
responsible for displaying the actual temperature and set-point 
temperature. The keyboard is responsible for entering the set-
point temperature. The central processing unit converts from 
analogue signal to digital values and performs the functions of 
fuzzification block, fuzzy-rules law table, defuzzification block 
and generating signals to command the power unit, thereby 
stabilizing the furnace temperature according to the set values. 
The power unit is responsible for controlling the AC power 
supplied to the resistance wire. The communication unit, using 
USB/RS232 port, is responsible for communicating between the 
board and the computer. 

5.2. Layout circuit of the temperature control board 

The principle schematic circuit diagram of the temperature 
control board includes the schematic circuit diagram of the 
PIC16f central processing unit, the LCD display block, the power 
control unit, the USB/RS232 communication block and the 
AC/DC converter block. The detail schematic circuit of the 
temperature control board is presented in [18]. 

Based on the principle schematic circuit, the layout circuit 
diagram is given in Figure 10 and the realistic layout circuit of the 
control board as shown in Figure 11. 

 
Figure 10. Layout circuit of the temperature control board 

 
Figure 11. Realistic layout circuit of the control board 
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Figure 12. The main program flowchart for controlling the furnace temperature 

using PSO-based fuzzy-PID 

5.3. Temperature control algorithm on PIC16f chip 

The furnace temperature control algorithm is installed on the 
PIC16f microprocessor as described in Fig.12.  

The detail of algorithm flowcharts corresponding to each 
subprogram, are presented in Fig.13.  

     
Figure 13. Algorithm flowchart of subprograms 

5.4. Experimental control for the heater in the laboratory 

Experiment of the resistance furnace temperature control 
system, using PIC16F control board with the proposed PSO-based 
fuzzy-PID algorithm, is presented in Figure 1. 

The monitoring control interface based on Visual C# is 
developed on the computer to obtain the actual temperature value 
of the resistance furnace. From this interface, the set-point 
temperature value and the parameters of the PSO-based fuzzy-
PID controller also can be assigned remotely and easily. 

 
Figure 14. Real temperature response at setpoint 40oC          

At the beginning of the experiment, the control board with 
installed PSO-based fuzzy-PID algorithm, will create the 100% 
PWM output signal to supplying the suitable AC power values to 
the resistance wire, after the delay time, the temperature in the 
furnace changes from environmental temperature T0=20oC up to 
39oC, and then reduce PWM signal to maintain the actual 
temperature value at setpoint value of Td=40oC. When the furnace 
temperature exceeds 40oC, the PIC16f microcontroller interrupts 
the PWM signal so that the temperature will reduce to the setpoint 
temperature value. 

The experimental results in laboratory showed that the 
proposed PSO-based fuzzy-PID controller brings good control 
quality for the resistance furnace temperature control system. The 
proposed PSO-based fuzzy-PID controller with the optimal 
parameters usually gives better quality the proposed fuzzy-PID 
controller, because the parameters of the fuzzy-PID controller was 
not optimized. However, these two proposed controllers offer 
better quality than the traditional PID controller, especially when 
the disturbance impacts on the system. 

6. Conclusion 

This paper presented a novel control approach applying the 
PSO algorithm to tune the scaling weights coefficients of the 
fuzzy-PID controller which is combination of the advantage of the 
traditional PID control and fuzzy logic control. The fuzzy-PID 
controller is designed based on the typical fuzzy rules, and 
combined with the PID control, but the fuzzy-PID three scaling 
weights are tuned by the PSO algorithm. And then the simulation 
model of the resistance furnace temperature control system 
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without/with disturbance using the proposed controller was built 
on Maltab. The simulation results have confirmed the effectiveness 
of the two proposed controllers for the resistance furnace 
temperature control system, i.e. fuzzy-PID controller and PSO-
based fuzzy-PID controller. Then the proposed PSO-based fuzzy-
PID algorithm was implemented on the temperature control board 
which made of PIC16f microprocessor. Experimental results 
showed that proposed PSO-based fuzzy-PID algorithm provided 
better control quality than the traditional PID algorithm. In 
addition, the proposed PSO-based fuzzy-PID controller is consider 
to be an efficient control strategy applying for a class of nonlinear 
and uncertain complicated control objects. 

From this research, the future work focusing on optimization 
structure of fuzzy logic calculated blocks, and apply adaptive 
control to tuning online/adaptive parameters of the fuzzy-PID 
controller. The future work also continues to develop the 
temperature control board using PIC16f in order to complete the 
equipment, and put the equipment into the actual application to 
control the temperature of materials in industry and transportation. 
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 To have enough information on time can be helpful when companies try to reduce costs and 
operate more efficiently. An international company that supplies parts for the automotive 
industry is currently testing its new facilities in Mexico. The relocation of the raw materials 
and finished goods warehouses were tested using a P-Median model. The operating costs 
and risk factors were included in the model to provide a better solution and improve the 
operation of the warehouses and production lines. The research results compared different 
scenarios and indicated that the proposed better location isolates the forklift routes, mainly 
for finished products, and minimizes the cost of moving both raw materials and finished 
products to and from warehouses. 
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1. Introduction   

The logistics activities have always been important for 
companies, because they represent various concepts, principles, 
and methods of different areas, like marketing, production, 
accounting, warehouse management, among others. With logistics, 
the chain value for the customers is increased, as well as for 
suppliers and stakeholders. An efficient logistics management 
could represent a decrease in costs, and continuous improvement 
in production [1]. 

In a warehouse, typically products arrive packaged and the 
warehouse personnel reorganizes, classifies, sorts and repackages 
such products. This function is of vital importance in any 
warehouse because it is needed to break down large chunks of 
products and redistribute them in small quantities. So, the supply 
chain is the sequence of the different processes in the organization 
within which the products move from their origin toward the 
customers [2].  

In this paper, we propose a solution to a warehouse problem of 
a company in the automotive industry, using a p-median model to 
minimize the travel distance from the warehouses to all of the 
production stations. 

2. Research objectives and research methodology 
2.1. Research Objectives 

This document aims to implement the p-median problem 
modeling with Lingo® software, which is a tool designed to solve 

linear, nonlinear, integer, stochastic, and optimization 
programming models as well as concentrate and model exact 
algorithms. It is done to explain the company's problems and 
decrease risk in the industrial process to obtain an exact solution 
that does not require model validation. 

2.2. Research Methodology 
The research methodology adopted for the research work has 

been represented as a theoretical concept. The application of the 
mathematical model is based on the p-median problem. Such a 
problem has been implemented in several documents, and by 
different authors, as cited in the literature review. Such literature 
review is based on studies carried out with the application of exact 
algorithms using the p-median problem as the basis. 

The following criteria were used to select the literature: 

• Literature published on risk industries, supply chain, and cases 
of study using the p-median problem. 

• Literature published from 1975 to 2017. 
• Articles published in refereed scholarly journals, working 

papers, and thesis. 
• Journals explain p-median problem algorithms in their 

editorial scope 
• Keywords used in the article: risk, logistics, p-median, risk 

management 
3. Literature Review 

In [3] it is mentioned that the p-median problem is useful to 
model many real-world situations such as the location of public or 
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industrial facilities, warehouses, and others. The p-median 
problem differs from the Uncapacitated Facility Location Problem 
in two respects: 

1. There are no costs for opening facilities 

2. There is an upper bound on the number of facilities that should 
be opened. 

It models the problem of finding a minimum cost clustering 
and belongs to the class of NP-hard problems. 

In [4], a set L of m facilities (or location points), a set U of n 
users (or customers or demand points), and a n x m matrix D with 
the distances traveled (or costs incurred) dij for satisfying the 
demand of the user located at i from the facility located at j, for all  
𝑗𝑗 ∈ 𝐿𝐿  and 𝑖𝑖 ∈ 𝑈𝑈 are considered. The objective is to minimize the 
sum of these distances or transportation costs. 

∑ (i ∈ U) m j ∈ J dij 

Where 𝐽𝐽 ∈ 𝐿𝐿 and |J| = p. The p-median can be defined as a 
purely mathematical problem: given an n x m matrix D, select p, 
columns, or D so that the sum of minimum coefficients in each line 
within these columns is the smallest possible. 

The p-median can also be interpreted in terms of cluster 
analysis; locations of users are then replaced by points in an m-
dimensional space [5].  

Besides this combinatorial formulation, the p-median is also an 
integer programming problem. Let us define two sets of decision 
variables: (i) yj = 1 if a facility is opened in 𝑗𝑗 ∈ 𝐿𝐿, and 0, otherwise; 
(ii) xij = 1, if customer i is served from a facility located in 𝑗𝑗 ∈ 𝐿𝐿, 
and 0, otherwise. Then the integer programming formulation is as 
follows: 

 minimize =∑ ni * ∑ mj dij xij  (1) 

Subject to 

 ∑n
j xij =1, ∀I (a) 

 xij ≤ yj, ∀ i,j (b) 

 ∑m
j yj = p, (c) 

 xij,yj,∈{0,1}  (d)                                                                                                                                                  

The objective function of the p-median model seeks to 
minimize the sum of the distances dij for each client. Constraint (a) 
is the one that assures that each client is assigned to a facility. 
Constraint (b) makes sure that each client is attended by precisely 
one server. Constraint (c) indicates that p facilities should be 
assigned. Equation (d) indicates that the total number of open 
facilities is set to p by constraint. 

The research in [6] shows that the academic research on safety 
in logistics has mainly focused on transportation, and in particular, 
on safety concerning motor carriers [7]. Among others, studies 
research characteristics of professional drivers (e.g., personality, 
health, attitude), stress factors they face (time pressure, fatigue, 
stress) and how these relate to safety behavior and/or accidents [8], 
[9], [10], [11], [12]. Recently, warehouse safety has started to gain 
attention. For instance, In [13] it is analyzed which factors impact 
warehouse safety.  

In addition,  in [14] it is mentioned that the risk in an 
environment is very significant [15], and the companies that 
measure it are characterized by several risk factors. The term 
supply chain vulnerability [16] has been used to describe the 
dependence and risks that exist among organizations as they rise 
to the challenge of better, faster, cheaper. Two aspects connected 
to the risk assessment in supply chains can be found: 

1) Risk exists inside the company and at the network level. 
2) Risk evaluation is subjective because each people perceives 

differently a risk and the nature of the upstream and 
downstream relationships of such risk. 

According to [17], the success of risk management will be 
based on the understanding of various categories of risks, that 
affect projects in an organization. Achieve an analysis of their 
mutual dependence, categorize them according to their 
importance, and develop strategies for risk management based on 
prioritization. 

The physical risk can be further measured in terms of the 
potential damages in physical spaces such as warehouses and 
production lines. These measures, called physical risk indexes, are 
derived from inspection procedures by external experts. The risk 
measures are monitored from both the logistics and supply chain 
perspective and the top-management control perspective [18]. 
Furthermore, in the supply chain the objectives are considered in 
terms of the organization's goals concerning the final customer. 
Thus, the risk evaluation, in terms of weights and importance of 
indicators, should be guided by an awareness of the nature and 
importance of the market objectives [14]. 

4. Problem Description 

An International Company of the Automotive Industry has a 
facility in Mexico; its primary purpose is the manufacturing of 
automotive cooling components, like radiators and heat 
exchangers. Currently, this company has only one production line 
in its planning stage. Their forecasted demand is very significant, 
and it is expected to grow further. Therefore, they will require a 
total of four production lines. The design of such lines is already 
available, as well as the preliminary data of the required and 
projected production levels. 

The raw materials warehouse, as well as the finished goods 
warehouse, are currently operating on a small scale, working only 
at floor level, without racks. As the plant is not yet operating in full 
production mode, it is still possible to relocate the materials and 
finished goods warehouses, to a certain extent.  

The cost of relocating the warehouse; at this stage, is minimal 
because production lines are not yet established. Still, not all of the 
building's spaces can be used for warehouses, as power, gas, water, 
and overhead lines for production lines are already established, 
close to the places where the machines would be installed. 

The use of the current layout, or relocation to a new position 
within the plant, should consider the operating cost of the 
warehouses, but also the risk that comes with the location of those 
warehouses. If materials must be carried through the plant using a 
forklift, the cost is higher than if a manual cart can be used. 
Nevertheless, when using a cart, if the warehouse operators must 
cross the forklift's pathway, there is a higher risk of an accident 
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happening than if the route is free of such crossings. The risk of 
damaging finished goods with the forklift, or by crossing its roads, 
is also noted. The relationship between cost and risk should then 
be considered for the solution. 

The company leases its forklifts, so the cost of ownership does 
not change whether they are used or not, except for the cost of fuel. 
If the distance traveled by the forklift can be kept small enough to 
meet the need for full production with the fewest number of 
forklifts, some savings can be made by that means. A shorter 
distance traveled by the forklift could mean that all production 
lines are serviced by just one forklift, saving on the fixed cost of 
the rent. 

5. Methods and Procedures 

The problem for this company was modeled as a p-median 
problem, using a distance matrix calculated from the warehouses 
to each production station. 

The distances were computed as follows: 

A map of the whole plant was used as a base, and divided, on 
the scale, to a square grid of 1 meter by side. The location of each 
working station, and those of the existing warehouses were marked 
in the map 

The possible alternate locations of the warehouses were 
selected simply by finding the spaces within the plant that were 
currently not in use, and where the warehouses would fit. Such a 
method resulted in three possible locations for the warehouses, 
with little or no movement of the production lines from the current 
plant layout. 

The distance from the warehouse entrance, in each of the 
proposed locations, to each one of the working stations, whether 
current or projected, was computed by counting the meters in the 
map, as if the cart or forklift would have traversed the route from 
the warehouse to the working station. The same process was done 
for the reception of raw materials and the finished goods. 

If one of the warehouses proposed locations required the 
relocation of one or more production lines, each one of the 
distances was computed again, considering the new location of the 
production lines and warehouses. 

As stated, three different scenarios were found possible, and 
those were evaluated to obtain a comparison against the current 
situation. The first scenario is the current situation. The second one 
involves moving the raw materials warehouse to a top-right 
position, in a space currently unused. The third scenario considers 
moving the raw materials warehouse to a down-center position, 
very close to the place where the production lines start, but this last 
scenario involves the location of the two middle production lines, 
a few meters offset to the top. Still, those production lines were not 
operating yet, so a small relocation was still possible. 

The considerations to the problem at hand are as follows: 

1. The cost of relocating the warehouses is minimal, because 
there is no hardware, like racks, in the warehouse at this point. 

2. Although production lines 2-4 are not yet set up, some of the 
needed infrastructures are already prepared. It prevents such 

lines from being set anywhere. They must remain close to the 
originally intended position. 

3. Forklift streets, walkways, isles, etc., can be relocated easily. 
However, there is no unlimited space. 

Figure 1 shows the current layout of the plant, including only 
one production line, which is the current state of the company. 
However, they foresee the need to upscale their production levels 
to a full mode, needing four lines, in at most two years from now.  

 

Figure 2 shows the possible layout of the plant when all four 
lines are in place, considering the current location of both the raw 
materials and finished goods warehouses. Two possible 
alternatives to the warehouse location have been found in the 
current plant layout. 

 
Figure 2. Current layout with no change in the warehouse locations. 
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Figure 3 shows the possible layout with all four lines in place, 
but with the warehouses relocated to a place currently unused in 
the plant, without the need to relocate any of the production lines. 

 
Figure 3. Proposed layout with warehouses in the top right corner. 

 
Figure 4. Proposed layout with raw materials warehouse in the bottom center. 

6. Data Acquisition and Preparation 

The primary way to compute the cost was to obtain the distance 
from the warehouses to each working station. More distance 
traveled means the operator would take more time to carry the 
items, whether by forklift or by manual cart. It was considered that 
for one production run in each production line, one shipment of 
raw materials would be required for each working station. 

Table 1: Extract of the data table. 

 Raw 
Material 1 

Finished 
Goods 1 

Raw 
Material 2 

Finished 
Goods 2 

Raw Material 
3 

Finished 
Goods 3 
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0-Raw Material 
Receive 17 0 1 0 0 0 47 0 1 0 0 0 121 0 1 0 0 0 1 

1-Core Builder 1 62 1 1 0 0 0 34 1 1 0 0 0 70 1 1 0 0 0 0.033 
1-Core Builder 2 54 1 1 0 0 0 26 1 1 0 0 0 78 1 1 0 0 0 0.033 
1-Core Builder 3 46 1 1 0 0 0 18 1 1 0 0 0 86 1 1 0 0 0 0.033 

1-Tube Mill 38 1 1 0 0 0 10 1 1 0 0 0 94 1 1 0 0 0 0.125 
1-Laser Welding 78 1 0 0 0 0 51 1 1 0 0 0 65 1 0 0 0 0 0.125 

1-Paint Flux 83 1 0 0 0 0 56 1 0 0 0 0 58 1 0 0 0 0 0.125 
1-Furnace 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.125 

1-Flame Brazing 1 14 0 0 0 0 0 21 1 0 0 0 0 129 1 0 0 0 0 0.125 
1-Flame Brazing 2 18 0 0 0 0 0 16 1 0 0 0 0 135 1 0 0 0 0 0.125 
1-Flame Brazing 3 23 0 0 0 0 0 12 1 0 0 0 0 141 1 0 0 0 0 0.125 

1-EOL Pack 1 14 1 0 60 1 0 14 1 0 14 1 0 118 1 0 14 1 0 0.125 
1-EOL Pack 2 18 1 0 64 1 0 9 1 0 18 1 0 112 1 0 18 1 0 0.125 
1-EOL Pack 3 23 1 0 68 1 0 5 1 0 23 1 0 106 1 0 22 1 0 0.125 
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As stated, a grid was drawn over the map with the proposed 
layouts, with each square measuring approximately one meter. The 
same grid size was used for all the proposed locations. The distance 
within the warehouses was not computed, because currently there 
is not a definitive warehouse layout in place. The point of origin 
was set as the point within the warehouses closest to the forklift or 
cart roads, in the case of the current warehouse location, such point 
was the entrance of the warehouse. All the distances were then 
computed and stored in a single table. Each row in that table 
represents one working station of one production line. Each 
column represents one of the possible locations of both the raw 
materials and finished goods warehouses.  

A column was added to each location to consider the cost if the 
type of material that has to be brought to the working station 
requires the use of a forklift, a value of 1 was added if the materials 
can be carried with a manual cart, or by hand, the value was 0. In 
the case of the risk, if the materials could be carried by hand or 
cart, but the route needed to cross the forklift pathways, a value of 
1 was set. 

Another value that had to be computed was the reception of the 
raw materials. This case had to also consider the cost of bringing 
the raw materials from the receiving docks to the warehouse. A 
modifier was added to transform this cost for each production 
round. The modifier consisted of the number of production lines 
that could be served with a single raw materials shipment. If an 
item arrives in a pallet containing 40 boxes, and three boxes would 
be needed for each production run, the modifier for that distance 
would be 3/40 boxes, or 0.075. Table 1 below shows an extract of 
the resulting data table, showing the risk, forklift, and arrival cost 
modifiers, as well as the distance computed for each scenario. 

The model needed to include the risk and cost factors, apart 
from the distance from/to the warehouse. The model was modified 
to include those values as a weight. If a forklift works through all 
the shifts, and all of the weekdays, its cost is close to 8 times that 
of an employee. So, a cost factor of 8 to 1 is considered if the 
forklift is needed to bring raw material or finished goods to/from a 
working station. The risk of an accident would be considered to be 
2 to 1, because, if an accident happens, the company would have 
to send the employee to the hospital, while paying his wages, and 
hiring an extra employee to cover for the recovery time. 

Finally, the cost of receiving raw materials was also considered 
as the distance from the reception points to the raw materials 
warehouse. Shipments always arrive on pallets, so they must be 
moved with a forklift. However, as one pallet contains more than 
one box that could be sent to the production line, a factor was 
added, considering how many production orders could be fulfilled 
with that pallet for each working station. Two main factors were 
computed: For the Core Builder steps, one raw material shipment 
could cover 30 days' worth of orders; for the other steps, each 
shipment would cover eight days. So, factors of 1/30th (0.033) and 
1/8th (0.125) were added to the data table. 

7. Formulation 

It was decided to implement the mathematical model of the p-
median problem because the objective of the model is to find the 
midpoint for a group of clients and their location, so it was 

extrapolated to a group of workers in a space delimited by the 
production lines. 

A slight modification had to be made to include all those 
factors in the model. So that each distance would be modified by 
the risk, cost, and reception factors. The change was made locally, 
only by computing the cost factors (risk, forklift use, raw 
materials) and adding it to the main cost. In general, the model 
remains as a weighted p-median problem, just as the one found in 
the literature. 

minimize ∑n
(i=1) * ∑ m(j=1) xi * ((dij (1+ (Cf×Flij) + (Rf ×LCij)) +  

 RdiSfjCf + Fdij (1+Rf×FLCij+Cf×FFlij)))  (2) 

 

Subject to 

 ∑n
(i=1) xi =1 (a) 

 ∀i∈{1..n} xi∈{1,0} (b)         

 ∀i∈{1..n},∀j∈{1..m}Flij, LCij, FLCij, FFLij∈{1,0} (c)                                                                           

Where 

 𝑛𝑛 is the number of different options to choose from. 

 𝑚𝑚 is the number of working stations or manufacturing steps. 

 𝐶𝐶𝐶𝐶 is the cost factor of the forklift. 

 𝐹𝐹𝐹𝐹 indicates if the materials for the working station must be carried 
with a forklift. 

 𝑅𝑅𝐶𝐶 is the risk cost of crossing a forklift's lane. 

 𝐿𝐿𝐶𝐶 indicates if the path to the working station must cross or 
traverse a forklift's lane. 

 𝑑𝑑is the travel distance from the warehouse to the working station. 

 𝑅𝑅𝑑𝑑 is the distance from the reception point to the raw materials 
warehouse. 

 𝑆𝑆𝐶𝐶 is the number of production runs that can be fed by a single 
pallet. 

𝐹𝐹𝑑𝑑 is the distance from the working station to the finished goods 
warehouse. 

𝐹𝐹𝐿𝐿𝐶𝐶  indicates if a forklift's lane must be crossed with finished 
goods. 

𝐹𝐹𝐹𝐹𝐿𝐿 indicates if a forklift must be used for finished goods. 

𝑥𝑥 indicates if the option will be used.  

Restriction (a) indicates that one option must be selected. 

Restriction (b) states that xi can only have a value of 1 or 0. 

Restriction (c) assures that FLij (Must use a Forklift), LCij 
(Lane Crossing), FLCij (Lane Crossing for Finished Goods), and 
FFLij (Use of Forklift for Finished Goods) have only a value of 1 
or 0. 

The model was coded using Lingo® and solved. The code is 
the following: 

 

http://www.astesj.com/


Z. Zapata et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 5, No. 3, 576-582 (2020) 

www.astesj.com     581 

1. Algorithm 1: LINGO ® Coded Model 

2. 1. Model: 
3. 2. Sets: 
4. Alternativa: Alt, Rd, x; 
5. Estaciones: WS, Sf; 
6. Arco(Alternativa,Estaciones):Dist, Fl, LC, FDist, FFl, FLC; 
7. EndSets 
 
8. 3. Data: 
9. Alt = @OLE("C:\Tmp\WHR.xls"); 
10. Rd =  @OLE("C:\Tmp\WHR.xls"); 
11. WS =  @OLE("C:\Tmp\WHR.xls"); 
12. Sf =  @OLE("C:\Tmp\WHdR.xls"); 
13. Dist= @OLE("C:\Tmp\WHR.xls"); 
14. Fl =  @OLE("C:\Tmp\WHR.xls"); 
15. LC =  @OLE("C:\Tmp\WHR.xls"); 
16. FDist=@OLE("C:\Tmp\WHR.xls"); 
17. FFl = @OLE("C:\Tmp\WHR.xls"); 
18. FLC = @OLE("C:\Tmp\WHR.xls"); 
19. EndData 

 
20. min=@Sum(Alternativa(i):@Sum(Estaciones(j):x(i)* 

(Dist(i,j)*(1+(Cf  *Fl(i,j))+(Rf*LC(i,j))))+(Rd(i) * Sf(i) * 
Cf ) + (FDist(i,j)*(1+ (Cf*FFl(i,j))+(Rf*FLC(i,j)))))); 

21. Cf = 7; 
22. Rf = 2; 
23. @Sum(Alternativa(i): x(i) ) = 1; 
24. @For(Alternativa(i): @BIN(x(i))); 
25. @For(Alternativa(i): @For(Estaciones(j): 
26. @BIN( Fl(i,j) ); 
27. @Bin(LC(i,j)); 
28. @Bin( FFl(i,j)); 
29. @Bin( FLC(i,j)) 
30. ) ); 
31. End 

 

8. Results and Discussion 

The model considered all the risk, cost, and incoming material 
cost modifiers. The solution obtained showed that the location 
that minimized the distance from the warehouse to each of the 
working stations was location number 2. An extract of the raw 
results obtained by solving the model is shown in table 2. 

Table 2. Raw results of the model solver 

Variable Value Reduced 
Cost 

CF   7 0 
RF  2 0 
ALT( 1)      1 0 
ALT( 2)      2 0 
ALT( 3)      3 0 
RD( 1)       17 0 
RD( 2)       47 0 
RD( 3)       121 0 

X( 1)        0 22328 
X( 2)        1 18161 
X( 3)        0 26156 
WS( 1)       1 0 
WS( 2)       2 0 
WS( 3)       3 0 
WS( 4)       4 0 
WS( 5)       5 0 
WS( 6)       6 0 
WS( 7)       7 0 
WS( 8)       8 0 
WS( 9)       9 0 
WS( 10)     10 0 

 
9. Conclusions and future research 

Logistics within the factory add no value to the finished goods, 
but wrong logistic management can become costly if accidents 
happen, whether to people, to the facilities, or the finished goods. 
The proposed location isolates the forklift pathways, mostly for 
finished goods, and minimizes the cost of moving both raw 
materials and finished goods from and to the warehouses. It is 
expected that, even in full production mode, the need for forklifts 
is kept below the line that requires more than one device. It is also 
expected that the manual cart movement is reduced and that the 
crossing of forklift lanes is also kept at a minimum. Both the 
company and the authors expect that both the raw materials and 
the finished goods warehouses can be operated by only one 
operator, as well as the raw materials receiving process. It would, 
in turn, keep the operating costs at a level similar to the present, 
where test runs are being performed, but when in full production 
mode. 

Future work in this area could include more general computing 
of the costs associated with each physical movement. 
Nevertheless, the company still needs improving in many areas, 
like minimizing idle time, reducing cooling and heating of the 
furnaces to make more efficient use of energy, thus reducing costs, 
optimizing the use of significant items, reducing even further the 
need to return big items to the raw materials warehouse, and 
reorganizing the items within each warehouse. 
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1. Introduction 

Currently, the manufacturers have equipped with standard 
safety systems in researching the production of autonomous 
vehicles. However, in the context of traffic in complex 
environments, with the development of technology, the safety 
standards for autonomous vehicles have been raised, in which the 
driver assistance technology is a problem that needs to be cared 
about creating safe movements for vehicle. This technology can be 
mentioned by tracking driving conditions such as road conditions, 
vehicle status information, sensor technology, etc. to contribute to 
the development of advanced driver-assistance technology. For 
example, technology that supports the safety system in the 
adaptive cruise control system helps maintain distance from the 
vehicle ahead, collision avoidance assistance system helps predict 
collisions with obstacles with timely braking, as well as the lane 
keeping system helps the vehicle recognize the separator to adjust 
the vehicle direction so that the vehicle is always moving in the 
middle of the lane. 

However, the scenario that these systems handle may be 
relatively simple compared to the diverse and complex situations 
we often encounter in traffic environment conditions. To solve this 
problem, we offer a motion control assistance solution to create a 
safe motion trajectory for the vehicle. The design of this control 
support system has two main goals: the first is minimal 

intervention - that is, applying autonomous control only when 
necessary, the second is to ensure safety - meaning the vehicle's 
collision-free state is clearly enforced through optimal constraints. 

 The control support solution we propose in this article is 
implemented by predictive control based on the non-linear model 
predictive control and optimize the steering support system by the 
steering system along with the acceleration of the vehicle. In the 
solution assuming the current position of the vehicle, road 
boundaries, vehicles ahead and uncertain predictions about the 
future state of the vehicle in the form of a parametrized posterior 
distribution by their mean and covariance are known. Specifically, 
for this solution, we will combine the uncertainty changes over 
time to the mobile obstacle predictions into the optimization 
problem, and also introduce constraints for boundary limits and 
moving obstacles while maintaining a vehicle's movement plan for 
a limited time. 

The next section of the paper will introduce the basic principles 
of predictive control and thereby propose a control solution based 
on Non-linear Model Predictive Control. Next is the experimental 
section and conclusion with some suggestions for further research 
directions for the problem of autonomous vehicles. 

2. Building solution to support motion control  

Theoretically, in order for an autonomous vehicle to avoid 
collisions, we need to calculate to find the set of states in which the 
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vehicle may encounter a collision situation when participating in 
traffic and then control the movement so that the vehicle does not 
move into that state set. There are many studies [1]-[5] doing this 
task that have determined the inevitable collision state set or target 
motion set. However, these studies do not limit the applicability or 
make assumptions for simple traffic scenarios, so it is difficult to 
analyze calculations. In this paper, the solution that we propose is 
the idea of defining collision state set and thereby determining the 
set of probability constraints to avoid collisions. At the same time, 
in this solution, we combine the steering speed control and 
increase/decrease speed so that the collision avoidance effect can 
be realized better. The ideas have originated from the studies 
[6,7,8,9] in the process of determining the difference of the 
steering angle or the deviation of the front wheel to achieve a safe 
trajectory.  

In many studies, the model predictive control (MPC) has been 
applied to control autonomous vehicle [7]-[11] as the MPC 
approach to plan motion based on the vehicle's basic movements 
and track the road to avoid obstacles, or the MPC approach without 
constraint conditions and determine the stability of the vehicle with 
the surrounding environment to provide a safe steering angle at 
constant speed in a discrete environment. In this article, the MPC 
approach that we use can handle complex situations with steering 
control, increase/decrease vehicle speed, and avoid mobile 
obstacles at a certain extent in an uncertain environment. 

The cost function of most MPC methods [7], [11]-[13] often 
depends on the time and the constraints on the path, so it needs to 
be pre-optimal or specific time steps or generated out and track the 
fixed motion of the vehicle, this leads to differences in result from 
the initial conditions of optimization that could result in invalid 
linear constraints and unpredictable motion planning. Therefore, 
we apply the point processing method in [14] and directly solve 
the nonlinear model predictive control problem by focusing on 
providing all costs and constraints for the decoding set that does 
not need to be linear manually. 

2.1. Statement of problems 

This problem is built on two basic principles: the first is 
minimal intervention, the second is to ensure safety, meaning the 
probability of a collision involving the surrounding environment 
and other traffic objects must be below certain thresholds. And this 
problem is done in discrete time intervals 𝑘𝑘 ≜ 𝑡𝑡𝑘𝑘, with 𝑡𝑡𝑘𝑘 = 𝑡𝑡0 +
∑ ∆𝑡𝑡𝑖𝑖𝑘𝑘
𝑖𝑖=1  (𝑡𝑡0 is the current time, ∆𝑡𝑡𝑖𝑖 is the i time step of the plan). 

 
Figure 1. Modeling of autonomous vehicle and other vehicles 

At interval k, with values of position 𝑠𝑠𝑘𝑘 = (𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘) , linear 
velocity 𝑣𝑣𝑘𝑘 , direction of vehicle ∅𝑘𝑘  and steering angle 𝛿𝛿𝑘𝑘 , the 
mathematical model of the vehicle is determined by the set 𝒛𝒛𝑘𝑘 =
[𝑠𝑠𝑘𝑘 ,∅𝑘𝑘 , 𝛿𝛿𝑘𝑘, 𝑣𝑣𝑘𝑘] ∈ ℤ. 

Assuming ℬ(𝒛𝒛𝑘𝑘) ⊂ ℝ2  is the occupied area of the vehicle at 
𝒛𝒛𝑘𝑘 state (illustrated in Figure 1, with autonomous vehicle modeled 

by linked circles), the input values on the control using �̇�𝛿𝑘𝑘 steering 
speed and 𝑎𝑎𝑘𝑘 acceleration is assigned by 𝒖𝒖𝑘𝑘 = �𝑢𝑢𝑘𝑘𝛿𝛿 ,𝑢𝑢𝑘𝑘𝑎𝑎� ∈ 𝒰𝒰. 

Thus, the future state of the vehicle is represented by a discrete 
dynamic system as follows: 

  𝒛𝒛𝑘𝑘+1 = 𝑓𝑓(𝒛𝒛𝑘𝑘,𝒖𝒖𝑘𝑘)  (1) 

With other objects in traffic such as different kinds of car, 
bicycles, pedestrians, etc. called other objects will be assigned by 
the index 𝑖𝑖 = {1, … ,𝑛𝑛}, the input control and their configuration 
parameters are determined by the values of 𝒛𝒛𝑘𝑘𝑖𝑖 ∈ ℤ𝑖𝑖 and 𝒖𝒖𝑘𝑘𝑖𝑖 ∈ 𝒰𝒰𝑖𝑖. 

In order to combine uncertainty, it is necessary to assume that 
the future state distributions of the objects at 𝑚𝑚  future time 
intervals is known. They are parameterized to the average state 
value 𝒛𝒛1:𝑚𝑚

𝑖𝑖   and covariance 𝝈𝝈1:𝑚𝑚
𝑖𝑖 . Therefore, the degree of 

uncertainty in the forecast can be reflected through the covariance 
value 𝝈𝝈1:𝑚𝑚

𝑖𝑖  . 

At each given state, each object will occupy one space 
ℬ𝑖𝑖�𝒛𝒛𝑘𝑘𝑖𝑖 ,𝝈𝝈𝑘𝑘𝑖𝑖 , 𝑝𝑝𝜖𝜖� ⊂ ℝ2 having probability greater than 𝑝𝑝𝜖𝜖 (𝑝𝑝𝜖𝜖 is the 
acceptable probability of collision that may happen), the model of 
the object and this occupied space are shown in Figure 1. 

The free space defined in this problem is the workspace 𝒲𝒲 =
ℝ2  and the location map of obstacles 𝒪𝒪 ⊂ 𝒲𝒲  containing static 
obstacles such as limit of roads and systems of seperator, etc., at 
the same time, the surrounding environment ℰ(𝑘𝑘) is determined to 
be the state of other objects (including means of traffic, obstacles) 
at the time 𝑘𝑘. 

In this study, with the set of states 𝒛𝒛0:𝑚𝑚 = [𝒛𝒛0, … , 𝒛𝒛𝑚𝑚] ∈ ℤ𝑚𝑚+1 
and input set 𝒖𝒖0:𝑚𝑚−1 = [𝒖𝒖0, … ,𝒖𝒖𝑚𝑚−1] ∈ 𝒰𝒰𝑚𝑚 , we will build a 
general discrete time constraint optimization at 𝑚𝑚 time steps with 
a time limit 𝜏𝜏 = ∑ ∆𝑡𝑡𝑘𝑘𝑚𝑚

𝑘𝑘=1 . 

Thus, the goal of the solution is to calculate the optimal input 
values 𝒖𝒖0:𝑚𝑚−1

∗  for autonomous vehicle with minimizing cost 
function 𝐽𝐽ℎ(𝒖𝒖0:𝑚𝑚−1,𝒖𝒖0ℎ) + 𝐽𝐽𝑡𝑡(𝒛𝒛0:𝑚𝑚,𝒖𝒖0:𝑚𝑚−1). 

In which: 𝐽𝐽ℎ(𝒖𝒖0:𝑚𝑚−1,𝒖𝒖0ℎ)  is the minimum cost to minimize 
deviations from the input value 𝒖𝒖0ℎ , and 𝐽𝐽𝑡𝑡(𝒛𝒛0:𝑚𝑚,𝒖𝒖0:𝑚𝑚−1) is the 
cost depending on the properties of the trajectory according to the 
motion plan. 

This optimum problem follows a set of constraints: the first is 
to use the vehicle transition model, the second is the non-collision 
constraint with static obstacles and the third is the probability that 
no collision will occur 𝑝𝑝𝜖𝜖 with other traffic participants. 

And the optimal trajectory of the vehicle is given as follows: 

  𝒖𝒖0:𝑚𝑚−1
∗ = arg min

𝒖𝒖0:𝑚𝑚−1
𝐽𝐽ℎ(𝒖𝒖0:𝑚𝑚−1,𝒖𝒖0ℎ) + 𝐽𝐽𝑡𝑡(𝒛𝒛0:𝑚𝑚,𝒖𝒖0:𝑚𝑚−1) (2) 

Where: 

  𝒛𝒛𝑘𝑘+1 = 𝑓𝑓(𝒛𝒛𝑘𝑘,𝒖𝒖𝑘𝑘)  

  ℬ(𝒛𝒛𝑘𝑘) ∩ 𝒪𝒪 = ∅  

  ℬ(𝒛𝒛𝑘𝑘) ∩ ⋃ ℬ𝑖𝑖�𝒛𝒛𝑘𝑘𝑖𝑖 ,𝝈𝝈𝑘𝑘𝑖𝑖 , 𝑝𝑝𝜖𝜖� = ∅𝑖𝑖∈{1,…,𝑛𝑛}    
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  ∀𝑘𝑘 ∈ {0, … ,𝑚𝑚}  

𝒛𝒛0:𝑚𝑚
𝑖𝑖  , 𝜹𝜹0:𝑚𝑚

𝑖𝑖  with 𝑖𝑖 = 1, … ,𝑚𝑚 : are parameters for all other 
traffic objects, 𝒛𝒛0 is the initial state of vehicle. 

2.2.  Building a solution 

The solution was built to calculate the creation of a safe motion 
trajectory with a predefined horizon. Optimal problems are 
constrained by cost values, transition models, maintaining vehicle 
movement within the boundaries of the lane median, and avoiding 
collisions with other road participants that must ensure the 
probability of collision below the value 𝑝𝑝𝜖𝜖. 

In solutions using model predictive control of previous studies 
[7,11,13], the researchers often use factors such as constant 
longitudinal speed and small angle assumptions in scenarios 
avoiding obstacles on the straight road. In this study, we will 
consider the impact of longitudinal speed to ensure overall safety 
in complex traffic environments.   

 
Figure 2. Vehicle dynamics model 

The vehicle model in this solution has been introduced with a 
fixed rear wheel and the motion control is located on the front 
wheel with 𝒛𝒛 and 𝒖𝒖 states set here, and the control of rear wheel 
movement is via center bridge with distance 𝐿𝐿 and a continuous 
dynamic model. This motion model is described by a discrete time 
model with integrals 𝒛𝒛𝑘𝑘+1 = 𝒛𝒛𝑘𝑘 + ∫ �̇�𝒛d𝑡𝑡 = 𝑓𝑓(𝒛𝒛𝑘𝑘,𝒖𝒖𝑘𝑘)𝑘𝑘+∆𝑡𝑡𝑘𝑘

𝑘𝑘 , as 
follows: 

  

⎣
⎢
⎢
⎢
⎡
�̇�𝑥
�̇�𝑦
∅̇
�̇�𝛿
�̇�𝑣⎦
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡
𝑣𝑣 cos (∅)
𝑣𝑣 sin(∅)
𝑣𝑣
𝐿𝐿

tan (𝛿𝛿)
0
0 ⎦

⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎡
0 0
0 0
0
1
0

0
0
1⎦
⎥
⎥
⎥
⎤
�𝑢𝑢

𝛿𝛿

𝑢𝑢𝑎𝑎
�  (3) 

Where: �̇�𝑧 =

⎣
⎢
⎢
⎢
⎡
�̇�𝑥
�̇�𝑦
∅̇
�̇�𝛿
�̇�𝑣⎦
⎥
⎥
⎥
⎤

 and 𝑢𝑢 = �𝑢𝑢
𝛿𝛿

𝑢𝑢𝑎𝑎
� 

In this model, the limits applied include steering angle ‖𝛿𝛿‖ ≤
𝛿𝛿𝑚𝑚𝑎𝑎𝑚𝑚 , steering speed �𝑢𝑢𝛿𝛿� ≤ �̇�𝛿𝑚𝑚𝑎𝑎𝑚𝑚  and longitudinal speed 𝑣𝑣 ≤
𝑣𝑣𝑚𝑚𝑎𝑎𝑚𝑚 . The introduction of these limits is consistent with vehicle 
performance and road traffic rules, as well as a number of 
restrictions will be set to ensure safety such as speed limits when 
moving into the corners by limiting the slip coefficient ‖∅‖ ≤
∅𝑚𝑚𝑎𝑎𝑚𝑚  and limiting the maximum speed quickly by the acceleration 
limit 𝑢𝑢𝑎𝑎 ∈ [𝑎𝑎𝑚𝑚𝑖𝑖𝑛𝑛 , 𝑎𝑎𝑚𝑚𝑎𝑎𝑚𝑚]. 

The model predictive control method in this study is based on 
model predictive contouring control method [15,16,17] and is used 
to solve problems, in this study, it is not required that the motion 
trajectory of the vehicle must be exactly according to the reference 
trajectory, but the motion trajectory must be in the safe range. 

On the reference trajectory, the process takes place as follows: 

At time 𝑘𝑘, the vehicle is in position 𝑠𝑠𝑘𝑘 = (𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘), the process 
of following the reference path is limited and continuously 
differentiable in geometric space �𝑥𝑥𝑃𝑃(𝜃𝜃),𝑦𝑦𝑃𝑃(𝜃𝜃)�  of path 
parameter 𝜃𝜃, with the tangential vector 𝒕𝒕 and the normal vector 𝒏𝒏 
as follows: 

  𝒕𝒕 = �
𝜕𝜕𝑚𝑚𝑃𝑃(𝜃𝜃)
𝜕𝜕𝜃𝜃

𝜕𝜕𝑦𝑦𝑃𝑃(𝜃𝜃)
𝜕𝜕𝜃𝜃

�   , 𝒏𝒏 = �
− 𝜕𝜕𝑦𝑦𝑃𝑃(𝜃𝜃)

𝜕𝜕𝜃𝜃
𝜕𝜕𝑚𝑚𝑃𝑃(𝜃𝜃)
𝜕𝜕𝜃𝜃

�    (4) 

and the path instructions are described as follows: 

  ∅𝑃𝑃(𝜃𝜃𝑘𝑘) = arctan �𝜕𝜕𝑦𝑦
𝑃𝑃(𝜃𝜃)

𝜕𝜕𝑚𝑚𝑃𝑃(𝜃𝜃)
�  (5) 

the path parameterized according to the arc length �𝜕𝜕𝜃𝜃
𝜕𝜕𝜕𝜕

= 1� 
will allow to estimate the vehicle's progress with 𝑣𝑣𝑘𝑘  on the 
reference path and the actual path 𝑠𝑠 = ∫ 𝑣𝑣 d𝑡𝑡  if during the 
parameterization of the curves the arc length is negligible and the 
distance between the points is small compared to the arc length. At 
the same time, since the motion trajectory of the vehicle will follow 
a certain path and have a slight deviation from the reference 
trajectory determined by the road boundary, we can assume that 
the trajectory remains the same offset, so: ∆𝜃𝜃 ≈ ∆𝑠𝑠 = 𝑣𝑣∆𝑡𝑡, with 
this additional assumption will generate an approximate process 
according to the path parameter, as follows: 

  ∆𝜃𝜃𝑘𝑘+1 = ∆𝜃𝜃𝑘𝑘 + 𝑣𝑣𝑘𝑘∆𝑡𝑡𝑘𝑘 (6) 

where 𝑣𝑣𝑘𝑘∆𝑡𝑡𝑘𝑘 describes the approximation process in time step 𝑘𝑘. 

In the general case, finding the path parameter 𝜃𝜃𝑃𝑃(𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘) of 
the nearest point 𝑆𝑆(𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘) on the reference path is not feasible and 
not suitable for fast optimization. Therefore, the value of 
𝜃𝜃𝑃𝑃(𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘) will be approximated according to equation (6). 

During the motion planning process, if the actual path deviates 
from the reference path, the delay error from the first 
approximation point in time progression to the next point and the 
position error referenced to the horizontal roads 𝜃𝜃𝑘𝑘  along the 
tangential path 𝒕𝒕𝑘𝑘 are defined as follows: 

 𝑒𝑒~𝑙𝑙(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘) = 𝒕𝒕𝑘𝑘
𝑇𝑇

‖𝒕𝒕𝑘𝑘‖
�𝑥𝑥𝑘𝑘 − 𝑥𝑥𝑃𝑃(𝜃𝜃𝑘𝑘)
𝑦𝑦𝑘𝑘 − 𝑦𝑦𝑃𝑃(𝜃𝜃𝑘𝑘)� = −𝑐𝑐𝑐𝑐𝑠𝑠∅𝑃𝑃(𝜃𝜃𝑘𝑘)�𝑥𝑥𝑘𝑘 −

𝑥𝑥𝑃𝑃(𝜃𝜃𝑘𝑘)� −  𝑠𝑠𝑖𝑖𝑛𝑛∅𝑃𝑃(𝜃𝜃𝑘𝑘)�𝑦𝑦𝑘𝑘 − 𝑦𝑦𝑃𝑃(𝜃𝜃𝑘𝑘)� (7) 

If the delay error 𝑒𝑒~𝑙𝑙(𝒛𝒛𝑘𝑘 ,𝜃𝜃𝑘𝑘)  is small, the process of 
constructing an approximate path will be as close to the horizontal 
asymptote as ∆𝜃𝜃 ≈ ∆𝑠𝑠 = 𝑣𝑣∆𝑡𝑡 and 𝜃𝜃𝑘𝑘 ≈ 𝜃𝜃𝑃𝑃(𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘). Also, in the 
process of optimizing the prediction control, the delay error should 
be actively handled so that the error of the predictive process 𝜃𝜃𝑘𝑘 is 
small enough according to the motion planning process. 
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When projected on the standard path between the actual 
position and the predicted position, we will determine the 
contouring error by the deviation of these two positions, as follows: 

 𝑒𝑒~𝑐𝑐(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘) = 𝒏𝒏𝑘𝑘
𝑇𝑇

‖𝒏𝒏𝑘𝑘‖
�𝑥𝑥𝑘𝑘 − 𝑥𝑥𝑃𝑃(𝜃𝜃𝑘𝑘)
𝑦𝑦𝑘𝑘 − 𝑦𝑦𝑃𝑃(𝜃𝜃𝑘𝑘)� = 𝑠𝑠𝑖𝑖𝑛𝑛∅𝑃𝑃(𝜃𝜃𝑘𝑘)�𝑥𝑥𝑘𝑘 −

𝑥𝑥𝑃𝑃(𝜃𝜃𝑘𝑘)� −  𝑐𝑐𝑐𝑐𝑠𝑠∅𝑃𝑃(𝜃𝜃𝑘𝑘)�𝑦𝑦𝑘𝑘 − 𝑦𝑦𝑃𝑃(𝜃𝜃𝑘𝑘)�  (8) 

and the contouring error is a standard for establishing good motion 
planning when the vehicle is in motion not deviated from a given 
reference path. Therefore, the cost function of predictive state 
control is built based on the balance between the contouring error 
factors 𝑒𝑒~𝑐𝑐(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘) , delay error 𝑒𝑒~𝑙𝑙(𝒛𝒛𝑘𝑘 ,𝜃𝜃𝑘𝑘)  and the process of 
building approximate path 𝑣𝑣𝑘𝑘 to achieve the best combination, as 
follows: 

  𝐽𝐽𝑎𝑎𝑣𝑣(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘) = 𝒆𝒆𝑘𝑘𝑇𝑇𝑄𝑄𝒆𝒆𝑘𝑘 − 𝑣𝑣𝑘𝑘  (9) 

with path error vector formed from delay error and contouring 
error as follows: 

 𝒆𝒆𝑘𝑘 = �𝑒𝑒
~𝑙𝑙(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘)
𝑒𝑒~𝑐𝑐(𝒛𝒛𝑘𝑘 ,𝜃𝜃𝑘𝑘)� (10) 

For the performance of the path, all reference paths are 
parameterized by 𝐶𝐶1 - a continuous clothoid path in a system of 
paths through predetermined points. The clothoid path estimate 
will be replaced by the third-order spline function of equally 
spaced nodes and parameterization of the spline functions along 
the arc length is sufficiently accurate, as well as achieves good 
performance in the calculation. Because the spline functions 
provide an analytical parameter about the reference path, the limit 
of the path and the derivatives needed to solve the nonlinear 
optimization problem. 

At position 𝑆𝑆(𝑥𝑥𝑘𝑘 ,𝑦𝑦𝑘𝑘), from the projection along the normal of 
the reference path at the actual culvilinear abscissa 𝜃𝜃𝑃𝑃, we get the 
lateral distance 𝑑𝑑(𝒛𝒛𝑘𝑘 ,𝜃𝜃) with the reference path and approx slag 
equal to 𝜃𝜃𝑘𝑘  such that 𝑑𝑑(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘) = 𝑒𝑒~𝑐𝑐(𝒛𝒛𝑘𝑘 ,𝜃𝜃𝑘𝑘). Just as the movable 
space of autonomous vehicles at the crossroads 𝜃𝜃𝑘𝑘 is limited by the 
left boundary 𝑏𝑏𝑙𝑙(𝜃𝜃𝑘𝑘), the right boundary 𝑏𝑏𝑟𝑟(𝜃𝜃𝑘𝑘)  of the lane and 
other static obstacles will be parameterized by the third order 
spline function to allow analytical evaluation and derivation. 

As such, the horizontal traverse for the path is limited as 
follows: 

  𝑏𝑏𝑙𝑙(𝜃𝜃𝑘𝑘) + 𝑤𝑤𝑚𝑚𝑎𝑎𝑚𝑚 ≤ 𝑑𝑑(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘) ≤ 𝑏𝑏𝑟𝑟(𝜃𝜃𝑘𝑘) − 𝑤𝑤𝑚𝑚𝑎𝑎𝑚𝑚 (11) 

where: 𝑤𝑤𝑚𝑚𝑎𝑎𝑚𝑚  is the upper limit of the vehicle position projection 
on the standard reference path and this value is greater than 1

2
 of 

the vehicle width. At the same time, maintaining the validity of 
𝑤𝑤𝑚𝑚𝑎𝑎𝑚𝑚  as a limit just taking the radius of the vehicle's operating 
range as an upper limit is enough to ensure safety. 

Because the relationship between the path and the direction of 
the vehicle is relative, we need to establish a constraint between 
the direction of the path ∅𝑃𝑃(𝜃𝜃𝑘𝑘) and the movemen direction of the 
vehicle ∅𝑘𝑘, as follows: 

  ‖∅𝑘𝑘 − ∅𝑃𝑃(𝜃𝜃𝑘𝑘)‖ ≤ ∆∅𝑚𝑚𝑎𝑎𝑚𝑚  (12) 

In the solution of this study, other traffic participants will be 
described by an orientation ellipse ∅ with 𝑎𝑎𝜕𝜕ℎ𝑎𝑎𝑎𝑎𝑎𝑎  being a semi-
major axis and 𝑏𝑏𝜕𝜕ℎ𝑎𝑎𝑎𝑎𝑎𝑎 being a semi-minor axis of the ellipse in the 
longitudinal and horizontal directions of the objects. 

The development of future trajectories of these objects is 
assumed to have some uncertain positions of posterior distribution 
and is parameterized by the average trajectory 𝒛𝒛0:𝑚𝑚−1

𝑖𝑖  and degree 
uncertainty 𝝈𝝈0:𝑚𝑚−1, as follows: 

  𝝈𝝈𝑘𝑘+1 = 𝝈𝝈𝑘𝑘 + 𝝈𝝈∆𝑡𝑡𝑘𝑘 (13) 

In the general case, we propose a model for generating 
indeterminate positions of vehicles with uncertainty 𝝈𝝈𝑘𝑘 =
�𝜎𝜎𝑘𝑘𝑎𝑎,𝜎𝜎𝑘𝑘𝑏𝑏�

𝑇𝑇
 at the time 𝑘𝑘  and 𝝈𝝈 = [𝜎𝜎𝑎𝑎,𝜎𝜎𝑏𝑏]𝑇𝑇  is the uncertainty 

incurred. Therefore, the value of the variance is determined to 
approximate to adjust the direction of the vehicle motion aligning 
the main axis of the surrounding ellipse. The generation of 
indeterminate positions in the horizontal direction of the vehicle is 
limited by a maximum value to consider the maximum rationality 
of the maximum flow of vehicles currently in the current lanes. 

The level-set of Gaussian 𝒩𝒩�0,𝑑𝑑𝑖𝑖𝑎𝑎𝑑𝑑(𝝈𝝈𝑘𝑘)�  describe the 
indefinite position of other road users at 𝑝𝑝𝜖𝜖  degree and ellipses 
formed with coefficients are set as follows: 

  �
𝑎𝑎𝝈𝝈𝑘𝑘
𝑏𝑏𝝈𝝈𝑘𝑘

� = �
𝜎𝜎𝑘𝑘𝑎𝑎

𝜎𝜎𝑘𝑘𝑏𝑏
� �−2𝑙𝑙𝑐𝑐𝑑𝑑�𝑝𝑝𝜖𝜖2π𝜎𝜎𝑘𝑘𝑎𝑎𝜎𝜎𝑘𝑘𝑏𝑏��

1/2
 (14) 

Therefore, we can use the main axis direction and add 
coefficients to the cross axles of the vehicle to identify the area of 
the obstacle with the probability of occupancy above the threshold 
𝑝𝑝𝜖𝜖. At the same time, the rectangular area used to determine the 
position and occupied area of autonomous vehicles will be 
replaced by a set of circulars with radius 𝑟𝑟𝑎𝑎𝑣𝑣. The use of circles 
instead of ellipses represents obstacles because the presence of an 
autonomous vehicle does not need to be aligned in a straight axis, 
and Minkowski's sum calculation efficiency is not possible if 
shown by ellipses whose axes do not fit tightly. The Minkowski 
sum of the sets of circles surrounding the vehicle and the collision 
constraints shown by the previous displaced ellipses are calculated 
as follows: 

  𝑐𝑐𝑘𝑘
𝑜𝑜𝑏𝑏𝜕𝜕,𝑖𝑖(𝒛𝒛𝑘𝑘) = �

∆𝑥𝑥𝑗𝑗
∆𝑦𝑦𝑗𝑗

�
𝑇𝑇

𝑅𝑅(∅)𝑇𝑇 �
1
𝑎𝑎2

0

0 1
𝑏𝑏2

� 𝑅𝑅(∅) �
∆𝑥𝑥𝑗𝑗
∆𝑦𝑦𝑗𝑗

��

𝑘𝑘,𝑖𝑖

> 1   (15) 

with  ∀𝑗𝑗 ∈ {1, … ,4}   

where ∆𝑥𝑥, ∆𝑦𝑦 are the distances from the circle set covering the 
area around the vehicle to the center of obstacle 𝑖𝑖 at the time 𝑘𝑘 and 
𝑅𝑅(∅) is the rotation matrix corresponding to the motion direction 
of the obstacle, and the semi-major axis of the constraint ellipse. 
The result is calculated as follows:  

  �𝑎𝑎𝑏𝑏� = �
𝑎𝑎𝜕𝜕ℎ𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑎𝑎𝝈𝝈𝑘𝑘 + 𝑟𝑟𝑑𝑑𝑖𝑖𝜕𝜕𝑐𝑐
𝑏𝑏𝜕𝜕ℎ𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑏𝑏𝝈𝝈𝑘𝑘 + 𝑟𝑟𝑑𝑑𝑖𝑖𝜕𝜕𝑐𝑐

� (16) 

Thus, we have a collision-free constraint with a higher 
probability 𝑝𝑝𝜖𝜖 than other means. 
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As our goal of the solution in this research is to minimize the 
intervention of the driving, that is, the control system only 
intervenes with the steering operation when really necessary with 
the minimum intervention time: 

  𝐽𝐽ℎ(𝒛𝒛𝑘𝑘,𝒖𝒖𝑘𝑘,𝒖𝒖0ℎ) = �
𝑢𝑢𝑘𝑘𝑎𝑎 − 𝑎𝑎0ℎ

𝛿𝛿 − 𝛿𝛿0ℎ
�
𝑇𝑇

𝐾𝐾 �
𝑢𝑢𝑘𝑘𝑎𝑎 − 𝑎𝑎0ℎ

𝛿𝛿 − 𝛿𝛿0ℎ
�  (17) 

where 𝒖𝒖0ℎ = [𝛿𝛿0ℎ,𝑎𝑎0ℎ]𝑇𝑇 is the inconsistent value of system state, 𝛿𝛿ℎ 
is the steering angle value and 𝑎𝑎ℎ is the acceleration value at the 
time 𝑡𝑡𝑘𝑘. 

In the process of setting values for control inputs, we only 
determine the steering angle value 𝛿𝛿ℎ and acceleration 𝑎𝑎ℎ without 
determining the steering speed value �̇�𝛿ℎ. However, in the general 
case if the front view angle can be controlled, the speed value is 
still used as the input value, and the control process 𝒖𝒖𝑘𝑘 maintains 
the steering speed and acceleration of the vehicle. 

The calculation of the trajectory cost will include the cost of 
the model predictive control calculated by the equation 𝒆𝒆𝑘𝑘 =

�𝑒𝑒
~𝑙𝑙(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘)
𝑒𝑒~𝑐𝑐(𝒛𝒛𝑘𝑘 ,𝜃𝜃𝑘𝑘)�, and at the same time add input control deviations 

and slip coefficients to create smooth and comfortable trajectories 
when the vehicle is in motion. The weights 𝑅𝑅  and 𝐴𝐴  allow for 
sorting based on different priorities, so the trajectory cost is 
calculated as follows: 

  𝐽𝐽𝑡𝑡(𝒛𝒛𝑘𝑘 ,𝒖𝒖𝑘𝑘,𝜃𝜃𝑘𝑘) = 𝐽𝐽𝑎𝑎𝑣𝑣(𝒛𝒛𝑘𝑘 ,𝜃𝜃𝑘𝑘) + 𝒖𝒖𝑘𝑘𝑇𝑇𝑅𝑅𝒖𝒖𝑘𝑘 + ∅̇𝑘𝑘𝐴𝐴∅̇𝑘𝑘  (18) 

where 𝐽𝐽𝑎𝑎𝑣𝑣(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘)  has transformed the inconsistency from the 
reference path error into a better direction of motion. 

Finally, the solution proposed is the optimization problem. It is 
done by the minimum factor combining linear between the cost of 
intervention into the system and trajectory cost, as follows: 

 𝐽𝐽𝑎𝑎𝑣𝑣(𝒛𝒛𝑘𝑘,𝒖𝒖𝑘𝑘,𝜃𝜃𝑘𝑘 ,𝒖𝒖0ℎ) = 𝛽𝛽𝛽𝛽(𝑡𝑡𝑘𝑘)𝐽𝐽ℎ(𝒛𝒛𝑘𝑘,𝒖𝒖𝑘𝑘,𝒖𝒖0ℎ) + �1 −
𝛽𝛽(𝑡𝑡𝑘𝑘)�𝐽𝐽𝑡𝑡(𝒛𝒛𝑘𝑘 ,𝒖𝒖𝑘𝑘,𝜃𝜃𝑘𝑘)   (19) 

in which, the weight 𝛽𝛽 and exponential decay function 𝛽𝛽(𝑡𝑡𝑘𝑘) =
𝑒𝑒𝑥𝑥𝑝𝑝(−𝛼𝛼𝑡𝑡𝑘𝑘) are used to enhance the input value for the system. 

We have chosen the solution to make the weight 𝛽𝛽 reach a high 
value, so that when moving forward in the predictive model, the 
system will be able to respond well to inputs but still depend on 𝐽𝐽𝑡𝑡. 
By doing so, the solution presented in this study can plan a full 
implementation without having to predict the planned motion 
trajectory. Therefore, the nonlinear optimization problem with 
constraints on state, dynamics, paths and obstacles is constructed 
as follows: 

  𝒖𝒖0:𝑚𝑚−1
∗ = arg min

𝒖𝒖0:𝑚𝑚−1

∑ 𝐽𝐽𝑎𝑎𝑣𝑣𝑚𝑚
𝑘𝑘=1 (𝒛𝒛𝑘𝑘,𝒖𝒖𝑘𝑘 ,𝜃𝜃𝑘𝑘,𝒖𝒖0ℎ)∆𝑡𝑡𝑘𝑘 (20) 

where: 𝒛𝒛𝑘𝑘+1 = 𝑓𝑓(𝒛𝒛𝑘𝑘 ,𝒖𝒖𝑘𝑘) ; 

 𝜃𝜃𝑘𝑘+1 = 𝜃𝜃𝑘𝑘 + 𝑣𝑣𝑘𝑘∆𝑡𝑡𝑘𝑘 ;   

 𝒛𝒛𝑘𝑘 ∈ [𝒛𝒛𝑚𝑚𝑖𝑖𝑛𝑛 , 𝒛𝒛𝑚𝑚𝑎𝑎𝑚𝑚] ; 

  𝒖𝒖𝑘𝑘 ∈ [𝒖𝒖𝑚𝑚𝑖𝑖𝑛𝑛 ,𝒖𝒖𝑚𝑚𝑎𝑎𝑚𝑚]; 

 �∅̇𝑘𝑘� < ∅̇𝑚𝑚𝑎𝑎𝑚𝑚  ; 

  ‖∅𝑘𝑘 − ∅𝑃𝑃(𝜃𝜃𝑘𝑘)‖ < ∆∅𝑚𝑚𝑎𝑎𝑚𝑚  ;  

 𝑑𝑑(𝒛𝒛𝑘𝑘,𝜃𝜃𝑘𝑘) ∈ [𝑏𝑏𝑙𝑙(𝜃𝜃𝑘𝑘) + 𝛽𝛽𝑚𝑚𝑎𝑎𝑚𝑚  , 𝑏𝑏𝑟𝑟(𝜃𝜃𝑘𝑘) − 𝛽𝛽𝑚𝑚𝑎𝑎𝑚𝑚] ;  

𝑐𝑐𝑘𝑘
𝑜𝑜𝑏𝑏𝜕𝜕,𝑖𝑖(𝒛𝒛𝑘𝑘) > 1 , 𝑖𝑖 = {1, … ,𝑛𝑛}, ∀𝑘𝑘 ∈ {0, … ,𝑚𝑚} 

with initial initialization values for the path �𝑥𝑥𝑃𝑃(𝜃𝜃), 𝑦𝑦𝑃𝑃(𝜃𝜃)�, the 
left boundary 𝑏𝑏𝑙𝑙(𝜃𝜃) and the right boundary 𝑏𝑏𝑟𝑟(𝜃𝜃) set by the arc 
and the static obstacles that the vehicle is moving. At the same time, 
in each loop when the system executes the initial states 𝒛𝒛0 and 𝜃𝜃0, 
the input variables 𝒖𝒖0ℎ  and predicts other objects of traffic 𝒛𝒛0:𝑚𝑚

𝑖𝑖  
𝝈𝝈0:𝑚𝑚
𝑖𝑖  will be given a predictive model for the control system. After 

that, the optimal solution given by equation (20) and the optimal 
control 𝒖𝒖0∗  will be executed by the system. 

3. Experimental results 

To test and evaluate the proposed solution, we have conducted 
empirical simulation of processes in the matlap environment. At 
the same time, in order to ensure the objectivity and reliability 
when evaluating, we have conducted simulations with different 
scenarios and autonomous vehicles controlled moving with 
steering angle 𝛿𝛿0ℎ and desired acceleration 𝑎𝑎0ℎ. Input variables will 
be handled using model predictive control to ensure generating 
safe movement, the reference path and the left boundary 𝑏𝑏𝑙𝑙, right 
boundary 𝑏𝑏𝑟𝑟  are designed and determined accordingly with the 
road system. During the experiment, the calculations uses SI 
measurement system with sampling interval of 0.1s, the trajectory 
is transferred to I/O controller with simulation time of 0.005s. 

 
Figure 3. Simulating the scenario 1 

Scenario 1: In this scenario, the autonomous vehicle will move 
into a corner, with the input values for the control system will be 
able to make the vehicle's direction of travel out of the limit of 
traffic lanes. At this point, the driver assistance system will 
perform braking to reduce the vehicle speed to the safe speed limit 
with the coefficient constraint before the car enters a corner, then 
increase the vehicle speed after going out of the corner to ensure 
the progress in the motion planning. With such a driver assistance 
process, it shows the advantages of controlling the longitudinal 
force, horizontal force and acceleration the vehicle, as well as 
implementing the vehicle's movement plan that is complete when 
entering corners with the brake and increase/decrease speed 
operations.  

Scenario 2: In this scenario, the autonomous vehicle will 
implement the movement plan from the slip road and turn left to 
enter the main traffic lane, the initial positions and the speed of 
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other traffic participants  are initialized randomly. To increase the 
time span of the planning without adjusting the calculations, we 
will take the approach of changing the distance at each step as 
follows: The first 40 steps have a distance of ∆𝑡𝑡𝑘𝑘 = 0.1𝑠𝑠  and the 
next 50 steps have ∆𝑡𝑡𝑘𝑘 = 0.4𝑠𝑠, which leads to a planning time of 
24 seconds for all calculations to be performed in real time. 

 
Figure 4. Simulating the scenario 2 

The process of following this scenario will be repeated many 
times with randomly generated input values and there are times 
when the input values are insecure input to the system, which will 
lead to accident when the vehicle is moving as planned. However, 
with the control support system that our solution offers, it is 
possible to prevent incidents in the most likely cases of accidents. 

Specifically: The planning process of movement when the 
vehicle is moving in a slip road before entering the main road, a 
collision may occur with the right boundary of the lane. After that, 
to move into the main lane, the vehicle turns left, at this time on 
the main lane, other vehicles are moving complicatedly, and unsafe 
situations may occur. To handle this movement of the vehicle, the 
control support system will activate the brakes to bring the 
vehicle's motion status to a stop state so that other vehicles in 
traffic can move through it, until the safe distance between the 
autonomous vehicle and other vehicles is large enough, the system 
activates the vehicle velocity so that the vehicle can move over the 
cross and merge into the main lane. 

During the experiment, we can see that the uncertainty in the 
predictive of other vehicles is very important because the future 
states of the predictive model can deviate from the desired 
predictive point. In the case of omitting uncertainty, the motion 
planning process needs to provide more precise and specific 
constraints to ensure the vehicle safety. 

4. Conclusions 
This paper has proposed a motion control assistance solution 

to ensure the safety of an autonomous vehicle. The optimal feature 
of this solution is to shorten the motion planning cycle to minimize 
deviations from inputs of the prediction while ensuring movement 
safety. This controller support solution is only implemented in 
situations where a complex vehicle movement scenario is likely to 
have a collision with realistic warning elements. 

The main idea of this technical solution will support designing 
an autonomous vehicle with a safe stop whatever the current 
vehicle control. The experimental simulation with the given 
scenarios shows that the safety factor can be achieved by 
calculating to consider all possible possibilities of other vehicles. 

In the future, in order that this solution will be more reliable, 
we have experimented the settings by transferring the simulation 
to the real environment with experimental vehicle equipped with 
sensors. When experimenting on reality, it will add a number of 
factors to analyze the stability of the system so that the behavior of 
traffic participants is more accurately forecasted. The extensive 

implementation of this driver-assistance solution for semi-
autonomous or autonomous vehicles in vehicle control systems 
will be able to minimize the amount of damage and create a safe 
movement plan for the future. 
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